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Abstract

The maximum parsimony phylogenetic reconciliation problem seeks to explain incongruity between a gene phylogeny and a species phylogeny with respect to a set of evolutionary events. While the reconciliation problem is well-studied for species and gene trees subject to events such as duplication, transfer, loss, and deep coalescence, recent work has examined species phylogenies that incorporate hybridization and are thus represented by networks rather than trees. In this paper, we show that the problem of computing a maximum parsimony reconciliation for a gene tree and species network is NP-hard even when only considering deep coalescence. This result suggests that future work on maximum parsimony reconciliation for species networks should explore approximation algorithms and heuristics.
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1 Introduction

Genes evolve via several evolutionary processes operating at various evolutionary timescales. Nucleotides can mutate, and domains can recombine. Genes can be generated, lost, or replaced through gene duplication, gene loss, horizontal gene transfer, and gene conversion. Populations can diverge or combine through speciation and hybridization. In addition to these events, within a population, polymorphisms can persist across speciation events, leading to a phenomenon known as incomplete lineage sorting (ILS) [15, 18]. Thus, the history of a set of genes may differ from the history of the species in which they evolved [12].

1 Corresponding author
In phylogenetics, reconciliations attempt to explain these differences by mapping gene histories within species histories to infer the evolutionary events that shaped that gene family (Figure 1a,b). The simplest and most common approach seeks a most parsimonious reconciliation (MPR) [7, 12, 14], in which each type of event in the model has an associated non-negative cost and the objective is to find a reconciliation of minimum total cost.

The time complexity of the MPR problem depends on the events being modeled and the set of constraints being considered. For example, the lowest common ancestor mapping, which can be computed in polynomial time [14, 26], solves the MPR problem when considering only duplications [8], only duplications and losses [8], and only deep coalescence [22]. When considering duplications, transfers, and losses, the MPR problem can be solved in polynomial time or is NP-hard depending on whether the species tree is undated, partially dated, or fully dated, and on whether the reconciliation is constrained to be time-consistent [13, 20]. Similarly, depending on details of the underlying model, the MPR problem can be solved in polynomial time when considering duplications, transfers, losses, and coalescence [4, 17], or is NP-hard when considering duplications, losses, and coalescence [2]. The MPR problem is also NP-hard when simultaneously modeling the evolution of domains, genes, and species [9].

Though the species history is often represented by a tree, hybridization is increasingly recognized as an important evolutionary process, requiring the use of species networks (Figure 1c). In eukaryotic species, hybridization encompasses two different processes: hybrid speciation, in which there is no underlying tree, and introgression, in which there is an underlying tree [5, 6]. Horizontal gene transfer in prokaryotic species can be considered a special case of introgression [16] and results in reticulate evolutionary histories as well.

Several authors have recently considered reconciliations with species networks. For example, several methods exist for the related problem of inferring a species network that minimizes deep coalescence [23, 24, 25]. However, the authors did not analyze the time complexity of their algorithms. Furthermore, their approaches require searching over the space of species network topologies, in contrast to the problem considered here, in which the species network is assumed to be known. Other authors have focused on the problem...
of inferring MPRs between gene trees and species networks, showing that the problem can be solved in polynomial time when minimizing the duplication-transfer-loss cost [11] or the duplication-loss cost [19]. There is little previous work on the problem of inferring MPRs between a gene tree and species network in which incongruence is due to deep coalescence, and the question of whether this problem can be solved in polynomial time remained open.

In this paper, we show that the problem of inferring an MPR between a gene tree and species network in the presence of incomplete lineage sorting is NP-hard. Our results suggest that future work on this problem should focus on developing heuristics or approximation algorithms.

## 2 Definitions

We use the terms node and vertex interchangeably. A rooted binary phylogenetic network refers to a rooted directed acyclic graph with a single root with in-degree 0 and out-degree 2; additional internal nodes with either in-degree 1 and out-degree 2, called branch nodes, or in-degree 2 and out-degree 1, called hybridization nodes; and one or more leaves with in-degree 1 and out-degree 0. Edges leading to hybridization nodes are called hybridization edges. Given a network $N$, let $V(N)$ denote its node set and $E(N)$ denote its edge set. Let $L(N) \subset V(N)$ denote its leaf set, $I(N) = V(N) \setminus L(N)$ denote its set of internal nodes, and $r(N) \in I(N)$ denote its root node. For a node $v \in V(N)$, let $c(v)$ denote its set of children (the empty set if $v$ is a leaf), let $p(v)$ denote its set of parents (the empty set if $v$ is the root node), and, if $v$ has a single parent, $e(v)$ denotes the edge $(p(v), v)$. The size of $N$, denoted by $|N|$, is equal to $|V(N)| + |E(N)|$.

Let $\leq_N$ be the partial order on $V(N)$ such that $v \leq_N u \ (v <_N u)$ if and only if there exists a path in $N$ from $u$ to $v$ ($v \neq u$); $v$ is said to be lower or equal to (lower than) $u$, and $v$ a (strict) descendant of $u$, and $u$ a (strict) ancestor of $v$.

Given two nodes $u$ and $v$ of $N$ such that $v \leq_N u$, a path from $u$ to $v$ in $N$ is a sequence of contiguous edges from $u$ to $v$ in $N$. Note that if $u = v$, the path from $u$ to $v$ is empty. As there can be multiple paths between pairs of vertices in a network, let $\text{paths}_N(u, v)$ denote the set of all paths from $u$ to $v$. Let $\text{paths}(N)$ denote the set of all paths in network $N$.

A binary phylogenetic tree is a binary phylogenetic network with no hybridization nodes; that is, a directed binary tree. In the remainder of this paper, we refer to rooted binary phylogenetic networks and rooted phylogenetic trees simply as networks and trees, respectively.

A species network $S$ represents the evolutionary history of a set of species and a gene tree $G$ represents the evolutionary history of a set of genes sampled from these species. A leaf mapping $L_e : L(G) \rightarrow L(S)$ associates each leaf in the gene tree with a corresponding species from which the gene was sampled. The mapping need not be one-to-one nor onto. Note that gene phylogenies are assumed to be trees whereas species phylogenies may, in general, be networks.

In this paper, we assume that both the gene tree and species network are undated. Thus, the only temporal constraints on the nodes are those induced by ancestor-descendant relationships.

### 2.1 Reconciliations

A reconciliation for a given gene tree, species network, and leaf mapping comprises a pair of mappings: The vertex mapping $R_v : V(G) \rightarrow V(S)$ associates each node of $G$ with a node of $S$. For each non-root node $g$ of $G$, the path mapping $R_p : V(G) \rightarrow \text{paths}(S)$ associates a path in $S$ from $R_v(p(g))$ to $R_v(g)$. The vertex mapping must be consistent with the given leaf
mapping and must satisfy temporal constraints; namely if a gene node \( g \) is mapped to species node \( s \) and a child \( g' \) of \( g \) is mapped to species node \( s' \), then \( s \) must be an ancestor of \( s' \).

The path mapping is required because \( S \) is a network, and thus there may be multiple paths between ancestors and descendants in the network. The formal definition of a reconciliation is given in Definition 1.

**Definition 1** (Reconciliation). Given a gene tree \( G \), a species network \( S \), and a leaf mapping \( \text{Le} \) is a pair of mappings \((R_v, R_p)\) where \( R_v : V(G) \rightarrow V(S) \) is a vertex mapping and \( R_p : V(G) \rightarrow \text{paths}(S) \) is a path mapping subject to the following constraints:

1. If \( g \in L(G) \), then \( R_v(g) = \text{Le}(g) \).
2. If \( g \in I(G) \), then for each \( g' \in c(g) \), \( R_v(g') \leq_S R_v(g) \).
3. If \( g \neq r(G) \), then \( R_p(g) \in \text{paths}_S(R_v(p(g)), R_v(g)) \). Otherwise, \( R_p(g) = \emptyset \).

Constraint 1 asserts that \( R_v \) extends the leaf mapping \( \text{Le} \). Constraint 2 asserts that \( R_v \) satisfies the temporal constraints implied by \( S \). Constraint 3 asserts that the vertex mapping and path mapping are consistent. We note that some formulations of the reconciliation problem include an additional constraint asserting that no two paths in the path mapping use two different hybridization edges leading to the same hybridization node. While we do not explicitly enforce this constraint in Definition 1, the NP-hardness proof in the next section satisfies this additional constraint nonetheless.

In a multispecies coalescent process, evolution in the species network is viewed backward in time, from the leaves toward the root. Then, given a reconciliation \( R \), we can count the number of gene lineages “passing through” each edge \( e \) of the species network. Specifically, given edge \( e \in E(S) \),

\[
L_R(e) = |\{g \in V(G) : e \in R_p(g)\}|
\]

and the number of “extra lineages” is defined to be

\[
XL_R(e) = \max(0, L_R(e) - 1).
\]

Note, for example, that if two gene paths pass through a species edge, there is one extra lineage on that edge.

Finally, the **deep coalescence cost** of a reconciliation is the sum of extra lineages across all edges of the species network:

\[
DC_R = \sum_{e \in E(S)} XL_R(e).
\]

This value is the **reconciliation cost** in this model.

Finally, we formalize these optimization and decision problems:

**Problem 2** (Most Parsimonious Reconciliation (MPR)). Given a gene tree \( G \), a species network \( S \), and a leaf mapping \( \text{Le} \), find a reconciliation \( R \) for \((G, S, \text{Le})\) such that the deep coalescence cost \( DC_R \) is minimized.

**Problem 3** (Most Parsimonious Reconciliation Decision Problem (MPRD)). Given a gene tree \( G \), a species network \( S \), a leaf mapping \( \text{Le} \), and an integer \( k \), is there a reconciliation \( R \) for \((G, S, \text{Le})\) such that \( DC_R \leq k \)?

---

2 When explaining topological incongruence through only deep coalescence, a reconciliation is sometimes called a coalescent history [5].
3 NP-hardness

Theorem 4. MPRD is NP-hard.

In the proof that follows, it will be convenient to consider the gene tree as the collection of all paths $P$ from its root to its leaves. For a given leaf mapping $Le : L(G) \rightarrow L(S)$, a lineage mapping with respect to $Le$ is a mapping $M$ from each path $p_i \in P$ whose endpoint is leaf $\ell$ to a path in $S$ from some fixed node $v \in V(S)$ to $Le(\ell)$. Each reconciliation has a corresponding lineage mapping, $M$. Specifically, let $R = (R_e, R_p)$ be a reconciliation and let $r(G), g_1, \ldots, g_k$, $g_k = \ell$, denote the nodes on the unique path from $r(G)$ to leaf $\ell$. Then, $M$ associates this path in $G$ with path $R_p(g_1)R_p(g_2)\ldots R_p(g_k)$ in $S$. Note that multiple different reconciliations may induce the same lineage mapping since there are, in general, different mappings of nodes of $G$ to nodes of $S$ than induce the same set of paths. For simplicity, when referring to lineage mappings we use the notation $M(\ell)$ in lieu of $M(p_k)$.

Finally, we use the notation $(A, B)$ to represent a binary tree with a root and children $A$ and $B$, either of which may be leaves or trees themselves.

Proof. Our proof is by a reduction from 3SAT. In particular, we consider the most general version of 3SAT in which the literals in a clause need not be unique and clauses need not be unique. Consider an instance of 3SAT with $n$ variables and $m$ clauses and, without loss of generality, assume that $n$ and $m$ are both powers of 2. (If not, the 3SAT instance can be padded with dummy variables and clauses to construct an equivalent instance in polynomial time by simply introducing new variables as needed and repeating clauses as needed.)

Construction. The gene tree $G$ is constructed as follows: A gene variable gadget for a variable $x_i$ comprises a tree $G^x_i$ with three leaves, labelled $a_i, b_i, y_i$, with the topology $((a_i, b_i), y_i)$. The root of this gadget is labelled $x_i$. These $n$ variable gadgets are connected via a perfect binary tree $G^x$. A gene clause gadget for a clause $c_j$ consists simply of a single leaf $\ell_j$. These $m$ leaves are connected via a perfect binary tree $G^c$. A $k$-caterpillar of length $k$ is a binary tree constructed from a path of length $k$ ($k + 1$ vertices and $k$ edges) where each of the first $k$ vertices on that path has two children: one is the next vertex on the path, and another is a leaf. In total a $k$-caterpillar has $k + 1$ leaves. The root of the gene tree $G$ has two children: one is the root of the tree $G^x$ and the other is the root of a $2n$-caterpillar called $e$. One of the two deepest leaves of caterpillar $e$ is the root of $G^c$ and the remaining leaves are labeled $e_1, \ldots, e_{2n}$ in order of depth from the root. The structure of the gene tree is depicted in Figure 2.

The species network $S$ is constructed as follows: A species variable gadget for variable $x_i$ consists of a subtree $S^x_i$ with four children labeled $T_i, A_i, B_i, F_i$, with topology $((T_i, A_i), (F_i, B_i))$. $A_i$ and $B_i$ are leaves. The root of this gadget is labelled $x_i$. $T_i$ and $F_i$ are the remaining vertices of paths which correspond to setting $x_i$ to true or false, respectively. We henceforth refer to these paths as the variable setting paths for $T_i$ and $F_i$, respectively. The remaining vertices on these variable settings paths are described in the next paragraph; ultimately these paths join at a hybridization node which has a single leaf child $Y_i$. The roots of these $n$ variable gadgets are joined via a perfect binary tree $S^x$.

A species clause gadget $S^c_j$ for clause $C_j$ is constructed as follows. Let $z_1, z_2$, and $z_3$ denote the three literals in that clause. If literal $z_1$ is the unnegated variable $x_i$ then a vertex $U_{1,i}$ and its child $V_{1,i}$ are introduced on the variable setting path for $F_i$ in the species variable gadget for $x_i$. Conversely, if literal $z_1$ is the negation of $x_i$, then vertex $U_{1,i}$ and its child $V_{1,i}$ are introduced on the variable setting path for $T_i$. The analogous process is
The gene tree in the NP-hardness construction. The shaded subtree $G_1^x$ on the left contains a variable gadget $G_i^x$ for each variable $x_i$ in the 3SAT instance, and the shaded subtree $G_c$ on the right contains a single leaf $\ell_j$ for each clause $j$ in the 3SAT instance.

Figure 2

used to introduce a pair of vertices $U_{2,j}$ and $V_{2,j}$ for the variable setting path for literal $z_2$ and a pair of vertices $U_{3,j}$ and $V_{3,j}$ for the variable setting path for literal $z_3$. If the clause contains repeated literals, we will add the vertices to paths in numerical order based on their subscripts. For example, if $z_1 = z_2$, then we will introduce the vertex $U_{2,j}$ immediately after the vertex $V_{1,j}$ on the corresponding variable setting path, so that $V_{1,j}$ will be one of the parents of $U_{2,j}$. The root of the species clause gadget for clause $C_j$ is a vertex $U_j$ with $U_{1,j}$ as one child and $U_{j}'$ as the second child whose children are $U_{2,j}$ and $U_{3,j}$. Note that $U_{1,j}$, $U_{2,j}$, and $U_{3,j}$ are hybridization nodes since they each have two parents. Node $V_{1,j}$ has a second child $V_{j}$, $V_{2,j}$, and $V_{3,j}$ have a child $V_{j}'$ (a hybridization node), $V_{j}'$ is another parent of $V_{j}$ (a hybridization node) which, in turn, has a single child $L_j$, a leaf of the species network. The roots of the $m$ species clause gadgets are connected with a perfect binary tree $S_c$.

Finally, the root of the species network has two children: one is the root of the species variable tree $S_x$ and the other is the root of a $2n$-caterpillar called $E$. One of the two deepest leaves of caterpillar $E$ is the root of the clause gadget tree $S_c$ and the remaining leaves are labeled $E_1, \ldots , E_{2n}$ in increasing depth from the root. A representation of the species network is shown in Figure 3.

The leaf mapping $Le$ is as follows: For the leaves in the variable gadgets, $Le(a_i) = A_i$, $Le(b_j) = B_i$, and $Le(y_i) = Y_i$, for $1 \leq i \leq n$. For the leaves of the $2n$-caterpillar, $Le(e_i) = E_i$, for $1 \leq i \leq 2n$. For the leaves in the clause gadgets, $Le(\ell_i) = L_i$, for $1 \leq i \leq m$.

Finally, the value of $k$ in the decision problem is set to be $n$, the number of variables in the 3SAT instance. It is easily seen that this construction can be performed in time polynomial in the size of the 3SAT instance.

**Correctness.** We prove that the constructed MPRD instance has a reconciliation with deep coalescence cost no more than $n$ if and only if there is a satisfying assignment of the variables in the given 3SAT instance.

We begin with several observations. First, in any reconciliation, $r(G)$ must be mapped to $r(S)$ because the lowest common ancestor of the leaves in the variable gadgets and clause gadgets in $G$ is $r(G)$ while the lowest common ancestor in $S$ of their images under the
Figure 3 The species network in the NP-hardness reduction. (A) The shaded subtree \( S^x \) on the left contains a variable gadget \( S^x_i \) for each variable \( x_i \) in the 3SAT instance, and the subtree \( S^c \) on the right contains a clause gadget \( S^c_j \) for each clause \( j \) in the 3SAT instance. (B) The variable gadget on the left is shown in detail. Vertices \( T_i \) and \( F_i \) are the first vertices on the variable setting paths (indicated in bold) for variable \( x_i \). The clause gadget on the right is shown in detail for clause \( j \). The bold edges are from variable setting paths for the three variables in clause \( j \). Note that the edge \( U_{k,j}, V_{k,j} \) indicated on the left is the \( k^{th} \) bold edge in the clause gadget for clause \( j \) if and only if variable \( x_i \) is the \( k^{th} \) variable in clause \( j \). In this example, \( U_{k,j}, V_{k,j} \) appears on a true variable setting path, indicating that variable \( x_i \) appears negated in clause \( j \).
leaf mapping is \( r(S) \). The species network \( S \) has unique paths from its root to the leaves \( A_1, \ldots, A_n, B_1, \ldots, B_n, \) and \( E_1, \ldots, E_{2n} \). Therefore, all lineage mappings and have the same unique paths \( M(\ell) \) for all leaves \( \ell \) among \( a_1, \ldots, a_n, b_1, \ldots, b_n, \) and \( e_1, \ldots, e_{2n} \). The only leaves \( \ell \in L(G) \) for which \( M(\ell) \) has more than one possible path are \( y_1, \ldots, y_n \) and \( \ell_1, \ldots, \ell_m \).

Note that in order for a reconciliation to have cost no more than \( n \), the induced lineage mapping \( M \) must satisfy the property that \( M(y_i) \) contains the node \( X_i \), the root of the gadget \( S_i^y \). To see this, suppose by way of contradictions that there is a variable leaf \( y_i \) such that the path \( M(y_i) \) (a path from \( r(S) \) to \( Y_i \)) does not contain the vertex \( X_i \). The only paths from \( r(S) \) to \( Y_i \) that do not contain \( X_i \) are through clause gadgets, and therefore \( M(y_i) \) must pass through the \( E \) caterpillar. Since there is a unique path from \( r(S) \) to \( A_i \) in \( S \) and that path does not pass through the \( E \) caterpillar, \( M(a_i) \) cannot contain nodes from the \( E \) caterpillar. Therefore, \( M(y_i) \) must diverge from \( M(a_i) \) at \( r(S) \), and therefore also diverges from \( M(e_{2n}) \) at \( r(S) \) since \( e_{2n} \) is more distantly related to \( y_i \) than \( a_i \) to \( y_i \). But then each of the \( 2n \) internal nodes of the caterpillar \( E \) has at least two lineages, one from \( M(y_i) \) and one from \( M(e_{2n}) \), contributing a cost of at least \( 2n > n \), contradicting the assumed cost bound.

There are, therefore, only two possibilities for \( M(y_i) \) — it either includes the variable setting path for \( T_i \) or the variable setting path for \( F_i \) in the variable gadget for \( x_i \). Both of these options contribute at least one to the total cost since \( M(a_i) \) and \( M(b_i) \) must diverge at (or above) \( X_i \) and, since \( y_i \) is more distantly related to \( a_i \) and \( b_i \) than \( a_i \) and \( b_i \) are to one another, \( M(y_i) \) must diverge from \( M(a_i) \) and \( M(b_i) \) at (or above) \( X_i \). Thus, \( M(y_i) \) must contribute an extra lineage on an edge shared with \( M(a_i) \) or \( M(b_i) \). Since there are \( n \) variables, this contributes a cost of \( n \), so these are necessarily the only extra lineages.

For any clause \( j \), \( M(\ell_j) \) must contain at least one of the edges \( (U_{k,j}, V_{k,j}) \) for \( k \in \{1, 2, 3\} \). This is a consequence of the fact that without these three edges, there is no path in \( S \) from the root to \( L_j \). Therefore \( M(\ell_j) \) shares an edge with at least one species variable setting path corresponding to the negation of a literal in clause \( j \).

Now suppose there is a satisfying assignment of the variables in the 3SAT instance. Then construct a reconciliation \( M \) with respect to \( Le \) as follows: \( M(y_i) \) contains the variable setting path \( T_i \) if the variable \( x_i \) is set to true, and the variable setting path \( F_i \) if the variable \( x_i \) is set to false. For a clause \( j \), let \( z_k, k \in \{1, 2, 3\} \), denote one of three literals in that clause that evaluates to true with respect to the given satisfying assignment. If \( z_k \) is an unnegated variable \( x_i \), then, by construction, the \( F_i \) variable setting path contains the edge \( (U_{k,j}, V_{k,j}) \) in the clause gadget \( S_i^y \). We then construct \( M(\ell_j) \) so that it follows the unique path from \( r(S) \) to \( U_j \), and then passes through the clause gadget via that edge. If \( z_k \) is a negated variable \( \neg x_i \), then, by construction, the \( T_i \) variable setting path contains the edge \( (U_{k,j}, V_{k,j}) \) in the clause gadget \( S_i^y \) and \( M(\ell_j) \) is chosen to pass through the clause gadget via that edge. A reconciliation inducing this lineage mapping is trivial since each vertex in the gene tree has a corresponding vertex in the species network. The only cost incurred by this reconciliation is one for each variable gadget as noted above. The total cost is therefore \( n \) and thus this is a “yes” instance of MPRD.

Conversely, suppose there is some reconciliation with cost at most \( n \) and let \( M \) be the corresponding lineage mapping. Then, we induce a setting of each variable \( x_i \) based on whether \( M(y_i) \) contains the \( T_i \) or \( F_i \) variable setting path. As noted previously, this induces a cost of \( n \) and thus the remaining paths cannot contribute an additional cost. Therefore, for each clause \( C_j \), \( M(\ell_j) \) must pass through an otherwise unused edge \( (U_{k,j}, V_{k,j}) \), \( k \in \{1, 2, 3\} \), implying that, by construction, the \( k \)th literal in clause \( C_j \) has a setting that satisfies that clause. Therefore, the 3SAT instance is satisfied. \( \blacksquare \)
Finally, we note that for simplicity, the reduction above did not seek to ensure that the species network has a temporal representation, meaning that there is a consistent timing of events in that network. It is always possible to add additional nodes to the species network to satisfy the temporal representation property [1] and it is easily verified that our reduction holds after adding these nodes.

4 Discussion

In this work, we have shown that the problem of inferring an MPR between a gene tree and species network in the presence of incomplete lineage sorting is NP-hard. These results suggest several important directions for future research. First, approximation algorithms and exact fixed-parameter tractable algorithms should be explored for the MPR problem. Second, the problem may be solved effectively in many instances using satisfiability solvers or integer linear programming, as has been done for phylogenetic reconciliation in other event models [3, 10, 21]. Third, heuristics can be explored and tested experimentally.
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**Abstract**

Finding a similar substring that commonly appears in query and database sequences is an essential task for genome data analysis. This study proposes a secure two-party variable-length string search protocol based on secret sharing. The unique feature of our protocol is that time, communication, and round complexities are not dependent on the database length \(N\), after the query input. This property brings dramatic performance improvements in search time, since \(N\) is usually quite large in an actual genome database, and the same database is repeatedly used for many queries. Our concept hinges on a technique that efficiently applies the compressed full-text index (FOCS 2000) for a secret-sharing scheme. We conducted an experiment using a human genomic sequence with the length of 10 million as the database and a query with the length of 100 and found that the query response time of our protocol was at least three orders of magnitude faster than a well-designed baseline protocol under the realistic computation/network environment.

---

**1 Introduction**

The dramatic reduction in the cost of genome sequencing has prompted increased interest in personal genome sequencing over the last 15 years. Extensive collections of personal genome sequences have been accumulated both in academic and industrial organizations, and there is now a global demand for sharing the data to accelerate scientific research [13, 24]. As discussed in previous studies, disclosing personal genome information has a high privacy risk [10], so it is crucial to ensure that individuals’ privacy is protected upon data sharing. At present, the most popular approach for this is to formulate and enforce a privacy policy, but it is a time-consuming process to reach an agreement, especially among stakeholders with different legal backgrounds, which slows down the pace of research. Therefore, there is a
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strong demand for privacy-preserving technologies that can potentially compensate for or even replace the traditional policy-based approach [3, 21]. One important application that needs a privacy-preserving technology is private genome sequence search, where different stakeholders respectively hold a query sequence and a database sequence and the goal is to let the query holder know the result while simultaneously keeping the query and the database private. Many studies have addressed the problem of how to compute exact or approximate edit distance or the longest common substring (LCS) through techniques based on homomorphic encryption [17, 8, 22] and secure multi-party computation (MPC) [15, 31, 33, 7, 2, 26, 23], or how to compute sequence similarity based on private set intersection [4]. While these studies can evaluate global sequence similarity for two sequences of similar length, other studies address the problem of finding a substring between a query and a long genome sequence or a set of long genome sequences, with the aim of evaluating local sequence similarity [28, 16, 30, 29, 18, 6, 25]. [28] proposed an approach to combine an additive homomorphic encryption and index structures such as FM-index [11] and the positional Burrows-Wheeler transform [9] to find the longest prefix of a query that matches a database (LPM) and a set-maximal match for a collection of haplotypes. [30] used a similar approach and improved the time and communication complexities for LPM on a protein sequence by using a wavelet matrix. [16] improved the round complexity of a set-maximal match, though the search time was more than one order of magnitude slower than [28] due to the heavy computational cost caused by the fully homomorphic encryption. [29] used the Goldreich-Micali-Wigderson protocol to build a suffix tree for a set-maximal match. According to experiments by [18], the search time of [29] is one order of magnitude slower than [28] and [18]. [18] used a garbled circuit to build a suffix tree for substring match and a set-maximal match under a different security assumption such that the tree-traversal pattern is leaked to the cloud server. [6] and [25] found fixed-length substring matches using a one-way hash function or homomorphic encryption on a public cloud under a security assumption such that the database is a public sequence and a query is leaked to a private cloud server.

In this study, we aim to improve privacy-preserving substring match under the security assumption such that both the query and the database sequence are strictly protected. We first propose a more efficient method for finding LPM, and then extend it to find the longest maximal exact match (LMEM), which is more practically important in bioinformatics. We designed the protocol for LMEM for ease of explanation, and the protocol can be applied to similar problems such as finding all maximal exact matches (MEMs) with a small modification. To our knowledge, this is the first study to address the problem of securely finding MEMs.

Our Contribution

The time complexity of the previous studies [28, 30] include the factor of $N$, and thus they do not scale well to a large database. For a similar reason, using secure matching protocols (e.g., [32]) for the shares (or tags in searchable encryption) of all substrings in a query and database is even worse in terms of time complexity. To achieve a real-time search on an actual genome database, we propose novel secret-sharing-based protocols that do not include the factor of $N$ in the time, communication, and round complexities for the search time (i.e., the time after the input of a query until the end of the search).

The basic idea of the protocols is to represent the database string by a compressed index [11, 12] and store the index as a lookup table. LPM and MEMs are found by at most $\ell$ and $2\ell$ table lookups respectively, where $\ell$ is the length of the query. More specifically, the table $V$ is referenced in a recursive manner; i.e., one needs to obtain $V[j]$, where $j = V[i]$, given $i$. To ensure security, we need to compute $V[j]$ without seeing any element of $V$. [28] proposed an approach to combine an additive homomorphic encryption and index structures such as FM-index [11] and the positional Burrows-Wheeler transform [9] to find the longest prefix of a query that matches a database (LPM) and a set-maximal match for a collection of haplotypes. [30] used a similar approach and improved the time and communication complexities for LPM on a protein sequence by using a wavelet matrix. [16] improved the round complexity of a set-maximal match, though the search time was more than one order of magnitude slower than [28] due to the heavy computational cost caused by the fully homomorphic encryption. [29] used the Goldreich-Micali-Wigderson protocol to build a suffix tree for a set-maximal match. According to experiments by [18], the search time of [29] is one order of magnitude slower than [28] and [18]. [18] used a garbled circuit to build a suffix tree for substring match and a set-maximal match under a different security assumption such that the tree-traversal pattern is leaked to the cloud server. [6] and [25] found fixed-length substring matches using a one-way hash function or homomorphic encryption on a public cloud under a security assumption such that the database is a public sequence and a query is leaked to a private cloud server. In this study, we aim to improve privacy-preserving substring match under the security assumption such that both the query and the database sequence are strictly protected. We first propose a more efficient method for finding LPM, and then extend it to find the longest maximal exact match (LMEM), which is more practically important in bioinformatics. We designed the protocol for LMEM for ease of explanation, and the protocol can be applied to similar problems such as finding all maximal exact matches (MEMs) with a small modification. To our knowledge, this is the first study to address the problem of securely finding MEMs.
The key technical contribution of this study is an efficient protocol that achieves this type of recursive reference. We named the protocol secret-shared recursive oblivious transfer (ss-ROT). While the previous studies require $O(N)$ time complexity to ensure security, the time, communication, and round complexities of ss-ROT are all $O(\ell)$ for $\ell$ recursive table lookups, except for the preparation of the table and generation of shares before the query input. Since the entire protocols mainly consist of $\ell$ table lookups for LPM, and $2\ell$ table lookups and $2\ell$ inner product computations for LMEM, the search times for LPM and LMEM do not depend on the database size.

We implemented the proposed protocol and tested it on substrings of a human genome sequence $10^3$ to $10^7$ in length and confirmed that the actual CPU time and data transfer overhead were in good agreement with the theoretical complexities. We also found that the search time of our protocol was three orders of magnitude faster than that of the previous method [28, 30]. For conducting further performance analysis, we designed and implemented baseline protocols using major techniques of secret-sharing-based protocols. The results showed that the search times of our protocols were at least two orders of magnitude faster than those of the baseline protocols.

2 Preliminaries

2.1 Secure Computation based on Secret Sharing

Here, we explain the 2-out-of-2 additive secret sharing ((2, 2)-SS) scheme and how to securely compute arithmetic/Boolean gates (Figure 1).

Secret Sharing and Secure Computation

In $t$-out-of-$n$ secret sharing (e.g., [27]), we split the secret value $x$ into $n$ pieces, and can reconstruct $x$ by combining more or an equal number of $t$ pieces. We call the split pieces “share”. The basic security notion for secret sharing is that we cannot obtain any information about $x$ even if we gather less than or equal to $(t-1)$ shares. In this paper, we consider a case with $(t, n) = (2, 2)$. A 2-out-of-2 secret sharing ((2, 2)-SS) scheme over $\mathbb{Z}_{2^n}$ consists of two algorithms: Share and Reconst. Share takes as input $x \in \mathbb{Z}_{2^n}$ and outputs $([x]_0, [x]_1) \in \mathbb{Z}_{2^n}^2$, where the bracket notation $[x]_i$ denotes the arithmetic share of the $i$-th party (for $i \in \{0, 1\}$). We denote $[x] = ([x]_0, [x]_1)$ as their shorthand. Reconst takes as inputs $[x]_0$ and $[x]_1$ and outputs $x$. For arithmetic sharing $[x]_i$ and Boolean sharing $[x]_i^B$, we consider power-of-two integers $n$ (e.g., $n = 16$) and $n = 1$, respectively.

Depending on the secret sharing scheme, we can compute arithmetic/Boolean gates over shares; that is, we can execute some kind of processing related to $x$ without $x$. This means it is possible to perform some computation without violating the privacy of the secret data,
and is called secure (multi-party) computation. It is known that we can execute arbitrary computation by combining basic arithmetic/Boolean gates. In the following paragraphs, we show how to concretely compute these gates over shares.

### Semi-Honest Secure Two-Party Computation Based on (2, 2)-Additive SS

We use a standard (2, 2)-additive SS scheme, defined by

- **Share**($x$) : randomly choose $r \in \mathbb{Z}_{2^n}$ and let $[x]_0 = r$ and $[x]_1 = x - r$.
- **Reconst**([$x$]$_0$, [$x$]$_1$) : output $[x]_0 + [x]_1$.

Note that one of the shares of $x$ ($[x]_0$ or $[x]_1$) does not reveal any information about $x$. In Figure 1, the secret value $x = 2$ is split into $[x]_0 = 4$ and $[x]_1 = 6$. These are valid (2, 2)-additive shares because $4 + 6 \equiv 2 \pmod{8}$ holds. Even if we can see $[x]_0 = 4$, we cannot decide the value of $x$ since we execute a split of $x$ uniformly at random. This means, in Figure 1, computing nodes $P_0$ and $P_1$ cannot obtain any information about $x$ as long as these two nodes do not collude. On the other hand, we can compute arithmetic ADD/MULT gates over shares as follows:

- $[z] \leftarrow \text{ADD}([x], [y])$ can be done locally by just adding each party’s share on $x$ and on $y$.
  - In Figure 1 (left), we show an example of secure addition. $P_0/P_1$ obtain shares 6/7 by adding their two shares. In this process, $P_0/P_1$ cannot find they are computing 2 + 3.

- Multiplication is more complex than addition. There are various methods for multiplication over shares, most of which require communication between computing nodes. In this paper, we use the standard method for $[w] \leftarrow \text{MULT}([x], [y])$ based on Beaver triples (BT) [5]. Such a triple consists of $b_0 = (a_0, b_0, c_0)$ and $b_1 = (a_1, b_1, c_1)$ such that $(a_0 + a_1)(b_0 + b_1) = (c_0 + c_1)$. Hereafter, $a, b,$ and $c$ denote $a_0 + a_1, b_0 + b_1,$ and $c_0 + c_1$, respectively. We use these BTs as auxiliary inputs for computing MULT. Note that we can compute them in advance (or in offline phase) since they are independent of inputs $[x]$ and $[y]$. We adopt a trusted initializer setting (e.g., [19, 20]): that is, BTs are generated by the party other than two computing nodes and then distributed. In the online phase of MULT, each $i$-th party $P_i$ ($i \in \{0, 1\}$) can compute the multiplication share $[z] = [xy]$ as follows:

  1. $P_i$ first computes $([x]_i - a_i)$ and $([y]_i - b_i)$, and sends them to $P_{i-1}$.
  2. $P_i$ reconstructs $x' = x - a$ and $y' = y - b$.
  3. $P_0$ computes $[z]_0 = x'y' + x'b_0 + y'a_0 + c_0$, and $P_1$ computes $[z]_1 = x'b_1 + y'a_1 + c_1$.

Here, $[z]_0$ and $[z]_1$ calculated with the above procedures are valid shares of $xy$; that is, **Reconst**($[z]_0$, $[z]_1$) = $xy$. We shorten the notations and write the ADD and MULT protocols simply as $[x] + [y]$ and $[x] \cdot [y]$, respectively.

We also write $\text{ADD}(\text{ADD}([x]_A, [x]_B), [x]_C)$ as $\Sigma_{c \in \{A, B, C\}} [x]_c$. Note that, similarly to the ADD protocol, we can also locally compute multiplication by constant $c$, denoted by $c \cdot [x]$. We can easily extend the above protocols to Boolean gates. By converting $+$ and $-$ into
\(\oplus\) in the arithmetic ADD and MULT protocols, we can obtain the XOR and AND protocols, respectively. We can construct NOT and OR protocols from the properties of these gates. When we compute NOT(\([x]_0^B, [x]_0^P\)), \(P_0\) and \(P_1\) output \([-[x]_0^B\) and \([x]_0^P\), respectively. When we compute OR(\([x]_0^B, [y]_0^B\)), we compute \(-[x]_0^B, -[y]_0^B\). We shorten the notations and write XOR, AND, NOT, and OR simply as \([x] \oplus [y], [x] \wedge [y], -[x],\) and \([x] \lor [y]\), respectively. By combining the above gates, we can securely compute higher-level protocols.

The functionality of the secure subprotocols [23] used in this paper are shown in Table 1. Due to space limits, we omit the details of their construction. Note that we can compute Choose by \([x] = [y] + [e] \cdot (|[x] - [y]|)\). In this paper, we consider the standard simulation-based security notion in the presence of semi-honest adversaries (for 2PC), as in [14]. We show the definition in Appendix B. Roughly speaking, this security notion guarantees the privacy of the secret under the condition that computing nodes do not deviate from the protocol; that is, although computing nodes are allowed to execute arbitrary attacks in their local, they do not (maliciously) manipulate transmission data to other parties. The building blocks we adopt in this paper satisfy this security notion. Moreover, as described in [14], the composition theorem for the semi-honest model holds; that is, any protocol is privately computed as long as its subroutines are privately computed.

### 2.2 Index Structure for String Search

#### Notation and Definition

\(\Sigma\) denotes a set of ordered symbols. A string consists of symbols in \(\Sigma\). We denote a lexicographical order of two strings \(S\) and \(S'\) by \(S \leq S'\) (i.e., \(A < C < G < T\) and \(\text{AAA} < \text{AAC}\)). We denote the \(i\)-th letter of a string \(S\) by \(S[i]\) and a substring starting from the \(i\)-th letter to the \(j\)-th letter by \(S[i, j]\). The index starts with 0. The length of \(S\) is denoted by \(|S|\).

A reverse string of \(S\) (i.e., \(S[|S| - 1], \ldots, S[0]\)) is denoted by \(\bar{S}\). We consider a direction from the \(i\)-th position to the \(j\)-th position as rightward if \(i < j\) and leftward otherwise.

Given a query \(w\) and a database \(S\), we define the longest prefix that matches a database string (LPM) by \(\max_{(i,j)}\{j \vert w[0, \ldots, j] = S[k, \ldots, l]\}\), where \(0 \leq j < \ell\) and \(0 \leq k \leq \ell < N\), and the longest maximal exact match (LMEM) by \(\max_{(i,j)}\{j - i \vert w[i, \ldots, j] = S[k, \ldots, l]\}\), where \(0 \leq i \leq j < \ell\) and \(0 \leq k \leq \ell < N\).

#### FM-Index and related data structures

FM-Index [11] and related data structures [12] are widely used for genome sequence search. Given a query string \(w\) of length \(\ell\) and a database string \(S\) of length \(N\), [11] enables LPM to be found in \(O(\ell)\) time regardless of \(N\), and it also enables LMEM to be found in \(O(\ell)\) if auxiliary data structures are used [12]. Given all the suffixes of a string \(S\): \(S[0, \ldots, |S| - 1], S[1, \ldots, |S| - 1], \ldots, S[|S| - 1]\), a suffix array is an array of positions \((p_0, \ldots, p_{|S| - 1})\) such that \(S[p_0, \ldots, |S| - 1] \leq S[p_1, \ldots, |S| - 1] \leq S[p_2, \ldots, |S| - 1],\ldots, \leq S[p_{|S| - 1}, \ldots, |S| - 1].\) We denote the suffix array of \(S\) by \(SA\) and denote its \(i\)-th element by \(SA[i]\). A Burrows-Wheeler transform (BWT) is a permutation of the sequence \(S\) such that its \(i\)-th letter becomes \(S[SA[i] - 1]\). We denote a BWT of \(S\) by \(L\) and denote its \(i\)-th letter by \(L[i]\). Let us define a rank of \(S\) for a letter \(c \in \Sigma\) at position \(t\) by \(\text{Rank}_c(t, S) = |\{j \vert S[j] = c, 0 \leq j < t\}|\) and a count of occurrences of letters that are lexicographically smaller than \(c\) in \(S\) by \(\text{CF}_c(S) = \sum_{c < c} \text{Rank}_c(|S|, S),\) and the operation \(\text{LF}_c(i, S) = \text{CF}_c(L) + \text{Rank}_c(i, L).\) The match between \(w\) and \(S\) is reported as a form of left-closed and right-open interval on \(SA\), and the lower and upper bounds of the interval are respectively computed by \(\text{LF}\). Given a
letter c and an interval \([f, g]\) that corresponds to suffixes that share the prefix \(x\) (i.e., \([f, g]\) reports the locations of the substring \(x\) in \(S\)), we can find a new interval that corresponds to all suffixes that share the prefix \(cx\) (i.e., locations of the substring \(cx\)) by

\[
[f', g') = [\text{LF}_{c}(f, S), \text{LF}_{c}(g, S)].
\]  

(1)

The leftward extension of the match is called a backward search, which is the main functionality of FM-Index. By starting the search with the initial interval \([0, N]\) and conducting the backward searches for \(w[\ell - 1], w[\ell - 2], \ldots\), the longest suffix match is detected when \(f = g\). Rank and CF are precomputed and stored in an efficient form that can be searched in constant time. Therefore, the longest suffix match can be computed in \(O(\ell)\) time. LPM is found if the search is conducted on \(\hat{S}\) and match is extended by \(w[0], w[1], \ldots, w[\ell - 1]\).

Searching LMEM by repeating LPM for \(w[0, \ldots, \ell - 1], w[1, \ldots, \ell - 1], w[2, \ldots, \ell - 1], \ldots, w[\ell - 1]\) takes \(O(\ell^2)\) time. We can improve it to \(O(\ell)\) time by using the longest common prefix (LCP) array and related data structures [12]. The LCP array, denoted by \(LCP\), is an array that stores the length of the longest prefix of \(S[SA[i - 1], |S| - 1]\) and \(S[SA[i], |S| - 1]\) in \(LCP[i]\) for \(0 < i \leq N\). The lcp-interval \([i, j]\) of lcp-value \(d\) is an interval such that it satisfies \(LCP[i] < d\), \(LCP[j] < d\), \(LCP[k] > d\) for all \(k \in \{i + 1, \ldots, j - 1\}\), and \(LCP[k] = d\) for at least one \(k \in \{i + 1, \ldots, j - 1\}\), and is denoted by \(d - [i, j]\). \(d - [i, j]\) corresponds to all the suffixes that share the prefix \(S[SA[i], \ldots, SA[i] + d - 1]\). The parent interval of \(d - [i, j]\) is the lcp-interval \(h - [m, n]\) such that \(h < d\) and \(0 \leq m \leq i \leq j \leq n < N\), and there is no other lcp-interval \(t - [r, s]\) such that \(h < t < d\) and \(0 \leq m \leq r \leq i < j \leq s \leq n < N\). The parent of the lcp-interval \([f, g]\) can be found by

\[
[f', g') = \begin{cases} 
\text{PSV}[f_i], \text{NSV}[f_i] & \text{if} \quad \text{LCP}[g_i] \leq \text{LCP}[f_i] \\
\text{PSV}[g_i], \text{NSV}[g_i] & \text{otherwise},
\end{cases}
\]  

(2)

where \(\text{PSV}[i] = \max\{j | 0 \leq j < i \wedge \text{LCP}[j] < \text{LCP}[i]\}\) and \(\text{NSV}[i] = \min\{j | i \leq j < N \wedge \text{LCP}[j] < \text{LCP}[i]\}\). By finding a parent interval using PSV and NSV whenever it fails to extend the match, we can avoid useless backward searches, and thus LMEM is found at most \(2\ell\) backward searches. LCP, PSV and NSV are precomputed and stored in an efficient form that can be searched in constant time, so we can find LMEM in \(O(\ell)\) time. See section 5.2 of [12] for more details of the data structures. Examples of the search by FM-Index, LCP, PSV, and NSV are provided in Appendix A.  

- **Figure 2**: Schematic view of our goal and model. (0) Server (DB holder) distributes Beaver triples. (A reliable third party can serve as the trusted initializer instead.) (1) Server distributes shares of the database. (2) User (query holder) distributes shares of the query. (3) The computing nodes jointly calculate shares of the result. (4) The results are sent to User. The offline phase is (0), DB preparation phase is (1), and Search phase consists of (2)-(4).
Table 2 Summary of complexities for our protocols and related protocols. BTime and Bsize are generation time and size of BTs. Dtime and Dsize are generation time for the shares of the database and size of the shares. Stime is the time for Search phase. Comm. is the size of data exchanged between computing nodes. Round is the number of data exchanges.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Btime</th>
<th>Bsize</th>
<th>Dtime</th>
<th>Dsize</th>
<th>Stime</th>
<th>Comm.</th>
<th>Round</th>
</tr>
</thead>
<tbody>
<tr>
<td>ss-ROT (ours)</td>
<td>0</td>
<td>0</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓ</td>
<td>ℓ</td>
<td>ℓ</td>
</tr>
<tr>
<td>Secure LPM (ours)</td>
<td>ℓ</td>
<td>ℓ</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓ</td>
<td>ℓ</td>
<td>ℓ</td>
</tr>
<tr>
<td>[30, 28] (LPM by AHE)</td>
<td>ℓ</td>
<td>ℓ</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓ</td>
<td>ℓ</td>
<td>ℓN</td>
</tr>
<tr>
<td>Baseline (LPM)</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓ2</td>
<td>ℓ2</td>
<td>ℓ</td>
</tr>
<tr>
<td>Secure LMEM (ours)</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓ2</td>
<td>ℓ2</td>
<td>ℓ</td>
</tr>
<tr>
<td>Baseline (LMEM)</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓN</td>
<td>ℓ</td>
</tr>
</tbody>
</table>

3 Proposed protocols

Problem Setting and Outline of Our Protocols

We assume that a query holder A, a database holder B, and two computing nodes P₀ and P₁ participate the protocol. A holds a query string w of length ℓ and B holds a database string T of length N. After the protocol is run, only A knows LPM or LMEM between w and T. P₀ and P₁ do not obtain any information of w and T, except for ℓ and N.

Our protocol consists of offline, DB preparation, and Search phases. In the offline phase, B generates BTs (correlated randomness used for multiplication) and sends them to P₀ and P₁. In the DB preparation phase, B creates a lookup table and distributes its shares to P₀ and P₁. In the Search phase, A generates shares of the query and sends them to P₀ and P₁, and P₀ and P₁ jointly compute the result without obtaining any information of the lookup table. Finally, A obtains the results. Figure 2 shows the schematic view of our goal and model. Note that the Offline and DB preparation phases do not depend on a query string, so they can be computed in advance for multiple queries.

In Section 3.1, we propose the important building block ss-ROT that enables recursive reference to a lookup table. In Section 3.2, we describe how to design the lookup table based on FM-Index, and propose an efficient protocol for LPM by using the lookup table and ss-ROT. In Section 3.3, we describe the additional table design for auxiliary data structures, and propose the complete protocol for LMEM. Table 2 summarizes the theoretical complexities of the three protocols. For comparison, the complexities of the baseline protocols and a previous method for LPM based on an additive homomorphic encryption [28, 30] are shown. As we mentioned in Section 1, the baseline protocols are designed using major techniques of secret-sharing-based protocols. The detailed algorithms are described in Appendix C.

3.1 Secret-shared Recursive Oblivious Transfer

We define a problem called a secret-shared recursive oblivious transfer (ss-ROT) as follows.

\[ V[\overbrace{V[\cdots V[p_0] \cdots]}^{\ell}] \]

without leaking V to P₀ and P₁.
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Protocol 1 Secret-shared Recursive Oblivious Transfer (ss-ROT).

Input: Public input: \( p_0 \)

Input: Private input of server: \( R^j[i] \) (\( i = 0, \ldots, N - 1, j = 0, \ldots, \ell - 1 \))

1: (Preparation by \( B \)) \( B \) generates and distributes \( [R^j[i]]_0 \) and \( [R^j[i]]_1 \) to \( P_0 \) and \( P_1 \)

2: for \( 0 \leq j \leq \ell - 2 \) do \( \triangleright \) Step 1

3: \( P_0 \) and \( P_1 \) obtain a position \( p_{j+1} \) by \( p_{j+1} = \text{Reconst}([R^j[p_j]]_0, [R^j[p_j]]_1) \).

4: end for

5: \( P_0 \) and \( P_1 \) output \( [R^{\ell-1}[p_{\ell-1}]]_0 \) and \( [R^{\ell-1}[p_{\ell-1}]]_1 \). \( \triangleright \) Step 2

For simplicity, we denote the recursion of Eq. 3 by \( V^{(i)}[p_0] \) (e.g., \( V[V[p_0]] \) is denoted by \( V^{(2)}[p_0] \)). In our protocol, all the random values are uniformly generated from \( \mathbb{Z}_{2^n} \).

DB Preparation Phase. \( B \) generates \( \ell - 1 \) random values \( r^0, \ldots, r^{\ell-2} \) and computes the following vectors \( R^0, \ldots, R^{\ell-1} \). Each vector \( R^\ell \) has \( N \) elements.

\[
R^j[i] = \begin{cases} 
(V[i] + r^0) \mod N & (j = 0) \\
(V[(i - r^j-1) \mod N] + r^j) \mod N & (1 \leq j \leq \ell - 2) \\
(V[(i - r^{\ell-1}) \mod N]) \mod N & (j = \ell - 1)
\end{cases}
\]

\( B \) computes \( \text{Share}(R^j[i]) \) and sends \( [R^j[i]]_0 \) and \( [R^j[i]]_1 \) to \( P_0 \) and \( P_1 \), for \( i = 0, \ldots, N - 1 \) and \( j = 0, \ldots, \ell - 1 \).

Search Phase. The Search phase consists of two steps and is described in Lines 2–5 of Protocol 1. The input is the initial position \( p_0 \) and shares of \( R \). The output is \( [V^{(i)}[p_0]] \).

An example of a search is illustrated in Figure 3.

\[ V = (2, 0, 3, 1), \quad (2, 0, 3, 1) \forall [2], \quad R^0 = (2 + r^0, 0 + r^0, 3 + r^0, 1 + r^0) = (3, 1, 0, 2) \forall [2] \]

\[ p_3 = 2, \quad \ell = 4 \]

\[ (2, 0, 3, 1) \forall [3], \quad R^1 = (1 + r^1, 2 + r^1, 0 + r^1, 3 + r^1) = (3, 2, 1) \forall [0] \]

\[ r^0 = 1, r^1 = 2, \quad (2, 0, 3, 1) \forall [1], \quad R^2 = (3 + r^2, 1 + r^2, 2 + r^2, 0 + r^2) = (0, 2, 3, 1) \forall [3] \]

\[ (2, 0, 3, 1) \forall [1], \quad R^3 = (1, 2, r^3) \forall [3] \]

Figure 3 Example of a search when \( V = (2, 0, 3, 1), p_0 = 2, \) and \( \ell = 4 \). The goal is to compute \( [V^{(4)}[2]] \) = \( [2] \). Here we assume \( B \) generates \( r^0 = 1, r^1 = 2, r^2 = 1 \). In Step 1 of Search phase, \( P_0 \) and \( P_1 \) jointly compute \( \text{Reconst}([R^0[2]]_0, [R^0[2]]_1) \) to obtain \( R^0[2] = 0 \). \( R^0[2] \) is randomized by \( r^0 \), so any element of \( V \) is leaked.) In a similar way, \( P_0 \) and \( P_1 \) compute \( R^1[0] = 3 \) and \( R^2[3] = 1 \). In Step 2, \( P_0 \) and \( P_1 \) output \( [R^0[2]]_0 \) and \( [R^0[2]]_1 \), respectively. Since \( R^0[2] = V[2] + r^0, R^2[V[2] + r^0] = V[V[2] + r^0 - r^0] + r^1, R^2[V[V[2] + r^1] = V[V[V[2]] + r^1 - r^1] + r^2, \) and \( R^3[V[V[V[2]]] + r^2] = V[V[V[V[2]]] + r^2 - r^2, ss-ROT successfully computes \( [V^{(4)}[2]] \).

3.1.1 Security and Complexities

Theorem 2. \( ss-ROT \) is correct and secure in the semi-honest model.

Due to space limits, the proof is shown in Appendix D.

In the DB preparation phase, \( B \) generates shares of \( V \) of length \( N \) for \( \ell \) times. Therefore, time and communication complexities are \( O(\ell N) \). For the Search phase, \( \text{Reconst} \) is computed \( \ell \) times in Step 1. Since the time, communication, and round complexities of \( \text{Reconst} \) are \( O(1) \), those of the Search phase become \( O(\ell) \).
3.2 Secure LPM

Construction of Lookup Table. The goal is to find LPM securely. To apply FM-Index for a prefix search, the reverse string of \( T \) (i.e., \( \hat{T} \)) is used. The backward search of FM-Index is formulated by Eq. 1. If we precompute \( LF_c(i, \hat{T}) \) for \( i = 0, \ldots, N \) and \( c \in \{A,T,G,C\} \), and store them in a lookup table that consists of four vectors: \( V_A, V_C, V_G, \) and \( V_T \) such that \( V_c[i] = LF_c(i, \hat{T}) \), Eq. 1 is replaced by the following table lookup

\[
f_{k+1} = V_w[k][f_k], \quad g_{k+1} = V_w[k][g_k].
\]

I.e., starting with the initial interval \( [f_0 = 0, g_0 = N] \), we can compute the match by recursively referring to the lookup table while \( f < g \).

Protocol Overview. The key idea of Secure LPM is to refer to \( V \) by ss-ROT, i.e., \( P_0 \) and \( P_1 \) jointly refer to \( V \) \( \ell \) times in a recursive manner. To achieve backward search, \( P_0 \) and \( P_1 \) need to select \( V_x[\cdot] \) for each reference, where \( x \) is a query letter to be searched with. This is achieved by expressing the query letter by unary code (Eq. 7) and computing the inner product of Eq. 7 and \( (V_A[\cdot], V_C[\cdot], V_G[\cdot], V_T[\cdot]) \). To find LPM, \( P_0 \) and \( P_1 \) need to check \( f = g \) for each reference. We use the subprotocol \( \text{Equality} \) to check it securely. Since \( V \) is randomized with different numbers for searching \( f \) and \( g \), the difference of the random numbers is precomputed and removed securely upon the equality check. \( A \) receives only the result of each equality check to know LPM. For examples, LPM is the prefix of length \( i - 1 \) when \( f = g \) for the \( i \)-th reference. If \( f \neq g \) for all references, LPM is the entire query.

DB Preparation Phase. \( B \) creates a lookup table and generates the following \( 4\ell \) vectors in a similar manner to ss-ROT. For simplicity, we denote the length of \( V_c \) by \( N' = N + 1 \).

\[
R_{c,f}^j[i] = \begin{cases} (V_c[i] + r_f^j) \mod N' & (j = 0) \\ (V_c[(i - r_f^{j-1}) \mod N'] + r_f^j) \mod N' & (1 \leq j < \ell) \end{cases}
\]

(6)

\( R_{c,f}^j[i] \) is used for computing the lower bound \( f \) of the interval \([f, g]\). We also generate \( R_{c,g}^j[i] \) for the upper bound \( g \). \( R \) consists of \( 8\ell \) vectors, each of length \( N' \). Since the longest match is found when \( f = g \), \( B \) also generates a vector \( r'[j] = r_f^j - r_g^j \) that is used for equality check of \( f \) and \( g \). Then, \( B \) sends shares of \( R_{c,f}^j[i], R_{c,g}^j[i], \) and \( r'[j] \) to \( P_0 \) and \( P_1 \).

Search Phase. Protocol 2 describes the algorithm in detail. \( A \) generates four vectors \( q_A, q_C, q_G, q_T \), each of length \( \ell \), as follows.

\[
q_c[j] = \begin{cases} 1 & (c = w[j]) \\ 0 & (c \neq w[j]) \end{cases}
\]

(7)

For each \( j \), \( (q_A[j], q_C[j], q_G[j], q_T[j]) \) encodes \( w[j] \) (e.g., \( (q_A[j], q_C[j], q_G[j], q_T[j]) = (1, 0, 0, 0) \) if \( w[j] = A \)). The aim of the encode is to compute \( [R_c[j]] = \lfloor \sum_{c \in \Sigma} q_c[j] \cdot R_c[j] \rfloor \) when \( w[j] = x \). Figure 4 illustrates an example of the table lookup.

\( A \) generates shares of \( q_A, q_C, q_G, q_T \) and distributes them to \( P_0 \) and \( P_1 \). \( P_0 \) and \( P_1 \) compute \( LF_{w[j]}(f', \hat{T}) + r_f^j \) and \( LF_{w[j]}(g', \hat{T}) + r_g^j \) in Lines 5–8 without leaking \( f' \) and \( g' \), where \([f', g'] \) corresponds to the match of \( w[0, j] \) and \( \hat{T} \). In Lines 10–12, the equality of \( f' \) and \( g' \) is examined for all rounds. Note that \( f_j \) and \( g_j \) are randomized by different values \( r_f^{j-1} \) and \( r_g^{j-1} \) in order to conceal \( f' \) and \( g' \), so our protocol computes the equality of \( f_j - g_j - r'[j-1] \) and \( 0 \). In Lines 13–16, \( A \) receives all the results of equality checks (i.e., \( [0[1]]B, \ldots, [0[\ell]]B \)) from \( P_0 \) and \( P_1 \), and knows LPM by reconstructing them. For example, if \( w = \text{GCT} \) and \( o = (0, 0, 1) \), \( A \) knows that LPM is GC.
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Protocol 2 Secure LPM.

Input: Public input: \( N, \ N' = N + 1, \ell, \Sigma = \{ A, C, G, T \}, \ f_0 = 0, \ g_0 = N \)

Input: Private input of user: query \( q_c \in \{ 0, 1 \}^\ell (c \in \Sigma) \)

Input: Private input of server: \( R_{c,f}^l, R_{c,g}^l \in \mathbb{Z}_{N'}^\ell \ (c \in \Sigma, 0 \leq j < \ell), \ r' \in \mathbb{Z}_{N'}^\ell, \)

1: (Preparation by \( B \)) \( B \) distributes \( [R_{c,f}^l], [R_{c,g}^l] (c \in \Sigma, 0 \leq j < \ell), [r'] \) to \( P_0 \) and \( P_1 \)
2: (Preparation by \( A \)) \( A \) distributes \( [q_c] (c \in \Sigma) \) to \( P_0 \) and \( P_1 \)
3: (Computation by \( P_0 \) and \( P_1 \))
4: for \( j = 0, \ldots, \ell - 1 \) do
5: \( [f_j] \leftarrow \sum_{c \in \Sigma} \text{MULT}([R_{c,f}^l], [q_c[j]]) \) \quad \triangleright\ Select \([R_{w[j],j}^l][f_j]]\)
6: \( [g_j] \leftarrow \sum_{c \in \Sigma} \text{MULT}([R_{c,g}^l], [q_c[j]]) \) \quad \triangleright\ Select \([R_{w[j],j}^l][g_j]])\)
7: \( f_{j+1} \leftarrow \text{Reconst}([f_j], [f_{j+1}]) \) \quad \triangleright\ Update randomized lower bound
8: \( g_{j+1} \leftarrow \text{Reconst}([g_j], [g_{j+1}]) \) \quad \triangleright\ Update randomized upper bound
9: end for
10: for \( j = 1, \ldots, \ell \) parrellely do
11: \([o[j]]^B \triangleright\ Equality([f_j] − [g_j] − [r'(j−1)], [0]]) \triangleright\ Equality check of upper and lower bounds.
12: end for
13: \( P_0 \) and \( P_1 \) send \([o[0]^B], [o[1]^B]\) to \( A \)
14: (Verification by \( A \))
15: for \( j = 1, \ldots, \ell \) do
16: \( o[j] \leftarrow \text{Reconst}([o[j]^B], [o[j]^B]) \)
17: end for
Output: \( A \) outputs \( o[1], \ldots, o[\ell] \) to determine LPM.

3.2.1 Security and Complexities

Theorem 3. Protocol 2 is correct and secure in the semi-honest model.

Due to space limits, the proof is shown in Appendix E. \( A \) may reveal \( T \) by making many queries. Such a problem is called output privacy. Although output privacy is outside of the scope of this paper, we should mention here that \( A \) needs to make an unrealistically large number of queries for obtaining \( T \) by such a brute-force attack, considering that \( N \) is very long.

The DB preparation phase generates shares of \( R_{c,f}^l \) and \( R_{c,g}^l (c \in \Sigma \) and \( 0 \leq j < \ell) \); i.e., \( 8 \times \ell \) vectors of length \( N' \). Therefore, the time and communication complexities are \( O(\ell N) \).

For the Search phase, \text{MULT} and \text{Reconst} are computed twice in Lines 4–9 for \( \ell \) rounds and \text{Equality} is computed once in Lines 10–12 for \( \ell \) rounds. Each time, the communication and round complexities of these subprotocols are \( O(1) \), so those of the Search phase become \( O(\ell) \).

3.3 Secure LMEM

Construction of Lookup Table. As described in Section 2.2, we can find a parent interval by a reference to LCP, PSV, and NSV. Therefore, in addition to \( V_c \) defined in Section 3.2, we prepare lookup tables that simply store all the outputs of them; i.e., \( V_{lcp}[i] = \text{LCP}[i], \ V_{psv}[i] = \text{PSV}[i] \), and \( V_{nsv}[i] = \text{NSV}[i] \).
Protocol 3, \(T = \hat{\text{ACGT}}\) to the interval that corresponds to a substring match. In Line 9, \(q \in \mathcal{V}_r\) is generated similarly to Lines 5–6 of Protocol 2. In Line 10, \(\mathcal{W} = \mathcal{GCT}\) or \(\mathcal{W} = \mathcal{ACGT}\) depending on the result of \(w = \mathcal{GCT}\) or \(\hat{T} = \mathcal{ACGT}\). Only the lookup for a lower bound is shown. For simplicity, \(R_x^f\) and \(r_x^f\) are denoted by \(R_x^f\) and \(r_x^f\). \(L_{(w,0)}(f, T)\) is computed by \(V_g[0], V_c[2]\), and \(V_T[1]\). \(V\) is referenced securely by using \(R\). \(R_x^f[0]\) is computed by \(\sum_{c \in \Sigma} q_x[0] \cdot R_x[0]\). \(R_x^f[2 + r^f]\) is computed by \(\sum_{c \in \Sigma} q_x[1] \cdot R_x[2 + r^f]\). \(R_x^f[1 + r^f]\) is computed by \(\sum_{c \in \Sigma} q_x[2] \cdot R_x[1 + r^f]\).

\textbf{DB Preparation Phase.} \(\mathcal{B}\) generates randomized vectors \(R_{c,f}, R_{c,g}\) and \(r_x'[j] = r_x^f - r_x^g\) using the same algorithm in Section 3.2 for length \(2\ell\). As shown in Eq. 2, \(V_{\text{dcp}}\) is referred by the upper and lower bounds of \([f,g]\). Therefore, \(\mathcal{B}\) generates following circular permutations of \(V_{\text{dcp}}\) such that \(W_{i,f}\) and \(R_{c,f}\), and \(W_{i,g}\) and \(R_{c,g}\), are permuted by the same random values, respectively. i.e.,

\[
W_{i,x}^j[i] = \begin{cases} V_{\text{dcp}}[i] & (j = 0) \\ V_{\text{dcp}}((i - r_x^f - 1) \mod N) & (1 \leq j < 2\ell) \end{cases},
\]

where \(x\) is either \(f\) or \(g\). \(V_{\text{psv}}\) is referred by both \(f\) and \(g\), and is plugged in to \(f\). Therefore, \(\mathcal{B}\) generates \(W_{p,f}^j\) and \(W_{p,g}^j\) such that both of them are randomized by \(r_x^f\) and \(r_x^g\), and \(W_{p,f}^j\) is permuted by \(r_x^f\) and \(W_{p,g}^j\) is permuted by \(r_x^g\) as follows.

\[
W_{p,f}^j[i] = \begin{cases} (V_{\text{psv}}[i] + r_x^f) \mod N & (j = 0) \\ (V_{\text{psv}}((i - r_x^f - 1) \mod N) + r_x^f) \mod N & (1 \leq j < 2\ell) \end{cases}
\]

\[
W_{p,g}^j[i] = \begin{cases} (V_{\text{psv}}[i] + r_x^g) \mod N & (j = 0) \\ (V_{\text{psv}}((i - r_x^g - 1) \mod N) + r_x^g) \mod N & (1 \leq j < 2\ell) \end{cases}
\]

Similarly, \(V_{\text{nsv}}\) is referred by both \(f\) and \(g\), and is plugged in to \(g\). Therefore, \(\mathcal{B}\) generates \(W_{n,f}^j[i]\) and \(W_{n,g}^j[i]\) as follows.

\[
W_{n,f}^j[i] = \begin{cases} (V_{\text{nsv}}[i] + r_x^f) \mod N & (j = 0) \\ (V_{\text{nsv}}((i - r_x^f - 1) \mod N) + r_x^f) \mod N & (1 \leq j < 2\ell) \end{cases}
\]

\[
W_{n,g}^j[i] = \begin{cases} (V_{\text{nsv}}[i] + r_x^g) \mod N & (j = 0) \\ (V_{\text{nsv}}((i - r_x^g - 1) \mod N) + r_x^g) \mod N & (1 \leq j < 2\ell) \end{cases}
\]

\(\mathcal{B}\) distributes shares of \(R_{c,f}, R_{c,g}, r', W_{l,f}, W_{l,g}, W_{p,f}, W_{p,g}, W_{n,f}\), and \(W_{n,g}\) to \(P_0\) and \(P_1\).

\textbf{Search Phase.} Protocol 3 describes the algorithm in detail. \(\mathcal{A}\) generates query vectors \(q_A, q_C, q_G, q_T\) by Eq. 7 and distributes shares of the vectors to \(P_0\) and \(P_1\). In Line 6 of Protocol 3, \([\hat{f}, \hat{g}]\) is computed by the reference to \(R\) (i.e., a search based on a backward search) similarly to Lines 5–6 of Protocol 2. In Line 9, \([f'_{ex}, g_{ex}]\) is computed by the reference to \(W\) (i.e., a search based on LCP, PSV and NSV). In Line 11, the interval is updated by either \([\hat{f}, \hat{g}]\) or \([f'_{ex}, g_{ex}]\) based on the result of \(f' = g'\) in Line 7, where \([f', g']\) corresponds to the interval that corresponds to a substring match.
In each round, we need to know a query letter to be searched with, so we need to maintain the right end position of the match in the query. The position moves toward the right while the match is extended, but remains the same when the interval is updated based on PSV and NSV. To memorize the position, we prepare shares of a unit bit vector \( u \) of length \( \ell \), in which the position \( t \) is memorized as \( u[t] = 1 \) and \( u[i \neq t] = 0 \). In Lines 14–18, \( u \) remains the same if the interval is updated based on PSV and NSV, and \( u = (u[\ell - 1], u[0], u[1], \ldots, u[\ell - 2]) \) otherwise. In Lines 19–21, the inner product of \( q_c \) \( (c \in \Sigma) \) and \( u \) becomes the encode of \( w[t] \) that is used for the next round.

We also maintain the left end position of the match. While the match is extended, the position remains the same and it moves toward the right when the interval is updated by \( \{f_{ex}, g_{ex}\} \). The new left end position can be computed by \( p + m - c \) where \( p \) is the current position, \( m \) is the length of the current match, and \( c \) is the lcp-value of \( \{f_{ex}, g_{ex}\} \) (i.e., the longest common prefix length of suffixes contained in \( \{f_{ex}, g_{ex}\} \)). The position is computed in Line 23. The match length is incremented by 1 for each extension. When the interval is updated by \( \{f_{ex}, g_{ex}\} \), the match length is reduced to the lcp-value of \( \{f_{ex}, g_{ex}\} \), which is computed by \( \max(\text{LCP}[f], \text{LCP}[g]) \). The match length is computed in Line 22. In Line 25, the longest match length and the corresponding left end position are updated. After all the positions in the query have been examined, LMEM and its left end position are sent to \( \mathcal{A} \) in Line 27.

### 3.3.1 Security and Complexities

**Theorem 4.** Protocol 3 is correct and secure in the semi-honest model.

Due to space limits, the proof is shown in Appendix F.

The DB preparation phase generates shares of \( R_i \) and \( R_j \) \( (c \in \Sigma, 0 \leq j < \ell) \) and \( W_{x,f} \) and \( W_{x,g} \) \( (x \in \{l, p, n\} \) and \( 0 \leq j < \ell) \); \( 14 \times \ell \) vectors of length \( N + 1 \). Therefore, the time and communication complexities are \( O(\ell N) \). For the Search phase, MULT is computed \( \ell \) times in parallel in Lines 15–16. (These are not dependent on each other.) In Line 20, MULT is computed \( \ell \) times in parallel, and Line 20 is computed in parallel four times in Lines 19–21. Lines 15–16 and Lines 19–21 are repeated for \( 2\ell - 1 \) rounds. Other subprotocols are also computed for \( 2\ell - 1 \) rounds. The time, communication, and round complexities are \( O(1) \) for MULT, and independent computation of MULT for \( \ell \) times does not increase the round complexity. The time, communication and round complexities are \( O(1) \) for the other subprotocols used in Protocol 3. Therefore, the complexities of the Search phase are \( O(\ell^2) \) for time and communication, and \( O(\ell) \) for the number of rounds.

### 4 Experiment

We implemented Protocol 2 (Secure LPM) and Protocol 3 (Secure LMEM). For comparison, we also implemented baseline protocols (Baseline (LPM) and Baseline (LMEM)). Details of the baseline protocols are provided in Appendix C. All protocols were implemented by Python 3.5.2. The dataset was created from Chromosome 1 of the human genome. We extracted substrings of length \( N = 10^3, 10^4, 10^5, 10^6, \) and \( 10^7 \) for databases, and \( \ell = 10, 25, 50, 75, \) and 100 for queries. Share was run with \( n = 16 \) and \( n = 32 \) for \( N < 10^5 \) and \( 10^5 \leq N \) in the proposed protocols, and \( n = 1 \) for a Boolean share and \( n = 8 \) for an arithmetic share in the baseline protocols. We did not implement a data transfer module, and each protocol is implemented as a single program. Therefore, the search time of the protocols was measured by the time consumed by either one of \( P_0 \) and \( P_1 \). To assess the influence of communication
Protocol 3 Secure LMEM.

Input: Public input: \( N, N' = N + 1, \ell \), \( \Sigma = \{ A, T, G, C \} \), \( f_0 = 0, g_0 = N \)
Input: Private input of user: query \( q_c \in \{ 0, 1 \}^f \) (c \( \in \Sigma \))
Input: Private input of server: \( R_{c,f}^1, R_{c,g}^1, W_{f,g}^1, W_{f,f}^2, W_{p,g}^3, W_{p,f}^3, W_{n,f}^j, W_{n,g}^j \in \mathbb{Z}^{N'} \) (c \( \in \Sigma \), \( 0 \leq j < \ell \), \( r' \in \mathbb{Z}_N^f \)), \( \Psi = \mathbb{F}_p \) and latency. We assume three environments: LAN (0.2 ms/10 Gbps), WAN (50 ms/100 Mbps).

1: (Preparation by B) B generates shares of input vectors. B also generates variables: \( m_0 = \{ [1, 0, \ldots, 0] \} \), \( p_{\text{max}} = [0] \), \( p = [0] \), \( m_{\text{max}} = [0] \), \( m = [0] \). All shares are sent to \( P_0 \) and \( P_1 \).
2: (Preparation by A) A generates and distributes \( \{ q_c \} (c \in \Sigma) \) to \( P_0 \) and \( P_1 \).
3: (Computation by \( P_0 \) and \( P_1 \))
4: Set shares of the initial letter \( z_{0\ell} = \{ q_c[0] \} (c \in \Sigma) \).

for \( j = 0, \ldots, 2\ell - 1 \) parallelly do
6: \( \{ f_j \} \leftarrow \sum_{c \in \Sigma} \text{MULT}(\{ R_{c,f}^j \}, \{ z[c] \}) \), \( \{ g_j \} \leftarrow \sum_{c \in \Sigma} \text{MULT}(\{ R_{c,g}^j \}, \{ z[c] \}) \)
7: \( \{ e_1 \}^B \leftarrow \text{Equality}(\{ f_j \} - \{ g_j \} + \{ r'[j-1] \}, [0]) \), \( \{ e_1 \} \leftarrow \text{B2A}(\{ e_1 \}) \) if \( f = g \).
8: \( \{ e_2 \}^B \leftarrow \text{Comp}(\{ W_{f,g}^j \}, \{ W_{f,f}^j \}), \{ e_2 \} \leftarrow \text{B2A}(\{ e_2 \}) \) if \( \text{LCP}[f] < \text{LCP}[g] \)
9: \( \{ f_{j+1} \} \leftarrow \text{Choose}(\{ f_{j+1} \}, \{ f_{j} \}, \{ e_1 \}), \{ g_{j+1} \} \leftarrow \text{Choose}(\{ g_{j+1} \}, \{ g_{j} \}, \{ e_1 \}) \)
12: \( f_{j+1} \leftarrow \text{Reconst}(\{ f_{j+1} \}, \{ f_{j} \}), g_{j+1} \leftarrow \text{Reconst}(\{ g_{j+1} \}, \{ g_{j} \}) \) update \( f, g \).
13: \( \{ e' \} \leftarrow \text{B2A}(\{ e_1 \}) \)
14: for \( i = 0, \ldots, \ell - 1 \) parallelly do
15: \( \{ u[l] \} \leftarrow \text{MULT}(\{ u[l] \}, \{ e_1 \}) \)  update right end of the match. \( u = u + u = (0, \ldots, 0) \) if \( f \neq g \).
16: \( \{ u[l] \} \leftarrow \text{MULT}(\{ u[l] \}, \{ e' \}) \) \( u = (0, \ldots, 0) \) and \( u = u \) otherwise.
17: \( \{ u[l] \} \leftarrow \text{ADD}(\{ u[l] \}) \) \( u = u \) is incremented iff. \( f \neq g \).
18: end for
end for
20: \( \{ z_c \} \leftarrow \sum_{l \in \{ 0, \ldots, \ell - 1 \}} \text{MULT}(\{ q_c[l] \}, \{ u[l] \}) \) select next letter to be searched with.
21: end for
22: \( \{ m' \} \leftarrow \text{Choose}(\{ l_{\text{ex}} \}, \text{ADD}(\{ 1 \}), \{ e_1 \}) \) calculate match length
23: \( \{ p \} \leftarrow \text{Choose}(\text{ADD}(\{ p \}, \{ m' \}), \{-l_{\text{ex}} \}, \{ p \}, \{ e_1 \}) \) update left end position of match
24: \( \{ e_3 \} \leftarrow \text{B2A}(\text{Comp}(\{ m' \}, \{ m_{\text{max}} \})), \{ m \} \leftarrow \{ m' \} \)
25: \( \{ m_{\text{max}} \} \leftarrow \text{Choose}(\{ m_{\text{max}} \}, \{ m \}, \{ e_3 \}), \{ p_{\text{max}} \} \leftarrow \text{Choose}(\{ p_{\text{max}} \}, \{ p \}, \{ e_3 \}) \) update max
26: end for
27: \( P_0 \) and \( P_1 \) send \( \{ m_{\text{max}} \}, \{ p_{\text{max}} \}, \text{to } A \)
28: (Verification by A) \( \max \leftarrow \text{Reconst}(\{ m_{\text{max}} \}, \{ p_{\text{max}} \}) \) and \( p_{\text{max}} \leftarrow \text{Reconst}(\{ p_{\text{max}} \}) \).

Output: A outputs \( m_{\text{max}} \) and \( p_{\text{max}} \) to report LMEM.

on a realistic environment, we theoretically estimated delays caused by network bandwidth and latency. We assume three environments: LAN (0.2 ms/10 Gbps), WAN1 (10 ms/100 Mbps), and WAN2 (50 ms/10 Mbps). During the run of Search phase, we stored all the data that were transferred from \( P_0 \) to \( P_1 \) in a file and measured the file size as an actual communication size. Note that the communication is symmetric and data transfer size from \( P_0 \) to \( P_1 \) is equal to that from \( P_1 \) to \( P_0 \). Based on the data transfer size \( D \) byte, we estimate the communication delay by \( D/k + 1000 \times eT \), where \( k \) is bandwidth, \( e \) is latency and \( T \) is a round of communication. All the protocols were run with a single thread on the same machine equipped with Intel Xeon 2.2 GHz CPU and 256 GB memory. We also tested the
Table 3 Offline time (Time), offline size (Size), DB preparation time (Time), DB preparation size (Size), Search time on a local machine (Time), Search communication size (Size), estimated Search time for three environments: LAN (0.2 ms/10 Gbps), WAN1 (10 ms/100 Mbps), and WAN2 (50 ms/10 Mbps), for \( N = 10^4 \) (only for Baseline (LMEM)), \( 10^5 \), \( 10^6 \), \( 10^7 \), and \( \ell = 100 \). The size unit is MB and the time unit is sec except for the cell describing "20 h<".

<table>
<thead>
<tr>
<th>( N )</th>
<th>Offline</th>
<th>DB preparation</th>
<th>Search</th>
<th>Estimated time on network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Size</td>
<td>Time</td>
<td>Size</td>
</tr>
<tr>
<td>Secure</td>
<td>( 10^5 )</td>
<td>0.166</td>
<td>0.013</td>
<td>123</td>
</tr>
<tr>
<td>LPM</td>
<td>( 10^6 )</td>
<td>0.141</td>
<td>0.013</td>
<td>1248</td>
</tr>
<tr>
<td>(ours)</td>
<td>( 10^7 )</td>
<td>0.150</td>
<td>0.013</td>
<td>12628</td>
</tr>
<tr>
<td>[30]</td>
<td>( 10^5 )</td>
<td>-</td>
<td>-</td>
<td>691</td>
</tr>
<tr>
<td></td>
<td>( 10^6 )</td>
<td>-</td>
<td>-</td>
<td>7817</td>
</tr>
<tr>
<td></td>
<td>( 10^7 )</td>
<td>-</td>
<td>-</td>
<td>20 h&lt;</td>
</tr>
<tr>
<td>Baseline (LMEM)</td>
<td>( 10^5 )</td>
<td>3995</td>
<td>184</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>( 10^6 )</td>
<td>38767</td>
<td>1841</td>
<td>1.522</td>
</tr>
<tr>
<td></td>
<td>( 10^7 )</td>
<td>20 h&lt;</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Secure</td>
<td>( 10^5 )</td>
<td>7.619</td>
<td>1.704</td>
<td>435</td>
</tr>
<tr>
<td>LMEM</td>
<td>( 10^6 )</td>
<td>7.882</td>
<td>1.704</td>
<td>4467</td>
</tr>
<tr>
<td>(ours)</td>
<td>( 10^7 )</td>
<td>8.457</td>
<td>1.704</td>
<td>46884</td>
</tr>
<tr>
<td>Baseline (LMEM)</td>
<td>( 10^5 )</td>
<td>12747</td>
<td>611</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>( 10^6 )</td>
<td>20 h&lt;</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

C++ implementation of [30], which is based on AHE. The algorithm for LPM in [28] for the string with \( |\Sigma| \leq 4 \) (e.g., genome sequence) is the same as [30]. [30] is implemented as a server-client software, and the client and the server were run with individual single threads on the same machine. Therefore, the results of [30] do not include delays caused by bandwidth limitation and latency, so we also estimated delays based on the data transfer size and round of communication in the same manner. Each run of the program was terminated if the total runtime of all phases exceeded 20 hours.

Comparison to Baseline Protocols. Table 3 shows the offline time and size, DB preparation time and size, and Search time and communication size for \( N = 10^5, 10^6, 10^7 \), and \( \ell = 100 \). It also shows the result of Baseline (LMEM) for \( N = 10^4 \), as the runs for \( N > 10^4 \) did not finish within 20 hours. The Search times and communication sizes of Secure LPM and Secure LMEM are several orders of magnitudes faster and smaller than those of Baseline (LPM) and Baseline (LMEM). Since the round and communication complexities of the proposed protocols do not depend on \( N \), their estimated Search time remains small even on WAN environments. The left panel of Figure 5 shows the estimated Search time on WAN1 for \( N = 10^3, 10^4, \ldots, 10^7 \) and \( \ell = 100 \). The times of Secure LPM and Secure LMEM do not increase, while those of the baseline protocols increase linearly to \( N \). The right panel of Figure 5 shows the estimated Search time on WAN1 for \( \ell = 10, 25, \ldots, 100 \) for \( N = 10^6 \). We can not show the results of Baseline (LMEM) because none of its runs were finished within the time limit. As shown in the graph, the time of Secure LPM increases linearly to \( \ell \) and that of Baseline (LPM) increases proportionally to \( \ell^2 \), which are in good agreement with the theoretical complexities in Table 2. According to the graph, the time of Secure LMEM also increases linearly to \( \ell \) though its time and communication complexities are \( O(\ell^2) \). This is because the CPU times are much smaller than the delays caused by network latency that are influenced by the round complexity \( O(\ell) \).
Figure 5 Estimated time (actual search time on a local machine + estimated data transfer time) for various $N$ and $\ell$.

We have preliminary results for testing Secure LPM and Baseline (LPM) on the actual network (10 ms/100 Mbps). The results were 40 sec for Secure LPM and 1739 sec for Baseline (LPM) when $N = 10^6$. Though both of the preliminary implementations have room for improvement in the performance of data transfer, the results also indicate that our protocol outperforms the baseline protocol and the previous study.

The time and size of Secure LPM and Secure LMEM are several orders of magnitude better than those of the baseline protocols for the offline phase, and vice versa for the DB preparation phase. The total time of the offline and DB preparation phases of our protocols are more than one order magnitude faster than that of baseline protocols. For the total size of the offline and DB preparation phases, Secure LMEM was better than Baseline (LMEM), but Baseline (LPM) was better than Secure LPM though the complexity is better for Secure LPM. This is because the majority of the shares were Boolean in the baseline protocols, while all of the shares were arithmetic in the proposed protocols.

Comparison to [30]. [30] is a two-party MPC based on AHE. Each homomorphic operation is time consuming and has no offline and DB preparation phases. As shown in Table 3, the Search time of Secure LPM is four orders of magnitude faster than [30] for $N = 10^6$. Since time complexity of [30] includes a factor of $N$, the difference in Search time becomes greater as $N$ becomes large. Moreover, our protocols have a further advantage in communication for a query response when the network environment is poor, as the round complexity of [30] and our protocols are the same while [30] requires $O(\sqrt{N})$ communication size. The entire runtimes including all the phases are still six times faster for $N = 10^5$ and $N = 10^6$. We can compute LMEM by examining [30] for all the positions in a query string, but this approach consumed 3406 sec and 2.6 GByte of communication for $N = 10^4$.

5 Discussion

As clearly shown by the results, Search time of the proposed protocols are significantly efficient. Considering the importance of query response time for real applications, it is realistic to reduce Search time at the cost of DB preparation time. Since the total times for offline and DB preparation phases of the proposed protocols were significantly better than those of the well-designed baseline protocols, we consider the trade-off between Search and DB preparation times in our approach to be efficient. For further reduction of DB preparation time, parallelizing the share generation is a feasible approach. Regarding the DB preparation
phase, the data transfer between the server and the computing nodes is problematic when the number of queries and the length of the database are large. One potential solution to mitigate the problem is to use an AES-based random number generation that is similar to the technique used in [1]. To explain it briefly, when the server needs to distribute a share of \( x \), (1) the server and \( P_0 \) generate the same randomness \( r \) using a pre-shared key and a pseudorandom function, and (2) the server computes \( x - r \) and sends it to \( P_1 \). Although \( P_0 \)'s computation cost increases, we can remove the data transfer from the server to \( P_0 \). In our protocols, the generation of shares in the DB preparation phase cannot be outsourced because they are dependent on the database. Designing an efficient algorithm to outsource the share generation is an important open question.
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A Examples of a Search with FM-Index and Auxiliary Data Structures

Let us show examples of a search with FM-Index, LCP array, PSV and NSV. In addition to the data structures defined in Section 2.2, we also define a string $F$ such that $F[i] = S[SA[i]]$. For the case of $S = \text{ATGAAATGCCGA}$, the indices become $SA = (9, 3, 0, 4, 7, 8, 2, 6, 1, 5)$. $L = \text{GGAAGCTTAA}$, and $F = \text{AAAACGGGTT}$. Figure A1 illustrates the example of a backward search to find the longest suffix of the query (ATG) that matches the database, and Figure A2 illustrates the search for MEMs with the query (CGC) by using LCP array, PSV, and NSV. As shown in the upper center panel of Figure A2, the search failed when the backward search with ‘C’ after finding the interval $[7, 8]$ that corresponds to GC. Since $\text{LCP}[8] \leq \text{LCP}[7]$, the parent lcp-interval becomes $[\text{PSV}[7] = 5, \text{NSV}[7] = 8)$, which corresponds to ‘G’. The match CG is then searched with the backward search with ‘C’ from the parent lcp-interval.
B Semi-Honest Security

Here, we recall the simulation-based security notion in the presence of semi-honest adversaries (for two-party computation), as in [14].

Definition 5. Let \( f : (\{0,1\}^*)^2 \rightarrow (\{0,1\}^*)^2 \) be a probabilistic 2-ary functionality and \( f_i(\vec{x}) \) denote the \( i \)-th element of \( f(\vec{x}) \) for \( \vec{x} = (x_0, x_1) \in (\{0,1\}^*)^2 \) and \( i \in \{0,1\} \); \( f_3 = (f_0(\vec{x}), f_1(\vec{x})) \). Let \( \Pi \) be a 2-party protocol to compute the functionality \( f \). The view of party \( P_i \) for \( i \in \{0,1\} \) during an execution of \( \Pi \) on input \( \vec{x} = (x_0, x_1) \in (\{0,1\}^*) \) where \( |x_0| = |x_1| \), denoted by \( \text{VIEW}_i^\Pi(\vec{x}) \), consists of \( (x_i, r_i, m_{i,1}, \ldots, m_{i,t}) \), where \( x_i \) represents \( P_i \)'s input, \( r_i \) represents its internal random coins, and \( m_{i,j} \) represents the \( j \)-th message that \( P_i \) has received. The output of all parties after an execution of \( \Pi \) on input \( \vec{x} \) is denoted as \( \text{OUTPUT}^\Pi(\vec{x}) \). Then, for each party \( P_i \), we say that \( \Pi \) privately computes \( f \) in the presence of semi-honest corrupted party \( P_i \), if there exists a probabilistic polynomial-time algorithm \( S \) such that

\[
\{(i, x_i, f_i(\vec{x}), f(\vec{x}))\} \equiv \{\text{VIEW}_i^\Pi(\vec{x}), \text{OUTPUT}^\Pi(\vec{x})\},
\]

where the symbol \( \equiv \) means that the two probability distributions are statistically indistinguishable.

As described in [14], the composition theorem for the semi-honest model holds; that is, any protocol is privately computed as long as its subroutines are privately computed.

C Our Secure Baseline LPM and LMEM

In this section, we show our secure baseline LCP and LMEM based on secret sharing. We explain how to construct LCP, since we can obtain LMEM by (parallelly) executing LCP for all positions in the query. Note that \( \vec{x} = (x_1, x_2, \ldots, x_p) \) denotes the \( i \)-th element of \( \vec{x} \), \( [\vec{x}] = ([x_0], [\vec{x}]) \), and \( ([\vec{x}], [\vec{y}]) = (L, N) \). Here, we assume \( N > L \). When \( [\vec{x}] = ([x_1], [x_2], \ldots, [x_p]) \), \( |\vec{x}| \gg 1 \) means \( ([0], [x_1], \ldots, [x|p-1]) \). In our protocol, we use two subprotocols as follows:

- **All-AND** takes a list \([\vec{t}]\) (with \( p \) Boolean shares) as input and outputs \([t_1 \land \cdots \land t_p]^B\). We can compute this function with \( [p] \) communication rounds (by appropriate parallelization) and \( O(NL) \)-bit data transfer. The total data transfer size for this All-AND is \( \{-\frac{1}{2}L^2 + \frac{1}{2}(N+1)L - \frac{1}{2}(3N+1)L\}-\text{bit} \) since we execute All-AND at most \( (N-1) \) times.

- **All-OR** takes a list \([\vec{u}]\) (with \( p \) Boolean shares) as input and outputs \([u_1 \lor \cdots \lor u_p]^B\). We can compute this function with \( [p] \) communication rounds (by appropriate parallelization) and \( (N) \)-bit data transfer. The total data transfer size for this All-OR is \( \{-\frac{1}{2}L^2 + \frac{1}{2}(2N-1)L\}-\text{bit} \) since we execute All-OR for \( L \) times.

Our protocol is as in Protocol A1.

In the following, we explain the details of our baseline longest common prefix search protocol using an example that strings \( \vec{x} = \text{“TGA”} \) and \( \vec{y} = \text{“ATTGC”} \). In this example, \( w = 2 \) since there exists “TG” in \( \vec{y} \), but “TGA” does not. First, we check whether \( w = 1 \) or not. To achieve this functionality, we check whether the first character of \( \vec{x} \) (i.e., “T” in the example) exists in \( \vec{y} \) using \text{Equality} for \( N \) times. If there exists at least one \( \text{True} \) in this calculation result, it means \( w = 1 \) (or larger), and we can achieve this functionality using All-OR. Then, we check whether \( w = 2 \) or not; that is, we check whether there exists “TG” in the subsequence of \( \vec{y} \). Here, we only need to consider (“AT”, “TT”, “TG”, “GC”) as subsequences in our example. We search for the perfect matching using \text{Equality} and...
**Protocol A1** Baseline Secure LPM.

**Functionality:** Compute the length of the longest common prefix \( w \)

**Input:** Strings \([\vec{x}]\) and \([\vec{y}]\), where \((|\vec{x}|, |\vec{y}|) = (L, N)\)

**Output:** \([w]\)

1: for \(i = 1, \cdots, L\) do
2:   for \(j = 1, \cdots, N\) do
3:     \([\vec{s}_{i,j}]^B = \text{Equality}([\vec{x}_i], [\vec{y}_j])\)
4:   end for
5: end for
6: for \(i = 1, \cdots, L\) do
7:   \(P_I\) (\(I \in \{0, 1\}\)) locally generates an empty list \([\vec{u}]_I\).
8:   for \(j = 1, \cdots, N - i + 1\) do
9:     if \(i = 1\) then
10:        \(P_I\) locally adds \([\vec{s}_{1,j}]^B\) to \([\vec{u}]_I\).
11:     else
12:        \(P_I\) locally generates an empty list \([\vec{t}]_I\).
13:        for \(k = 1, \cdots, i\) do
14:           \(P_I\) locally adds \([\vec{s}_{k,k+j-1}]^B\) to \([\vec{t}]_I\).
15:        end for
16:        \(P_I\) adds All-AND([\vec{t}]_I) to \([\vec{u}]_I\).
17:     end if
18:   end for
19: \([\vec{v}_{L-i+1}]^B = \text{All-OR}([\vec{u}]_I)\)
20: end for
21: \([\vec{v}]^B = [\vec{v}]^B \oplus ([\vec{v}]^B \gg 1)\)
22: \([w] = \sum_{\ell=1}^{L} [\vec{v}_\ell] \cdot \ell\)
23: return \([w]\)

All-AND in our protocol. The condition \(w = 2\) (or larger) holds if there is at least one perfect matching, and we can achieve this functionality using All-OR. We can compute the cases of \(w \leq 3\) using almost the same strategy. After that, we extract the number of the longest common prefix. In the above procedure, we can obtain \((\text{False}, \text{True}, \text{True})\) for \((w = 3, w = 2, w = 1)\), respectively. We can extract the leftmost \textbf{True} using 1-bit right-shift and XOR, which is a common technique for constructing secure protocols. Finally, we can obtain a final output \([w]\) using B2A and the inner product (with constant numbers). Note that we can optimize Equality by replacing simple OR. This is because all characters in \(\vec{x}\) and \(\vec{y}\) are \{“A”, “T”, “G”, “C”\}, and we can represent them using 2-bit arithmetic sharing. With an appropriate parallelization, we can execute Protocol A1 with \(O(\log [L] + \log [N])\) communication rounds.

### D Proof of Theorem 2

**Proof.** Correctness and security of ss-ROT protocol are proved as follows.

**Proof of correctness.** We assume the following equation.

\[
p_i = (V^{(i)}[p_0] + r^{i-1}) \mod N \tag{8}
\]
In Step 1, for \( j = 0 \), the protocol computes \( p_1 \) by reconstructing \( R^0[0] \). From the definition of \( R^i[i] \) in Eq. 4,

\[
p_1 = R^0[0] = (V^{(1)}[0] + r^0) \mod N. \tag{9}
\]

For \( j = k \), the protocol computes \( p_{k+1} \) by reconstructing \( R^k[p_k] \). From the definition of \( R^i[i] \) in Eq. 4 and the assumption of Eq. 8,

\[
p_{k+1} = R^k[p_k] = (V[(p_k - r^{k-1}) \mod N] + r^k) \mod N \\
= (V[V^{(k)}[p_k]] + r^k) \mod N \\
= (V^{(k+1)}[p_k] + r^k) \mod N. \tag{10}
\]

Eq. 8 holds for \( i = 1 \) by Eq. 9. It also holds for \( i = k + 1 \) under the assumption that Eq. 8 holds for \( i = k \). Therefore by induction, Eq. 8 holds for \( i = 1, \ldots, \ell - 1 \).

In Step 2, \( P_0 \) and \( P_1 \) output \([R^{\ell-1}[p_{\ell-1}]] \). Since Eq. 8 holds for \( i = \ell - 1 \),

\[
R^{\ell-1}[p_{\ell-1}] = (V[(p_{\ell-1} - r^{\ell-2}) \mod N]) \mod N
\]

is transformed into \((V^{(\ell)}[p_0]) \mod N\) by plugging in \( p_{\ell-1} = V^{(\ell-1)}[p_0] + r^{\ell-2} \). Therefore the final output of ss-ROT becomes \([[(V^{(\ell)}[p_0]) \mod N]] \). The above argument completes the proof of correctness of Theorem 2.

**Proof of security.** Due to space limits, we only show a sketch of the proof. In the DB preparation phase of ss-ROT, \( B \) does not disclose any private values, and \( P_0 \) and \( P_1 \) receive the shares. In the Search phase, all the messages exchanged between \( P_0 \) and \( P_1 \) are shares except for the result of \( \text{Reconst} \) in Step 1. If the \( j \)-th step of the loop in Step 1, \( p_{j+1} = R^j[p_j] = (V^{(j+1)}[p_0] + r^j) \mod N \) is reconstructed. Since the reconstructed value is randomized by \( r^j \), no information is leaked. Note that for each vector \( R^i \), all the elements \( R^i[0], \ldots, R^i[N-1] \) are randomized by the same value \( r^j \), but only one of them is reconstructed, and different random numbers \( r^0, \ldots, r^{\ell-1} \) are used for \( R^0, \ldots, R^{\ell-1} \). In Step 2, \( P_0 \) and \( P_1 \) output a result, and no information other than the result is leaked. ✷

**E  Proof of Theorem 3**

**Proof.** Correctness and security of Protocol 2 are proved as follows.

**Proof of correctness.** The lookup table \( V \) simply stores all possible outputs of LF. Therefore, backward search (Eq. 1) is equivalent to Eq. 5. For the case of querying \( w \), \( V_{w[k-1]}[\cdots V_{w[0]}[p_0] \cdots] \) becomes lower bound \( f \) (for \( p_0 = 0 \)) or upper bound \( g \) (for \( p_0 = N \)) of the interval that corresponds to the prefix match of length \( k \). In Line 5 of Protocol 2, \([R_{A,f}^{k}[f_k] \times q_{A}[k] + R_{C,f}^{k}[f_k] \times q_{C}[k] + R_{G,f}^{k}[f_k] \times q_{G}[k] + R_{T,f}^{k}[f_k] \times q_{T}[k]] \) is computed. Since \( q_{w[j]}[j] = 1 \) and \( q_{c}[j] = 0 \) (\( c \neq w[j] \)), it is equivalent to \([R_{w^0[c],f}^{k}[f_k]] \). Line 6 computes \([R_{w^0[c],f}^{k}[f_k]] \) in the same manner. Each vector \( R_{i,f}^{j} \) in Eq. 6 is generated in the same manner as \( R^j \) in Eq. 4. Since Eq. 6 uses the common random values \( r_{f}^{j} \) and \( r_{f}^{j-1} \) for \( R_{A,f}^{k}, R_{C,f}^{k}, R_{G,f}, R_{T,f}^{j} \), we can recursively reference \( V_c (c \in \{A, C, G, T\}) \), which is obvious from the correctness of ss-ROT. Therefore, the recursion by Line 5 and Line 7 can compute \((V_{w[k-1]}[\cdots V_{w[0]}[p_0] \cdots] + r_{f}^{k-1}) \mod N \), and the recursion by Line 6 and Line 8 can also compute \((V_{w[k-1]}[\cdots V_{w[0]}[p_0] \cdots] + r_{g}^{k-1}) \mod N \).
The longest match is found when the interval width becomes 0. Since \( f_k = (V_{w[k-1]} \cdots V_{w[0]} \cdot f_0) \mod N \) and \( g_k = (V_{w[k-1]} \cdots V_{w[0]} \cdot g_0) \mod N' \) are randomized, Line 11 computes \( f_k - g_k \) to obtain the correct interval width. Line 11 also computes the equality of 0 and the interval width for each round. By reconstructing all the results in Lines 15–17, \( A \) knows the round, in which the interval width becomes 0; i.e., he/she knows LPM. The above argument completes the proof of correctness of Theorem 3.

**Proof of security.** Due to space limitation, we only show a sketch of the proof. For Lines 1–2 of Protocol 2, \( A \) and \( B \) do not disclose any private values, and \( P_0 \) and \( P_1 \) receive the shares. For Lines 3–13, it is guaranteed by the subprotocols ADD, MULT, and Equality that all the messages exchanged between \( P_0 \) and \( P_1 \) are shares except for the output of Reconst in Lines 7–8. (See Section 2.1 for details of the subprotocols.) In Lines 7–8, reconstructed values are \( R_{v[i],f}^k \) and \( R_{v[i],g}^k \). Since the values are \((V_{w[j]}[f_j] + r_f^j) \mod N \) and \((V_{w[j]}[g_j] + r_g^j) \mod N' \) according to Eq. 6, it is obvious that \( V \) is randomized for all rounds \( j = 0, \ldots, \ell - 1 \), and no information is leaked. For Lines 14–17, only the output of Equality at Line 11 is reconstructed. The reconstructed values are either 1 or 0 according to Equality, and no information other than the result is leaked. △

**F Proof of theorem 4**

**Proof.** Correctness and security of Protocol 3 are proved as follows.

**Proof of correctness.** \( V, R, r' \) and \( g \) are generated by the same algorithm used in Protocol 2. Therefore, Line 6 is equivalent to a backward search, and \( e_1 \) is the result of the equality check of 0 and the width of the obtained interval in Line 7. The lookup tables \( V_{lcp}, V_{psv}, \) and \( V_{nsv} \) store all the outputs of LCP, PSV and NSV, and \( W_{p}, W_{f}, \) and \( W_{n} \) are generated based on \( V_{lcp}, V_{psv}, \) and \( V_{nsv} \), respectively. Since \( W_{c,f}^j \) and \( W_{c,g}^j \) are circular permutations of \( V_{lcp} \) by the same random values \( r_f^j \) and \( r_g^j \) that are used for generating \( R_{c,f}^j \) and \( R_{c,g}^j \) \((c) \in \Sigma\) respectively, Line 8 can compute \( LCP[g_j] \leq LCP[f_j] \) and \( e_2 \) holds the result. By using Choose and \( e_2 \), either \([W_{p,f}^j[f_j], W_{n,f}^j[f_j]]\) or \([W_{p,g}^j[g_j], W_{n,g}^j[g_j]]\) is selected. \( W_{p,f}^j \) and \( W_{p,g}^j \) are permuted by \( r_f^j \) and \( r_g^j \), but are randomized by the identical random value \( r_f^j \). Similarly, \( W_{n,f}^j \) and \( W_{n,g}^j \) are permuted by \( r_f^j \) and \( r_g^j \), but are randomized by \( r_g^j \). Since \( W_{p,f}^j[f_j] \) and \( W_{n,g}^j[g_j] \) are generated in the same manner as \( R_{c,f}^j \) and \( R_{c,g}^j \), it is obvious that the reference by them is correct. The reference by \( W_{n,f}^j[f_j] \) is transformed into

\[
X_{g}^{j+1} [W_{n,f}^j[f_j]] = V \cdot [W_{n,f}^j[f_j] - g_j^0] + g_j^0 + 1
\]

and the reference by \( W_{p,f}^j[g_j] \) is transformed into

\[
X_{f}^{j+1} [W_{p,f}^j[g_j]] = V \cdot [W_{p,f}^j[g_j] - f_j^0] + f_j^0 + 1
\]
where $X_{j}^{j+1}$ is any one of $R_{c}^{j+1}$, $W_{p}^{j+1}$ and $W_{n}^{j+1}$, and $V_{x}$ is the corresponding lookup table; i.e., either one of $V_{c}$, $V_{p}^{s}$ and $V_{n}^{s}$. Note that $V_{x}$ could be a different table for each $j + 1$, but we abuse the same notation for simplicity of notation. Since $f_{j}$ and $g_{j}$ are described in the form of $V_{x}^{(j)}[p_{0}] + r_{f}^{j-1}$ and $V_{x}^{(j)}[p'_{0}] + r_{g}^{j-1}$ based on Eq. 8, Eq. 11 and Eq. 12 are transformed into $V_{x}^{(j+2)}[p_{0}] + r_{f}^{j+1}$ and $V_{x}^{(j+2)}[p'_{0}] + r_{g}^{j+1}$, which also satisfy the recursion form of Eq. 8. Thus, the intervals $[W_{p,f}^{j}[f_{j}], W_{n,f}^{j}[f_{j}])$ and $[W_{p,g}^{j}[g_{j}], W_{n,g}^{j}[g_{j}])$ are correct intervals and Line 9 is equivalent to computing Eq. 2.

Lines 14–18, $u$ remains the same if $e_{1} = 0$ and is permutated such that $u[i] = u[(i-1) \mod \ell]$ otherwise. Therefore Lines 19–21 can choose the letter to be searched with. The match length and the start position are obtained based on $e_{1}$ in Lines 22–23, and the longest value and the corresponding position are selected in Lines 24–25. The shares of the length and start position of LMEM are sent to $A$, and $A$ reconstructs them. Then, Protocol 3 outputs them. The above argument completes the proof of correctness of Theorem 4.

Proof of security. Due to space limits, we only show a sketch of the proof. For Lines 1–2 of Protocol 3, $A$ and $B$ do not disclose any private values, and $P_{0}$ and $P_{1}$ receive the shares. For Lines 3–27, it is guaranteed by the subprotocols ADD, MULT, Equality, and Choose that all the messages exchanged between $P_{0}$ and $P_{1}$ are shares except for the output of Reconst in Line 12. (See Section 2.1 for details of the subprotocols.) In Line 12, the reconstructed values are $f_{j+1} = V_{x}^{(j+1)}[p_{0}] + r_{f}^{j}$ and $g_{j+1} = V_{x}^{(j+1)}[p_{0}] + r_{g}^{j}$, according to Eq. 8, Eq. 11, and Eq. 12. Since $f_{j+1}$ and $g_{j+1}$ are randomized by $r_{f}^{j}$ and $r_{g}^{j}$, respectively, for all rounds $j = 0, \ldots, 2\ell - 1$, no information is leaked. In Line 28, $A$ reconstructs only the search result (the length and start position of LMEM). ▶
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Abstract
Cophylogeny reconciliation is a powerful method for analyzing host-parasite (or host-symbiont) co-evolution. It models co-evolution as an optimization problem where the set of all optimal solutions may represent different biological scenarios which thus need to be analyzed separately. Despite the significant research done in the area, few approaches have addressed the problem of helping the biologist deal with the often huge space of optimal solutions. In this paper, we propose a new approach to tackle this problem. We introduce three different criteria under which two solutions may be considered biologically equivalent, and then we propose polynomial-delay algorithms that enumerate only one representative per equivalence class (without listing all the solutions). Our results are of both theoretical and practical importance. Indeed, as shown by the experiments, we are able to significantly reduce the space of optimal solutions while still maintaining important biological information about the whole space.
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1 Introduction

Reconstructing the evolutionary history of parasites (or symbionts) and their hosts has many applications such as for example identifying and tracing the origins of emerging infectious diseases [8, 16, 26]. These studies have become increasingly more important with the large amount of publicly available sequence data. A powerful framework for modeling host-parasite co-evolution is provided by cophylogeny models which derive evolutionary scenarios for both hosts and parasites (usually evolutionary trees are computed from DNA sequence data). Co-evolution is usually modeled as a problem of mapping the phylogenetic tree of the parasites to the one of the hosts (see e.g. [6, 19, 7, 32]). Such mapping, called a reconciliation, allows the identification of some biologically motivated events: (a) cospeciation, when the parasite diverges in correspondence to the divergence of a host species; (b) duplication, when the parasite diverges but not the host; (c) host-switching, when a parasite switches from one host...
species to another independent of any host divergence; and (d) loss, which can describe for instance speciation of the host species independently of the parasite, which then follows just one of the new host species. Finding the “best” reconciliation is modeled as an optimization problem by assigning a cost to each of the different types of events and then seeking the reconciliations that minimize the total cost (computed in an additive way). In practice, there may often be many optimal solutions which, although having the same total cost, can be quite different among them and correspond to different biological scenarios. Most of the software proposed in the literature therefore do not rely only on one optimal solution but enumerate all of them (e.g. [20, 32, 7, 15, 28]). A crucial issue is that often the number of optimal solutions is unrealistically large (exponential in the size of the trees) [7, 14, 13, 18, 11], making it practically impossible to analyze each one of them separately.

To tackle this problem, we observe that although many of the solutions can be indeed very different, a large number of them are quite similar and can be considered biologically equivalent. We thus first propose various equivalence relations for grouping the reconciliations that may be considered biologically equivalent, then we provide algorithms which efficiently enumerate only the equivalence classes or one representative reconciliation per class.

State of the art

Many methods have been proposed in the literature to deal with the large number of optimal reconciliations. Some early approaches propose sampling the space of optimal reconciliations uniformly at random [2, 29]. However, as the optimal reconciliation space can be both large and heterogeneous [12], this does not guarantee that important information is not lost.

Other methods try to understand the structure of the space of solutions by computing some global properties such as the frequency of the events across the space [29], the diameter of the space [12], the pairwise distance among the optimal reconciliations [27]. In a similar direction, other methods propose a single reconciliation (e.g. a “median” reconciliation) to represent the whole space of optimal ones [22, 14, 11]. However, the results presented in [13, 11, 12, 27] show that the space can be very diverse and making inferences from a single reconciliation might lead to conclusions that can be contradicted by other optimal reconciliations. The method in [22] has been generalized in [24] in order to find a set of \( k \) medoids, or \( k \) centers that represent the space. However, these algorithms have a running time of \( O(nk^{k+2}\log k) \) (where \( k \) is the number of clusters and \( n \) is the size of the trees) and are thus not applicable in practice. Finally, in [18, 28] the solutions are clustered using a similarity distance among the reconciliations. However, in some cases the results of the clustering can be hard to interpret (see Section 3.3).

Our contribution

In this paper, we propose an approach that is entirely different from the ones discussed in the state of the art section. We first formally define under what conditions two solutions can be considered biologically equivalent. To this end, we introduce three different relations of equivalence. We then propose an algorithm that efficiently enumerates the set of “equivalence classes” or that enumerates one representative per class without having to first generate all of them. The algorithms that we present are polynomial-delay, meaning that the time between the output of any solution and the next one is bounded by a polynomial function of the input size. Our results are of both practical and theoretical importance. Indeed, the problem of enumerating equivalence classes, and particularly the generation of representative solutions is a challenge in the context of enumeration algorithm. It has been identified as a need in different areas, such as genome rearrangements [4], artificial intelligence [1], pattern matching [3, 21], or the study of RNA shapes [9].
The method has already been implemented in a software presented as an application note in [33]. The algorithms, the proofs, and the experiments are presented here for the first time. It is worth mentioning that the theoretical results in this paper have inspired the introduction of a general framework to enumerate equivalence classes for a whole class of problems which can be addressed by dynamic programming algorithms [34].

2 Model description and definitions of the equivalence relations

2.1 Definitions

In this section, we formally present the phylogenetic tree reconciliation problem that was originally introduced by Goodman et al. in 1979 [10]. We start by providing some definitions that will be used in the paper.

For a directed graph $G$, we denote by $V(G)$ and $A(G)$ respectively the set of nodes and the set of arcs of $G$. The out-neighbors of a node $v$ are called its children. We consider ordered rooted trees in which arcs are directed away from the root. For a tree $T$, we denote by $L(T)$ the set of leaf nodes, i.e. those nodes without children, and denote by $r(T)$ the root of $T$; the non-leaf nodes are called the internal nodes of $T$. A full rooted binary tree is a rooted tree in which every internal node has two children.

We denote by $p(w)$ the parent of a node $w$. The children of a node $w$ are denoted by a couple (i.e. an ordered pair) $\text{ch}(w)$. If there exists a directed path from a node $v$ to a node $w$, the node $w$ is called a descendant of $v$, and $v$ is called an ancestor of $w$; if moreover $v \neq w$, we say that $w$ is a proper descendant of $v$, and that $v$ is a proper ancestor of $w$. If neither $w$ is an ancestor of $v$ nor $w$ is an ancestor of $v$, we say that the two nodes are incomparable, and denote this as $v \not\sim w$. We denote by $\text{LCA}(v, w)$ the lowest common ancestor of two nodes $v$ and $w$. The subtree of $T$ rooted at a node $v$ containing all descendants of $v$ is denoted by $T_v$. Finally, we denote by $d_T(v, w)$ the distance, i.e. the number of arcs on a directed path, between two comparable nodes $v$ and $w$ in $T$.

We define next the **Phylogenetic tree reconciliation problem** (shortly, the **reconciliation problem**). Let $H$ and $P$ be respectively the rooted phylogenetic trees of the host and parasite species, both binary and full. Let $\sigma$ be a function from $L(P)$ to $L(H)$, representing the parasite/host associations between extant species. A reconciliation is a function $\phi$ that assigns, for each parasite node $p \in V(P)$, a host node $\phi(p) \in V(H)$, and satisfies the conditions stated in Definition 1. A reconciliation must induce an event function $E_{\phi}$ on $V(P)$ which associates each parasite node $p$ to an event $E_{\phi}(p)$. The set of events is denoted by $E := \{C, D, S, T\}$; the leaf parasite node has a special event $T$; for internal parasite nodes, the event $E_{\phi}(p)$ is one among three options: cospeciation $C$, duplication $D$, and host-switch $S$. The event for an internal node $p$ will depend on the hosts that are assigned by $\phi$ to $p$ and to the two children $p_1$ and $p_2$ of $p$. In Definition 1, this dependency is expressed by $E_{\phi}(p) := E(\phi(p), \phi(p_1), \phi(p_2))$.

- **Definition 1** (Reconciliation, Event of a node). Given two phylogenetic trees $H$ and $P$, and a function $\sigma : L(P) \rightarrow L(H)$, a reconciliation of $(H, P, \sigma)$ is a function $\phi : V(P) \rightarrow V(H)$ satisfying the following:
  1. For every leaf node $p \in L(P)$, $\phi(p)$ is equal to $\sigma(p)$, and $E_{\phi}(p) = T$.
  2. For every internal node $p \in V(P) \setminus L(P)$ with children $(p_1, p_2)$, exactly one of the following applies:
     a. $E(\phi(p), \phi(p_1), \phi(p_2)) = S$, that is, either $\phi(p_1) \sim \phi(p)$ and $\phi(p_2)$ is a descendant of $\phi(p)$, or $\phi(p_2) \not\sim \phi(p)$ and $\phi(p_1)$ is a descendant of $\phi(p)$,
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b. \( E(\phi(p), \phi(p_1), \phi(p_2)) = \mathbb{C} \), that is, \( \text{LCA}(\phi(p_1), \phi(p_2)) = \phi(p) \), and \( \phi(p_1) \neq \phi(p_2) \),
c. \( E(\phi(p), \phi(p_1), \phi(p_2)) = \mathbb{D} \), that is, \( \phi(p_1) \) and \( \phi(p_2) \) are descendants of \( \phi(p) \), and the previous two cases do not apply.

In a reconciliation, an internal parasite node can be additionally associated to a number of loss events. The loss event is denoted by \( \mathbb{L} \). A loss can only occur in conjunction with another event (\( \mathbb{S} \), \( \mathbb{C} \), or \( \mathbb{D} \)), and the definition of the number of losses splits into several cases according to the accompanying event. We give in Definition 2 the number of loss events associated to an internal node \( p \), called the loss contribution \( \xi_{\phi}(p) \). Since the loss contribution is also determined by the hosts that are assigned to \( p \) and to the children of \( p \), we will also write \( \xi_{\phi}(p) := \xi(\phi(p), \phi(p_1), \phi(p_2)) \).

Definition 2 (Loss contribution). Let \( \phi : V(P) \to V(H) \) be a reconciliation. Let \( p \) be an internal node of the parasite tree with children \( p_1, p_2 \). Its loss contribution \( \xi_{\phi}(p) \) is defined by:

\[
\xi_{\phi}(p) := \begin{cases} 
  d_H(\phi(p), \phi(p_1)) & \text{if } E_{\phi}(p) = \mathbb{S} \text{ and } \phi(p) \neq \phi(p_2), \\
  d_H(\phi(p), \phi(p_2)) & \text{if } E_{\phi}(p) = \mathbb{S} \text{ and } \phi(p) \neq \phi(p_1), \\
  d_H(\phi(p), \phi(p_1)) + d_H(\phi(p), \phi(p_2)) - 2 & \text{if } E_{\phi}(p) = \mathbb{C}, \\
  d_H(\phi(p), \phi(p_1)) + d_H(\phi(p), \phi(p_2)) & \text{otherwise, } E_{\phi}(p) = \mathbb{D}.
\end{cases}
\]

The function \( E_{\phi} \) partitions the set of internal parasite nodes into three disjoint subsets according to their event; these subsets are denoted by \( V^\mathbb{C}(P) \), \( V^\mathbb{D}(P) \), \( V^\mathbb{S}(P) \). The number of occurrences of each of the three events together with the number of losses make up the event vector of the reconciliation \( \phi \).

Definition 3 (Event vector). The event vector of a reconciliation \( \phi \) is a vector of four integers consisting of the total number of each type of events \( \mathbb{C}, \mathbb{D}, \mathbb{S}, \text{ and } \mathbb{L} \), i.e.

\[
\vec{c}(\phi) := \left( |V^\mathbb{C}(P)| \cdot |V^\mathbb{D}(P)| \cdot |V^\mathbb{S}(P)| \cdot \sum_{p \in V(P) \setminus L(P)} \xi_{\phi}(p) \right).
\]

Given a cost vector \( \vec{c} := (c(\mathbb{C}), c(\mathbb{D}), c(\mathbb{S}), c(\mathbb{L})) \) assigning a real number to each type of event, the cost of a reconciliation \( \phi \) is equal to the dot product between the cost vector and the event vector \( \text{cost}(\phi) := \vec{c} \cdot \vec{c}(\phi) \). We are now ready to formulate the optimization version of the reconciliation problem: Given two phylogenetic trees \( H \) and \( P \), a function \( \sigma : L(P) \to L(H) \), and a cost vector \( \vec{c} \), find a reconciliation \( \phi \) of \( (H, P, \sigma) \) of minimum cost.

In Figure 1, we show two different reconciliations on the same input \( (H, P, \sigma) \). Depending on the cost vector, these reconciliations may or may not be optimal. Notice that if the cost vector is \((0, 0, 0, 0)\), any valid reconciliation will be optimal.

2.2 Dynamic programming algorithm

The reconciliation problem can be solved by dynamic programming. One of the first methods which took into account all the events described in the previous section was introduced by Michael Charleston in 1998 [5] and has been improved since by different authors. These methods have different ways of dealing with time feasibility which makes the problem hard on undated trees. We will not discuss this further in the present paper, except for mentioning that in the dynamic programming approach presented in this section, the trees are considered undated, and the time feasibility issue can be dealt with in a subsequent step as described in [7]. On the other hand, we show in this section a formulation of the dynamic programming algorithm in terms of a certain directed graph which we will define.
The graph structure can be seen as a means for efficiently enumerating all optimal solutions of the optimization problem, and more importantly, we will use it later in Section 3 for enumerating equivalence classes of optimal reconciliations.

2.2.1 Recurrence relations

Given an instance \((H, P, \sigma, \vec{c})\), the minimum cost of a reconciliation can be found by dynamic programming. Recall that \(E := \{C, D, S, T\}\) is the set of possible events for a node. Let \(U := V(P) \times V(H) \times E\). We call a triple \((p, h, e) \in U\) a cell of the dynamic programming table. Consider a function \(f : U \to \mathbb{R} \cup \{\infty\}\), where the value of a cell \(f(p, h, e)\) is defined to be the minimum cost of a reconciliation between the subtree \(P_p\) (i.e., the subtree of \(P\) rooted at the node \(p\)) and the host tree \(H\) mapping \(p\) to \(h\), such that the event of \(p\) is \(e\). Then \(f\) can be computed as follows:

1. If \(p\) is a leaf,
   \[
   f(p, h, e) = \begin{cases} 
   0 & \text{if } h = \sigma(p) \text{ and } e = \top, \\
   \infty & \text{otherwise}.
   \end{cases}
   \] (2)

2. Otherwise, \(p\) is an internal node with children \((p_1, p_2)\). In this case,
   \[
   f(p, h, e) = \min_{E(h, h_1, h_2) = e} \{ f(p_1, h_1, e_1) + f(p_2, h_2, e_2) + c(e) + c(\xi(h, h_1, h_2)) \}.
   \] (3)

The minimum cost of a reconciliation is then given by \(\min_{h \in V(H), e \in E} f(r(P), h, e)\).

2.2.2 ad-AND/OR graphs and solution subtrees

In order to find one optimal reconciliation or to efficiently enumerate all optimal reconciliations, a directed graph can be constructed from the recurrence relations Equations (2) and (3): it is a compact representation of all series of computations performed by dynamic programming which result in the optimal cost value. To do this, we rely on a well-known structure in Computer Science, that is the AND/OR graph [23]. More specifically, we consider a particular flavor of AND/OR graphs that we call acyclic decomposable AND-OR graphs. This structure is known for having an intimate relationship with dynamic programming on a tree.

Definition 4 (ad-AND/OR graph). A directed graph \(G\) is an acyclic decomposable AND/OR graph (an ad-AND/OR graph) if it satisfies the following:

- \(G\) is a DAG.
- \(G\) is bipartite: its node set \(V(G)\) can be partitioned into \((A, O)\) so that all arcs of \(G\) are between these two sets. Nodes in \(A\) are called AND nodes; nodes in \(O\) are called OR\(^+\) nodes.
Every AND node has in-degree at least one and out-degree at least one. The set of nodes with out-degree zero is then a subset of $O$ and is called the set of goal nodes; the remaining $OR^+$ nodes are simply the OR nodes. The subset of OR nodes of in-degree zero is the set of start nodes.

- $G$ is decomposable: for any AND node, the sets of nodes that are reachable from each one of its child nodes are pairwise disjoint.

**Definition 5 (Solution subtree).** A solution subtree $T$ of an ad-AND/OR graph $G$ is a subgraph of $G$ which: (1) contains exactly one start node; (2) for any OR node in $T$ it contains exactly one of its child nodes in $G$, and for any AND node in $T$ it contains all its children in $G$.

The set of solution subtrees of $G$ is denoted by $T(G)$. It is immediate to see that a solution subtree is indeed a subtree of $G$: it is a rooted tree, the root of which is a start node. If we would drop the requirement of $G$ being decomposable, the object defined in Definition 5 would not be guaranteed to be a tree.

**Definition 6 (Subgraph starting from a set of nodes).** Let $G$ be an ad-AND/OR graph. Let $O$ be a set of OR$^+$ nodes of $G$. The subgraph of $G$ starting from $O$, denoted by $G/O$, is the subgraph obtained from $G$ by setting $O$ as the new set of start nodes (i.e. by removing all nodes that are not reachable from $O$ through directed paths).

### 2.2.3 The reconciliation graph

The reconciliation graph is a concept already present in the literature [29, 7, 17]. Since, depending on the application, slightly different definitions of this structure exist, to avoid ambiguity, we describe how to construct the reconciliation graph of a given instance of the RECONCILIATION PROBLEM from the recurrence Equations (2)–(3).

The construction is done in two steps. In the first step, we build a graph in which every node retains an additional attribute, its value, and every OR$^+$ node is uniquely labeled by a dynamic programming cell $(p, h, e) \in U$. In the second step, we prune the graph by removing nodes that do not yield optimal values.

1. For each $(p, h, e) \in U$ such that $p$ is a leaf, create a goal node labeled by $(p, h, e)$; its value is equal to 0 if $h = \sigma(p)$ and $\infty$ otherwise. Then, for each $(p, h, e) \in U$ in the post-order of $V(P)$, let $p_1, p_2$ be the two children of $p$.
   i. For each $(p_1, h_1, e_1)$ and each $(p_2, h_2, e_2)$ such that $E(h, h_1, h_2) = e$, create an AND node, connect it to the two OR$^+$ nodes respectively labeled by $(p_1, h_1, e_1)$ and $(p_2, h_2, e_2)$. Its value is equal to the sum of the values of its two children, plus $c(e) + c(L) \xi(h, h_1, h_2)$.
   ii. Create a single OR node, connect it to every AND node created in the previous step. Its label is $(p, h, e)$, and its value is the minimum of the values of its children.

2. For each $(r(P), h, e) \in U$, remove the OR node labeled by that cell unless its value is equal to the optimal cost. For each OR node $s$, remove the arc to its child AND node $s_i$ if the value of $s_i$ is not equal to the value of $s$. Finally, remove recursively all AND nodes without incoming arcs.

It can be checked that the reconciliation graph is indeed an ad-AND/OR graph as defined in Definition 4. An OR$^+$ node labeled by $(p, h, e)$ is a start node if and only if $p = r(P)$, and is a goal node if and only if $p \in L(P)$. It is also immediate to see that each AND node in the reconciliation graph has exactly one in-neighbor and exactly two children. We will consider
the two children as a couple: for an AND node $s$, if its in-neighbor is labeled by $(p, h, e)$ and its two children $s_1$ and $s_2$ are respectively labeled by $(p_1, h_1, e_1)$ and $(p_2, h_2, e_2)$, we will say that $s_1$ is the first child and $s_2$ is the second child of $s$ if $p_1$ and $p_2$ are respectively the first and second child of $p$; otherwise, we say that $s_1$ is the second child and $s_2$ is the first child. Keeping the correct order of the children, we can extend the notation “ch” to the set of nodes of the reconciliation graph: if $s$ is an AND node, ch($s$) is the couple (ordered pair) of the two child OR\(^+\) nodes of $s$; if $s$ is an OR node, ch($s$) is simply the set of its AND child nodes. For an OR node, we will typically be interested not in its children but in its set of “grandchildren”, hence we introduce here a new notation. If $s$ is an OR node, we call the grandchildren couples, denoted by gch($s$), the union of the children of its child AND nodes (it is a set of couples of OR\(^+\) nodes): gch($s$) := \(\bigcup_{s_i \in ch(s)} ch(s_i)\). Notice that an OR\(^+\) node can appear as grandchild of two different nodes, and can also appear in two different grandchild couples of the same node (see Figure 2).

The dynamic programming algorithms for the Reconciliation problem which enable the efficient enumeration of all optimal reconciliations are based on the following observation:

\[\text{Claim. Let } (H, P, \sigma, \vec{\epsilon}) \text{ be a given instance of the Reconciliation problem. The reconciliation graph } G, \text{ constructed as described in the previous paragraph is an ad-AND/OR graph, and the set } \mathcal{T}(G) \text{ of solution subtrees of } G \text{ correspond bijectively to the set of optimal reconciliations.}\]

To see this, consider an OR\(^+\) node $s$ labeled by a cell $(p, h, e) \in U$ of the dynamic programming table. For the subgraph $G/\{s\}$ (see Definition 6), the following can be proven by induction: the set of solution subtrees $\mathcal{T}(G/\{s\})$ corresponds bijectively to the set of optimal reconciliations of the dynamic programming subproblem at $(p, h, e)$, i.e. the optimal reconciliations between the subtree $P|p$ and $H$ such that $p$ is mapped to $h$ and the event of $p$ is $e$. In practice, to convert a solution subtree $T_1 \in \mathcal{T}(G)$ into a reconciliation $\phi$, we only need to look at the labels $(p, h, e)$ of the OR\(^+\) nodes in $T_1$ (a reconciliation can simply be viewed as a collection of triples of the form $(p, h, e)$). We will henceforth use interchangeably the terms solution subtrees of the reconciliation graph and optimal reconciliations of the problem instance.

The reconciliation graph can be constructed using $O(|V(P)||V(H)|^3)$ time and space complexity [7]. After the construction, the total number of optimal reconciliations can also be computed. It is a well-known folklore result that the set of solution subtrees of an ad-AND/OR graph can be enumerated efficiently: the delay between outputting two consecutive solutions is linear in the size of the solution. Therefore, there is an algorithm with a $O(|V(P)||V(H)|^3)$ time pre-processing step and $O(|V(P)|)$ time delay for enumerating the optimal reconciliations.

Figure 2 shows a reconciliation graph based on the same input $(H, P, \sigma)$ as in Figure 1 with nine solution subtrees. Among these nine reconciliations, four have event vector $(0, 0, 0, 2, 0)$, two have $(1, 0, 1, 0)$, two have $(1, 0, 1, 1)$ ($\phi_1$ and $\phi_2$ of Figure 1), and one has $(2, 0, 0, 0)$. The event vector of the reconciliation shown in bold is $(1, 0, 1, 1)$.

### 2.3 Equivalent optimal reconciliations

In this section, we first introduce four definitions of equivalence between reconciliations and study the relationship between them, then we explain the motivation for defining such equivalence relations and state the problems of enumerating the equivalence classes and counting the size of each class. The algorithmic contribution solving these problems and the experimental results will be presented in the subsequent sections.
Figure 2 Example of a reconciliation graph for the input \((H, P, \sigma)\) in Figure 1. Crossed circles are AND nodes. Rectangles are OR+ nodes. The cells with which the OR+ nodes are labeled are written inside. One solution subtree is shown in bold.

2.3.1 Definitions

In Definitions 7–9, we give three equivalence relations on the set of optimal reconciliations. One is based on a global property, the event vector, which is already defined in Definition 3. The other two equivalence relations are based on “local properties”, i.e. on the event \(E_\phi(p)\) and the host \(\phi(p)\) that are assigned by \(\phi\) for each parasite node \(p\).

► Definition 7 (V-equivalence). Two reconciliations \(\phi_1\) and \(\phi_2\) are Vector-equivalent, or shortly V-equivalent, if their event vectors are equal: \(\vec{e}(\phi_1) = \vec{e}(\phi_2)\).

► Definition 8 (E-equivalence). Two reconciliations \(\phi_1\) and \(\phi_2\) are Event-equivalent, or shortly E-equivalent, if \(E_{\phi_1}(p) = E_{\phi_2}(p)\) for all \(p \in V(P)\).

► Definition 9 (CD-equivalence). Two reconciliations \(\phi_1\) and \(\phi_2\) are Cospeciation-Duplication-equivalent, or shortly CD-equivalent, if \(E_{\phi_1}(p) = E_{\phi_2}(p)\) for all \(p \in V(P)\) (i.e. they are E-equivalent), and the hosts of non-host-switch parasite nodes are the same: \(E_{\phi_1}(p) \neq \mathbb{S} \Rightarrow \phi_1(p) = \phi_2(p)\).

Each one of these equivalence relation splits the set of optimal reconciliations of a given instance into equivalence classes, i.e. subsets of pairwise equivalent reconciliations. One representative of an equivalence class is simply a reconciliation in the corresponding subset. We will abuse the terminology and call equivalence classes the objects that best represent the common property of the reconciliations in that subset. A reconciliation in a particular equivalence class will then be a reconciliation satisfying that property.

► Definition 10 (Equivalence classes). In this paper, the term equivalence class has the following meanings, depending on the equivalence relation:

- For the V-equivalence relation, a V-equivalence class is an event vector \(\vec{e}\), i.e. a vector of four integers.
- For the E-equivalence relation, an E-equivalence class is a function \(E : V(P) \rightarrow \mathcal{E}\) that associates each node of the parasite tree with an event.
- For the CD-equivalence relation, a CD-equivalence class is a function \(E^{CD} : V(P) \rightarrow \mathcal{E} \times (V(H) \cup \{?\})\) that associates each node of the parasite tree with an ordered pair \((e, h)\), where either
  - \(e\) is an event between \(T\), \(C\) and \(D\) and \(h\) is a node of the host tree, or
  - \(e\) is the host-switch event \(\mathbb{S}\) and \(h\) is a special symbol ?.
We can make the following remarks about the relationships between these equivalence relations. CD-equivalent reconciliations are also E-equivalent. Being E-equivalent implies that the first three elements of their event vectors are equal. As we only consider reconciliations having the same minimum cost, if the cost of a loss event \( c(L) \) is nonzero, E-equivalent reconciliations necessarily have the same number of losses, hence are also V-equivalent. On the other hand, if \( c(L) = 0 \), E-equivalent reconciliations are not necessarily V-equivalent.

In Figure 1, the pair \( \phi_1 \) and \( \phi_2 \) are equivalent under all three equivalence relations. In Figure 2, the nine reconciliations split into four V-equivalence classes (the four event vectors).

### 2.3.2 Motivation and challenges

The first and foremost motivation of defining equivalence relations is the need of capturing useful biological information from the set of optimal reconciliations, when this set is too large for manual analyses or for exhaustive enumeration. The V-equivalence classes already conveys some information about the co-evolutionary history of the hosts and their parasites. Indeed, a high number of cospeciations may indicate that hosts and parasites evolved together, while a high number of host-switches may indicate that the parasites are able to infect different host species. Under the scope of the E-equivalence relation, we are also interested in which parasites are associated to each type of event (disregarding losses).

The CD-equivalence relation is motivated by the idea that when a host-switch happens, there may be various hosts that can be selected as the parasite’s “landing site”. In this case, we choose to consider as equivalent those reconciliations for which, while the hosts that receive the switching parasites may differ, all the other parasite-host associations (not corresponding to a host-switch) are the same. These reconciliations are similar and often indistinguishable without additional biological information. Indeed, take the two reconciliations \( \phi_1 \) and \( \phi_2 \) in Figure 1: they are identical except for one switching parasite \( p_1 \), which is mapped to \( h_b \) by \( \phi_1 \) and to \( h_c \) by \( \phi_2 \). Since \( h_b \) and \( h_c \) are two sibling nodes sharing the same parent in the host tree, without further information, there is no good way to tell apart the two reconciliations \( \phi_1 \) and \( \phi_2 \), hence we consider them as equivalent.

Equipped with our definitions of equivalence classes, we aim at studying the features of the set of optimal reconciliations by enumerating the equivalence classes. Naively, one would iterate through every reconciliation and record their properties, then report the equivalence classes, and, only at the end, report the statistics of the reconciliations in each equivalence class. However, when the number of reconciliations is too large, for example, \( > 10^{42} \) (see Section 3.3 and [33]), the naive method is not feasible.

The challenge is then to enumerate directly the equivalence classes of optimal reconciliations without enumerating the latter explicitly. Concretely, the set of optimal reconciliations will be represented implicitly as \( T(G) \), the set of solution subtrees of a reconciliation graph \( G \). Given a reconciliation graph as input, we will tackle the following problems:

- Count the number of equivalence classes.
- Enumerate the equivalence classes.
- Study a particular equivalence class. That is, given an equivalence class,
  - Count the number of reconciliations in that class,
  - Find one representative (i.e. one optimal reconciliation) of that class,
  - Enumerate all reconciliations of that class.
3 Equivalence classes enumeration: algorithms and results

3.1 V-equivalence class enumeration

The enumeration of V-equivalence classes (i.e. all event vectors among the optimal reconciliations) can be achieved by a simple modification of the dynamic programming algorithm.

First, we can notice that the number of different event vectors is bounded by a polynomial. Let \( n = |V(H)| \) and \( m = |V(P)| \). The first three elements of any event vector necessarily sum up to \( \frac{m-1}{2} \), the number of internal parasite nodes, hence there are only \( O(m^2) \) possible combinations. The loss contribution \( \xi_\phi(p) \) for each parasite node \( p \) for any \( \phi \) is at most twice the diameter of the host tree (i.e. twice the maximum distance between two nodes), so the fourth element of any event vector is bounded by \( O(nm) \). Therefore, the number of event vectors is bounded by \( O(nm^3) \).

We are interested in the following two problems: listing all event vectors, and, given a particular event vector, listing one (or all) optimal reconciliations of that event vector. Both can be done without much difficulty by doing some additional book-keeping in the dynamic programming algorithm, i.e. during the construction of the reconciliation graph. The idea is to remember the set of event vectors in every step, corresponding to the event vectors of the optimal solutions of the current dynamic programming subproblem. Then, for each event vector, one reconciliation (or all reconciliations) of the V-equivalence class can be found by backtracking. Since the technique is quite standard, the details are omitted.

3.2 E-equivalence class enumeration

By Definition 10, an E-equivalence class is a function from the set of nodes \( V(P) \) of the parasite tree to the set \( \mathcal{E} := \{C, D, S, T\} \) of events. In this section, we will represent an E-equivalence class as a set \( T \) of ordered pairs of the form \((p, e)\) where \( p \in V(P) \) and \( e \in \mathcal{E} \). In the same manner, a reconciliation \( \phi \), i.e. a solution subtree in \( T(G) \), can be written as a set of ordered triples of the form \((p, h, e)\). We say that a reconciliation \( \phi \) belongs to the E-equivalence class \( T \), and denote it as \( \pi(\phi) = T \), if for each \((p, h, e)\) in \( \phi \), there exists a unique couple \((p, e)\) in \( T \). Using this notation, a set of couples of the form \((p, e)\) is an E-equivalence class if and only if there exists \( \phi \in T(G) \) such that \( \pi(\phi) = T \); the set of all E-equivalence classes is denoted by \( \pi(T(G)) \).

The problem of studying a particular E-equivalence class is easy: given an E-equivalence class \( T \), the reconciliation graph \( G \) can be pruned in such a way that its set of solution subtrees corresponds to the reconciliations that belong to the class \( T \) (we simply need to remove all OR nodes unless its label \((p, h, e)\) corroborates the given class: \((p, e)\) in \( T \)). Counting and enumerating the E-equivalence classes are, however, more challenging problems. We will at present concentrate on the problem of enumerating all E-equivalence classes.

The algorithm is based on the simple idea of traversing the reconciliation graph in a top-down fashion (a similar approach can be used in the algorithm that finds all the solution subtrees). In order to obtain a polynomial time delay algorithm, during the traversal, we can no longer consider the nodes one by one; the sets of nodes that are in the solution subtrees of the same E-equivalence class must be traversed together. To make this clear, it is convenient to define the color of the OR\(^+\) nodes; an E-equivalence class will then simply be a set of colors.

\textbf{Definition 11} (Color of a node, Color couple).

\begin{itemize}
  \item If an OR\(^+\) node \( s \) in the reconciliation graph is labeled by \((p, h, e)\) in \( U \), we say that \( s \) is colored by the ordered pair \((p, e)\) in \( V(P) \times \mathcal{E} \).
  \item Let \( s_1 \) and \( s_2 \) be two OR\(^+\) nodes colored respectively by \((p_1, e_1)\) and by \((p_2, e_2)\). The color couple of the couple of nodes \((s_1, s_2)\) is the couple of colors \(((p_1, e_1), (p_2, e_2))\).
\end{itemize}
To enumerate the E-equivalence classes by a top-down recursive traversal of the reconciliation graph, our algorithm should achieve the following goal: given a set $O$ of OR$^+$ nodes of the same color $(p, e)$, enumerate $\pi(T(G/O))$, i.e. all E-equivalence classes of the subgraph $G/O$. Any such a class will include the color $(p, e)$. If $p$ is not a leaf, the events of the two children of the node $p$ are given by the color couples of the grandchild couples $gch(O)$ (by extension, $gch$ of a set of nodes is the union of $gch$ of every node in the set). A naive algorithm can be described as follows: for each color couple $((p_1, e_1), (p_2, e_2))$ of $gch(O)$, first take the union $O_1$ of the first grandchildren of color $(p_1, e_1)$ and the union $O_2$ of the second grandchildren of color $(p_2, e_2)$, then call the algorithm on $O_1$ and independently on $O_2$, and finally combine the results together, that is, perform a Cartesian product between $\pi(T(G/O_1))$ and $\pi(T(G/O_2))$.

The pitfall of the naive approach is that not every combination between the E-equivalence classes of the reconciliations of the two child subtrees is valid. Our algorithm, shown in Algorithm 1, can be viewed as an improved version of the naive algorithm in which particular care has been taken to ensure that only valid combinations are outputted. Along with each E-equivalence class $T$, it also outputs a set $\hat{O}$ which is a subset of the input set $O$: it is equal the union of the root OR$^+$ nodes of all solution subtrees $\phi \in T(G/O)$ such that $\pi(\phi) = T$. Notice that in Algorithm 1 we employ both the return and the yield statements for the output, the difference being that the latter does not halt the algorithm.

---

**Algorithm 1** Enumerating E-equivalence classes.

```plaintext
1: Input: a node $p$ of the parasite tree, an event $e \in E$, a set $O$ of OR$^+$ nodes
2: Require: The nodes in $O$ are all colored with $(p, e)$.
3: Output: all E-equivalence classes of $G/O$, and for each class, a subset of $O$
4: Function Enumerate($p$, $e$, $O$):
5:    if $p$ is a leaf then  // necessarily $e = T$ and $O$ only contains goal nodes
6:        return $\{(p, e), O\}$
7:    end
8:    /* otherwise, necessarily $e \in \{C, D, S\}$ and $O$ only contains OR nodes */
9:    Partition the set of grandchild couples $gch(O)$ according to their color couples
10:   for each subset $\{(s_1^1, s_1^2)\}_{1 \leq i \leq k} \subseteq gch(O)$ of color couple $((p_1, e_1), (p_2, e_2))$ do
11:       Let $O_1 := \bigcup_{1 \leq i \leq k} \{s_1^i\}$  // $O_1$ is the set of the first grandchildren
12:       for each pair of $T_1$ and $\hat{O}_1$ outputted by Enumerate($p_1$, $e_1$, $O$) do
13:          Let $O_2 := \bigcup_{1 \leq i \leq k} \{s_2^i \mid \text{ it exists } s_1^i \in \hat{O}_1 \text{ such that } (s_1^i, s_2^i) \in gch(O)\}$
14:          /* $O_2$ is the set of the second grandchildren compatible with $\hat{O}_1$ */
15:          for each pair of $T_2$ and $\hat{O}_2$ outputted by Enumerate($p_2$, $e_2$, $O$) do
16:             Let $\hat{O} := \{s \in O \mid \exists s_1 \in \hat{O}_1, \exists s_2 \in \hat{O}_2, \text{ s.t. } (s_1, s_2) \in gch(s)\}$
17:             yield $T_1 \cup T_2 \cup \{(p, e), \hat{O}\}$
18:          end
19:       end
20:   end
21: end
```

Before the proof of correctness, let us recall some important notations. For a subgraph $G/O$ of the reconciliation graph $G$, a solution subtree is denoted by $\phi \in T(G/O)$. The root OR$^+$ node of a solution subtree $\phi$ is denoted by $r(\phi)$. If the root node $r(\phi)$ is labeled by $(p, h, e)$, the solution subtree $\phi$ is interpreted as an optimal reconciliation between the
parasite subtree $P|_p$ and the host tree $H$ such that $p$ is mapped to $h$ and the event of $p$ is $e$ (shortly, we say that $\phi$ is a reconciliation of $P|_p$). We will use interchangeably the terms solution subtree and reconciliation, and we will represent a reconciliation $\phi$ as a set of triples.

\textbf{Lemma 12.} In Algorithm 1, \texttt{Enumerate}(p, e, O) outputs all $E$-equivalence classes in $\pi(T(G/O))$ exactly once, and for each outputted pair of $T$ and $\bar{O}$, we have $\bar{O} = \bigcup_{\phi} \{ r(\phi) \mid \pi(\phi) = T, \phi \in T(G/O) \}$.

\textbf{Proof.} The proof is by induction on the height $h_p$ of the $P|_p$. We use the fact that the precondition in the \texttt{Require} statement in Algorithm 1 is true for all recursive calls of \texttt{Enumerate} (easy induction). When $h_p = 0$, $p$ is a leaf and $\{(p, \sigma(p), T)\}$ is the only reconciliation in $T(G/O)$, therefore, $\{(p, e)\}$ is the only $E$-equivalence class. The outputted set $O$ contains in this case the unique goal node of $G$ labeled by $(p, \sigma(p), T)$. Now we assume $h_p > 0$.

\textbf{First direction.} Consider a fixed pair of $T := T_1 \cup T_2 \cup \{(p, e)\}$ and $\bar{O}$ outputted at Line 16, and take a node $s$ in $\bar{O}$. We show that there exists a reconciliation $\phi \in T(G/O)$ such that $s = r(\phi)$ and $\pi(\phi) = T$ (i.e. $T$ is a valid $E$-equivalence class). By the induction hypotheses, $T_1$ is a $E$-equivalence class so there exists a reconciliation $\phi_1$ of $P|_{p_1}$ such that $\pi(\phi_1) = T_1$. Let $s_1 := r(\phi_1)$. Take a node $s_2 \in O_2$ such that $(s_1, s_2) \in \text{gch}(s)$. By the induction hypotheses, there exists a reconciliation $\phi_2$ of $P|_{p_2}$ such that $r(\phi_2) = s_2$ and $\pi(\phi_2) = T_2$. Define $\phi := \phi_1 \cup \phi_2 \cup \{(p, h, e)\}$, where $(p, h, e)$ is the label of $s$. Then $\phi$ is a valid reconciliation in $T(G/O)$ (notice that $\phi$ is a solution subtree of $G/O$ if and only if $(s_1, s_2) \in \text{gch}(s)$), and satisfies $\pi(\phi) = T$.

\textbf{Second direction.} Consider an $E$-equivalence class $T \in \pi(T(G/O))$, and take a reconciliation $\phi \in T(G/O)$ such that $\pi(\phi) = T$. We show that $T$ is outputted exactly once at Line 16 together with a set $\bar{O}$ containing the root node of $\phi$. Assume that the root node $s := r(\phi)$ is labeled with the triple $(p, h, e)$, then $\phi$ can be uniquely written as the union $\phi_1 \cup \phi_2 \cup \{(p, h, e)\}$ where $\phi_1$ and $\phi_2$ are respectively reconciliations of $P|_{p_1}$ and $P|_{p_2}$. Furthermore, $T$ can be uniquely written as the union $T_1 \cup T_2 \cup \{(p, e)\}$ where $T_1 = \pi(\phi_1)$ and $T_2 = \pi(\phi_2)$. Notice that $T_1$ and $T_2$ do not depend on the choice of $\phi$; for $T$ to be outputted exactly once, it suffices to show that each of $T_1$ and $T_2$ is outputted exactly once. For $i = 1, 2$, let $s_i := r(\phi_i)$ and let $(p_i, e_i)$ be the color of $s_i$. At Line 10, we only need to consider the iteration corresponding to the color couple $((p_1, e_1), (p_2, e_2))$, as no other iteration can output $T_1$ or $T_2$ from a recursive call. Since $s_1 \in O_1$ and $\phi_1 \in T(G/O_1)$, by the induction hypotheses, $T_1$ is outputted exactly once in Line 12 together with a set $\bar{O}_1$ containing $s_1$. For this pair of $T_1$ and $\bar{O}_1$, the set $O_2$ computed at Line 13 contains the node $s_2$. Hence, by applying again the induction hypotheses to $\phi_2 \in T(G/O_2)$, $T_2$ is outputted exactly once in Line 14 together with $\bar{O}_2$ containing $s_2$. It remains to check that the set $O$ outputted together with $T$ does contain the node $s$. As $s_i \in O_i$ for $i = 1, 2$, this is straightforward from the computation of $O$.

\textbf{Theorem 13.} Using Algorithm 1, the $E$-equivalence classes of a reconciliation graph can be enumerated in $O(mn^2)$ time delay, where $m = |V(P)|$ and $n = |V(H)|$.

\textbf{Proof.} To obtain all $E$-equivalence classes $\pi(T(G))$, it suffices to first partition the set of start nodes of the reconciliation graph according to their colors, then, for each subset $O_i$ of start nodes of color $(p, e)$, make one call of \texttt{Enumerate}(p, e, O). By Lemma 12, we output every $E$-equivalence class of $T(G/O)$ exactly once. Since any $E$-equivalence class of $T(G)$ is an $E$-equivalence class of $T(G/O_h)$ for a unique $k$, we output every $E$-equivalence class of $T(G)$ exactly once.
For the complexity, consider the recursion tree formed by the recursive calls of $\text{Enumerate}$. Notice that each node $p$ of the parasite tree corresponds to exactly one recursive call, the size of the recursion tree is thus $O(m)$. In each recursive call, the partitioning of $\text{gch}(\mathcal{O})$ and the computation of the sets $\mathcal{O}_1$, $\mathcal{O}_2$, and $\mathcal{O}$ can all be done in time linear in the size of $\text{gch}(\mathcal{O})$, which is $O(n^2)$. Therefore, $O(mn^2)$ time is needed in the worst case between outputting two E-equivalence classes.

**CD-equivalence class enumeration**

For the CD-equivalence relation, the problems of enumerating the equivalence classes and studying one particular equivalence class can be solved using the exact same method as for the E-equivalence relation. One only needs to adapt the Definition 11 of the color of an OR node. Instead of the couple $(p,e)$, the color of an OR node labeled by $(p,h,e) \in U$ is now a triple: the triple $(p,h,e)$ for $e \neq S$, or, when $e = S$, the triple $(p,?,S)$ (see Definition 10).

### 3.3 Experimental results

To evaluate the usefulness of the equivalence classes in practice, we obtained 20 real datasets from the literature. The choice of the datasets was motivated by the goal of covering many different situations (such as different sizes of the trees), different contexts (such as the genes/species one that has been shown to be very closely related to the hosts/parasites context, see for instance [25, 35]), different topologies, etc. We also chose five cost vectors $\vec{c} := (c(C), c(D), c(S), c(L))$ from the literature, namely $(-1,1,1,1)$ (maximizing the cospeciation), $(0,1,1,1)$ (minimizing the events that lead to incongruencies between the tree topologies), $(0,1,2,1)$, $(0,2,3,1)$ (host-switches are more penalized), and $(0,1,1,0)$ which is a vector chosen only for theoretical purposes and does not penalize cospeciations and losses.

The goal of the first set of experiments is to check that when the number of all optimal reconciliations is large, the number of equivalence classes is significantly smaller. To this purpose, we ran the algorithm on all the datasets with all the five cost vectors, and computed the number of optimal solutions and the number of equivalence classes. For each instance (i.e. dataset and cost vector) having at least 50 optimal reconciliations, we computed for each equivalence relation a value that we called $\text{Reduction}$ and which is equal to the number of equivalence classes over the number of optimal reconciliations. In Figure 3, each $x$ coordinate corresponds to an instance; for each instance we plotted three points that correspond to the Reduction values for the three equivalence relations. One can observe that the Reduction values of the V- and the E-equivalence relations (blue circles and red triangles) are almost all below the value of 0.1. In other words, for these two definitions of equivalence, one can strongly hope for at least a ten-fold decrease, and in some cases for a thousand-fold decrease in the number of reconciliations that need to be analyzed. As expected, the V- and the E-equivalence relations are the ones that usually lead to a small number of equivalence classes, while the CD-equivalence relation may lead to a larger number of classes, sometimes close to the optimal reconciliations (Reduction close to 1).

We show now that the equivalence classes not only allow us to reduce the number of reconciliations to consider, but also provide useful information about the set of optimal reconciliations. In Table 1, we present the detailed results obtained for the dataset of Wolbachia and their arthropod hosts [31, 30] and the five cost vectors. All the cost vectors lead to a number of optimal reconciliations that is at least $10^{42}$, a number too large for any exhaustive enumeration method. However, in all cases there are only a small number of optimal event vectors (except for the least biologically meaningful cost vector $(0,1,1,0)$). For the
cost vector \((0, 2, 3, 1)\), the seven optimal event vectors are: \((102, 0, 284, 36)\), \((103, 0, 283, 39)\), \((104, 0, 282, 42)\), \((105, 0, 281, 45)\), \((106, 0, 280, 48)\), \((107, 0, 279, 51)\), and \((108, 0, 278, 54)\). From the list of event vectors, one can see that the dataset can be explained by a large number of host-switches and cospeciations, and that there have probably been no duplication. Therefore, by simply considering the equivalence classes one already has an idea of the diversity of the optimal reconciliations. Our approach is thus helpful for drawing conclusions about the co-evolutionary history of this pair of host/parasite association for which few prior analysis methods apply.

**Table 1** Experimental results for the Wolbachia dataset and for each cost vector. \(|L(H)|\) and \(|L(S)|\) are the number of leaves of the host tree and the parasite tree; \(|R|\) is the number of optimal reconciliations; \(|V_{eq}|\), \(|P_{eq}|\), and \(|CD_{eq}|\) are respectively the number of V-, E-, and CD-equivalent classes. The dash indicates that the counting of the equivalence classes did not finish.

| Dataset         | \(|L(H)|\) | \(|L(S)|\) | Cost vector | \(|R|\) | \(|V_{eq}|\) | \(|E_{eq}|\) | \(|CD_{eq}|\) |
|-----------------|------------|------------|-------------|-------|-----------|-----------|-----------|
| Wolbachia [31, 30] | 387        | 387        | \((-1, 1, 1, 1)\) | \(10\) | 4080      | 24192     |           |
|                 |            |            | \((0, 1, 1, 1)\) | \(10\) | 40960     | 76800     |           |
|                 |            |            | \((0, 1, 2, 1)\) | \(10\) | 4080      | 24192     |           |
|                 |            |            | \((0, 2, 3, 1)\) | \(7\)  | 96        | 1152      |           |
|                 |            |            | \((0, 1, 1, 0)\) | \(10\) | 10^27     |           |           |

Finally, the algorithm is quite efficient in practice, as for example for the cost vector \((-1, 1, 1, 1)\), to enumerate all the optimal event vectors, it took around 8 minutes for the dataset of Wolbachia and their arthropod hosts on a single thread of the Intel Core i5-3380M CPU. The enumeration of equivalence classes, together with other features such as the visualization of the E- and the CD-equivalence classes, is freely available in the software **Capybara**; more information can be found in [33].
3.4 Comparison with eMPRess

eMPRess [18, 28] is a tool that includes the possibility for the user to cluster the space of optimal solutions using agglomerative hierarchical clustering. The user can define the desired final number of clusters and a lower bound for the initial number of clusters (the actual initial number depends on the structure of the reconciliation graph, and can be much larger than the chosen lower bound). Then, pairs of clusters are merged using a linkage criterion until the desired number of clusters is obtained. The authors consider two different linkage criteria: (i) minimizing the average distance between the solutions within each cluster with respect to a given distance metric (the symmetric distance or the path distance), (ii) maximizing the average event support in each cluster.

As already mentioned in the introduction, the approach of eMPRess is fundamentally different from the one we propose. We believe that it is interesting to remark some of the differences between the two methods that the user should keep in mind when applying one method or the other.

It is important to notice that the results obtained with our algorithm and with eMPRess can be very different. Two solutions that may be considered equivalent may have a large symmetric or path distance. Indeed, the symmetric distance between two reconciliations is defined as the number of associations that are found in one reconciliation or the other but not in both. Inside an E-equivalence class, even though the type of the events is consistent among the reconciliations, all the associations can potentially be different, so the symmetric distance can take the largest possible value. Moreover, when using the event support criterion, it is important to keep in mind that within a cluster, by construction, the more ancestral events are more supported than the more recent events. While this may be biologically motivated, it is a bias that we may not want in some datasets.

These differences are also seen in practice as we applied eMPRess to some of the datasets used in the previous section, requiring that the number of final clusters is the same (or slightly larger) than the number of equivalence classes that we have found for that dataset. By analyzing the median reconciliations of the final clusters, we saw that, even for the V-equivalence relation (which is among those most analyzed in practical studies), some classes are not represented.

Finally, the worst case running time of the clustering method of eMPRess depends quadratically on the initial number of clusters and the time can be a limitation in practice. When we applied it to the Wolbachia dataset with the default cost vector (0, 2, 3, 1) and the symmetric distance criterion, by starting with 336 initial clusters (level $L = 6$ in [18]) and choosing 10 as the final number of clusters, the software did not finish within 24 hours.

4 Conclusion

In this paper, we proposed a method that lists representative reconciliations from the (often huge) space of optimal solutions. To this purpose, we first defined when two reconciliations can be considered equivalent and then we provided efficient algorithms that output in polynomial delay only one reconciliation from each equivalence class. We proposed three different biologically motivated equivalence relations. We applied our algorithms to real datasets and showed that we were able to analyze the space of optimal reconciliations even in cases when the latter has a huge size (e.g. $10^{32}$). As a future direction, we plan to extend our algorithms to other definitions of equivalence for reconciliations.
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Abstract

There has been rapid development of probabilistic models and inference methods for transcript abundance estimation from RNA-seq data. These models aim to accurately estimate transcript-level abundances, to account for different biases in the measurement process, and even to assess uncertainty in resulting estimates that can be propagated to subsequent analyses. The assumed accuracy of the estimates inferred by such methods underpin gene expression based analysis routinely carried out in the lab. Although hyperparameter selection is known to affect the distributions of inferred abundances (e.g. producing smooth versus sparse estimates), strategies for performing model selection in experimental data have been addressed informally at best.

Thus, we derive perplexity for evaluating abundance estimates on fragment sets directly. We adapt perplexity from the analogous metric used to evaluate language and topic models and extend the metric to carefully account for corner cases unique to RNA-seq. In experimental data, estimates with the best perplexity also best correlate with qPCR measurements. In simulated data, perplexity is well behaved and concordant with genome-wide measurements against ground truth and differential expression analysis.

To our knowledge, our study is the first to make possible model selection for transcript abundance estimation on experimental data in the absence of ground truth.
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1 Introduction

Due to its accuracy, reproducibility, simplicity and low cost, RNA-seq has become one of the most popular high-throughput sequencing assays in contemporary use, and it has become the de facto method for the profiling of gene and transcript expression in many different biological systems. While there are many uses for RNA-seq that span the gamut from de novo transcriptome assembly [5, 10] through meta-transcriptome profiling [30], one of the most common uses is to interrogate the gene or isoform-level expression of known (or newly-assembled) transcripts, often with the subsequent goal of performing a differential analysis between conditions of interest.
Because of the popularity of gene and transcript expression profiling using RNA-seq, considerable effort has been expended in developing accurate, robust and efficient computational methods for inferring transcript abundance estimates from RNA-seq data. Some popular approaches focus on counting the aligned RNA-seq reads that overlap genes in different ways [1, 19]. However, these approaches have no principled way to deal with reads that align well to multiple loci (e.g. to different isoforms of a gene, or between sequence-similar regions of related genes), and this restricts their use primarily to gene-level analysis, where they may still under-perform more sophisticated approaches that attempt to resolve fragments of ambiguous origin [33].

Alternatively, many approaches offer the ability to estimate transcript-level expression using RNA-seq data (which can, if later desired by a user, be aggregated to the gene-level). The majority of these approaches perform statistical inference over a probabilistic generative model of the experiment based either on sufficient statistics of counts [13, 36] or the set of fragment alignments themselves [17]. Moreover, in addition to methods focused on deriving point estimates for transcript abundances, there has been considerable development of probabilistic Bayesian approaches for this inference problem [9, 11, 22, 23, 24, 26], as well as recent attempts at multi-sample probabilistic models for simultaneous experiment-wide transcript abundance estimation [14, 15]. Bayesian approaches can sometimes offer more accurate or robust inference than methods based strictly on maximum likelihood estimation, but these Bayesian models invariably expose prior distributions, with associated hyperparameters, upon which the resulting inferences depend.

Interestingly, the recommended best practices suggested by the different Bayesian (or variational Bayesian) approaches for selecting hyperparameters differ. Specifically, Nariai et al. [22] evaluate performance varying the prior used in their variational Bayesian expectation maximization (VBEM)-based method, and they conclude that a small prior (i.e. $\alpha < 1$) leads to a sparse solution, which, in turn, results in improved accuracy. On the other hand, Hensman et al. [11] perform inference using a prior of $\alpha = 1$ read per transcript. They find that, doing so, their method produces the most robust estimates (i.e. with the highest concordance between related replicates) that are also more accurate under different metrics that they measure. Their conclusion is that methods adopting a maximum likelihood model inferred using an expectation maximization procedure tend to produce sparse estimates close to the boundary of the parameter space which leads to less robust estimation among related samples. Unfortunately, regardless of how prior studies have argued for a “better” prior, none provide an empirical or practical procedure for model selection. Rather, they show that a value works well across a range of data under some evaluation metric, and set this as the default value for all inference tasks. Given the number of existing methods that can make use of prior information (including methods like those by Srivastava et al. [34] for single-cell data, or those by Liu et al. [20] that use orthogonal modalities of data to set priors), it becomes increasingly important to develop methods that lets one robustly and automatically select an appropriate prior (hyperparameter) for these algorithms.

To perform model (or hyperparameter) selection for transcript abundance estimators, one must be able to evaluate estimated abundances. However, evaluation of abundance estimates remains a challenge for current methods on experimental data where ground truth is completely absent. Notably, evaluation of transcript abundance estimators on experimental data have relied on careful experiment design that enables comparisons to complementary assays (e.g. correlation with qPCR) or measurements (e.g. concordance with known mixing proportions or spike-ins) [35]. Such evaluation procedures vary from study-to-study, and are simply not possible when complementary experiments are not designed or available. Thus, the natural question is then: can the quality of transcript abundance estimates be meaningfully evaluated on the set of given fragments directly?
It may initially be unintuitive to think that the “goodness” of a transcript abundance estimate can be evaluated in the absence of ground truth. However, in a related line of research, likelihood-based metrics for assessing the quality of de novo assemblies, where ground truth is unavailable, have been explored. For example, Rahman and Pachter [27] developed a method to compute the likelihoods of assembled genomes; Li et al. [18] developed a likelihood-based score to evaluate transcriptome assemblies; Smith-Unna et al. [32] developed a method to assess the quality of assembled contigs in transcriptomes; and Clark et al. [6] developed a method that is applicable to both genome and metagenomic assemblies. Furthermore, if we look to other unsupervised problem settings where ground truth annotations are absent, metrics for measuring the “goodness” of estimated models with latent parameters not only exist, but are regularly used. For example, metrics such as the silhouette score used to evaluate clustering algorithms come to mind [29]. In fact, evaluation of unsupervised probabilistic models, especially language and topic models in natural language processing, is commonplace [4, 12]. Specifically, perplexity, the inverse geometric mean per-word likelihood of a held-out test set, has been ubiquitously used to compare models [4].

In this work, we derive perplexity for transcript abundance estimation with respect to held-out per-read likelihoods. As we shall see, the perplexity of a held-out fragment set given an abundance estimate, computed via a quantify-then-validate approach, is a theoretically and experimentally motivated measure of the quality of the given estimate. Notably, perplexity quantifies an important biologically motivated intuition – that a good abundance estimate ought to generalize and generate the validation set, which is, in a sense, a form of a technical replicate, with high probability.

Perplexity can be used wherever the assessment of the quality of abundance estimates is desired. For example, perplexity can be used to compare different transcript abundance estimation algorithms or, as suggested above, to perform model selection to obtain the most accurate estimates from a given algorithm. In this work, we focus on experimentally assessing perplexity with respect to the latter, model selection for the prior used to estimate abundances with salmon [26]. In salmon, the reads-per-transcript prior size is a hyperparameter that controls its preference for inferring sparse or smooth abundance estimates. Notably, the problem of model selection offers a succinct assessment and immediately useful application of how perplexity can be computed to evaluate and compare the quality of candidate transcript abundance estimates.

1.1 Contributions

Theoretically, we derive and motivate a notion of perplexity for transcript abundance estimation – a metric for evaluating inferred estimates in the absence of ground truth. Experimentally, we demonstrate that perplexity for transcript abundance estimates is well behaved, and establish empirical correspondence between perplexity and other metrics that are more commonly used to demonstrate the “goodness” of transcript abundance estimates.

We summarize our experimental contributions as follows:

1. In experimental data from the Sequencing Quality Control (SEQC) consortium [35], we show that transcript abundance estimates with the lowest perplexity (lower is better) achieve the highest correlation with complementary qPCR measurements of biological replicates.

2. In simulated data, perplexity is concordant with respect to three measurements against ground truth: Spearman correlation with respect to expressed transcripts, AUROC with respect to unexpressed transcripts, and downstream differential transcript expression analysis.
Evidenced by these results, we propose perplexity as the first and, to our knowledge, only theoretically and experimentally justified metric for model selection for transcript abundance estimation in experimental data where ground truth is entirely absent.

## 2 Preliminaries: (Approximate) Likelihood for transcript abundance estimation

Before deriving perplexity for transcript abundance estimation, we shall briefly recall and define the necessary objects that pertain to the likelihood of the probabilistic model that underpins transcript abundance estimation (as in [17, 26]).

The transcript abundance estimation problem, or quantification, from short RNA-seq fragments (a term used to refer, generically, to either single reads or read pairs), is the problem of assigning each fragment $f_j$ of an input fragment-set $\mathcal{F} = \{f_1, \ldots, f_N\}$ to its transcript of origin. For this work, we shall only consider quantification with respect to a given reference transcriptome whereby a quantifier maps each input fragment $f_j$ to a transcript in an input set of reference transcripts $\mathcal{T} = \{t_1, \ldots, t_M\}$.

Given the sequence of an input fragment, said fragment may align to more than one transcript, $t_i$, in the reference transcriptome $\mathcal{T}$. Here, the *de facto* method for determining transcript of origin for fragments that multi-map to more than one transcript is to view the true fragment to transcript assignment as a latent variable, and to infer the latent variable’s expected value by performing inference in the underlying probabilistic model.

Assuming an appropriate normalization of alignment scores, we write the probability of observing a fragment, $f_j$, given that it originates from (or aligns to) transcript $t_i$ to be $P(f_j | t_i)$. The probability that a molecule in a sample that is selected for sequencing is the transcript $t_i$ is then $P(t_i | \theta)$, a multinomial over $\mathcal{T}$. Marginalizing over all possible alignments, the likelihood of observing the fragment set $\mathcal{F}$ given model parameters $\theta$ is,

$$P(\mathcal{F} | \theta) = \prod_{j} \sum_{i=1}^{M} P(t_i | \theta) \cdot P(f_j | t_i).$$

In this work, we shall work with the range-factorized equivalence class approximation of the likelihood that has proven to be effective and is efficient to compute [38]. Here, sets of fragments in $\mathcal{F}$ that map to the same set of transcripts, and have similar conditional probabilities of arising from these transcripts, are said to belong to the equivalence class $\mathcal{F}^q$ (indexed by $q$). Instead of working with alignment probabilities $P(f_j | t_i)$ of each fragment, fragments in an equivalence class $\mathcal{F}^q$ are approximated to have the same conditional probability $P(f_j | \mathcal{F}^q, t_i)$ for mapping to each transcript $t_i$. Let $\mathcal{C}$ be the set of equivalence classes induced by $\mathcal{F}$ and $\Omega(\mathcal{F}^q)$ be the set of transcripts to which $f \in \mathcal{F}^q$ map. The range-factorized equivalence class approximation of the likelihood $P(\mathcal{F} | \theta)$ is,

$$P(\mathcal{F} | \theta) \approx \prod_{\mathcal{F}^q \in \mathcal{C}} \left( \sum_{t_i \in \Omega(\mathcal{F}^q)} P(t_i | \theta) \cdot P(f_j | \mathcal{F}^q, t_i) \right)^{N_{\mathcal{F}^q}}. \quad (2)$$

Here, the approximate likelihood can be computed over the number of unique equivalence classes, which is considerably smaller than the number of all possible alignments for all fragments.
3 Methods

We propose a subtle but instructive change in the usual computational protocol for evaluating transcript abundance estimates. We propose a quantify-then-validate approach which evaluates the quality of transcript abundance estimates directly on read-sets, analogous to train-then-test approaches for evaluating probabilistic predictors common in natural language processing (NLP) and other fields [3, Ch. 1.3]. Instead of quantifying all available fragments and then performing evaluation with respect to complementary measurements downstream, the quantify-then-validate approach validates and evaluates the quality of a given abundance estimate directly on a set of held-out validation fragments withheld from inference.

We derive and adapt from NLP, the notion of perplexity for transcript abundance estimation for this quantify-then-validate approach [4, 12]. Perplexity is computed given only an abundance estimate, and a held-out validation set of fragments as input. Thus, perplexity evaluates the quality of abundance estimates on fragments directly and can evaluate estimates from experimental data in the absence of ground truth. Most importantly, evaluating perplexity with the quantify-then-validate approach enables quantitative, evidence-based, cross-validated selection of hyperparameters for transcript abundance estimation methods that use them.

Perplexity for transcript abundance estimation quantifies the intuition that an abundance estimate for a given sample ought, with high probability, explain and generate the set of fragments of a technical replicate. The key observation is that the likelihood \( P(F \mid \theta) \) is simply a value that can be computed for any fragment set \( F \) and any abundance estimate \( \theta \) (model parameters), irrespective of whether \( \theta \) is inferred from \( F \). It is the context and application of the likelihood, \( P(F \mid \theta) \), that yields semantic meaning.

Given a fragment set, \( F \), over which one seeks to infer and evaluate abundance estimates, the quantify-then-validate procedure is as follows. First, partition the input set into a quantified set, \( F \), and a validation set, \( \hat{F} \). Second, “quantify” and infer abundance estimates (model parameters) \( \theta \) given the quantified set \( F \). Third, validate and compute the perplexity, \( PP(\hat{F}, \theta) \) – the inverse geometric mean held-out per-read likelihood of observing the validation set, \( \hat{F} \) – given model parameters \( \theta \) and the validation set \( \hat{F} \). The lower the perplexity, the better the parameters \( \theta \) describe the held-out fragments \( \hat{F} \), and the better the abundance estimate parameterized by \( \theta \) ought to be. In fact, if we believe that the generative model is truly descriptive of the distributions that arise from the underlying biological and technical phenomena, perplexity is, in expectation, minimized when the “true” latent parameters are inferred.

Formally, given an abundance estimate \( \theta \), and a validation fragment-set \( \hat{F} = \{ \hat{f}_1, \ldots, \hat{f}_{\hat{N}} \} \), the perplexity for transcript abundance estimation is:

\[
PP(\hat{F}, \theta) = \exp \left\{ -\frac{1}{\hat{N}} \log P(\hat{F} \mid \theta) \right\} = \exp \left\{ -\frac{1}{\hat{N}} \sum_{j=1}^{\hat{N}} \log P(\hat{f}_j \mid \theta) \right\} = \exp \left\{ -\frac{1}{\hat{N}} \sum_{j=1}^{\hat{N}} \log \sum_{t_i=1}^{M} P(t_i \mid \theta) \cdot P(\hat{f}_j \mid t_i) \right\}.
\]

(3)

Crucially, the probability \( P(\hat{f}_j \mid \theta) \) of observing each held-out fragment given \( \theta \) is computed and marginalized over two terms, \( P(\hat{f}_j \mid t_i) \) that depends only on the validation set of held-out fragments, and \( P(t_i \mid \theta) \) that depends only on the given abundance estimate.

One particular application of the perplexity metric, which we explore here, is to select the best abundance estimate out of many candidate estimates arising from different hyperparameter settings for quantifiers. Thus, in this work, we use the range-factorized equivalence
class approximation for perplexity (as in Eq. 2) throughout [38]. Given the range-factorized equivalence classes, \( \tilde{C} \), induced by the validation set, \( \tilde{F} \), (where \( \tilde{N}_q \) is the number of fragments in an equivalence class \( \tilde{F}_q \in \tilde{C} \)) the approximation is:

\[
PP(\tilde{F}, \theta) \approx \exp \left\{ -\frac{1}{N} \sum_{\tilde{F}_q \in \tilde{C}} \tilde{N}_q \log \left( \sum_{t_i \in \Omega(\tilde{F}_q)} P(t_i \mid \theta) \cdot P(\tilde{f}_j \mid \tilde{F}_q, t_i) \right) \right\}, \tag{4}
\]

We use salmon’s selective-alignment based probabilistic model for conditional probabilities \( P(\tilde{f}_j \mid \tilde{F}_q, t_i) \) and effective lengths of transcripts, since the model and equivalence class approximation salmon uses has proven to be a fast and effective way to approximate the full likelihood [15, 38]. For the scope of this work, salmon’s format for storing range-factorized equivalence classes conveniently contains all relevant information and values to compute perplexity with vastly smaller space requirements than would be required to store per-fragment alignment probabilities \( P(\tilde{f}_j | t_i) \).

3.1 "Impossible" Fragments under Parameter Estimates \( \theta \)

We now address a perplexity-related issue that is unique to evaluating transcript abundance estimates – that an observed event in the validation set may be deemed “impossible” given model parameters \( \theta \). The marginal probability, \( P(\tilde{f}_j | \theta) \), for observing a fragment \( \tilde{f}_j \) in the validation set given some abundance estimate, \( \theta \), may actually be zero, even if said validation fragment aligns to the reference transcriptome. This occurs exactly when all transcripts, \( t_i \), to which the validation fragment \( \tilde{f}_j \) map are deemed unexpressed by \( \theta \) (i.e. \( P(t_i \mid \theta) = 0 \) for all such transcripts). Here, we say that \( \tilde{f}_j \) is an impossible fragment given \( \theta \), and that \( \theta \) calls \( \tilde{f}_j \) impossible. When impossible fragments are observed in the validation set, perplexity is not a meaningful measurement.

To illustrate how impossible fragments come to be, consider the toy example in which all fragments in a quantified set that align to transcripts \( A, B, \) or \( C \) only ambiguously map to \( \{A, B\} \), or to \( \{A, C\} \). That is, no such fragments uniquely map – a phenomenon observed rather frequently for groups of similar isoforms expressed at low to moderate levels. Now, suppose that an abundance estimation model assigns all such fragments to transcript \( A \) and produces an estimate \( \theta \). The quantifier may be satisfying a prior that prefers sparsity; or prefers to do so because transcript \( A \) is considerably shorter than transcripts \( B \) and \( C \), which gives it a higher conditional probability under a length normalized model. In this case, the marginal probability, \( P(\tilde{f}_j | \theta) \), of observing a validation fragment \( \tilde{f}_j \) that maps to \( \{B, C\} \) is exactly zero given the parameters \( \theta \).

As an example, we randomly withhold varying percentages of fragments from one sample (SRR1265495) as validation sets and use all remaining fragments to estimate transcript abundances with salmon’s default model (i.e. the VBEM model using prior size of 0.01 reads-per-transcript). Figure 1 shows that at all partitioned percentages, impossible fragments in the validation set are prevalent with respect to estimated abundances. In fact, due to the prevalence of impossible reads, perplexity as written in Eq. 4 is undefined (or infinite) for all estimates and all validation sets in the experiments below. An important observation in both the toy and experimental examples is that there likely exist better abundance estimates that would call fewer fragments impossible, while still assigning high likelihood to the rest of the (possible) fragments. For example, an abundance estimate that reserves even some small probability mass to transcript \( B \) in the toy example would not call the validation fragments in question impossible.
Figure 1 Number of fragments called impossible versus withheld validation fragment set size for sample SRR1265495. All remaining fragments are used to estimate abundances using salmon’s VBEM model using default parameters (i.e. using a prior size of 0.01 reads-per-transcript).

3.2 Smoothed perplexity: accounting for “impossible” validation fragments

The problem with impossible fragments is not only that they exist. It is that, for a fixed validation fragment set, perplexity deems an abundance estimate that calls even one fragment impossible equally as bad as an abundance estimate that calls all fragments impossible. However, the former is clearly preferable to the latter. Furthermore, as we shall see in the experiments that follow, the number of fragments called impossible by an abundance estimate can actually be indicative of inaccuracies with respect to estimated abundances of transcripts called expressed by $\theta$. Thus, one must quantitatively account for impossible fragments to enable the comparison of estimates that call some validation fragments impossible.

Other fields that have adopted and used perplexity (e.g. NLP) usually sidestep the issue of impossible events entirely both by construction and pre-processing, working only with smoothed probabilistic models in which no-event has probability zero, or removing rare words from input language corpora. However, neither strategy is available nor appropriate for evaluating transcript abundance estimates. It is neither reasonable nor useful to amend and modify each of the many modern quantifiers to produce smooth outputs (outputs in which no transcript has truly zero abundance), and fragments and transcripts cannot be pre-processed away since the set of expressed transcripts cannot be identified a priori. One may also be tempted to simply remove impossible fragments from a validation set, $\hat{F}$, before computing a perplexity or hold out fragments – but this also is not a valid strategy. This is because two different abundance estimates $\theta$ and $\theta'$ may call different validation fragments in $\hat{F}$ impossible, and comparisons of likelihoods $P(\hat{F}|\theta')$ and $P(\hat{F}|\theta)$ are only meaningful if the validation sets are the same (i.e. $\hat{F} = \hat{F'}$). Furthermore, there is no straightforward strategy to sample and hold-out validation fragments so that no fragments are impossible. This is because most validation fragments cannot be determined to be impossible prior to abundance estimation, and any non-uniform sampling strategy would alter the underlying distributions that estimators aim to infer.

Thus, we propose a smooth perplexity measure to evaluate the quality of abundance estimates in which a consistent smoothing scheme can be fairly applied to any given abundance estimate. By smoothing an input abundance estimate, impossible fragments result in a penalty instead of immediately shrinking $P(\hat{F}|\theta)$ to zero. More concretely, we define smooth perplexity given abundance estimate $\theta$ to be the perplexity evaluated with respect to the
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Figure 2: Overview of the quantify-then-validate approach using smoothed perplexity to evaluate the quality of abundance estimates directly on fragment sets in the absence of ground truth. (1) An input fragment set is first partitioned into a quantified and a validation set. (2) Abundance estimates for different candidate models (e.g., for explored hyperparameters as part of model selection) are inferred from the quantified fragment set only. (3) To account for “impossible” fragments and avoid shrinkage to unbounded perplexities, given abundance estimates are smoothed (see Sections 3.1 and 3.2). (4) Mapping probabilities to the reference transcriptome are computed for fragments in the validation set. (5) Smoothed perplexity computed given each input abundance estimate and the held-out validation fragment set can be used to evaluate and perform model selection – the lower the perplexity, the better an abundance estimate describes the held-out set of validation fragments.

Smoothed distribution $P(t_i | s_\beta(\theta))$. The Laplacian smoothing scheme $s_\beta(\theta)$ smooths input abundance estimate $\theta$ by redistributing a small constant probability mass. Let $P(t_i | \theta) = \eta_i$, and $M$ be the number of transcripts in the reference, the smoothed distribution $P(t_i | s_\beta(\theta))$, parameterized by $\beta$, is defined:

$$P(t_i | s_\beta(\theta)) = \frac{\eta_i + \beta}{1 + M \beta}.$$  

This is equivalent to adding, for each transcript $t_i$ in the reference, $\beta \cdot \sum_j c_j / l_j$ reads-per-nucleotide to the expected fragment counts $c_i$ then re-normalizing to obtain TPMs, given the model parameters $\theta$ and effective transcript lengths $l_i$ (as defined in salmon [26]).

We are now ready to define smoothed perplexity in full. Given an abundance estimate $\theta$ and a validation set of fragments $\mathcal{F}$, the smoothed perplexity measure $\overline{PP}(\mathcal{F}, \theta)$ is,

$$\overline{PP}(\mathcal{F}, \theta) = \exp \left\{ \frac{1}{N} \sum_{\mathcal{F} \in \mathcal{C}} \hat{N}^q \log \left( \sum_{t_i \in \mathcal{F} \cap \mathcal{F}^q} P(t_i | s_\beta(\theta)) \cdot P(\mathcal{F}_j | \mathcal{F}_i, t_i) \right) \right\}.$$  

We schematically illustrate how smoothed perplexity using the proposed quantify-then-validate protocol is computed to evaluate the quality of transcript abundance estimates in Figure 2.

For all following sections, for brevity, we shall use perplexity to mean smoothed perplexity unless stated otherwise.

3.3 Model selection using perplexity in practice

Arguably, one of the most useful outcomes of being able to evaluate the quality of abundance estimates in the absence of ground truth is the ability to perform model selection for transcript abundance estimation in experimental data. For those familiar with train-then-test
experimental protocols for model selection in machine learning or NLP, model selection for transcript abundance estimation \textit{vis-a-vis} our proposed quantify-then-validate approach is analogous and identical in abstraction. However, since, to our knowledge, this work is the first to propose a quantify-then-validate approach for transcript abundance estimation, we shall briefly detail how perplexity ought to be used in practice.

Let us consider model selection via 5-fold cross-validation using perplexity given some fragment set $\mathbf{F}$. First, $\mathbf{F}$ is randomly partitioned into five equal sized, mutually exclusive validation sets, $\{\tilde{\mathbf{F}}_1, \ldots, \tilde{\mathbf{F}}_5\}$ – and quantified sets are subsequently defined, $\mathbf{F}_i = \mathbf{F} - \tilde{\mathbf{F}}_i$. Now, suppose we desire to choose between $L$ model configurations (e.g. from $L$ hyperparameter settings). Then for each $\ell$-th candidate model, we produce a transcript abundance estimate from each $i$-th quantified set, $\theta^{(i)}_\ell$. To select the best out of the $L$ candidate models, one simply selects the model that minimizes the average perplexity over the five folds,

$$\frac{1}{5} \sum_i \mathbf{P}_{\hat{\mathbf{F}}_i}(\tilde{\mathbf{F}}_i, \theta^{(i)}_\ell).$$

One additional practical consideration should also be noted. Given any pair of quantification and validation sets $\mathbf{F}$ and $\hat{\mathbf{F}}$, a validation fragment, $\hat{f}_j \in \hat{\mathbf{F}}$, can be necessarily impossible. A necessarily impossible validation fragment is one that maps to a set of transcripts to which no fragments in the quantified set $\mathbf{F}$ also map. Such a fragment will always be called impossible given any abundance estimate deriving from the quantified set $\mathbf{F}$, since no fragments in $\mathbf{F}$ provide any evidence that transcripts to which $\hat{f}_j$ map are expressed.

It is of limited meaning to evaluate estimates with respect to necessarily impossible fragments. For the purposes of this work, we shall consider the penalization of an abundance estimate only with respect to impossible fragments that are recoverable – in other words, fragments that could be assigned non-zero probability given a better abundance estimate inferable from $\mathbf{F}$. As such, we remove necessarily impossible validation fragments from $\hat{\mathbf{F}}$, given $\mathbf{F}$, prior to computing perplexity.

3.4 Data

3.4.1 Sequencing Quality Control (SEQC) project data

We downloaded Illumina HiSeq 2000 sequenced data consisting of 100+100 nucleotide paired-end reads from the Sequencing Quality Control (SEQC) project [35]. SEQC samples are labeled by four different conditions $\{A, B, C, D\}$, with condition $A$ being Universal Human Reference RNA and $B$ being Human Brain Reference RNA from the MAQC consortium [31], with additional spike-ins of synthetic RNA from the External RNA Control Consortium (ERCC) [2]. Conditions $C$ and $D$ are generated by mixing $A$ and $B$ in 3:1 and 1:3 ratios, respectively.

In this work, we analyze the first four replicates from each condition sequenced at the Beijing Genomics Institute (BGI) – one of three official SEQC sequencing centers. For each sample, we aggregate fragments sequenced by all lanes from the flowcell with the lexicographically smallest identifier.\footnote{Scripts to download and aggregate SEQC data are available at \url{github.com/thejasonfan/SEQC-data}.} Quantitative PCR (qPCR) data of technical replicates for each sample in each condition are downloaded via the \texttt{seqc} BioConductor package.

3.4.2 Simulated lung transcript expression data

We simulated read-sets based on 10 sequenced healthy lung samples, with Sequence Read Archive accession number SRR1265{495–504} [16]. Transcript abundance estimates inferred by Salmon using the \texttt{--useEM} flag for each sample are used as ground truth abundances for
read simulation (expressed in transcripts per million (TPM) and expected read-per-transcript counts). Then, transcript abundances in samples SRR1265495-499, for 10% of transcripts expressed in at least one of the five samples, are artificially up or down regulated by a constant factor \(2.0 \times \) to simulate differential transcript expression. We treat the resulting read-per-transcript counts as ground truth, and generate for each sample a fragments set of 100+100 nucleotide paired-end reads using Polyester at a uniform error rate of 0.001 with no sequence specific bias [8].

3.5 Evaluation and experiments

The purpose of the experiments in this work are twofold. First, to establish the relationship and correspondence between perplexity and commonly used measures of goodness or accuracy in transcript abundance estimation. And second, to demonstrate how model and hyperparameter selection can be performed using perplexity. In particular, we perform and evaluate hyperparameter selection for salmon with respect to the prior size in the variational Bayesian expectation maximization (VBEM) model used for inference [26]. The user-selected prior size for the VBEM model in salmon encodes the prior belief in the number of reads-per-transcript expected for any inferred abundance estimate. This hyperparameter controls salmon’s preference for inferring sparse or smooth estimates – the smaller the prior size, the sparser an estimate salmon will prefer. As discussed above, prior studies on Bayesian models have not necessarily agreed on how sparse or smooth a good estimate ought to be [11, 22] – the experiments in this work aim to provide a quantitative framework to settle this disagreement.

We perform all experiments according to the proposed quantify-then-validate procedure and report results with respect to various metrics over a 5-fold cross-validation protocol. We set the smoothing parameter for perplexity to \(\beta = 10^{-8}\) for all experiments. We use the Ensembl human reference transcriptome GRCh37 (release 100) for all abundance estimation and analysis [37].

3.5.1 Evaluation versus parallel SEQC qPCR measurements

We analyze the relationship between perplexity and accurate abundance estimation in experimental data from the SEQC consortium. In SEQC data, we evaluate accuracy of abundances estimated by salmon by comparing estimates to qPCR gene expression data on biological replicates, a coarse proxy to ground truth. We evaluate the Spearman correlation between gene expressions of qPCR probed genes in SEQC replicates versus the corresponding abundance estimates. Gene expression from estimated transcript expression is aggregated via txImport [33] with transcript-to-gene annotations from EnsDb.Hsapiens.v86 [28]. From gene expression data, Ensembl genes are mapped to corresponding Entrez IDs via bioMart [7], and 897 genes are found to have a corresponding qPCR measurement in downloaded SEQC data. Expressions for genes with repeated entries in SEQC qPCR data are averaged.

3.5.2 Evaluation versus ground truth on simulated data

In simulated data, since ground truth abundances are available, we compare estimated TPMs (computed by salmon) against ground truth TPMs under two metrics.

First, we consider the Spearman correlation with respect to known expressed transcripts (i.e. transcripts with non-zero expression in ground truth abundances). We choose to evaluate Spearman correlation with respect to ground truth non-zero TPMs because of the presence
of many unexpressed transcripts in the ground truth, meaning a high number of values tied at rank zero. Here, small deviations from zeros can lead to large changes in rank, leading to non-trivial differences in the resulting Spearman correlation metric. We demonstrate this phenomenon with respect to the ground truth abundance of a simulated sample (SRR1265495) with a mean TPM of 5.98, in which 49% of transcripts are unexpressed (82,358 / 167,268). We report the change in Pearson correlation, $R^2$ score, and Spearman correlation of ground truth TPMs versus ground truth TPMs perturbed with normally distributed noise at varying standard deviations. As we can see from Figure 3, even small perturbations cause non-trivial changes in Spearman rank correlation, while changes in Pearson correlation are entirely imperceptible. The Pearson correlation, however, suffers from the well known problem that, in long-tailed distributions spanning a large dynamic range, like those commonly observed for transcript abundances, the Pearson correlation is largely dominated by the most abundant transcripts.

**Figure 3** Spearman correlation, Pearson correlation and $R^2$ with respect to all transcripts in the reference, and AUROC for recalling ground truth unexpressed transcripts, with respect to added normally distributed noise with varying standard deviations. Plotted lines for Pearson correlation and $R^2$ overlap.

Second, we complement measuring Spearman correlation of non-zero ground truth TPMs with reporting the area under receiver operating characteristic (AUROC) for recalling ground truth zeros based on estimated abundances. While the measurement of Spearman correlation on the truly expressed transcripts is robust to small changes in predicted abundance near zero, it fails to account for false positive predictions even if they are of non-trivial abundance. The complementary metric of the AUROC for recalling ground truth zeros complements that metric, since it is affected by false positive predictions.

### 3.5.3 Differential expression analysis on simulated data

We perform transcript level differential expression analysis and analyze the recall of known differentially expressed transcripts in simulated lung tissue data (See 3.4.2). We perform differential expression analysis at the transcript level using **swish** [39] using 20 inferential replicates from **salmon**. We modified **salmon** to ensure that prior sizes supplied via the --vbPrior flag are propagated to the Gibbs sampling algorithm. We plot receiver operating characteristic (ROC) curves and report the mean AUROC for predicting differentially expressed transcripts over multiple folds. We assign $P = 1$ to transcripts for which **swish** does not assign adjusted P-values.
3.6 Implementation

We implement smoothed perplexity in Rust and provide `snakemake` [21] workflows to (1) set up quantified-validate splits of read-sets for K-fold cross-validation, and (2) compute perplexities of `salmon` abundance estimates with respect to validation fragment sets at: [https://github.com/COMBINE-lab/perplexity](https://github.com/COMBINE-lab/perplexity). Code to reproduce the experiments and figures for this work is available at [https://github.com/COMBINE-lab/perplexity-paper](https://github.com/COMBINE-lab/perplexity-paper).

4 Results

4.1 Lower perplexity implies more accurate abundance estimates in experimental SEQC data

![Figure 4](https://example.com/figure4.png)

**Figure 4** Perplexity plots for SEQC samples. Plots show perplexity versus VBEM reads-per-transcript prior size for SEQC samples – plots only for the first replicate of samples from conditions A-D are shown. Perplexity plots for other replicates are consistent within condition and are included in the Appendix. Mean perplexities across five folds are plotted in red, and perplexities for each fold are plotted in gray.

In experimental data from the Sequencing Quality Control (SEQC) project [35], we demonstrate that perplexity can be used to perform parameter selection and select the `salmon` VBEM prior size that leads to the most accurate transcript abundance estimates. We note that perplexity plots for replicates are similar within conditions A-D, and thus include only plots for the first replicate in each condition in the main text – plots for other samples are presented in the Appendix, Figure A1, for completeness.

Empirically, perplexity is well-behaved over all samples in the experimental data. As shown in Figure 4 and 5, plots of perplexity against VBEM prior size and Spearman correlation against VBEM prior size both display an empirically convex shape minimized at the same VBEM prior size. This suggests that minimizing perplexity is, at least, locally optimal with respect to the set of explored hyperparameters.
Figure 5 Spearman correlation of abundance estimates at various VBEM reads-per-transcript prior sizes, versus parallel qPCR microarray gene-expression measurements conditions A-D. Each point in above plots indicate the mean correlation across replicates for a given fold.

Furthermore, for almost all samples, perplexity is minimized where correlation with qPCR measurements is maximized. For all replicates in conditions \{B, C, D\}, estimates that minimize perplexity with respect to held-out validation fragments achieve the best correlation with qPCR measured gene expression. For replicates in these conditions, abundances inferred using a prior size of 1 read-per-transcript resulted in estimates with the lowest perplexity. In replicates from condition A, estimates with lowest perplexity are significantly better than estimates at default hyperparameter settings (0.01 reads-per-transcript).

Perhaps surprisingly, both perplexity and correlation against qPCR measurements prefer a reads-per-transcript prior size that is larger than the 0.01 reads-per-transcript that is the current default for the salmon VBEM model. Selecting a larger per-transcript prior for transcript abundance estimation with salmon results in estimates that are more smooth and less sparse. For smoother abundance estimates, fewer validation time fragments are likely called impossible (compared to sparser estimates). In these cases, the number of impossible reads called by an estimate not only indicates inferential errors with regard to transcripts incorrectly called unexpressed, but likely suggests less accurate inferred abundances with respect to transcripts that are called expressed.

To the best of our knowledge, this experiment is the first to carry out both an effective and ubiquitously applicable quantitative strategy to perform model selection in the context of transcript abundance estimation on experimental data in the absence of ground truth.
**Figure 6** Quality of transcript abundance estimates as a function of VBEM per-nucleotide prior size for samples SRR1265{496, 503, 504}. (Left column) Spearman Correlation with respect ground truth expressed transcripts. (Middle column) Perplexity of abundance estimates; perplexities per-fold indicated in gray and mean perplexities in red. (Right column) AUROC for retrieving ground truth unexpressed transcripts. Leftmost plotted points for all plots use default salmon VBEM prior size of 0.01 reads-per-transcript.

**Figure 7** Accuracy of differential expression analysis with respect to experiment-wide selection of VBEM per-nucleotide prior size. (Left) AUROC with respect to DTE calls at real FPRs up to 0.05. (Middle) ROC curve up to FPR = 0.20. (Right) ROC curve up to FPR = 0.05. To reduce visual clutter, only the ROC curves some representative VBEM prior size settings are plotted.
4.2 Perplexity versus ground truth, and differential expression analysis in simulated data

In simulated data, the relationship between perplexity and measurements against ground truth, though well-behaved, is admittedly less direct. In short, under the experimental framework we have chosen, minimizing perplexity does not always find the best performing estimates. Across all 10 samples, perplexity prefers abundance estimates that are smoother than estimates that are most accurate when compared to ground truth. For brevity, we include in the main text perplexity plots of three samples (SRR1265{496,503,504}) that are representative of three main modalities of perplexity plot behaviors (Figure 6). For completeness, and refer the reader to the appendix for analogous plots for the seven remaining samples (Figures A2 and A3).

In all but one sample (SRR1265504), perplexity plots display an empirically convex shape with a local minima close to the optimal VBEM prior size (1 read-per-transcript). For example, for sample SRR1265503, perplexity is minimized at a VBEM prior setting of 2 reads-per-transcript, the second best performing hyperparameter setting with respect to Spearman correlation (Figure 6; middle). And for sample SRR1265496, we can clearly see that perplexity prefers VBEM prior setting in a wide local minima ranging from 2 to 4 reads-per-transcript (Figure 6; top). Sample SRR1265504 is the only sample for which a local minimal perplexity cannot be identified with respect to the range of hyperparameters scanned (Figure 6; bottom). However, the perplexity plot for SRR1265504 displays a knee-like behavior which suggests that after a certain VBEM prior size, larger VBEM prior sizes are no longer preferred— which is consistent across all perplexity plots and comparisons to ground truth.

These observations in the simulated data could suggest that perplexity may be an imperfect tool, or perhaps that different characteristics and read depths between the experimental and simulated data signal the need for a data-dependent selection mechanism for the smoothing function used to evaluate perplexity. Nonetheless, these observations do offer several insights as to how perplexity ought to be used in practice, especially when careful (albeit qualitative) inspection of perplexity plots reveal inconsistent preferences for hyperparameters across similar samples experiment-wide. First, perplexities may prefer abundance estimations smoother than ideal. In particular, when perplexities between two VBEM prior settings are close, or when perplexities are roughly minimized for a range of values, one ought to select the model that provides the sparsest estimates. Second, our experiments suggest that an optimal hyperparameter setting for a set of samples can be selected experiment-wide and perplexity plots can be used as a rough guide to select said hyperparameter setting. For example, visual inspection of perplexity plots (Figures A2 and A3) experiment-wide show a knee-like behavior and rough local minima for perplexity beginning at a VBEM prior size of 2 reads-per-transcript—the second best hyperparameter setting.

Thus, we note that perplexity can be used to quantitatively screen for bad abundance estimates (or the hyperparameters that generate them). The significance of this observation may be overlooked at first. However, to our knowledge, perplexity is the only metric that can differentiate between a satisfactory and a much more inaccurate abundance estimate when ground truth is absent.

Given the above, we also analyze the accuracy of differential transcript expression (DTE) analysis of estimates with the same VBEM prior size experiment-wide. We report AUROC of DTE calls up to a nominally useful maximum false discovery rate (FDR) of 0.05 (Figure 7). Not surprisingly, AUROC of DTE calls mirror the shape of Spearman correlations of estimates.
infered from different VBEM prior sizes. Again, though minimizing perplexities does not exactly select the best estimates with regard to downstream DTE analysis, perplexity plots begin to exhibit plateaus or knee-like behaviors at VBEM prior size of 2 reads-per-transcript, the second best performing hyperparameter setting with regard to DTE (Figure 7).

5 Discussion

In this work, we derive the smoothed perplexity metric, which, to our knowledge, is the first metric that enables the evaluation of the quality of transcript abundance estimates in the absence of ground truth. Though we focus only on performing model selection with respect to one hyperparameter (the VBEM prior size) in salmon, model selection for other settings (e.g. choosing the number of bins for the range-factorized likelihood approximation, or selecting between VBEM and EM models and optimizations) are also certainly possible using perplexity.

In experimental data from the Sequencing Quality Control (SEQC) project [35], we show that the most accurate abundance estimates consistently have the lowest perplexity (lower is better) and demonstrate how quantitative model selection can be performed on input fragment sets directly and in the absence of ground truth. In simulated samples, we demonstrate a looser, but still useful, relationship between perplexity and measurements against ground truth. One possible explanation for the more erratic behavior and noisier perplexity plots for our simulated samples is due to these samples consisting of many fewer fragments than SEQC samples. On average, the simulated samples contain 17,410,732 fragments on average while the SEQC samples average 47,589,281 fragments.

Admittedly, the parameterization of the smoothing applied prior to input abundance estimates is somewhat unsatisfying. We do note, however, that at different settings of $\beta$, when a minima with regard to perplexity is observed in analyzed samples, the minima remains largely consistent – we demonstrate this for SEQC sample A1 in Figure A4. We plan to address the trade-offs and strategies for selecting smoothing strategies in future work.

Other directions for future work include utilizing perplexity or other metrics based on held-out likelihoods to not only select hyperparameters, but also to compare different abundance estimation models themselves. Furthermore, perplexity can also be adapted and applied to other problem settings in bioinformatics in which abundances are inferred from probabilistic models. For example, in metagenomics where model selection (i.e. choosing confidence cutoffs for taxa identification, or selecting candidate reference genomes) can have a large effect on abundance estimates [25].

In sum, this work demonstrates that evaluation of transcript abundance estimates in the absence of ground truth is possible, and presents a promising new direction in which estimated abundances are evaluated and validated directly on input fragment sets.
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A Appendix

Figure A1 Perplexity plots. Plots show perplexity versus VBEM reads-per-transcript prior size for SEQC samples. Mean perplexities across five folds are plotted in red, and gray perplexities for each fold are plotted are plotted in gray.
Figure A2  Quality of transcript abundance estimates as a function of VBEM per-nucleotide prior size for samples SRR1265{495–499}. (Left column) Spearman Correlation with respect ground truth expressed transcripts. (Middle column) Perplexity of abundance estimates; perplexities per-fold indicated in gray and mean perplexities in red. (Right column) AUROC for retrieving ground truth unexpressed transcripts. Leftmost plotted points for all plots use default salmon VBEM prior size of 0.01 reads-per-transcript.
Figure A3 Quality of transcript abundance estimates as a function of VBEM per-nucleotide prior size for samples SRR1265{500-504}.
Perplexity plots for SEQC sample A1 at different smoothing parameter settings. Plots show perplexity versus VBEM reads-per-transcript prior size for SEQC samples. Mean perplexities across five folds are plotted in red, and gray perplexities for each fold are plotted in gray.
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Abstract

Given two strings $A$ and $B$ such that $B$ is a permutation of $A$, the MAX DUO-PRESERVATION STRING MAPPING (MPSM) problem asks to find a mapping $\pi$ between them so as to preserve a maximum number of duos. A duo is any pair of consecutive characters in a string and it is preserved by $\pi$ if its two consecutive characters in $A$ are mapped to same two consecutive characters in $B$. This problem has received a growing attention in recent years, partly as an alternative way to produce approximation algorithms for its minimization counterpart, MIN COMMON STRING PARTITION, a widely studied problem due its applications in comparative genomics. Considering this favored field of application with short alphabet, it is surprising that MPSM$^\ell$, the variant of MPSM with bounded alphabet, has received so little attention, with a single yet impressive work that provides a 2.67-approximation achieved in $O(n)$ [5], where $n = |A| = |B|$. Our work focuses on MPSM$^\ell$, and our main contribution is the demonstration that this problem admits a Polynomial Time Approximation Scheme (PTAS) when $\ell = O(1)$. We also provide an alternate, somewhat simpler, proof of NP-hardness for this problem compared with the NP-hardness proof presented in [16].
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1 Introduction

Evaluating the similarity between strings is a core problem of stringology, with various applications ranging from data compression to bioinformatics. Various distance measures on string have been proposed such as the Hamming distance (see [23] for a full survey), the Jaro-Winkler distance [28], the overlap coefficient [27], etc. However, in real life applications, many of these simple distance measures fail to provide significant information, and the
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computation of more involved distances is often required. One of the most commonly used
distance measure between two strings is the so called edit distance [18]. Given a set of
allowed operations on strings, and a cost function on the allowed operations, the edit distance
measures the minimum overall cost of edit operations that need to be performed to transform
the first string into the second. The edit distance is a versatile concept that applies to various
complex objects apart from strings, and allows for the representation of many different
problems by considering different sets of allowed edit operations and different cost functions.
In data compression, the edit distance can be used to help store efficiently a couple or a set
of similar yet different data (e.g., different versions of the same object), by encoding a base
element only, and then representing each other element of the dataset as the series of edit
operations that results in it starting from the base element [25]. In bioinformatics, the edit
distance provides some measure of kinship between species by measuring the similarity of
their DNA [17, 24].

When the only allowed edit operation is shifting a block of characters within the string,
computing the edit distance between two strings amounts to solving \textsc{min common string
partition} problem. The \textsc{min common string partition} (MCSP) is a fundamental problem
in the field of string comparison [9, 15], and can be applied more specifically to genome
rearrangement problems, as shown in [26], where each block of the partition can be seen as a
gene. Consider two strings $A$ and $B$, both of length $n$, such that $B$ is a permutation of $A$.
MCSP asks for a partition $P_A$ of $A$ and a partition $P_B$ of $B$, both of minimum cardinality
$|P_A| = |P_B| = p$, such that $P_A$ is a permutation of $P_B$. As $B$ can be reconstructed by
shifting $p-1$ blocks of $P_A$, the edit distance between $A$ and $B$ is equal to $p-1$. Figure 1
provides a visual representation of the problem with $A = abba cb ab$ and $B = cb ab ba ab$.

By focusing on how the blocks of $P$ are mapped between $A$ and $B$, the problem can be
alternatively defined as follows: given two strings $A$ and $B$, both of length $n$, such that $B$ is a
permutation of $A$, one needs to define a mapping $\pi$ that maps each position $i$ of $A$ to a
position $\pi(i)$ of $B$ such that, for all $i \in \{1, \ldots, n\}$, the letter $A[i]$ is the same as the letter
$B[\pi(i)]$. The number $p-1$ of cuts in a partition with $p$ blocks is then equal to the number
of consecutive positions, or duos, $(i, i+1)$ such that $\pi(i) + 1 \neq \pi(i+1)$ (in Figure 1b, this
happens for $i = 4$ and $i = 6$). Hence, maximizing the number of duos that are \textit{preserved}
by the mapping, i.e., such that $\pi(i) + 1 = \pi(i+1)$ immediately yields a solution for MCSP. This
gives rise to the maximization version of the MSCP problem, called \textsc{max duo-preservation
string mapping} (MPSM):

\begin{definition}
\textsc{max duo-preservation string mapping}
Given two strings $A$ and $B$ of length $n$ such that $A$ is a permutation of $B$, the \textsc{max duo-
 preservation string mapping} problem (MPSM) asks for a bijective mapping $\pi$ between
positions of $A$ and $B$ such that:
\begin{itemize}
  \item $\forall i \in \{1, \ldots, n\}, A[i] = B[\pi(i)]$
  \item the number of duos preserved by $\pi$ is maximum
\end{itemize}
\end{definition}
Related works

$k$-MCSP denotes the restricted version of MCSP where each character occurs at most $k$ times. This problem has been shown NP-hard and APX-hard even with $k = 2$ [15]. Several approximations are known for low values of $k$ [9, 10, 11, 15, 19, 20], and the problem was also studied extensively in terms of parameterized algorithms [6, 7, 12, 16]. Another variant of MCSP, denoted by MCSP$^\ell$, deals with the version where the alphabet used to form the strings consists of at most $\ell$ characters. This version of the problem has been proved to be NP-hard [16] for any $\ell \geq 2$. The best approximation ratio known so far for the general version is $O(\log n \log^* n)$ [11].

In order to tackle the approximation issue from a different angle, the maximization version of the problem (as described in Definition 1) was introduced in [8], with an $O(k^2)$ approximation for $k$-MPSM (where, similarly to $k$-MCSP, each character occurs at most $k$ times). The problem has been shown APX-hard in [3] even with $k = 2$, and the article also provided the first constant approximation for the general problem with a simple $4$-approximation algorithm. This ratio was later improved to $3.5$ using a local search technique [2], $3.25$ through a combinatorial triplet matching approach [4], and finally $2 + \varepsilon$ in $n^{O(1/\varepsilon)}$ with a combination of a greedy algorithm and local search [13]. Note that [13] also presented a $2.67$-approximation algorithm with time complexity $O(n^2)$. Moreover a $1.4 + \varepsilon$ approximation algorithm for $2$-MCSP appears in [29]. Regarding the version of MCSP where the alphabet has at most $\ell$ characters ($\text{MCSP}^{\ell}$), a recent work proposed a $2.67$-approximation algorithm that requires time as low as $O(n + \ell^3)$ [5]. The method presented in [5] also guarantees a $2.67$-approximation in $O(n^3)$ for the weighted version of the problem which was introduced in [22]. The weighted version takes into consideration the positions of the preserved duos (the closer the better). Finally, the problem was also studied through the prism of fixed-parameter tractability, and was shown to be FPT with respect to the number of preserved duos in [1], whereas [21] presented more efficient algorithms still parameterized with respect to the solution size.

Our Contribution

In this work, we tackle the $\text{MCSP}^\ell$ problem where the alphabet used to form strings $A$ and $B$ has at most $\ell = O(1)$ characters. The problem is NP-hard even with $\ell = 2$, as its minimization counterpart has been shown to be NP-hard in [16]. We do however provide a more direct reduction in Section 4. The main contribution of this article consists of the proof that $\text{MCSP}^\ell$ admits a Polynomial Time Approximation Scheme (PTAS), as we provide an algorithm based on dynamic programming that guarantees, for every fixed integer $k > 1$, a $(1 + \frac{1}{k-1})$-approximation within time complexity $O(kn^{1+\varepsilon}c^k)$, where $c$ is some constant, which amounts to $O(n^{O(1)})$ provided that both $k$ and $\ell$ are constant. The algorithm and its approximation analysis are presented in Section 3.

We remind that a PTAS is a family of approximation algorithms. For any fixed $\varepsilon > 0$, a PTAS for a maximization problem runs in time polynomial in the instance size and outputs a feasible solution of value $SOL$ such that $(1 + \varepsilon)SOL \geq OPT$ where $OPT$ denotes the optimal value achieved by a feasible solution. A fully polynomial time approximation scheme (FPTAS) also satisfies $(1 + \varepsilon)SOL \geq OPT$ but its running time is polynomial both in the instance size and $1/\varepsilon$.

Since the objective value of $\text{MCSP}^\ell$ is upper bounded by a polynomial of the instance size (indeed, at most $n - 1$ duos can be preserved), the existence of an FPTAS for $\text{MCSP}^\ell$ would lead to the unlikely fact that $\text{P}=\text{NP}$.
2 Preliminaries

Let $A$ and $B$ represent two strings formed on an alphabet $\mathcal{L}$, such that $B$ is a permutation of $A$. Let $n = |A| = |B|$. We denote by $\ell$ the size of the alphabet $\mathcal{L}$.

A word $w$ on alphabet $\mathcal{L}$ is a non empty tuple of letters from $\mathcal{L}$. The $i$-th letter of $w$ is denoted by $w[i]$ (similar to the fact that the $i$-th letter of $A$ is denoted by $A[i]$). $D_k(\mathcal{L})$ is the complete dictionary of words on $\mathcal{L}$ with at most $k$ letters (i.e., the word size is at most $k$). Note that $|D_k(\mathcal{L})| = \sum_{i=1}^{k} \ell^i = O(\ell^k)$. When the context is clear, the dictionary is denoted by $D$.

Cardinality assignments $X$ and $[w]$

In what follows, $X$ denotes a vector in $\mathcal{N}^{|D_k(\mathcal{L})|}$ called cardinality assignment, that assigns a cardinality$^1$ to every word of $D_k(\mathcal{L})$. $X(w)$ denotes the cardinality assigned to word $w$ in $X$. $[w]$ denotes the cardinality assignment that assigns 1 to $w$ and 0 to every other word.

Regular operations on vectors are allowed on cardinality assignments. In particular, the cardinality assignment $X + [w]$ (resp., $X - [w]$) is identical to $X$ except that position $w$ is increased (resp., decreased) by one unit.

Finally, we denote by $X_0$ the cardinality assignment that assigns 0 to every word.

String description and String-cuts

We call string-cut a partitioning $S$ of a string $A$ in sub-strings. Concretely, a string-cut is an ordered list of words whose concatenation results in $A$. We say that a cardinality assignment $X$ describes a string-cut $S$ if words in $S$ appear with the exact frequencies described by $X$. Similarly, we say that a cardinality assignment $X$ describes a string $A$ if there exists a string-cut $S$ of $A$ such that $X$ describes $S$.

A string-cut is said to be $k$-bounded if its words have length at most $k$. We denote by $S_t$ the $t$-th word of a string-cut $S$, while the operation $S :: w$ consists of appending word $w$ to the end of $S$.

Example

Consider the string $A = ababbaab$ formed on the alphabet $\mathcal{L} = \{a,b\}$. The dictionary $D_2(\mathcal{L})$ contains all possible words of length at most two using letters of alphabet $\mathcal{L}$. Namely, $D_2(\mathcal{L}) = \{a, b, aa, bb, ab, ba\}$. The string $A$ can be partitioned in the following 2-bounded string-cut $S = (ab, b, ab, ba, ab)$ described by the cardinality assignment $X = (0, 1, 0, 0, 3, 1)$ (because $S$ has zero $a$, one $b$, zero $aa$, zero $bb$, three $ab$, and one $ba$). Hence, it holds that the cardinality assignment $X$ describes $A$.

Cardinality assignment evaluation

For any cardinality assignment $X$, we introduce the function $\text{eval}(X)$, which returns the number of duos of characters within the words of the cardinality assignment, namely:

$$\text{eval}(X) = \sum_{w \in D} (|w| - 1) \cdot X(w).$$

---

$^1$ How many times the word occurs.
When two string-cuts $S_A$ and $S_B$ are described by the same cardinality assignment $X$ (i.e., $S_A$ is a permutation of $S_B$), any mapping between words of $S_A$ of $S_B$ translates in a mapping between letters of $A$ and letters of $B$ that preserves at least $\text{eval}(X)$ duos. There are possibly more preserved duos if consecutive words in $S_A$ are mapped to consecutive words in $S_B$ as shown in Figure 2, where two strings and $A$ and $B$ are indeed represented by two string-cuts that are described by the same cardinality assignment. On the one hand, the mapping in Figure 2a preserves only duos that are within words of the string-cuts, and hence it saves 4 duos. On the other hand, the mapping in Figure 2b maps two consecutive words in $S_A$ to two consecutive words in $S_B$ so that an extra duo $bb$ is preserved.

![Figure 2](image_url) Two mappings between $S_A$ and $S_B$ with $A = abbabbaab$ and $B = abababab$.

Also, notice that given two string-cuts on $A$ and $B$ that are described by the same cardinality assignment $X$, a mapping between words of the string-cuts can be easily constructed: map the $i$-th occurrence of each word in $S_A$ to its $i$-th occurrence in $S_B$. Since any mapping of words preserves at least $\text{eval}(X)$ duos, our method aims at computing two string cuts $S_A$ and $S_B$ that are both described by some cardinality assignment $X$, such that $\text{eval}(X)$ is a lower bound on the number of duos preserved by some mapping which may be reconstructed by arbitrarily mapping words of $S_A$ to words of $S_B$. We now move on to the description of our algorithm.

### 3 A Polynomial Time Approximation Scheme for MPSM$^\ell$

In the following, we describe a method based on dynamic programming which results in a polynomial time approximation scheme (PTAS) for MSPM$^\ell$.

For the sake of clarity, the algorithm is presented in a two-fold fashion. In Section 3.1 we describe and analyze a procedure called $\text{GENERATE}(A,k)$ which, given a string $A$ and an integer $k$, uses dynamic programming to generate an exhaustive collection of possible cardinality assignments that describe some $k$-bounded string-cut of $A$. One important feature that ensures the polynomial complexity of our method is the following: although the number of different $k$-bounded string-cuts of $A$ and $B$ grows exponentially with $n$, the number of different cardinality assignments describing these string-cuts is upper bounded by a polynomial in $n$ provided that both $k$ and $\ell$ are constant. In Section 3.2, we show how to use the data structure created by the procedure $\text{GENERATE}(A,k)$ to find the best possible cardinality assignment that describes both $A$ and $B$, and to generate a matching between characters of $A$ and $B$ that saves the maximum number of duos within $k$-bounded string-cuts of $A$ and $B$. Finally, in Section 3.3, we show how the method yields a PTAS for MSPM$^\ell$. 
3.1 Algorithm \textsc{Generate}(A, k)

\textbf{Algorithm 1} \textsc{Generate}(A, k).

\textbf{Require:} a string \(A\) and a positive integer \(k\)

\textbf{Ensure:} a couple \((\Omega, S)\) such that

- \(\Omega\) is a set of cardinality assignments such that any \(k\)-bounded string-cut of \(A\) is described by some cardinality assignment \(X \in \Omega\)
- \(S\) is a dictionary that assigns a single string-cut \(S(X)\) to every cardinality assignment \(X \in \Omega\)

\begin{algorithmic}[1]
  \State \(\Omega_0 \leftarrow \{X_0\}\)
  \State \(S(X_0) = \emptyset\)
  \For {\textbf{i} = 1 \textbf{to} \(n\)}
    \State \(\Omega_i \leftarrow \emptyset\)
    \For {\textbf{j} \in [1, \min(i, k)]}
      \State \(w \leftarrow (A[i - j + 1], \ldots, A[i])\)
      \For {\textbf{each} \(X \in \Omega_{i-j}\)}
        \If {\((X + [w]) \notin \Omega_i\)}
          \State \(\Omega_i \leftarrow \Omega_i \cup (X + [w])\)
          \State \(S(X + [w]) \leftarrow S(X) :: w\)
        \EndIf
      \EndFor
    \EndFor
  \EndFor
  \State \(\Omega \leftarrow \Omega_n\)
  \Return \((\Omega, S)\)
\end{algorithmic}

Algorithm 1 is based on dynamic programming and generates a collection of cardinality assignments \(\Omega\), as well as a dictionary \(S\) of corresponding string-cuts, such that for each \(X \in \Omega\), there exists a single string-cut \(S(X) \in S\) that describes \(X\). When building \(\Omega_i\), the algorithm considers words \(w\) of length \(j \leq k\) which are sub-strings of \(A\) and whose last character is \(A[i]\). Then, it appends \(w\) onto a string-cut \(S(X)\) such that \(X \in \Omega_{i-j}\), and store the resulting string-cut in \(S\).

Let us describe the data structures that are created throughout Algorithm 1. \textsc{Generate}(A, k) aims at computing:

- a complete collection \(\Omega\) containing all possible cardinality assignments describing some \(k\)-bounded string-cut of \(A\),
- a corresponding dictionary of string-cuts \(S\), such that for all \(X \in \Omega\), there exists a unique string-cut in \(S\) described by \(X\). \(S(X)\) denotes the unique string-cut in \(S\) described by \(X\).

The first property of \((\Omega, S)\) is proved in the following (Proposition 2). The second property is ensured by Lines 8-10: a single entry is added to the dictionary \(S\) (Line 10) only when a new cardinality assignment is added to some set \(\Omega_i\) (Line 9), while Line 8 ensures that there is no duplicate entries within the \(\Omega_i\)’s.

Let us now prove that the collection \(\Omega\) produced by Algorithm 1 contains all the cardinality assignments necessary to describe any \(k\)-bounded string-cut of \(A\).

\begin{proposition}
For any \(k\)-bounded string-cut \(S\) of \(A\), it holds that there exists \(X \in \Omega\) that describes \(S\).
\end{proposition}
We now devise the following algorithm, called MATCH, parameterized by $k$ for MPSM, which first runs Algorithm 1 on $A$ and $B$ in order to compute the couples $(\Omega_A, S_A)$ and $(\Omega_B, S_B)$.

Algorithm 2 consists of identifying the cardinality assignment $X^\text{SOL}$ that belongs to both $\Omega_A$ and $\Omega_B$ and which contains the largest number of duos. Along with the identification of $X^\text{SOL}$ comes the identification of two string-cuts (namely, $S_A^\text{SOL}$ and $S_B^\text{SOL}$ for $A$ and $B$, respectively) which are both described by $X^\text{SOL}$.

The complexity of the loop in MATCH-\(\Omega(k)\) can be brought down to $O(|\Omega_A|)$ with a proper data structure, that is, a structure that ensures a fast (linear time) verification of the condition expressed at Line 5. Hence the overall complexity is given by the generation of couples $(\Omega_A, S_A)$ and $(\Omega_B, S_B)$, namely $O(kn^{1+c}|\mathcal{L}|^k)$. 

3.2 Algorithm MATCH\((A, B, k)\)

We now devise the following algorithm, called MATCH (see Algorithm 2), parameterized by $k$ for MPSM, which first runs Algorithm 1 on $A$ and $B$ in order to compute the couples $(\Omega_A, S_A)$ and $(\Omega_B, S_B)$.

Algorithm 2 consists of identifying the cardinality assignment $X^\text{SOL}$ that belongs to both $\Omega_A$ and $\Omega_B$ and which contains the largest number of duos. Along with the identification of $X^\text{SOL}$ comes the identification of two string-cuts (namely, $S_A^\text{SOL}$ and $S_B^\text{SOL}$ for $A$ and $B$, respectively) which are both described by $X^\text{SOL}$.

The complexity of the loop in MATCH-\(\Omega(k)\) can be brought down to $O(|\Omega_A|)$ with a proper data structure, that is, a structure that ensures a fast (linear time) verification of the condition expressed at Line 5. Hence the overall complexity is given by the generation of couples $(\Omega_A, S_A)$ and $(\Omega_B, S_B)$, namely $O(kn^{1+c}|\mathcal{L}|^k)$. 

**Proof.** We demonstrate the following claim by induction on $i$.

**Claim 3.** Any $k$-bounded string-cut $S$ of the sub-string $A_i = (A[1], \ldots, A[i])$ is described by some cardinality assignment $X$ of $\Omega_i$.

The claim holds trivially for $i = 0$ and $i = 1$, as one can verify that after the first iteration, we have $\Omega_1 = \{A[1]\}$. In other words, $\Omega_1$ contains a single cardinality assignment, the one that describes a single word with a single letter (the first letter of $A$).

Now, let us suppose that Claim 3 is verified for all $j < i$ and prove that it is verified also for $i$.

Let $S$ be a $k$-bounded string-cut of $A_i$, let $X'$ denote the cardinality assignment that describes $S$, and let $\tilde{w}$ with length $|\tilde{w}|$ denote the last word of $S$. We need to prove that $X'$ belongs to $\Omega_i$ by the end of the algorithm.

By hypothesis, the claim holds for $j = i - |\tilde{w}|$. In other words, there is a cardinality assignment $X \in \Omega_{i-|\tilde{w}|}$ that describes the string-cut $S \setminus \tilde{w}$ of $A_{i-|\tilde{w}|}$. Moreover, $X$ is equal to $X' - [\tilde{w}]$ as the string cut $\tilde{X}$ corresponds to the string-cut $X'$ with one less occurrence of word $\tilde{w}$.

Consider the $i^{th}$ iteration of the outer loop starting at Line 3 of Algorithm 1 and the inner loop (Line 5) where $j = |\tilde{w}|$ (Recall that $S$ is $k$-bounded so $|\tilde{w}| \leq k$). By induction hypothesis, it holds that $\tilde{X}$ belongs to $\Omega_{i-|\tilde{w}|}$, so there will be an iteration of the innermost loop (Line 7) with $X = \tilde{X}$: at this point of the algorithm, it will be checked if the cardinality assignment $\tilde{X} + [w] = X'$ already belongs to $\Omega_i$, and will include it to $\Omega_i$, if it is not the case.

Hence, by the end of the algorithm, it holds that $X' \in \Omega_i$, and the proof is complete. ▶

Regarding the complexity of Algorithm 1, let us stress that no set $\Omega_i$ has any duplicate entries (ensured by the if condition at Line 8), so that its cardinality is bounded by the number of different possible cardinality assignments describing any $k$-bounded string-cut over a string of length $i$. Recall that such cardinality assignment is a vector with $|D_k(\mathcal{L})|$ coordinates, each coordinate describing the frequency of a word in a string-cut. Roughly, each coordinate of a cardinality assignment of $\Omega_i$ is upper bounded by $i$, so that there are at most $i^{|D_k(\mathcal{L})|}$ different cardinality assignments, i.e., $|\Omega_i| \leq i^{|D_k(\mathcal{L})|}$. Moreover, let us remind that there exists a constant $c$ such that $|D_k(\mathcal{L})| \leq c \cdot |\mathcal{L}|^k$, and thus $|\Omega_i| \leq i^c |\mathcal{L}|^k$.

Hence, the total number of innermost loops that are made at the $i^{th}$ iteration of the outer loop is at most $k|\Omega_{i-1}|$. The overall complexity is thus $\sum_{i=1}^n k|\Omega_i|$ which is bounded by $k \sum_{i=1}^n i^c |\mathcal{L}|^k = O(n \cdot kn^c |\mathcal{L}|^k) = O(kn^{1+c} |\mathcal{L}|^k+1)$. 
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Algorithm 2 MATCH(A, B, k).
1: Initialize $S_A^{SOL} = \emptyset$, $S_A = X_0$
2: $(\Omega_A, S_A) \leftarrow \text{GENERATE}(A, k)$
3: $(\Omega_B, S_B) \leftarrow \text{GENERATE}(B, k)$
4: for each $X \in \Omega_A$ do
5: if $X \in \Omega_B$ and eval$(X) > \text{eval}(X^{SOL})$ then
6: $X^{SOL} \leftarrow X$
7: end if
8: end for
9: $S_A^{SOL} \leftarrow S_A(X^{SOL})$
10: $S_B^{SOL} \leftarrow S_B(X^{SOL})$
11: return $(S_A^{SOL}, S_B^{SOL})$

As mentioned at the end of Section 2, a mapping between letters of $A$ and $B$ that preserves at least $\text{eval}(X^{SOL})$ duos can be easily derived from the couple $(S_A^{SOL}, S_B^{SOL})$ computed by Algorithm 2. Now it remains to make the link between $\text{eval}(X^{SOL})$ and the number of duos preserved by an optimal solution.

3.3 Approximation Analysis

We now prove that MATCH($A, B, k$) yields a Polynomial Time Approximation Scheme for MPSM$^\ell$.

First, we need to provide some lower bound on the number of duos that are preserved by our solution.

Proposition 4. Let $S_A^{SOL}$ and $S_B^{SOL}$ be the string-cuts generated by MATCH($A, B, k$). Both are described by the same cardinality assignment $X^{SOL}$.

Given any couple of $k$-bounded string-cuts $S_A$ on $A$ and $S_B$ on $B$ that are both described by the same cardinality assignment $X$, it holds that $\text{eval}(X^{SOL}) \geq \text{eval}(X)$. 

Proof. From Proposition 2, we can assert that $X \in \Omega_A$ and $\bar{X} \in \Omega_B$. Hence, in the first part of the MATCH($A, B, k$), the cardinality assignment $\bar{X}$ will be considered as a candidate. Eventually, the algorithm retains $X^{SOL}$ that yields the best solution among all candidates considered, including $\bar{X}$. 

Consider now an optimal solution $\pi^*$ for MPSM$^\ell$ that preserves $OPT$ duos, and an approximate solution $\pi$ returned by Algorithm 2 that preserves $SOL \geq \text{eval}(X^{SOL})$ duos. As stated in Section 2, $\pi^*$ induces string-cuts $S_A^*$ and $S_B^*$ of $A$ and $B$, such that $S_A^*$ is a permutation of $S_B^*$. These string-cuts may contain words that are strictly longer than $k$. Consider the string-cuts $S_A'$ and $S_B'$ that result from cutting all such words into slices of length at most $k$ in both $S_A^*$ and $S_B^*$, such that $S_A'$ and $S_B'$ are both described by the same cardinality assignment, say $X'$. No more than $OPT/k$ additional cuts are added this way. It holds that:

- $S_A'$ and $S_B'$ are $k$-bounded, and they are described by the same cardinality assignment $X'$. Hence, by applying Proposition 2, it holds that $SOL \geq \text{eval}(X')$.
- The optimal mapping $\pi^*$ preserves $\text{eval}(X')$ duos within words of $X'$ and at most $OPT/k$ duos between words of $X'$, one for each added cut. Hence, it holds that $OPT \leq \text{eval}(X') + OPT/k$. 

Combining these two facts, one immediately derives the following approximation between 
\( OPT \) and \( SOL \):

\[
\frac{OPT}{SOL} \leq 1 + \frac{1}{k-1}, \quad \forall k > 1.
\]

By fixing \( k = \lceil 1/\varepsilon + 1 \rceil \), we can then assert that our algorithm guarantees a \( (1 + \varepsilon) \)-
approximation within time complexity \( O(n^{O(1)}) \) provided that both \( k \) and \( \ell \) are bounded by
some constant. Hence, our final result holds:

\[\blacktriangleleft\text{Proposition 5.} \quad \text{MPSM}^\ell \text{ with } \ell = O(1) \text{ admits a PTAS.}\]

4 Hardness result

The fact that MCSP\(^2\) is NP-complete is known from [16, Theorem 1]. However, we give an
alternate, somewhat simpler, proof.

\[\blacktriangleleft\text{Proposition 6 (Alternate Proof).} \quad \text{MPSM}^\ell \text{ and MCSP}^\ell \text{ are both NP-hard, even if } \ell = 2.\]

\textbf{Proof.} Consider an instance \( I \) of the NP-complete problem 3-
partition [14], with a set of
integers \( X = \{x_1, \ldots, x_n\} \) such that \( n = 3m \), and let \( m \Sigma = \sum_{x_i \in X} x_i \). As standard hypothesis
for 3-partition, suppose \( \Sigma/4 < x_i < \Sigma/2 \) holds for all \( x_i \). The question is whether \( X \) can
be partitioned in \( m \) triplets, each of total sum \( \Sigma \).

We build an instance \( J(I) \) of MPSM\(^\ell\) with \( \ell = 2 \), consisting of two strings \( A \) and \( B \) built
in the following way.

- For each integer \( x_i \) in \( X \), we build a string \( A_i \) that consists of one \( b \) followed by \( x_i + 1 \)
  consecutive \( a \)'s. We also build a sub-string \( A_{n+1} \) that contains a single letter \( b \). String \( A \)
is the concatenation of all strings \( A_i \)'s.

- Consider the substring \( B_i \) that consists of one \( b \) followed by \( \Sigma + 3 \) letters \( a \)'s, followed by
  2 letters \( b \). String \( B \) results from the concatenation of \( m \) substrings \( B_i \), with a single
  additional \( b \) at the very start. Note that all \( B_i \)'s are identical, we merely index them by \( i \)
to simplify the proof.

One can easily verify that both strings \( A \) and \( B \) contain exactly \( m \Sigma + n \) occurrences of
letter \( a \) and \( n + 1 \) occurrences of letter \( b \), so \( J(I) \) is a valid instance of MCSP\(^2\).

We are going to show that instance \( I \) of 3-
partition admits a solution if and only if
instance \( J(I) \) of MPSM\(^\ell\) admits a solution that preserves \( m \Sigma + 2m \) duos.

\(\Rightarrow\) First, note that in string \( A \), there are exactly \( n \) \( ba \) duos, \( n \) \( ab \) duos, \( m \Sigma \) \( aa \) duos, and
no \( bb \) duos. On the other hand, string \( B \) has \( m \) \( ab \) duos, \( m \) \( ba \) duos, \( m \Sigma + 2m \) \( aa \) duos, and
\( 2m \) \( bb \) duos.

Thus, any solution will preserve at most \( m \Sigma + 2m \) duos in total, that is, \( \min\{m \Sigma, m \Sigma + 2m\} = m \Sigma \) duos of type \( aa \), \( \min\{m, n\} = m \) duos of type \( ab \), \( \min\{0, 2m\} = 0 \) duos of type
\( bb \), and \( \min\{m, n\} = m \) duos of type \( ba \).

Suppose \( I \) is a yes-instance of 3-
partition. A solution is given by a set of triplets
\( \{T_1, \ldots, T_m\} \). Using this set, we can construct a solution to \( J(I) \) which preserves exactly
\( m \Sigma + 2m \) duos.

For each \( T_i = \{x_{i1}, x_{i2}, x_{i3}\} \), with \( x_{i1} \leq x_{i2} \leq x_{i3} \), we map the whole sub-string \( A_{i1} \) to
the first \( x_{i1} + 2 \) characters of sub-string \( B_{i1} \), we map all \( a \)'s of \( A_{i2} \) to the following \( x_{i2} + 1 \) \( a \)'s
of \( B_i \), and finally we map all \( a \)'s of \( A_{i3} \) and the first letter of \( A_{i3+1} \) to the remaining part of
\( B_i \) except for its final \( b \), which remains unmatched for now.

The unmatched \( b \)'s of \( A \) are arbitrarily matched with the remaining \( b \)'s of \( B \) (their
quantities are equal because \( B \) is a permutation of \( A \)).
The resulting overall mapping preserves every duo $aa$ of $A$ and all duos $ab$ and $ba$ of $B$, that is, a total of $m\Sigma + 2m$ duos. Thus, the first part of the reduction is complete.

$(\Leftarrow)$ Now suppose that there exists a mapping between $A$ and $B$ which preserves $m\Sigma + 2m$ duos. Since $A$ and $B$ have exactly $m\Sigma + 2m$ duos in common, the mapping must preserve all $aa$ duos of $A$ and all duos of type $ab$ and $ba$ of $B$.

Since all the $aa$ duos of $A$ are preserved, letters $a$ of the word associated with any number of $X$ cannot be mapped with letters $a$ of more than one $B_i$. Since each $B_i$ has exactly $m\Sigma + 3$ letters $a$, each $B_i$ receives words associated with numbers of $X$ whose sum is at most $m\Sigma$. If one $B_i$ receives words associated with numbers whose sum is strictly less than $m\Sigma$, then not all the $aa$ duos of $A$ are preserved, leading to a contradiction. Therefore, each $B_i$ hosts a set of numbers whose sum is $\Sigma$. In other words, a 3-partition of the numbers is derived.

5 Conclusion

When the alphabet used to form the instance is bounded, an exhaustive list of all possible cardinality assignments describing $k$-bounded string-cuts can be produced in polynomial time for any constant $k$. This fact helped us devise a Polynomial Time Approximation Scheme for MPSM, which is the best result one might expect as no FTPAS can exist for this problem unless P=NP. Future developments include inquiries as to how the techniques presented in this article can be adapted to tackle the weighted version of MPSM introduced in [22]. Though polynomial, the time complexity of our method may well prove to be intractable in practical cases with large instances. That is why we also intend to devise different approaches for MPSM and evaluate them through experiments.
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1 Introduction
Molecular phylogenetic reconstruction consists in inferring a well-founded evolutionary scenario of a set of species from molecular data [12]. An evolutionary scenario, also called a phylogeny, is usually represented by a directed tree with a unique source called root. In a phylogeny, the tips of the tree are associated to extant species for which we have data, and each internal node represents an extinct species giving rise to new species – a speciation. Therefore, each internal node represents the hypothetical ancestor of all species below it, and the root models the lowest common ancestor of all the species at the tips.

Parsimony on Trees
In this paper, molecular data consists of a set of molecular sequences (e.g. DNA or protein sequences) of the same length (one sequence per species). This kind of data can be seen as a matrix $M$ of $n$ sequences, each having $m$ characters (exhibiting one of $c$ possible states) where the state $M_{i,j}$ corresponds to the $j^{th}$ character of the $i^{th}$ species. There are several
methods to reconstruct well-founded phylogenies from matrices of characters [12]. They are all based on the idea of retrieving similarities among species by comparing the states taken by these species at the different characters of $M$. Here, we will focus on parsimony methods. The main hypothesis of these methods is that character changes are not frequent. Thus, the phylogenies that best explain the data are those requiring the fewest evolutionary changes, i.e. the ones having the optimal parsimony score, formally defined in Section 4. The problem of finding the optimal parsimony score for a given phylogeny $T$ with respect to a matrix $M$ is called the small parsimony problem and can be solved in $O(n \cdot m \cdot c)$ time [14] since each column in the matrix can be analyzed independently in linear time. When $T$ is unknown, the problem of finding the phylogeny minimizing the parsimony score is called the big parsimony problem. This latter is known to be NP-hard and numerous heuristic techniques for it are known [12].

**Parsimony on Networks**

When the evolution of the species of interest include, in additions to speciations, reticulate events such as hybridizations or recombinations, a single species may inherit from multiple direct ancestors. In this case, the phylogenies are no longer represented by rooted trees but by rooted DAGs [16] called networks. When scoring a given network, three very different definitions of the parsimony score have been proposed: the hardwired [20], the softwired [15, 26], and the parental parsimony score [32]. Roughly, the hardwired score takes into account all edges of the given network (characters are inherited from all parents), the softwired score takes only the edges of any “switching” (each character is inherited from one parent), and the parental score allows embedding lineages into the network (each allele of a character is inherited from one parent). See Section 4 for details and Figure 3 for an example. While these definitions coincide for trees, they give rise to three different small parsimony problems for networks.

When tracing mutually dependent characters (e.g. different genomic locations in a same non-recombinant region) on networks, we also have to make sure that dependent characters are inherited from the same parent (some columns of the matrix have to use the same “switching”/“embedding”). To avoid dealing with this problem, the small parsimony problems on networks have been studied predominantly under the assumption of independent genomic locations. This boils down to having $m = 1$ since each column of the matrix can be analyzed independently (as is the case for the small parsimony problem on trees). Another popular restriction is to consider binary networks, in which the root has outdegree 2, tips have indegree 1, and internal nodes have either indegree 1 and outdegree 2 (speciations) or indegree 2 and outdegree 1 (reticulations).

The hardwired small parsimony problem has been proven NP-hard and APX-hard whenever the number of states that a character can take, denoted $c$, is strictly greater than 2, and polynomial time solvable for binary characters [13]. A polynomial-time 1.35-approximation for all $c$ and a $12/11$-approximation for $c = 3$ have been proposed [13]. Additionally, the problem has been shown fixed-parameter tractable (FPT) in the parsimony score [13], and with respect to $c + r$, where $r$ is the number of reticulate events in the network [21].

The softwired small parsimony problem is also NP-hard and APX-hard [19, 13] for binary characters, and not FPT in the parsimony score (it is NP-hard to know if the softwired parsimony score is 1). Also, it has been shown that, for any constant $\epsilon > 0$, an approximation factor of $n^{1-\epsilon}$ is not possible in polynomial time, unless P = NP. On the positive side, the problem is FPT in $c + r$ [26, 13] and $c + \ell$, where $\ell$ is the level of the network [18, 13] (the maximum number of reticulations over all biconnected components of the network).
Unsurprisingly, the parental small parsimony problem has also been proven NP-hard, even for very restricted classes of networks [29], but is FPT both with respect to \( c + r \) and with respect to \( c + \ell \).

In this paper, we consider the case of independent characters, showing that the three variants of the small parsimony problem on networks are fixed-parameter tractable with respect to \( c + t \), where \( t \) is the treewidth of the input network. Our proofs are constructive in the sense that a dynamic programming algorithm is provided for each version of the problem. Since the treewidth can be arbitrary small, even for growing values of \( \ell \), our algorithms can potentially be orders of magnitude faster than the state-of-the-art solutions. Moreover, our formulations are not limited to binary networks and they can take into account polymorphism as well as external information controlling the states that ancestral species may take.

**Treewidth for Phylogenetic Networks**

The treewidth of a graph can roughly be described as a measure of “tree-likeness” and it ranks among the smallest of such parameters [2] (in particular, the treewidth can be seen to be smaller than the level \( \ell \) on any network). Together with the fact that it facilitates the design of dynamic programming algorithms, this explains the enormous popularity the treewidth received in the parameterized complexity community [5]. Starting with the groundbreaking work of Bryant and Lagergren [7] (using the celebrated result of Courcelle [9]), treewidth also gained traction with researchers studying algorithms for phylogenetics-related problems (surveyed in [8]). While this yielded some algorithms parameterized by the treewidth of the display graph of multiple trees (the result of “gluing” all trees at their leaves), we are not aware of any algorithms parameterized by the treewidth of the input network. In an attempt to facilitate the use of this parameter in future work, we dedicate Section 3 to presenting a “phylogenetics-friendly” formulation by representing tree-decompositions of the input network as a rooted tree \( \Gamma \) on the same vertex set as the network. In particular, this formulation generalizes our previously considered parameter “scanwidth” [3], which can be expected to yield easier dynamic programming formulations at the cost of being slightly larger than the treewidth.

Missing proofs are deferred to the appendix at the end of the paper.

**2 Preliminaries**

**Mappings**

For any \( x \) and \( y \), we define \( \delta(x, y) \) to be 0 if \( x = y \) and 1, otherwise, and we abbreviate \( 1 - \delta(x, y) := \overline{\delta}(x, y) \). We further abbreviate \( \delta(\phi(x), \phi(y)) \) as \( \delta_\phi(x, y) \) for any function \( \phi \).

We may denote a pair \((x, y)\) as \( x \rightarrow y \) if it is referring to an assignment of \( y \) to \( x \) by some function and as \( xy \) if it refers to an arc in a network. We sometimes use the name of a function \( \phi : X \rightarrow Y \) to refer to its set of pairs \( \{ x \rightarrow y \mid \phi(x) = y \} \) and we let \( \phi|Z := \{(x \rightarrow y) \in \phi \mid x \in Z \} \) denote the restriction of \( \phi \) to \( Z \). We say \( \phi(x) = \perp \) to indicate that \( \phi \) is not defined for \( x \). We denote the result of forcing \( \phi(x) = y \) (whether or not \( x \) is mapped by \( \phi \)) as

\[
\phi[x \rightarrow y] := \begin{cases} 
\phi \cup \{ x \rightarrow y \} & \text{if } \phi(x) = \perp \\
(\phi \setminus \{ x \rightarrow \phi(x) \})[x \rightarrow y] & \text{otherwise}
\end{cases}
\]

Finally, for sets \( Z, X \) and \( Y \subseteq X \) and functions \( \phi \) and \( \psi \), we write \( \psi \preceq \phi \) (and say that \( \psi \) is a subfunction of \( \phi \)) if
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(a) \( \phi : X \to Z \) and \( \psi : Y \to Z \) and \( \psi(x) \leq \phi(x) \) for all \( x \in Y \), or
(b) \( \phi : X \to 2^Z \) and \( \psi : Y \to Z \) and \( \psi(x) \in \phi(x) \) for all \( x \in Y \), or
(c) \( \phi : X \to 2^Z \) and \( \psi : Y \to 2^Z \) and \( \psi(x) \subseteq \phi(x) \) for all \( x \in Y \).

Graphs and Phylogenetic Networks

In this work, we consider (weakly) connected directed acyclic graphs (DAGs) \( N \) that have a unique source \( p_N \) called root. If the sinks (aka leaves) of \( N \) are labeled, we call \( N \) a phylogenetic network. We denote the set of nodes of \( N \) with in-degree at least two by \( R(N) \) and we call such nodes reticulations. If \( R(N) = \emptyset \), then \( N \) is called a tree. The result of, for each \( v \in R(N) \) removing all but one of its incoming arcs is called a switching of \( N \) and \( S(G) \) denotes the set of all switchings of \( N \) (observe that all switchings are spanning trees).

Let \( v \in V(N) \). We denote the successors (or “children”) of \( v \) in \( G \) by \( \text{Succ}_G(v) \) and its predecessors (or “parents”) by \( \text{Pred}_G(v) \). If \( N \) contains a directed \( w \)-path, then we say that \( w \) is a descendant of \( u \) and \( u \) is an ancestor of \( w \) (denoted as \( w \leq_N u \) and \( w <_N u \) if \( u \neq w \)). A set \( Z \subseteq V(N) \) such that \( u \not<_N w \) and \( w \not<_N u \) for all \( u, w \in Z \) is called an anti-chain in \( N \). The induced subgraph \( N[Z] \) of a set \( Z \subseteq V(N) \) is the result of removing all nodes \( x \in V(N) \setminus Z \) from \( N \) (together with their incident arcs) and, for any \( v \in V(N) \), the network \( N_v := N(w \mid w \leq_N v) \) is called the subnetwork rooted at \( v \).

Large parts of this work are in context of a rooted tree \( \Gamma \) on \( V(N) \) (see Figure 1). Specifically for the tree \( \Gamma \), we permit ourselves to abbreviate \( V(\Gamma_x) \) to \( \Gamma_x \) to increase readability. In such context, we additionally define the following sets for any nodes \( y, z \in V(N) \): \( \text{Pred}_G^y(z) := \text{Pred}_G(z) \cap \Gamma_y \) and \( \text{Pred}_G^y(z) := \text{Pred}_G(z) \setminus \Gamma_y \) denote the respective predecessors of \( z \) in \( N \) that are or are not in \( \Gamma_y \). Likewise, \( \text{Succ}_G^y(z) := \text{Succ}_G(z) \cap \Gamma_y \) and \( \text{Succ}_G^y(z) := \text{Succ}_G(z) \setminus \Gamma_y \) denote the respective successors of \( z \) in \( N \) that are or are not in \( \Gamma_y \) — notice that the arrow in the notation indicates the direction of the arc between \( z \) and the members of the set when drawing \( \Gamma \) top-to-bottom. If \( z = y \), we drop \( y \) and simply write \( \text{Pred}_G(z) \), \( \text{Pred}_G^y(z) \), \( \text{Succ}_G(z) \), and \( \text{Succ}_G^y(z) \). We also abbreviate \( \text{Pred}_G^R(z) := \text{Pred}_G(z) \cap R(G) \) as well as \( \text{Succ}_G^R(z) := \text{Succ}_G(z) \setminus R(G) \). All these functions generalize to sets \( Z \subseteq V(N) \) (for example, \( \text{Pred}_G(Z) := \bigcup_{z \in Z} \text{Pred}_G(z) \setminus Z \)). Further, for any \( X \subseteq V(N) \), we define the sets of arcs of \( N \) (a) from a node \( u \in X \) to any ancestor of \( u \) in \( \Gamma \) as \( A^X_\Gamma(N) := \{uw \in A(N) \mid u \in X \land u <_\Gamma w\} \) and (b) to a node \( u \in X \) from any ancestor of \( u \) in \( \Gamma \) as \( A^\Gamma(N) := \{uw \in A(N) \mid w \in X \land w <_\Gamma u\} \). For brevity, we abbreviate \( A_X(N) := A^X_\Gamma(N) \cup A^\Gamma(N) \), \( A^+_X(N) := A^+_\Gamma(N) \), and \( A^+_\Gamma(N) := A^+_\Gamma(N) \).

3 An Alternative Formulation of Treewidth

In this section, we give an alternative definition of the treewidth, which allows to tackle the small parsimony problem for networks in a simpler and more intuitive way. Note that this alternative definition is known in the FPT community (Dendris et al. [11] call it the “support” of a vertex with respect to an ordering (when referring to Arnborg [1]) and Mescoff et al. [25], call it “tree vertex separation”). However, in these works its connection to treewidth is mostly touched in passing, so we felt the need to prove it explicitly here.

For a linear ordering \( \sigma \) of the nodes of an undirected graph \( G \) and a node \( x \) of \( G \), let \( \sigma[1..x] \) be the restriction of \( \sigma \) to the nodes preceding \( x \) (that is, \( \{y \mid y \leq \sigma x\} \)). We write \( x \sim_{G,\sigma} y \) if \( x \) and \( y \) are connected in \( G[\sigma[1..x]] \). Note that \( \sim_{G,\sigma} \) is a partial order on \( V(G) \).
Definition 1. Let $\Gamma$ be a linear order of the nodes of a graph $G$ and let $v \in V(G)$. Then,

$$ZW_v^\sigma := \{ u >_\sigma v \mid \exists w \in \sigma(v : [1..]) \exists w \in E(G) \wedge v \leadsto_{G,\sigma} w \}$$

and

$$zw_v^\sigma := |ZW_v^\sigma|.$$

Further, we abbreviate $zw(\sigma) := \max_\sigma zw_v^\sigma$ and $zw(G) := \min_\sigma zw(\sigma)$. Further, we call the transitive reduction of the directed graph $(V(G), A^*)$ with $A^* := \{ uv \in E(G) \mid u \leadsto_{G,\sigma} v \}$ the canonical tree $\Gamma^\sigma$ of $\sigma$ for $G$ (as it turns out, $\Gamma^\sigma$ is a rooted tree, see below).

In the following, we say that a rooted tree $\Gamma$ on $V(G)$ agrees with a directed or undirected graph $G$ if, for all $uv \in E(G)$ either $u <_\Gamma v$ or $v <_\Gamma u$. We also extend the definition of $\leadsto_{G,\sigma}$ to such trees by writing $u \leadsto_{G,\Gamma} v$ if $u$ and $v$ are connected in $G[\Gamma_u]$.

Definition 2. Let $G$ be a graph and let $\Gamma$ agree with $G$. For each $v \in V(G)$, we define

$$YW_v^\Gamma := \{ u >_\Gamma v \mid \exists w \in \Gamma(v : [1..]) \exists w \in E(G) \}$$

and

$$yw_v^\Gamma := |YW_v^\Gamma| \quad \text{(see Figure 2).}$$

Then, we abbreviate $yw(\Gamma) := \max_\Gamma yw_v^\Gamma$ and $yw(G) := \min_\Gamma yw(\Gamma)$.

Lemma 3. Let $\Gamma$ and $\Gamma'$ be rooted trees agreeing with an undirected graph $G$ and let $\leq_{\Gamma'}$ be a subset of $\leq_\Gamma$, that is, $x \leq_{\Gamma'} y \Rightarrow x \leq_\Gamma y$ for all $x, y \in V(G)$. Then, $yw(\Gamma') \leq yw(\Gamma)$.

Proof. Let $x \in V(G)$ and let $y \in YW_x^{\Gamma'}$, that is, $y \geq_{\Gamma'} x$ and there is some $z \leq_{\Gamma'} x$ with $yz \in E(G)$. Since $\leq_{\Gamma'}$ is a superset of $\leq_{\Gamma'}$, we have $y \geq_\Gamma x \geq z$, implying $y \in YW_x^\Gamma$.

Lemma 4. Let $\sigma$ be a linear order of the nodes of an undirected, connected graph $G$ and let $\Gamma^\sigma$ be its canonical tree. Then,

(a) for each $u$ and $v$ with $v \leq_\sigma u$, we have $v \leq_{\Gamma^\sigma} u$,

(b) for each $u, v \in V(G)$, we have $v \leq_{\Gamma^\sigma} u$ if and only if $u \leadsto_{G,\sigma} v$,

(c) $\Gamma^\sigma$ is connected,

(d) $\Gamma^\sigma$ is rooted at the last vertex $r$ of $\sigma$,

(e) $\Gamma^\sigma$ is a tree,

(f) for all $uv \in E(G)$ with $v <_\sigma u$, we have $v <_{\Gamma^\sigma} u$,

(g) $\Gamma^\sigma$ agrees with $G$, and

(h) $YW_x^{\Gamma^\sigma} = ZW_x^\sigma$ for all $x \in V(G)$. \hfill $\blacksquare$
Figure 2 Example of a network $N$ (left) with a linear order $\sigma$ of its nodes (below) as well as their canonical tree $\Gamma^\sigma$ (right) whose arcs are not drawn (the arcs of $N$ are drawn in their stead). Reticulations are black, leaves are boxes. For the first (wrt. $\sigma$) reticulation $x$, the set $V(\Gamma^\sigma_x)$ is marked (gray area), the arcs $uv \in A_x(N)$ are dotted and the nodes in $YW^x_v = ZW^x_v$ are gray pentagons.

Observation 5. Let $\Gamma$ be a tree, let $\Gamma'$ be a contraction of $\Gamma$, and let $x, y \in \Gamma'$ be distinct. Then, $x <_{\Gamma'} y$ if and only if $x <_{\Gamma} y$.

For the following lemmas, it makes sense to “normalize” some aspects of the structure of agreeing trees. To this end, for a rooted tree $T$ and for $X \subset V(T)$ that does not contain the root $r$ of $T$, we let $T \uparrow X$ denote the result of (1) replacing each arc $uv$ with $uv \cap X = \{u\}$ with the arc $wv$ where $w$ is the lowest ancestor of $u$ that is not in $X$, and (2) removing all nodes in $X$ from $T$. Note that $T \uparrow X$ may have strictly larger out-degree than $T$, but does not create new ancestor-descendant relations.

Observation 6. Let $T$ be a tree, let $X \subseteq V(T)$ not contain its root, and let $u \leq_{T \uparrow X} v$. Then, $u \leq_T v$.

Lemma 7. Let $\Gamma$ be a rooted tree agreeing with an undirected graph $G$. There is some $\Gamma^*$ agreeing with $G$ such that $yw(\Gamma^*) \leq yw(\Gamma)$ and, for all $u, v \in V(G)$ with $v \leq_{\Gamma^*} u$, we have $u \Rightarrow_{G, \Gamma^*} v$.

Lemma 8. Let $\Gamma$ be a tree agreeing with a graph $G$ and let $p$ be a non-empty path in $G$. Then, $p$ contains a unique maximum $u$ with respect to $\Gamma$, that is, $v \leq_{\Gamma} u$ for all vertices $v$ of $p$.

Proof. Let $x$ on $p$ be maximal with respect to $\Gamma$ (that is, for all $z$ on $p$, we have $x \not\leq_{\Gamma} z$) and assume towards a contradiction that there is another vertex $y \neq x$ on $p$ that is maximal w.r.t. $\Gamma$. Without loss of generality, let $x$ precede $y$ in $p$ and let $p_{xy}$ denote the unique $x$-$y$-subpath of $p$. Since $y \not\leq_{\Gamma} x$, there is an edge $st \in E(G)$ on $p_{xy}$ with $s \leq_{\Gamma} x$ and $t \not\leq_{\Gamma} x$. Hence, $t \not\leq_{\Gamma} s$. Further, $s \not\leq_{\Gamma} t$ since, otherwise, the unique $t$-$s$-path in $\Gamma$ contains $x$, contradicting its maximality. But then $\Gamma$ does not agree with $G$.

Lemma 9. Let $G$ be a graph. Then, $zw(G) = yw(G)$.
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Given states of a character, observed in extant species, as well as a species phylogeny, the

- Proposition 12. Let $G$ be a graph and let $T$ be a rooted tree whose vertices are associated to subsets of $V(G)$ by a function $B : V(T) \rightarrow 2^{V(G)}$ such that
  - for each $uv \in E(G)$, there is some $x \in V(T)$ with $uv \subseteq B(x)$ and
  - for each $v \in V(G)$, the nodes $x \in V(T)$ with $v \in B(x)$ are weakly connected in $T$.

We call $(T, B)$ a tree decomposition of $G$ and its width is $tw(T, B) := \max_{x \in V(T)} tw^T_B$ with $tw^T_B := |B(x)| - 1$. We call $tw(G) := \min_{T, B} tw(T, B)$ the treewidth of $G$. We call $(T, B)$ nice if $T$ is binary and all $x \in V(T)$ fall into one of the following categories

    "leaf": $x$ is a leaf of $T$ and $B(x) = \emptyset$,
    "root": $x$ is the root of $T$ and $B(x) = \emptyset$,
    "introduce $v$": $x$ has a single child $y$ in $T$ and $B(y) = B(x) - v$,
    "forget $v$": $x$ has a single child $y$ in $T$ and $B(x) = B(y) - v$,
    "join": $x$ has two children $y$ and $z$ and $B(x) = B(y) = B(z)$.

All graphs $G$ have a nice tree decomposition with $|V(T)| \in O(tw(G) \cdot |G|)$ and width $tw(G)$ [23]. Further, since all bags of $(T, B)$ containing a vertex $v$ of $G$ are connected, we can observe the following.

- Observation 11. Let $(T, B)$ be a nice tree decomposition for an undirected graph $G$ and let $v \in V(G)$. Then, $T$ contains a single “forget $v$”-node $x$ and $y <_T x$ for all $y$ with $v \in B(y)$.

- Proposition 12. Let $G$ be a graph. Then, $yw(G) = tw(G)$. Further, given a tree decomposition $(T, B)$ for $G$, we can compute a tree $\Gamma$ agreeing with $G$ such that $yw(\Gamma) = tw(T, B)$ in linear time.

## 4 Parsimony

Given states of a character, observed in extant species, as well as a species phylogeny, the small parsimony problem asks to infer states of the same character for all ancestral species such as to minimize the “parsimony score” of this assignment. This problem comes in three flavors called “hardwired”, “softwired”, and “parental” parsimony. Throughout this section, let $C$ be a fixed finite set (a “character”). For convenient use of the $\preceq$-relation, let $C$ be an anti-chain (that is, for each $x, y \in C$, we have $x \preceq y$ only if $x = y$). Formally, for a phylogeny $N$ and a function $\phi : V(N) \rightarrow 2^C$, we define the hardwired and softwired parsimony score as

\[
\text{par}_N^H(\phi) := \min_{\psi : V(N) \rightarrow C, \psi \preceq \phi} \sum_{uv \in A(N)} \delta_{\psi}(u, v) \quad \text{par}_N^S(\phi) := \min_{T \in S(N)} \sum_{uv \in A(T)} \delta_{\psi}(u, v).
\]
The “parental parsimony” is defined using “parental trees” but, in this work, we use the equivalent formulation using lineage functions [29].

\textbf{Definition 13.} A lineage function for a phylogeny \( N \) is any function \( f : V(N) \to 2^C \). The cost of \( f \) is \( \text{cost}(f) := \sum_{v \in V(N)} \text{cost}_f(v) \) where

\[
\text{cost}_f(v) := |f(v) \setminus \bigcup_{u \in \text{pred}(v)} f(u)| + \begin{cases} 
-1 & \text{if } v = \rho_N \text{ and } |f(v)| = 1 \\
0 & \text{if } v \neq \rho_N \text{ and } |f(v)| \leq \sum_{u \in \text{pred}(v)} |f(u)| \\
\infty & \text{otherwise}
\end{cases}
\]

Given \( N \) and a function \( \phi : V(N) \to 2^C \), we denote the set of all lineage functions \( f \) on \( N \) with \( f \preceq \phi \) as \( LF_{N,\phi} \). Finally, the parental parsimony score is

\[
\text{par}_N^f(\phi) := \min_{f \in LF_{N,\phi}} \text{cost}(f)
\]  

(1)

For each of the presented variants, we give a dynamic programming formulation using a given tree \( \Gamma \) that agrees with the undirected graph \( G \) underlying the input network and corresponds to Lemma 7, that is, each non-leaf \( x \) of \( \Gamma \) has a child \( v \) with \( x \in \text{yw}_v^\Gamma \). The running time of the resulting algorithm will depend on the width \( \text{yw}(\Gamma) \) of \( \Gamma \) (recalling that \( \text{yw}(\Gamma) \) coincides with the treewidth of \( G \) for optimal \( \Gamma \)).

As stated in the introduction, in this paper we focus on the case of analyzing a specific position in the genome. Since the function \( \phi \) can associate several states to a same leaf, our definition permits to describe polymorphism in a population. While, in our current formulation, the algorithms “choose” an optimal state to associate to each leaf, the parental parsimony can be easily modified to explain all states of each leaf at the end of the run. This allows keeping the information on polymorphism in all steps of the algorithm (see Section 4.3). Note also that \( \phi \) can associate information to internal nodes, thus permitting the user to impose restrictions on the states associated to ancestral species.

In the presentation of the dynamic programming, a table entry \( Q^0_{x_2}[z] \) means that \( x \) and \( y \) are considered fix for this table and \( z \) is a variable index. Further, tables \( Q^0_{x_1} \) and \( Q^0_{x_2} \) are independent of one another, allowing an implementation to forget \( Q^0_{x_1} \) if it is no longer needed, even if \( Q^0_{x_2} \) still is. In the following, for an anti-chain \( Y \) in \( \Gamma \) and a class \( \mathcal{G} \) of subnetworks of \( N \), a \( Y \)-substitution system of \( \mathcal{G} \) is a series of subnetworks \( \{N^y\}_{y \in Y} \) of \( N \) such that, for all \( N^y \in \mathcal{G} \), the digraph \( (V(N), (A(N^y) \setminus \bigcup_{y \in Y} A_y(N^y)) \cup \bigcup_{y \in Y} A_y(N^y)) \) is also in \( \mathcal{G} \). Roughly, we can “swap out” the arcs in \( A_y(N^y) \) for \( A_y(N^y) \) for each \( y \in Y \) without losing membership in \( \mathcal{G} \). Note that the \( N^y \) are not necessarily distinct, so a trivial \( Y \)-substitution system for \( \{N^y\} \) would be \( \{N^y\}_{y \in Y} \). The formulations are based on the following lemma about independent sub-solutions, showing that an optimal solution \( (S, \psi) \) for a sub-network (of \( \Gamma \)) “below” an anti-chain \( Z \) in \( \Gamma \) is also optimal on any sub-network “below” an anti-chain \( Y \) in \( \Gamma \) that is itself “below” \( Z \) (among all solutions with \( \psi \)'s behavior on \( \text{yw}(\Gamma) \)).

\textbf{Lemma 14 (see Figure 4).} Let \( Y, Z \subseteq V(N) \) be anti-chains in \( \Gamma \) such that \( Y \subseteq \bigcup_{z \in Z} \Gamma_z \). Let \( \mathcal{G} \) be a class of subnetworks of \( N \) and let \( S \in \mathcal{G} \) and \( \psi : V(N) \to C \) such that (a) \( \sum_{z \in Z} \sum_{u \in A_z(S)} \delta_\psi(u, w) \) is minimum among all such \( S \) and \( \psi \). Let \( (S^y)_{y \in Y} \) be a \( Y \)-substitution system for \( \mathcal{G} \) and let \( \psi_y : V(N) \to C \) for each \( y \in Y \) such that (b) \( \psi_y \) and \( \psi \) coincide on \( \text{yw}_y^\Gamma \). Then,

\[
\sum_{y \in Y} \sum_{u \in A_y(S^y)} \delta_\psi(u, w) \geq \sum_{y \in Y} \sum_{u \in A_y(S)} \delta_\psi(u, w).
\]
4.1 Hardwired Parsimony

To compute the hardwired parsimony score at a node $v$ of $N$, we require knowledge of the character assigned to $v$ and its neighbors. For all $u \in YW^\Gamma$, we thus “guess” the character $\psi(u)$ assigned to $u$ by an optimal assignment. In our dynamic programming, we scan $\Gamma$ bottom-up, computing a table entry $T^{HW}[x, \psi]$ for each $x \in V(\Gamma) = V(N)$ and each $\psi : YW^\Gamma_x \rightarrow C$, containing the parsimony cost incurred by all arcs in $A_x(N)$, assuming that all nodes in $YW^\Gamma_x$ receive their characters according to $\psi$. Note that $A_x(N) = \bigcup_{i \in \delta_x} (N \cup A_{\{x\}}(N)$, where the $v_i$ are the children of $x$ in $\Gamma$. Thus, $T^{HW}[x, \psi]$ can be calculated as follows.

**Definition 15.** Let $\Gamma$ be a tree that agrees with $N$, let $x \in V(N)$ and let $\psi_x : YW^\Gamma_x \rightarrow C$ with $\psi_x \succeq \phi$. Let $v_1, v_2, \ldots, v_t$ denote the children of $x$ in $\Gamma$ ($t = 0$ if $x$ is a leaf). Then, we define a table entry

$$T^{HW}[x, \psi_x] := \min_{c_x \in \phi(x)} \left( \sum_{1 \leq i \leq t} T^{HW}[v_i, \psi_x [x \rightarrow c_x] |_{YW^\Gamma_x}] + \sum_{z \in \text{Pred}_x^V(j) \cup \text{Succ}_x^V(z)} \delta(c_z, \psi_x(z)) \right)$$  \hspace{1cm} (2)

**Lemma 16.** Let $x \in V(N)$ and let $\psi_x : YW^\Gamma_x \rightarrow C$ with $\psi_x \succeq \phi$. Let $\psi : V(N) \rightarrow C$ with $\psi_x \succeq \psi \succeq \phi$ such that $\psi$ minimizes $\sum_{uw \in A_x(N)} \delta(\phi(u), w)$. Then,

$$T^{HW}[x, \psi_x] = \sum_{uw \in A_x(N)} \delta(\phi(u), w)$$

**Proof Sketch.** For “$\geq$”, we construct a mapping $\psi'$ from mappings $\psi_i$ that are optimal on $A_{\psi_i}(N)$ among all mappings with $\psi_i(x) := c_x$. This is possible since all such $\psi_i$ coincide with $\psi'$ and $\psi_x$ on $YW^\Gamma_x$. By induction hypothesis, the cost of $\psi'$ on $A_x(N)$ is $\sum_{1 \leq i \leq t} T^{HW}[v_i, \psi' |_{YW^\Gamma_x}] + \sum_{uw \in A_{\{x\}}(N)} \delta(\psi'(u), w)$. Then, “$\geq$” follows from optimality of $\psi$ on $A_x(N)$.

For “$\leq$”, it suffices to show that the cost of $\psi$ on $A_x(N)$ is equal to the result of setting $c_x := \psi(x)$ in the right hand side of (2) (which is a valid choice for the minimum since $\psi(x) \in \phi(x)$). First, the cost of $\psi$ on $A_{\psi}(N)$ is $T^{HW}[v_i, \psi |_{YW^\Gamma_x}]$ by independence of sub-solutions and the induction hypothesis. Second, the cost of $\psi$ on $A^i_{\{x\}}(N)$ is $\sum_{z \in \text{Pred}_i^V(x)} \delta(c_z, \psi_x(z))$ and the cost of $\psi$ on $A^i_{\{x\}}(N)$ is $\sum_{z \in \text{Succ}_i^V(x)} \delta(c_z, \psi_x(z))$ since $\psi$ and $\psi_x$ coincide on $YW^\Gamma_x$. ▶
In order to solve the hardwired parsimony problem given \( N, \phi \) and \( \Gamma \), all we have to do is compute \( T^{HW}[x, \psi_x] \) for each \( x \) bottom-up in \( \Gamma \) and each of the (at most) \( |C|^{|YW^T_\Gamma|} \) many choices of \( \psi_x : YW^T_\Gamma \to C \) with \( \psi_x \leq \phi \). Then, by Lemma 16, the hardwired parsimony score of \( N \) with respect to \( \phi \) can be read from \( T^{HW}[\emptyset, \emptyset] \). To compute \( T^{HW} \), the sum over the children of \( x \) for all \( x \in V(N) \) in (2) can be computed in amortized \( O(|A(N)|) \) time and, with a bit of bookkeeping, it is possible to maintain the value of the second sum in (2) in \( O(|A(N)|) \) amortized time per choice of \( \psi \). Then the following holds:

\begin{itemize}
  \item \textbf{Theorem 17.} Given a network \( N \), some \( \phi : V(N) \to 2^C \) and a tree \( \Gamma \) agreeing with \( N \), the hardwired parsimony score of \( (N, \phi) \) can be computed in \( O(|C|^{|tw(\Gamma)|+1} \cdot |A(N)|) \) time.
\end{itemize}

Proposition 12 lets us turn tree decompositions of \( N \) into trees \( \Gamma \) agreeing with \( N \), allowing us to replace \( yw(\Gamma) \) by \( tw(N) \), incurring an additional running time of \( |N| \cdot 2^{O(|tw(N)|^3)} \) [4].

\begin{itemize}
  \item \textbf{Corollary 18.} Let \( (N, \phi) \) be an instance of HARDWIRED PARSIMONY. Let \( t \geq tw(N) \) and let \( \Gamma \) be the time in which a width-\( t \) tree decomposition of \( N \) can be computed. Then, the hardwired parsimony score of \( (N, \phi) \) can be computed in \( O(T + |C|^{|t+1} \cdot |A(N)|) \) time.
\end{itemize}

### 4.2 Softwired Parsimony

In contrast to the hardwired parsimony score, where the computation of the cost of the incident edges of a node \( x \) only required knowledge of the characters assigned to neighbors of \( x \), computing the softwired score additionally requires knowledge of which parent of \( x \) remains a parent in the sought switching. A table entry \( T^{SW}[x, \ldots] \) contains the smallest combined cost of all arcs in \( A_\delta(S) \) for a switching \( S \) of \( N \) minimizing this cost. To be able to compute an entry for \( x \in V(N) \), we not only need to “guess” \( \psi_x \) but, additionally, some representation of the switching \( S \). In particular, in \( S \), no child of \( x \) may have another parent than \( x \). However, since children of \( x \) in \( N \) may be above \( x \) in \( \Gamma \), we have to “guess” which children of \( x \) in \( N \) are still children of \( x \) in \( S \). Such a guess manifests itself as an additional index \( R^x \) of the dynamic programming table (note that we clearly only have to store this information for children of \( x \) that are reticulations). Indeed, this information has to be stored for all nodes considered below \( x \) who still have children in \( YW^T_\Gamma \). Thus, we index our DP-table also by a subset \( R^x \subseteq YW^T_\Gamma \cap R(N) \) containing a reticulation \( r \in R(N) \) if and only if \( \Gamma_x \) contains a parent of \( r \) and \( vr \) is an arc of an optimal switching \( S \) for \( N[\Gamma_x \cup yw(\Gamma)] \).

\begin{itemize}
  \item \textbf{Definition 19.} Let \( \Gamma \) be a tree that agrees with \( N \), let \( x \in V(N) \), let \( \psi_x : YW^T_\Gamma \to C \) with \( \psi_x \leq \phi \), and let \( R^x \subseteq \operatorname{Succ}^R_N(\Gamma_x) \). Let \( v_1, v_2, \ldots, v_t \) denote the children of \( x \) in \( \Gamma \) (\( t = 0 \) if \( x \) is a leaf in \( \Gamma \)). Then, set

\[
T^{SW}[x, \psi_x, R^x] := \min_{c_e \in \phi(x)} \min_{R^x \subseteq R^x \cap \operatorname{Succ}^R_N(x)} \left\{ \sum_{r \in R^x \cup \operatorname{Succ}^R_N(x)} \delta(c_e, \psi_x(r)) + \min \left\{ \begin{array}{ll}
Q^{\psi_x}_{x,c_e} \left[ t, R^x \right] & \text{if } \operatorname{Pred}^1_N(x) \neq \emptyset \\
Q^{\psi_x}_{x,c_e} \left[ t, (R^x \setminus R^*) \cup (\{x\} \cap R(N)) \right] & \text{if } \operatorname{Pred}^1_N(x) = \emptyset
\end{array} \right. \right\}
\]

(3)

where

\[
Q^{\psi_x}_{x,c_e} [i, R^x] := \begin{cases} 
\min_{R^x \subseteq R^x \cap \operatorname{Succ}^R_N(\Gamma_{v_i})} Q^{\psi_x}_{x,c_e} \left[ i - 1, R' \setminus R^* \right] + T^{SW}[v_i, \psi_i, R'] & \text{if } i \neq 0 \\
0 & \text{if } i = 0 \text{ and } R^x = \emptyset \\
\infty & \text{otherwise}
\end{cases}
\]

(4)

where \( \psi_i := \psi_x |_{x \to c_e} \) \( \bmod i \leq t \). (Note how \( Q^{\psi_x}_{x,c_e} [i, R^x] \) is used to assign the nodes in \( R^x \) to the \( v_i \) (with \( v_0 = x \)) such that every node in \( R^x \) has a parent in some \( \Gamma_{v_i} \).)
In the following, for any anti-chain $X$ in $\Gamma$ and all $Z \subseteq \bigcup_{x \in X} YW^F_x$, let $S^X \rightarrow Z(N)$ denote the set of all switchings $S$ of $N$ with $\text{Succ}_{R^S}^T(X) = Z$.

**Lemma 20.** Let $\Gamma$ be a tree that agrees with $N$, let $x \in V(N)$, let $\psi_x : YW^F_x \rightarrow C$ with $\psi_x \leq \phi$, and let $R^x \subseteq \text{Succ}_{N}^T(\Gamma_x)$. If $S^{T_x \rightarrow R^x}(N) = \emptyset$, then $T^{SW}[x, \psi_x, R^x] = \infty$. Otherwise, let $S \in S^{T_x \rightarrow R^x}(N)$ and $\psi : V(N) \rightarrow C$ such that

(a) $\psi_x \leq \psi \leq \phi$ and

(b) $\sum_{u \in A_x(S)} \delta_\psi(u, w)$ is minimum among all such $S$ and $\psi$.

Then,

$$T^{SW}[x, \psi_x, R^x] = \sum_{u \in A_x(S)} \delta_\psi(u, w).$$

(5)

**Proof Sketch.** Let us abbreviate $Z_i := \bigcup_{j \leq i} V(\Gamma_{v_j})$. We first show that the table $Q$ does what we expect it to do.

**Claim 21.** $Q_{\phi_x, c_x}^{\psi_x, S^i} = \sum_{i \leq j} \sum_{u \in A_{v_j}(S_i)} \delta_\psi(u, w)$ for optimal $S_i \in S^{Z_i \rightarrow R^i}$ and $\psi_i$ coincides with $\psi_x[x \rightarrow c_x]$ on $\bigcup_{j \leq i} YW^F_{v_j}$.

**Proof Sketch.** For “$\geq$”, let $R^* \subseteq R^i \cap \text{Succ}_{R^i}^T(\Gamma_{v_i})$ such that equality holds in (4). We consider a switching $S' \in S^{Z_{i-1} \rightarrow R'}$ constructed from switchings $S_{i-1} \in S^{Z_{i-1} \rightarrow R' \setminus R^*}$ and $S^* \in S^{v_i \rightarrow R^*}$ as well as a mapping $\psi'$ coinciding with $\psi_x[x \rightarrow c_x]$ on $\bigcup_{j \leq i} YW^F_{v_j}$ constructed from switchings $\psi_{i-1}$ and $\psi^*$ such that

(a) $\psi_{i-1}$ coincides with $\psi_h[x \rightarrow c_x]$ on $\bigcup_{j \leq i} YW^F_{v_j}$,

(b) $\psi^*$ coincides with $\psi_x[x \rightarrow c_x]$ on $YW^F_{v_i}$,

(c) the cost of $\psi_{i-1}$ is optimal on $A_{Z_{i-1}}(S_{i-1})$ and

(d) the cost of $\psi^*$ is optimal on $A_{v_i}(S^*)$.

By induction hypotheses, these costs are $Q_{\phi_x, c_x}^{\psi_x, S^i} [i - 1, R' \setminus R^*]$ and $T^{SW} [v_i, \psi_x[x \rightarrow c_x], R^*]$, respectively. Then, “$\geq$” follows by optimality of $S^i$ and $\phi_i$.

For “$\leq$”, we let $R^* := \text{Succ}_{R^i}^T(\Gamma_{v_i})$ and use independence of sub-solutions and the induction hypotheses to show that the cost of $\phi_i$ on $A_{Z_{i-1}}(S_i)$ is $Q_{\phi_x, c_x}^{\psi_x, S^i} [i - 1, R^* \setminus R^*]$ and the cost of $\phi$ on $A_{v_i}(S^i)$ is $T^{SW} [v_i, \psi, R^*]$. Then, “$\leq$” follows from the fact that $R^*$ is only one of the possible choices for the minimum in (4).

For “$\geq$”, let $c_x \in \phi(x)$ and $R^* \subseteq R^i \cap \text{Succ}_{R^i}^T(x)$ be such that equality holds in (3). We consider a switching $S' \in S^{T_x \rightarrow R^*}$ constructed from switchings $S_i$ and $S^* \in S^{Z_{i-1} \rightarrow R' \setminus R^*}$ (if $\text{Pred}_{N}^T(x) \neq \emptyset$) or $S_i \in S^{Z_{i-1} \rightarrow (R' \setminus R^*) \cup \{x\}$ (if $x \in R(N)$ and $\text{Pred}_{N}^T(x) \neq \emptyset$), and $S^* \in S^{x \rightarrow R^*}$, as well as a mapping $\psi'$ coinciding with $\psi_x$ on $YW^F_x$ constructed from switchings $\psi_i$ and $\psi^*$ such that

1. $\psi_i$ coincides with $\psi_x[x \rightarrow c_x]$ on $\bigcup_{j \leq i} YW^F_{v_j}$,
2. $\psi^*$ coincides with $\psi_x$ on $YW^F_x$,
3. $\psi^*(x) = c_x$,
4. the cost of $\psi_i$ is optimal on $A_{Z_i}(S_i)$ and
5. the cost of $\psi^*$ is optimal on $A_{v_i}(S^*)$.

Then, the cost of $\psi^*$ on $A_i^{\psi}(S^*)$ is $\sum_{t \in R^* \cup \text{Succ}_{R^i}^T(z)} \delta_\psi(c_x, \psi_x(r))$, the cost of $\psi^*$ on $A_i^{\psi}(S^*)$ is $\sum_{t \in \text{Pred}_{R^i}(x)} \delta_\psi(c_x, \psi_x(y))$ if the parent of $x$ in $S_i$ is above $x$ in $\Gamma$ (that is, $x \notin \text{Succ}_{v_i}^T(V_i)$), and, by the claim above, the cost of $\psi_i$ on $A_{Z_i}(S_i) = Q_{\phi_x, c_x}^{\psi_x, S^i} [t, \text{Succ}_{Z_i}^T(z)]$. Then, as $S' \in S^{T_x \rightarrow R^*}$, “$\geq$” follows by optimality of $S$ and $\phi$.\hfill \triangle
For “≤”, let $c_x := \phi(x)$ and let $R^*: = \text{Succ}^R_T(\Gamma_x)$. We use independence of sub-solutions and the induction hypothesis to show that the cost of $\phi$ on $A^u_z(S)$ is $Q^x_{\phi,S}([t, R^* \cup \{x\}])$ (if $x \notin R(N)$ or the parent of $x$ in $S$ is above $x$ in $\Gamma$) or $Q^x_{\phi,S}([t, (R^* \setminus R^* \cup \{x\})])$ (if $x \in R(N)$ and the parent of $x$ in $S$ is in $\Gamma_x$). Further, the cost of $\psi$ on $A^u_z(S)$ is $\sum_{r \in R^* \cup \text{Succ}^R_T(x)} \delta(c_x, \psi(r))$, the cost of $\psi$ on $A^u_z(S)$ is $\min_{y \in \text{Pred}^R_T(x)} \delta(c_x, \psi(y))$ if the parent of $x$ in $S$ is above $x$ in $\Gamma$. Then, “≤” follows from the fact that our choices of $c_x$ and $R^*$ are only one of the possible choices for the minimum in (3).

In order to solve the softwired parsimony problem given $N, \phi$, and $\Gamma$, all we have to do is compute $T^{SW}[x, \psi, R^*]$ for each $x$ bottom-up in $\Gamma$, each of the (at most) $|C|^{|YW^T_x|}$ many choices of $\psi_x : YW^T_x \rightarrow C$ with $\psi_x \leq \phi$, and each $R^x \subseteq \text{Succ}_N^R(x) \subseteq YW^T_x \cap R(N)$. To this end, $Q_{x,c}^{\phi,x,S}[i, R^x \setminus R^*]$ and $Q_{x,c}^{\psi,x,S}[i, (R^x \setminus R^* \cup \{x\})]$ have to be computed for each child $v_1$ of $x$ in $\Gamma$ and each $R^x \subseteq R^x \cap \text{Succ}_N^R(x)$. Then, by Lemma 20, the softwired parsimony score of $N$ with respect to $\phi$ can be read from $T^{SW}[\Gamma_T, \emptyset, \emptyset]$. In the following, let $\psi_x$ be fixed. Then, for fix $c_x$, we can compute $Q_{x,c_x}^{\psi,x,S}[i, R^x]$ for all choices of $x$, $i$, and $R^x$ in $O(2^{R^x} \cdot \text{Succ}_N^R(x) + \sum_{x \in \Gamma} |\text{Succ}_N^T(x)|) \subseteq O(2^{\text{Succ}_N^R(x)} + |\Gamma|)$ total time. Further, the values of $\min_{y \in \text{Pred}^R_T(x)} \delta(c_x, \psi(y))$ can be pre-computed for all $x \in \Gamma$ in $O(|A(N)|)$ time total. Then, to compute $T^{SW}[x, \psi, R^x]$ for all $x$ and $R^x$, we have to check $|\text{V}(N)|$ choices for $x$, as well as $|\phi(x)| \leq |C|$ choices for $c_x$ and $|\text{Succ}_N^R(x)|$ choices for $R^x$ and $R^x \cap R^* \cap \text{Succ}_N^R(x)$. Altogether, the table $T^{SW}$ can be computed in $O(|C|^{|YW^T_x|} \cdot |\text{Succ}_N^R(x)| \cdot |\text{V}(N)| + |A(N)|)$ time. The computation of $Q_{x,c_x}^{\psi,x,S}$ in $O(2^{\text{Succ}_N^R(x)} + |A(N)|)$ time is absorbed by this. For practical purposes, note that estimating $|\text{Succ}_N^R(x)| \leq |YW^T_x|$ is quite crude and equality will almost never be attained. Then, the following result holds:

**Theorem 22.** Given a network $N$, $\phi : V(N) \rightarrow 2^C$ and a tree $\Gamma$ agreeing with $N$, the softwired parsimony score of $(N, \phi)$ can be computed in $O(|C|^{|YW^T_x|} \cdot |3^\text{sw}(\Gamma) \cdot |C| \cdot |\text{V}(N)| + |A(N)|)$ time.

Again, we can replace $yw(\Gamma)$ by $tw(N)$ using Proposition 12.

**Corollary 23.** Let $(N, \phi)$ be an instance of SOFTWIRED PARSIMONY. Let $t \geq tw(N)$ and let $T$ be the time in which a width-$t$ tree decomposition of $N$ can be computed. Then, the softwired parsimony score of $(N, \phi)$ can be computed in $O(T + |C|^t \cdot (3^t \cdot |C| \cdot |\text{V}(N)| + |A(N)|))$ time.

### 4.3 Parental Parsimony

For ease of presentation, we introduce some additional notation. First, for any $a$ and $b$, we abbreviate $\max\{a - b, 0\} := a - b$. Let $\psi$ and $\psi'$ be functions with the same codomain. If $\psi$ maps all items to $\emptyset$ or to $0$, then we say that $\psi$ is a zero-function and we write $\psi = \emptyset^T$. We use $\psi - \psi'$ to denote the function defined on the domain of $\psi$ for which $(\psi - \psi')(x) = \psi(x)$ if $\psi'(x) = \emptyset$ and $(\psi - \psi')(x) = \psi(x) - \psi'(x)$, otherwise. This definition extends to functions mapping to sets in a natural way.

Each lineage function gives rise to one or more phylogenetic trees, called lineages, embedded in $N$. For each $x \in V(N)$, $f(x)$ represents the set of branches of such a lineage passing through $x$. Each such lineage-branch may "choose" a parent among the parents of $x$ in $N$. This models the biological circumstance that a character trait may be inherited from any parent. We compute (the cost of) an optimal lineage function on $N$ using a tree $\Gamma$ that agrees with $N$. To compute cost$_f(x)$, we require knowledge of $\sum_{y \in \text{Pred}(x)} f(y)$ as well as $\bigcup_{y \in \text{Pred}(x)} f(y)$. For all $y \in YW^T_x$, we thus store the set $\lambda(y) := f(y)$ of lineages in $y$,
the subset \( \psi(y) \) of lineages of \( y \) that also occur in parents (in \( N \)) of \( y \) that are below \( x \) in \( \Gamma \), that is, \( \text{Pred}_{\Gamma}^x(y) \) (such lineages are inherited by \( y \) at no cost), and the total number \( \eta(y) \) of lineages of \( y \) that can be inherited from parents (in \( N \)) of \( y \) that are below \( x \) in \( \Gamma \), that is, \( \text{Pred}_{\Gamma}^x(y) \) (cost 0 or 1). Then, \( \sum_{y \in \text{Pred}_{\Gamma}(x)} |f(y)| = \eta(x) + \sum_{y \in \text{Pred}_{\Gamma}(x)} \lambda(y) \) and \( \bigcup_{y \in \text{Pred}_{\Gamma}(x)} f(y) = \psi(x) \cup \bigcup_{y \in \text{Pred}_{\Gamma}(x)} \lambda(y) \).

In order to compute an entry \( T^{\mathcal{PT}}[x, \lambda_x, \psi_x, \eta_x] \), we “guess” the set \( U \subseteq \phi(x) \) of lineages passing through \( x \) in an optimal solution, as well as the set \( D \subseteq U \) of lineages inherited from nodes in \( \text{Pred}_{\Gamma}(x) \). Then, the cost incurred by \( x \) is the number of lineages of \( x \) that are not lineages of any \( r \in \text{Pred}_{\Gamma}(x) \), that is, the number of lineages in \( U \setminus (D \cup \bigcup_{r \in \text{Pred}_{\Gamma}(x)} \lambda(r)) \).

For the recursive table lookup, we have to make sure that \( \lambda(x) = U, \psi(x) = D \), and that all lineage branches of \( x \) that do not come from \( \text{Pred}_{\Gamma}(x) \) can be inherited from \( \text{Pred}_{\Gamma}(x) \), that is, \( \eta(x) = |\lambda(x)| - \sum_{r \in \text{Pred}_{\Gamma}(x)} |\lambda(r)| \). Further, each child \( y \) of \( x \) in \( \Gamma \) may inherit a lineage from \( x \) and, if \( y \) is above \( x \) in \( \Gamma \), this has to be registered by removing the lineages of \( U \) from \( \psi(y) \) and subtracting \( |U| \) from \( \eta(y) \). Finally, the lineage branches represented by \( \psi \) and \( \eta \) are distributed among the children of \( x \) in \( \Gamma \) using the table \( Q \). In the following, in order to avoid treating the case that \( x = \rho_N \) separately, we define \( \rho(x) := 1 - \delta(x, \rho_N) \), that is, \( \rho(x) = 1 \) if and only if \( x = \rho_N \).

**Definition 24.** Let \( \Gamma \) be a tree that agrees with \( N, x \in V(\Gamma), \lambda_x :YW^x_{\Gamma} \to 2^C \) with \( \lambda_x \subseteq \phi \) and \( \psi_x \subseteq \lambda_x \). Let \( \{v_1, v_2, \ldots, v_t\} = \text{Succ}_\Gamma(x) \) (\( t = 0 \) if \( x \) is a leaf in \( \Gamma \)). Then, set \( T^{\mathcal{PT}}[x, \lambda_x, \psi_x, \eta_x] \) to

\[
\begin{align*}
\min_{D \subseteq U \subseteq \phi(x)} & \quad Q^x_{\lambda}[x \to U] \\
& \quad \left[ t, \psi_x \left[ \begin{array}{c}
\frac{x \to D}{w \in \text{Succ}_{\lambda_x}(x)} \ [\lambda_x(w)] \end{array} \right], \eta_x \left[ \begin{array}{c}
\frac{x \to U}{\sum_{u \in \text{Pred}_{\lambda_x}(x)} |\lambda_x(u)|}
\end{array} \right] \right] \\
& \quad \left[ x \mapsto \left| U \setminus \left( U \cup \bigcup_{u \in \text{Pred}_{\lambda_x}(x)} \lambda_x(u) \right) \right| \right]
\end{align*}
\]

where \( Q^x_{\lambda}[i, \psi, \eta] \) equals

\[
\begin{cases}
\min_{\psi \leq \phi, \eta \leq \psi} Q^x_{\lambda}[i - 1, \psi - \psi', \eta - \eta'] + T^{\mathcal{PT}}[v_i, \lambda_{YW^x_{\Gamma}}, \psi', \eta'] & \text{if } i > 0 \\
-\rho(x) & \text{if } i = 0 \text{ and } \psi = \emptyset \text{ and } \eta = \emptyset \left[ x \to \rho(x) \right] \text{ and } \eta \leq \eta' \leq \lambda \text{ and } \eta' \leq \eta
\end{cases}
\]

(7)

Note how the table \( Q^x_{\lambda} \) distributes the lineage branches of \( x \) whose parents are in \( \Gamma_x \) among the children of \( x \) in \( \Gamma \). Observe that both \( T^{\mathcal{PT}} \) and \( Q^x_{\lambda} \) are monotone in \( \psi \) and \( \eta \) (wrt. \( \leq \)) by construction.

**Lemma 25.** Let \( x \in V(\Gamma), \) let \( i \in \mathbb{N}, \) let \( \lambda :YW^x_{\Gamma} \to 2^C, \) let \( \eta, \eta' :YW^x_{\Gamma} \to \mathbb{N}, \) and let \( \psi, \psi' :YW^x_{\Gamma} \to 2^C \) such that \( \psi' \leq \psi \leq \lambda \) and \( \emptyset \left[ x \to \rho(x) \right] \leq \eta' \leq \eta \). Then,

\[
T^{\mathcal{PT}}[x, \lambda, \psi, \eta'] \leq T^{\mathcal{PT}}[x, \lambda, \psi, \eta] \quad \text{and} \quad Q^x_{\lambda}[i, \psi, \eta'] \leq Q^x_{\lambda}[i, \psi, \eta]
\]

**Proof Sketch.** The lemma can be proved by induction on the height of \( x \) in \( \Gamma \) and the value of \( i \). If \( x \) is a leaf, then \( Q^x_{\lambda}[0, \psi, \eta] \) is finite only if \( \psi = \emptyset \) and \( \eta = \emptyset \left[ x \to \rho(x) \right] \), implying the second inequality. For monotonicity of \( T^{\mathcal{PT}} \), fix the sets \( D \subseteq U \subseteq C \) for which the minimum in the formula of \( T^{\mathcal{PT}}[x, \lambda, \psi, \eta] \) is attained. Then, by monotony of \( Q^x_{\lambda} \), replacing \( \psi \) by \( \psi' \) and \( \eta \) by \( \eta' \) in this formula does not increase its value and this value is at most \( T^{\mathcal{PT}}[x, \lambda, \psi', \eta'] \).
since it is obtained for one of several possible choices for $D$ and $U$. If $x$ is not a leaf in $\Gamma$ then monotonicity of $Q_x^\lambda [i, \ldots] \geq \psi (a) - (c)$ for $\lambda \eta_4$.

3. Let $\psi_x : \lambda \eta_x : YW^\Gamma_x \rightarrow \mathbb{Z}$ and $\eta_x : YW^\Gamma_x \rightarrow \mathbb{N}$. Let $f$ minimize $\text{cost}(f)$ among all lineage functions in $\mathcal{L}_N \phi$ such that, for all $w \in YW^\Gamma_x$, $\lambda_x(w) = f(w)$, $\psi_x(w) = f(w) \cap \bigcup_{u \in \text{Pred}^\Gamma_x(u)} f(u)$, and $\eta_x(w) \leq \sum_{u \in \text{Pred}^\Gamma_x(u)} |f(u)|$. If there are no such $f$, then $T^{PT}[x, \lambda_x, \psi_x, \eta_x] = \infty$. Otherwise, $T^{PT}[x, \lambda_x, \psi_x, \eta_x] = \sum_{z \in \mathbb{Z}} \text{cost} f(z)$

Proof Sketch. Let us abbreviate $Z_i := \bigcup_{i \leq i} V(\Gamma_{v_i})$. We first show that the table $Q$ does what we expect it to do.

\> Claim 27. Let $\lambda, \psi : YW^\Gamma_x \cup \{x\} \rightarrow \mathbb{Z}$ and $\eta : YW^\Gamma_x \cup \{x\} \rightarrow \mathbb{N}$ such that $\psi \leq \lambda \leq \phi$. Let $f_i \in \mathcal{L}_N \phi$ have minimum cost on $\bigcup_{i \leq i} \Gamma_{v_i}$ among all lineage functions for $\lambda$ that, for all $w \in \bigcup_{i \leq i} \Gamma_{v_i}$, satisfy (a) $\lambda(w) = f_i(w)$, (b) $\psi(w) = f_i(w) \cap \bigcup_{i \leq i} \bigcup_{u \in \text{Pred}^\Gamma_i(u)} f_i(u)$, and (c) $\eta(w) \leq \sum_{j \leq j} \sum_{u \in \text{Pred}^\Gamma_j(w)} \left| f_i(u) \right|$. Then, $Q^2_x[i, \psi, \eta] = \sum_{j \leq j} \sum_{u \in \Gamma_{v_i}} \text{cost} f_i(u)$.

Proof Sketch. For “$\geq$”, let $\psi' \leq \psi |_{YW^\Gamma_i}$ and $\eta' \leq \eta |_{YW^\Gamma_i}$ such that equality holds in (7). Let $f_{i-1} \in \mathcal{L}_N \phi$ minimize $\sum_{j < j} \sum_{u \in \Gamma_{v_j}} \text{cost} f_{i-1}(u)$ among all lineage functions satisfying (a)–(c) for $i-1$. Let $f^* \in \mathcal{L}_N \phi$ minimize $\sum_{u \in \Gamma_{v_i}} \text{cost} f^*(u)$ among all lineage functions that, for all $w \in \bigcup_{i \leq i} \Gamma_{v_i}$, satisfy $\lambda(w) = f^*(w)$, $\psi(w) = f^*(w) \cap \bigcup_{u \in \text{Pred}^\Gamma_i(u)} f^*(u)$, and $\eta(w) = \sum_{u \in \Gamma_{v_i}} |f^*(u)|$. By induction hypotheses, the cost of $f_{i-1}$ on $Z_i$ is $Q^2_x[i-1, \psi - \psi', \eta - \eta']$ and the cost of $f^*$ on $\Gamma_{v_i}$ is $T^{PT}[v_i, \lambda |_{YW^\Gamma_i}, \psi', \eta']$. From $f_{i-1}$ and $f^*$, we construct a lineage function $f' \in \mathcal{L}_N \phi$ whose cost on $Z_i$ is $\sum_{j < j} \sum_{u \in \Gamma_{v_j}} \text{cost} f_{i-1}(u) + \sum_{u \in \Gamma_{v_i}} \text{cost} f^*(u)$. Then, “$\geq$” follows by optimality of $f_i$ on $Z_i$.

For “$\leq$”, let $\psi'$ and $\eta'$ be such that, for all $w \in \bigcup_{i \leq i} \Gamma_{v_i}$, we have $\psi'(w) = f_i(w) \cap \bigcup_{u \in \text{Pred}^\Gamma_i(u)} f_i(u) \subseteq \psi(w)$ and $\eta'(w) = \sum_{u \in \text{Pred}^\Gamma_i(u)} \left| f_i(u) \right|$. By independence of sub-solutions, $f_i$ is optimal on $Z_{i-1}$ and on $\Gamma_{v_i}$, so, by induction hypotheses, the cost of $f_i$ on $Z_{i-1}$ is $Q^2_x[i-1, \psi - \psi', \eta - \eta']$ and the cost of $f_i$ on $\Gamma_{v_i}$ is $T^{PT}[v_i, \lambda |_{YW^\Gamma_i}, \psi', \eta']$. Since $\psi'$ and $\eta'$ are only one of the possible choices for the minimum in (7), “$\leq$” follows.

For “$\geq$”, let $D \subseteq U \subseteq \phi(x)$ such that equality holds in (6). We construct a lineage function $f'$ that assigns $f'(x) = U$ and such that the lineages of $D$ are inherited from parents of $x$ (in $N$) that are below $x$ in $\Gamma$. To this end, we ask the dynamic programming table for the cost of a lineage function that is optimal on $Z_i$ and such that

1. $\psi(x) = D$ (lineages in $D$ are inherited from parents of $x$ in $\Gamma_x$)
2. $\psi'(w) = \psi'(w) \setminus U$ for all $w \in \text{Succ}^\Gamma_x(x)$ (children of $x$ in $YW^\Gamma_x$ no longer need to inherit the lineages in $U$ from $\Gamma_x$)
3. $\eta(x) = \eta'(x)$ if $\lambda_x(u)$ is a child of $|U| - \sum_{u \in \text{Pred}^\Gamma_x(x)} |\lambda_x(u)|$ (x needs to inherit $|U|$ lineages in total: $|\lambda_x(u)|$ come from every parent $u$ of $x$ in $YW^\Gamma_x$ while the rest has to be inherited from $\Gamma_x$) and
4. $\eta(w) = \eta'(w) - |U|$ for all $w \in \text{Succ}^\Lambda_x(x)$ (children of $x$ in $YW^\Gamma_x$ can inherit a maximum of $|U|$ lineages from $x$).
Since the functions \( \lambda' := \lambda_x \circ x \to U \| \psi' := \psi_x \circ x \to D \) for each position can be analyzed separately, and the parsimony score of a network w.r.t. the case when a certain distance is preserved between genomic locations included in the matrix, smaller than its scanwidth \( |U| \), we have dynamic programming to explain multiple character states in extant species.

Let \( \eta := \eta_x \circ x \to |U| \| \forall u \in \text{Pred}_x^\uparrow (x) \lambda_x(u) \| \forall w \in \text{Succ}_x^\uparrow (x) \psi_x(w) \to \eta_x(w) \circ x \to |U| \) satisfy the conditions of Claim 27, the optimal cost of such a lineage function \( f' \) on \( Z_t \) is \( Q_4^\uparrow \circ [t, \psi', \eta] \). Further, the cost of \( f' \) on \( x \) is the number of lineages in \( U \) that is not inherited “for free” from parents of \( x \), that is, \( |U \setminus (D \cup \bigcup_{u \in \text{Pred}_x^\downarrow (x)} \lambda_x(u) \circ x \to |U|) \). Then, “\( \leq \)” follows by optimality of \( f \) on \( \Gamma_x \).

For “\( \geq \)”, let \( U := f(x) \) and let \( D := U \cap \bigcup_{u \in \text{Pred}_x^\downarrow (x)} f(x) \) be the set of lineages of \( U \) that are inherited from parents of \( x \in N \) that are below \( x \in \Gamma \). By independence of sub-solutions, \( f \) is optimal on \( Z_t \) so, by Claim 27, its cost on \( Z_t \) is \( Q_4^\downarrow \circ [t, \psi', \eta] \) where \( \psi' := \psi_x \circ [...] \) and \( \eta' := \eta_x \circ [...] \) are defined as in (6) and its cost on \( x \) is \( |f(x) \setminus (D \cup \bigcup_{u \in \text{Pred}_x^\downarrow (x)} f(x) \cup \bigcup_{u \in \text{Pred}_x^\downarrow (x)} f(x))| = |U \setminus (D \cup \bigcup_{u \in \text{Pred}_x^\downarrow (x)} f(x))| \). Then, “\( \leq \)” follows from the fact that \( U \) and \( D \) are only one of the possible choices for the minimum in (6).

To solve the parental parsimony problem given \( N, \phi, \Gamma \), we compute \( T^{PT} \circ [x, \lambda_x, \psi_x, \eta_x] \) for each \( x \) bottom-up in \( \Gamma \), each \( \psi_x, \lambda_x : \text{YW}_x^U \to 2^C \) with \( \psi_x \subseteq \lambda_x \subseteq \phi \) and each \( \eta_x : \text{YW}_x^C \to \{0, \ldots, |C|\} \) (by Definition 24, no value larger than \( |C| \) ever enters \( \eta_x \) and all modifications to \( \eta_x \) decrease the mapped-to values). To this end, \( Q_4^\uparrow \circ [i, \psi, \eta] \) is computed for each \( i, \lambda, \psi, \eta \) by making at most \( 2^{|C|} \cdot |\text{YW}_x^U| \cdot |C| \cdot |\text{YW}_x^C| \) queries to \( Q_4^\uparrow \circ [x, \psi, \eta] \) and \( T^{PT} \). As there are \( O(|\text{A}(N)|) \) valid combinations of \( i, \lambda, \psi, \eta \), the table \( \mathcal{Q} \) can be computed in \( O(|\text{A}(N)| \cdot 3^{|C|} \cdot |\text{yw}(N)| \cdot |C| \cdot |\text{yw}(N)| \cdot 2^{|C|} \cdot |\text{yw}(N)| \cdot |C| \cdot |\text{yw}(N)| \cdot 3^{|C|} + |\text{A}(N)|) \) time.

Further, computing each \( T^{PT} \circ [x, \lambda_x, \psi_x, \eta_x] \) requires testing \( 3^{|\phi(x)|} \leq 3^{|C|} \) choices for \( D \subseteq U \subseteq \phi(x) \) and computing \( |U \setminus (D \cup \bigcup_{u \in \text{Pred}_x^\downarrow (x)} \lambda_x(u))| \) in \( O(|C|) \) time (we precompute \( \bigcup_{u \in \text{Pred}_x^\downarrow (x)} \lambda_x(u) \) for each fixed \( x \) and \( \lambda_x \)). Thus, the table \( T^{PT} \) can be computed in \( O(3^{|C|} \cdot |\text{yw}(N)| \cdot (|C| \cdot |\text{yw}(N)| + 3^{|C|} + |\text{A}(N)|)) \) time, which is dominated by the construction of \( \mathcal{Q} \).

- **Theorem 28.** Given a network \( N, \phi : \text{V}(N) \to 2^C \) and a tree \( \Gamma \) agreeing with \( N \), the parental parsimony score of \((N, \phi)\) can be computed in \( O(6^{|\text{YW}(\Gamma)|} \cdot |C| \cdot 4^{|\text{yw}(\Gamma)|} \cdot |\text{A}(N)|) \) time.

Again, we can replace \( \text{yw}(\Gamma) \) by \( \text{tw}(N) \) using Proposition 12.

- **Corollary 29.** Let \((N, \phi)\) be an instance of Parental Parsimony. Let \( t \geq \text{tw}(N) \) and let \( T \) be the time in which a width-\( t \) tree decomposition of \( N \) can be computed. Then, the parental parsimony score of \((N, \phi)\) can be computed in \( O(T + 6^{|C|} \cdot 4^{|\text{log}(C)|} \cdot |\text{A}(N)|) \) time.

Note that the parental parsimony setting supports assigning multiple states to a single character, thereby modeling species carrying multiple alleles of a single gene. By forcing \( D \subseteq U = \phi(x) \) instead of \( D \subseteq U \subseteq \phi(x) \) if \( x \) is a leaf, we can trivially modify our dynamic programming to explain multiple character states in extant species.

Corollaries 18, 23 and 29 give the running times of our algorithms as depending on the treewidth of \( N \). The state-of-the-art solutions for Hardwired Parsimony, Softwired Parsimony and Parental Parsimony have the following respective running times: \( O(|C|^{t+1} |\text{V}(N)|) \) \cite{21}, \( O(2^t |C|^2 |\text{V}(N)||\text{A}(N)|) \) \cite{13} and \( O((2^C)^{t+1} |\text{V}(N)|) \) \cite{29}. Since the scanwidth of \( N \) is potentially much smaller than its level \( \ell \) \cite{27}, and the treewidth of \( N \) is smaller than its scanwidth \( |C| \), we have \( \text{tw}(N) - 1 \leq \ell \leq \tau \). Thus, we expect that there will be several cases where our algorithms will be faster than the current best-known ones.

**5 Discussion**

In this paper, we focused on the small version of the parsimony problem for networks given a specific position in the genome. When markers can be assumed to be independent, as it is the case when a certain distance is preserved between genomic locations included in the matrix, each position can be analyzed separately, and the parsimony score of a network w.r.t. the
matrix is simply the sum of the parsimony scores of the network for each genomic location. Thus, the algorithms presented here can be easily expanded to several independent genomic locations. Moreover, our formulations are defined for networks that are not necessarily binary, can account for polymorphism and can impose restrictions on ancestral states. As discussed above, our algorithms can be orders of magnitude faster than the state-of-the-art solutions. A comparison of the reticulation number, the level, the scanwidth and the treewidth for practically relevant classes of networks would thus be an interesting project for future work.

Our results are slightly overshadowed by the fact that optimal tree decompositions are very hard to compute, with even the best-known parameterized algorithm being considered impractical (see survey [5]). However, the treewidth can be 2-approximated in single-exponential time [24] and, with development driven by recent issues of the PACE challenge [10], more practical exact algorithms are now available as well [28]. We would welcome similar efforts also for the scanwidth, which is also hard to compute [3].

The ability to fast-score phylogenetic networks under the parsimony framework could be a big help in designing likelihood-based heuristics or bayesian methods to infer networks from independent markers [31, 27] by providing fast heuristics to compute the initial networks with which to start the likelihood or bayesian search, or to design fast local-search techniques.

In the future, we would like to tackle the small parsimony problem for several dependent genomic locations (e.g. a gene). Little is known for this problem, except that it stays NP-hard even for binary characters even on level-1 networks [22] and that it is fixed-parameter tractable in the number of reticulations of the network [26]. Another important direction would be to study the big parsimony problem, which is currently wide open, even lacking a consensus of the definition of optimality [26, 17, 30, 6].
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A Proofs of results in the main text

A.1 Proof of Lemma 4

Proof. (a), (b): We show for all vertices $w$ on a $u$-$v$-path $p$ in $\Gamma^σ$ that $w \leq_σ u$ and $u \sim_{G,σ} w$. The base case $w = u$ holds trivially. For the induction step, let $q$ precede $w$ in $p$. Since $\Gamma^σ$ contains the arc $qw$, Definition 1 implies $q \sim_{G,σ} w$ and, since $q \leq_σ u$ by induction hypothesis, $w \leq_σ q \leq_σ u$ and $u \sim_{G,σ} w$. For the reverse direction of (b), note that, by Definition 1, $w$ is an arc of the DAG whose transitive reduction $\Gamma^σ$ is.

(c), (d): Since $G[σ[1..r]] = G$ and $G$ is connected, there is an $r$-$x$-path in $G[σ[1..r]]$ for all $x \in V(G)$ and, thus, $\Gamma^σ$ is connected and rooted at $r$.

(e): To prove that $\Gamma^σ$ is a tree, assume there is a vertex $x \in V(G)$ with two distinct parents $y$ and $z$ in $\Gamma^σ$. Without loss of generality, let $y <_σ z$. By (b), $y \sim_{G,σ} x$ and $z \sim_{G,σ} x$. Since $σ[1..y] \subseteq σ[1..z]$, we conclude $z \sim_{G,σ} y$, implying $zy \in A(\Gamma^σ)$ and contradicting $\Gamma^σ$ being a transitive reduction.

(f): Note that $u \sim_{G,σ} v$, implying $v \leq_{Γ^σ} u$ by (b).

(g): For each $uv \in E(G)$, either $u <_σ v$, implying $u \leq_{Γ^σ} v$, or $v <_σ u$, implying $v \leq_{Γ^σ} u$ (both by (f)).

(h) “$\leq$”: Let $x \in V(G)$ and let $y \in YW^σ_x$. By Definition 2, $y >_{Γ^σ} x$ (implying $y >_σ x$ by (a)) and there is some $z \leq_{Γ^σ} x$ (implying $z \leq_σ x$ by (a)) with $yz \in E(G)$. Then, by (b), $x \sim_{G,σ} z$. But then, $y \in ZW^σ_x$ by Definition 1.

(h) “$\geq$”: Let $x \in V(G)$ and let $y \in ZW^σ_x$, that is, $x <_σ y$ and there is some $z \in σ[1..x]$ with $x \sim_{G,σ} z$ and $yz \in E(G)$. Then, $z \leq_{Γ^σ} x$ (by (b)), $z \leq_{Γ^σ} x$ and, by (f), $z \leq_{Γ^σ} y$. Thus, as $Γ^σ$ is a tree (by (e)), $x$ and $y$ are not unrelated in $Γ^σ$. Moreover, $y \notin Γ^σ$ implies $y \not\leq_{Γ^σ} x$ by (b) and, thus, $x <_{Γ^σ} y$. Together with $z \leq_{Γ^σ} x$ and $yz \in E(G)$, this implies $y \in YW^σ_x$.

A.2 Proof of Lemma 7

(See Figure 5).

Proof. Let $u \in V(G)$ such that $X := \{v < u \mid u \not\sim_{G,Γ} v\} \neq \emptyset$. We will modify $Γ$ into $Γ'$ with $yw(Γ') \leq_{Γ} w(Γ)$ such that $Γ'$ agrees with $G$ and the relation $\leq_{Γ'}$ is a strict subset of $\leq_{Γ}$. To this end, note that $u$ has a parent $w$ in $Γ$ as, otherwise, $G[Γ_u] = G$, implying $X = \emptyset$. Then, $Γ'$ results from $Γ$ by

1. replacing $Γ$ by $Γ \uparrow (Γ_u \setminus X)$ and
2. dangling $Γ_u \uparrow X$ from $w$. 

Figure 5 Example for the construction of $Γ'$ (middle) from $Γ$ (left) in Lemma 7. Repeated application yields $Γ''$ (right), for which $v \leq_{Γ''} u \Rightarrow u \sim_{G,Γ''} v$. The rooted trees $Γ$, $Γ'$, and $Γ''$ are drawn with thick, gray lines. Thin, black lines are edges of $G$. For the indicated node $u$, the black nodes are in $X$, that is, they are below $u$ in $Γ$ but not connected to $u$ in $G[Γ_u]$.
First, we show that $\Gamma'$ agrees with $G$. To this end, let $xy \in E(G)$ and let $x$ and $y$ be unrelated in $\Gamma'$. If neither $x$ nor $y$ are in $\Gamma_u$, then, by construction of $\Gamma'$, they are also unrelated in $\Gamma$, contradicting that $\Gamma$ agrees with $G$. So, without loss of generality, suppose $x \leq_{\Gamma} u$. Since $xy \in E(G)$ and $\Gamma$ is a tree agreeing with $G$, we thus know that $u$ and $y$ are not unrelated in $\Gamma$. If $u <_{\Gamma} y$, then $w \leq_{\Gamma} y$ and, thus, $x <_{\Gamma} y$. Thus, suppose $y \leq_{\Gamma} u$. Clearly, if $x, y \in X$ or $x, y \not\in X$, then $x$ and $y$ are also unrelated in $\Gamma$, contradicting its agreement with $G$. Thus, without loss of generality, suppose $x \in X$ and $y \not\in X$, that is, $u \not\sim_{G,\Gamma} x$ and $u <_{\Gamma,\Gamma} y$, contradicting $xy \in E(G)$.

Second, we show that $\leq_{\Gamma}$ is a strict subset of $\leq_{\Gamma}$. To this end, let $xy \in E(G)$ and assume towards a contradiction that $y \not\leq_{\Gamma} x$. Clearly, if $x \not\leq_{\Gamma'} w$, then $xy \in A(\Gamma')$ contradicting $y \not\leq_{\Gamma} x$. Further, if $x = w$, then either $y \in X$ or $y$ is a child of $w$ in $\Gamma$, all of which imply $y <_{\Gamma} x$. Thus, $x <_{\Gamma} w$. Since $xy \cap X = \{x\}$ or $xy \cap X = \{y\}$ contradicts $xy \in A(\Gamma')$, we have $x, y \in X$ or $x, y \not\in X$. But then, $y <_{\Gamma} x$ by Observation 6. Thus, $\leq_{\Gamma'}$ is a subset of $\leq_{\Gamma}$ and it is strict since we have $v \leq_{\Gamma} u$ and $v \not\leq_{\Gamma'} u$ for all $v \in X \not= \emptyset$.

Third, $yw(\Gamma') \leq yw(\Gamma)$ follows by Lemma 3.

\section*{A.3 Proof of Lemma 9}

\textbf{Proof.} “$\geq$”: Let $\sigma$ be an ordering of $V(G)$ such that $zw(\sigma) = zw(G)$. By Lemma 4(h), we have $zw(\sigma) = yw(\Gamma'')$ for the canonical extension tree $\Gamma''$ of $\sigma$. Thus, $zw(G) = zw(\sigma) = yw(\Gamma'') \geq yw(G)$.

“$\leq$”: Let $\Gamma$ be some rooted tree agreeing with $G$ such that $yw(\Gamma) = yw(G)$ and, by Lemma 7, suppose

$$u \leq_{\Gamma} v \Rightarrow v <_{\Gamma,\Gamma} u. \tag{8}$$

Let $\sigma$ be any ordering of $V(G)$ obtained by repeatedly picking and removing any leaf of $\Gamma$.

\[\triangleright\text{Claim 30.}\] For each $u, v \in V(G)$, we have $u \leq_{\Gamma} v$ if and only if $v <_{\Gamma,\Gamma} u$.

\textbf{Proof.} First, note that all nodes below $v$ in $\Gamma$ are chosen before $v$, so $\Gamma_v \subseteq \sigma[1..v]$.

“$\Rightarrow$”: Let $u \leq_{\Gamma} v$, that is, $u \in \Gamma_v$, implying $u \leq_{\sigma} v$. By (8), $v$ is connected to $u$ in $G[\Gamma_v]$ and, as $\Gamma_v \subseteq \sigma[1..v]$, also in $G[\sigma[1..v]]$.

“$\Leftarrow$”: Let $p$ be a $v$-$u$-path in $G[\sigma[1..v]]$. By Lemma 8, $p$ has a unique maximum $w$ in $\Gamma$. Hence, $v \leq_{\Gamma} w$ and, by “$\Rightarrow$”, we have $v \leq_{\sigma} w$. Since $p$ lives entirely in $G[\sigma[1..v]]$, that is, $V(p) \subseteq \sigma[1..v]$, we also have $w \leq_{\sigma} v$. Thus, $v = w$ and, since $u \in V(p)$, we have $u \leq_{\Gamma} w = v$ by maximality of $w$. $\triangleright$

To prove the lemma, we show $YW_0^\Gamma \supseteq ZW_0^\sigma$ for each $x \in V(G)$. Let $y \in ZW_0^\sigma$, that is, $y >_{\sigma} x$ and there is some $z \in \sigma[1..x]$ with $yz \in E(G)$ and $x \not\sim_{G,\sigma} z$. By Claim 30, $z \leq_{\Gamma} x$. Further, as $yz \in E(G)$ and $\Gamma$ agrees with $G$, $y$ and $z$ are not unrelated in $\Gamma$ and, since $z \leq_{\Gamma} x$, neither are $x$ and $y$. Since $y <_{\Gamma} x$ implies $y <_{\sigma} x$ by Claim 30, contradicting $y >_{\sigma} x$, we conclude $x <_{\Gamma} y$. Together with $z \leq_{\Gamma} x$ and $yz \in E(G)$, this implies $y \in YW_0^\Gamma$. $\triangleright$
A.4 Proof of Proposition 12

Proof. “≤”: Let \((T, B)\) be a nice tree decomposition for \(G\) of width \(\text{tw}(G)\) and let \(F \subseteq V(T)\) denote the set of all “forget”-nodes in \(T\) (noting that the root of \(T\) is in \(F\)). We construct \(\Gamma\) from \(T\) by contracting all nodes in \((V(T) \setminus F)\) onto their respective parents\(^1\) and identifying all nodes \(x \in F\) with the vertex \(v \in V(G) \setminus B(x)\) of \(G\) that is forgotten in \(x\). By Observation 11, \(V(\Gamma) = V(G)\).

First, we show that \(\Gamma\) agrees with \(G\). To this end, let \(uw \in E(G)\) and let \(f_u, f_v \in V(T)\) denote the unique “forget”- and “forget”-nodes in \(T\), which are distinct since \(T\) is nice. By Definition 10(a), there is a node \(q \in V(T)\) with \(uw \subseteq B(q)\) and, by Observation 11, \(q <_T f_u, f_v\). Thus, \(f_u\) and \(f_v\) are not related in \(T\) and, by Observation 5, neither in \(\Gamma\).

Second, we show for all \(v \in \Gamma\) and the unique “forget”-node \(f_v\) in \(T\) that \(YW_v^G \subseteq B(f_v)\). Let \(u \in YW_v^G\), that is, \(u >_\Gamma v\) and there is some \(w \leq \Gamma v\) with \(uw \in E(G)\) (note that \(w \neq u\) but \(w = v\) is possible). Let \(f_u\) and \(f_w\) be the unique “forget”- and “forget”-nodes in \(T\), which are distinct since \(T\) is nice. Then, \(w \leq \Gamma v <_T u\) and, by Observation 5, \(f_u \leq_T f_w <_T f_v\). Since \(uw \in E(G)\), Definition 10(a) implies that there is a node \(q\) of \(T\) with \(uw \subseteq B(q)\), implying \(q <_T f_u, f_w\). Then, by Definition 10(b), \(u \in B(x)\) for all \(x\) with \(q \leq_T x <_T f_u\) and, since \(q <_T f_w <_T f_u, f_v\), we have \(u \in B(f_v)\).

By Definition 10(b), \(YW_v^G \subseteq B(f_v)\), implying \(yw(G) \leq YW_v^G \leq |B(f_v)|\) and, since \(f_v\) has a child \(x\) with \(B(x) = B(f_v) \cup \{v\}\), we know \(|B(f_v)| = |B(x)| - 1 \leq \text{tw}(T, B) = \text{tw}(G)\).

“≥”: Let \(\Gamma\) be a tree with \(yw(\Gamma) = yw(G)\) that agrees with \(G\). For all \(u \in V(G)\), we define \(B(u) := YW_u^G \cup \{u\}\) and show that \((\Gamma, B)\) is a tree-decomposition for \(G\) noting that its width is \(yw(\Gamma) = yw(G)\).

First, to prove Definition 10(a), let \(uw \in E(G)\). Since \(\Gamma\) agrees with \(G\), either \(u <_\Gamma v\) or \(v <_\Gamma u\). Without loss of generality, suppose the latter. Then, \(u \in YW_v^G\) by Definition 2 (using \(w = v\)), implying that \(uw \in B(v)\).

Second, let \(u, v \in V(G)\) be distinct such that \(u \in B(v) = YW_v^G \cup \{v\}\), implying \(u \in YW_v^G\) since \(u \neq v\). By Definition 2, there is some \(w \leq \Gamma v\) with \(uw \in E(G)\) and \(v <_\Gamma u\), implying that \(\Gamma\) contains a unique \(u-v\)-path \(p\). To show Definition 10(b), it suffices to prove \(u \in B(x)\) for all \(x \in V(p)\) (since \(v\) has been chosen arbitrarily, a path with these properties exists for all \(v'\) with \(u \in B(v')\), so they all contain the node \(u\) and are, thus, connected). For \(x = u\) this follows by definition of \(B(u)\). Otherwise, \(x <_\Gamma u\) since \(x \in V(p)\). But then, \(w \leq \Gamma v <_\Gamma x <_\Gamma u\) and \(uw \in E(G)\), implying \(u \in YW_v^G \subseteq B(x)\).

A.5 Proof of Lemma 14

Proof. Towards a contradiction, assume that the lemma is false. We construct \(\psi^* : V(N) \to C\) with

\[
\psi^*(u) = \begin{cases} 
\psi^y(u) & \text{if } u \in \Gamma_y \text{ for any } y \in Y \\
\psi(u) & \text{otherwise} 
\end{cases}
\]

Note that \(\psi^*\) and \(\psi\) coincide with \(\psi^y\) on \(YW_y^G\) for all \(y \in Y\). Thus, \(\delta_{\psi^y}(u, w) = \delta_{\psi}(u, w)\) if \(uw \in A_q(S^y)\) for any \(y \in Y\) and \(\delta_{\psi^y}(u, w) = \delta_{\psi}(u, w)\), otherwise. Further, we construct a digraph \(S^* := (V(N), E(G) \setminus \bigcup_{y \in Y} A_y(S))\) which is in \(G\) since \((S^y)_{y \in Y}\) is a \(Y\)-substitution system for \(G\). Since all \(S^y\) are subnetworks of \(N\), we know that \(\Gamma\) agrees with \(S^*\). Furthermore, since \(Y \subseteq \bigcup_{z \in Z} \Gamma_Z\), we know that each \(y \in Y\) has a \(z \in Z\) with \(y <_\Gamma z\).

Thus,

\(^1\) One can also describe \(\Gamma\) as the transitive reduction of \((F, >_T \cap (F \times F))\).
\[
\sum_{z \in \mathbb{Z}} \sum_{uw \in A_z(S^*)} \delta_{\psi}(u, w) = \sum_{z \in \mathbb{Z}} \sum_{v \in \Gamma_z} \sum_{uw \in A_{(v)}(S^*)} \delta_{\psi}(u, w)
\]
\[
= \sum_{z \in \mathbb{Z}} \sum_{v \in \Gamma_z} \sum_{uw \in A_{(v)}(S^*)} \delta_{\psi}(u, w) + \sum_{y \in \mathbb{Y}} \sum_{uw \in A_y(S^*)} \delta_{\psi}(u, w)
\]
\[
= \sum_{z \in \mathbb{Z}} \sum_{v \in \Gamma_z} \sum_{uw \in A_{(v)}(S)} \delta_{\psi}(u, w) + \sum_{y \in \mathbb{Y}} \sum_{uw \in A_y(S)} \delta_{\psi}(u, w)
\]
\[
< \sum_{z \in \mathbb{Z}} \sum_{v \in \Gamma_z} \sum_{uw \in A_{(v)}(S)} \delta_{\psi}(u, w) + \sum_{y \in \mathbb{Y}} \sum_{uw \in A_y(S)} \delta_{\psi}(u, w)
\]
\[
= \sum_{z \in \mathbb{Z}} \sum_{uw \in A_z(S)} \delta_{\psi}(u, w)
\]
contradicting optimality of \( S \) and \( \psi \) (that is, Lemma 14(a) since \( S^* \in \mathcal{G} \)).
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Hard graph problems are ubiquitous in Bioinformatics, inspiring the design of specialized Fixed-Parameter Tractable algorithms, many of which rely on a combination of tree-decomposition and dynamic programming. The time/space complexities of such approaches hinge critically on low values for the treewidth $tw$ of the input graph. In order to extend their scope of applicability, we introduce the Tree-Diet problem, i.e. the removal of a minimal set of edges such that a given tree-decomposition can be slimmed down to a prescribed treewidth $tw'$. Our rationale is that the time gained thanks to a smaller treewidth in a parameterized algorithm compensates the extra post-processing needed to take deleted edges into account.

Our core result is an FPT dynamic programming algorithm for Tree-Diet, using $2^{O(tw)}n$ time and space. We complement this result with parameterized complexity lower-bounds for stronger variants (e.g., NP-hardness when $tw'$ or $tw-tw'$ is constant). We propose a prototype implementation for our approach which we apply on difficult instances of selected RNA-based problems: RNA design, sequence-structure alignment, and search of pseudoknotted RNAs in genomes, revealing very encouraging results. This work paves the way for a wider adoption of tree-decomposition-based algorithms in Bioinformatics.
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1 Introduction

Graph models and parameterized algorithms are found at the core of a sizable proportion of algorithmic methods in bioinformatics addressing a wide array of subfields, spanning sequence processing [48], structural bioinformatics [50], comparative genomics [9], phylogenetics [2], and further examples that can be found in a review by Bulteau and Weller [10]. RNA bioinformatics is no exception, with the prevalence of the secondary structure, an outer
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A parameterized complexity approach can be used to circumvent the frequent NP-hardness of relevant problems. It generally considers one or several parameters, whose values are naturally bounded (or much smaller than the input size) within real-life instances. Once relevant parameters have been identified, one aims to design a Fixed Parameter Tractable (FPT) algorithm, having polynomial complexity for any fixed value of the parameter, and reasonable dependency on the parameter value. The treewidth is a classic parameter for FPT algorithms, and intuitively captures a notion of distance of the input to a tree. It is popular in bioinformatics due to the existence of efficient heuristics [19, 8] for computing tree-decompositions of reasonable treewidth. Given a tree-decomposition, many combinatorial optimization tasks can be solved using dynamic programming (DP), in time/space complexities that remain polynomial for any fixed treewidth value. Resulting algorithms remain correct upon (almost) arbitrary modifications of the objective function parameters, and can be adapted to study statistical properties of search spaces through changes of algebra.

Unfortunately, the existence of a parameterized (or FPT) algorithm does not necessarily imply that of a practically-efficient implementation, even when the parameter takes low typical values. Indeed, the dependency of the complexity on the treewidth may be prohibitive, both in terms of time and memory requirements. This limitation is particularly obvious while searching and aligning structured RNAs, giving rise to an algorithmic problem called the RNA structure-sequence alignment [39, 21, 32], for which the best known exact algorithm is in $\Theta(n.m^{tw+1})$, where $n$ is the structure length, $m$ the sequence/window; and $tw$ is the treewidth of the structure (incl. backbone). Similar complexities hold for problems that can be expressed as (weighted) constraint satisfaction problems, with $m$ representing the
cardinality of the variable domains. Such frameworks are frequently used for molecular design, both in proteins [44] and RNA [51], and may require the consideration of tree-widths up to 20 or more [20].

In this paper, we investigate a pragmatic strategy to increase the practicality of parameterized algorithms based on the treewidth parameter [6]. We put our instance graphs on a diet, i.e. we introduce a preprocessing that reduces their treewidth to a prescribed value by removing a minimal cardinality set of edges. As discussed previously, the practical complexity of many algorithms greatly benefits from the consideration of simplified instances, having lower treewidth. Moreover, specific countermeasures for errors introduced by the simplification can sometimes be used to preserve the correctness of the algorithm. For instance, searching structured RNAs using RNA structure-sequence alignment [39], an iterated filtering strategy could use instances of increasing treewidth to restrict potential hits, weeding them early so that a – costly – full structure is reserved to (quasi-)hits. This strategy could remain exact while saving substantial time. Alternative countermeasures could be envisioned for other problems, such as a rejection approach to correct a bias introduced by simplified instances in RNA design.

After stating our problem(s) in Section 2, we study in Section 3 the parameterized complexity of the Graph-Diet problem, the removal of edges to reach a prescribed treewidth. We propose, in Section 4, a practical Dynamic Programming FPT algorithm for Tree-Diet, along with possible further optimizations for Path-Diet, two natural simplifications of the Graph-Diet problem, where a tree (resp. path) decomposition is provided as input and used as a guide. Finally, we show in Section 5 how our algorithm can be used to extract hierarchies of graphs/structural models of increasing complexity to provide alternative sampling strategies for RNA design, and speed-up the search for pseudoknotted non-coding RNAs. We conclude in Section 6 with future considerations and open problems.

2 Statement of the problem(s) and results

A tree-decomposition \( T \) (over a set \( V \) of vertices) is a tree whose nodes are subsets of \( V \), known as bags. The bags containing any \( v \in V \) induce a (connected) subtree of \( T \). A path-decomposition is a tree-decomposition whose underlying tree \( T \) is a path. The width of \( T \) (denoted \( w(T) \)) is the size of its largest bag minus 1. An edge \( \{u,v\} \) is visible in \( T \) if some bag contains both \( u \) and \( v \), otherwise it is lost. \( T \) is a tree-decomposition of \( G \) if all edges of \( G \) are visible in \( T \). The treewidth of a graph \( G \) is the minimum width over all tree-decompositions of \( G \).

\[ \text{Problem (Graph-Diet).} \quad \text{Given a graph } G = (V,E) \text{ of treewidth } tw, \text{ and an integer } tw' < tw, \text{ find a tree-decomposition over } V \text{ of width at most } tw' \text{ losing a minimum number of edges from } G. \]

A tree-diet of \( T \) is any tree-decomposition \( T' \) obtained by removing vertices from the bags of \( T \). \( T' \) is a d-tree-diet if \( w(T') \leq w(T) - d \).

\[ \text{Problem (Tree-Diet).} \quad \text{Given a graph } G, \text{ a tree-decomposition } T \text{ of } G \text{ of width } tw, \text{ and an integer } tw' < tw, \text{ find a } (tw - tw')\text{-tree-diet of } T \text{ losing a minimum number of edges.} \]

Note that for Tree-Diet, \( T \) does not have to be optimal, so the width \( tw \) of the input tree decomposition might be larger than the actual treewidth of \( G \), thus Tree-Diet can be used to reduce the width of any input decomposition. We define Binary-Tree-Diet and Path-Diet analogously, where \( T \) is restricted to be a binary tree (respectively, a path). An example of an instance of Graph-Diet and of Tree-Diet are given in Figure 2.
Parameterized Complexity in a Nutshell

The basics of parameterized complexity can be loosely defined as follows (see [17] for the formal background). A parameter $k$ for a problem is an integer associated with each instance which is expected to remain small in practical instances (especially when compared to the input size $n$). An exact algorithm, or the problem it solves, is FPT if it takes time $f(k)\text{poly}(n)$, and XP if it takes time $n^{g(k)}$ (for some functions $f,g$). Under commonly accepted conjectures (see for instance [15] for details), $W[1]$-hard problems may not be FPT, and Para-NP-hard problems (NP-hard even for some fixed value of $k$) are not FPT nor XP.

2.1 Our results

Our results are summarized in Table 1. Although the Graph-Diet problem would give the most interesting tree-decompositions in theory, it seems unlikely to admit efficient algorithms in practice (see Section 3).

Thus we focus on the Tree-Diet relaxation, where an input tree-decomposition is given, which we use as a guide/restriction towards a thinner tree-decomposition. Seen as an additional constraint, it makes the problem harder (the case $tw' = 1$ becomes NP-hard, Theorem 3, although for Graph-Diet it corresponds to the Spanning Tree problem and is polynomial). With parameter $tw$ however, it does help reduce the search space. In Theorem 10 we give an $O((6\Delta)^{tw}\Delta^2n)$ Dynamic Programming algorithm, where $\Delta$ is the maximum number of children of any bag in the tree-decomposition. This algorithm can thus be seen as XP in general, but FPT on bounded-degree tree-decompositions (e.g. binary trees and paths). This is not a strong restriction, since the input tree may safely and efficiently be transformed into a binary one (see Appendix A for more details). Moreover, the duplications of bags which are used in the conversion may only decrease the number of lost edges incurred by Tree-Diet.

We also consider the case where the treewidth needs to be reduced by $d = 1$ only, without constraining the source treewidth. We give a polynomial-time algorithm for Path-Diet in this setting (Theorem 13) which generalizes into an XP algorithm for larger values of $d$, noting that an FPT algorithm for $d$ is out of reach by Theorem 5. We also show that the problem is Para-NP-hard if the tree degree is unbounded (Theorem 4).
Table 1 Parameterized results for our problems. Algorithm complexities are given up to polynomial time factors (\(O^*\) notation), \(\Delta\) denotes the maximum number of children in the input tree-decomposition. (*) see Theorem 2 statement for a more precise formulation.

<table>
<thead>
<tr>
<th>Parameter Problem</th>
<th>Source treewidth (tw)</th>
<th>Target treewidth (tw')</th>
<th>Difference (d = tw - tw')</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph-Diet</td>
<td>open</td>
<td>Para-NP-hard (tw' = 2)</td>
<td>Para-NP-hard (d = 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDP((K_4)) [18]</td>
<td>Theorem 2</td>
</tr>
<tr>
<td>Tree-Diet</td>
<td>(O^*((6\Delta)^{tw})) FPT open</td>
<td>Para-NP-hard (tw' = 1)</td>
<td>Para-NP-hard (d = 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Theorem 4</td>
</tr>
<tr>
<td>Binary-Tree-Diet</td>
<td>FPT</td>
<td>W[1]-hard (\Delta)</td>
<td>(O^*(tw'^{tw})) Theorem 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path-Diet</td>
<td>(O^*((12^{tw})) Theorem 10</td>
<td>(O^*(tw'^{tw}))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3 Algorithmic Limits: Parameterized Complexity Considerations

Graph-Diet can be seen as a special case of the Edge Deletion Problem (EDP) for the family of graphs \(H\) of treewidth \(tw'\) or less: given a graph \(G\), remove as few edges as possible to obtain a graph in \(H\). Such edge modification problems are more often parameterized by the number \(k\) of edited edges (see [14] for a complete survey). Given our focus on increasing the practicality of treewidth-based algorithms in bioinformatics, we restrict our focus to treewidth related parameters \(tw, tw'\), and \(d = tw - tw'\).

Considering the target treewidth \(tw'\), we note that EDP is NP-hard when \(H\) is the family of treewidth-2 graphs [18], namely \(K_4\)-free graphs, hence the notation EDP(\(K_4\)). It follows that Graph-Diet is Para-NP-hard for the target treewidth parameter \(tw'\).

3.1 Graph-Diet: practical solutions seem unlikely

For a combination of the parameters \(tw, tw'\) and \(k\), we could imagine graph minor theorems yielding parameterized algorithms “for free”, as it is often the case with treewidth-based problems. In this respect, Graph-Diet corresponds to deciding if a graph \(G\) belongs to the family of graphs having treewidth \(tw'\), augmented by \(k\) additional edges, denoted as Treewidth-\(tw'+ke\) since its introduction by Cai [12]. If this family were minor-closed, polynomial minor-free-testing [27, 34] would yield an FPT algorithm. However, this is not the case: for some graphs in the family, an edge contraction yields a graph \(G'\) not in Treewidth-\(tw'+ke\), as illustrated by Figure 3.

Regarding the source graph treewidth \(tw\), a theoretical approach could be via Courcelle’s Theorem [13] and Monadic Second Order (MSO) formulas: it suffices to express the property of being in Treewidth-\(tw'+ke\) using MSO to prove that Graph-Diet is FPT for \(tw\). We presume this is feasible (the main brick being minor testing, which is expressible in MSO), however it is not clear whether this is doable with formulas independent of \(k\), in order to obtain an algorithm for the treewidth alone. In any case, this approach would probably not yield practical algorithms. Indeed, Courcelle’s theorem typically lead to running times involving towers of exponentials on the relevant parameters, so we do not investigate it further within the scope of this paper.
Another meta-theorem by Cai [11] may yield an FPT algorithm if $\text{Treewidth}-tw' + ke$ can be described through a finite number forbidden induced subgraphs, but again $k$ would most likely be a parameter as well. On a related note, it is worth noting that Edge Deletion to other graph classes (interval, permutation, ...) does admit efficient algorithms when parameterized by the treewidth alone [35], painting a contrasted picture.

The vertex deletion equivalent of $\text{GRAPH-DIET}$, where one asks for a minimum subset of vertices to remove to obtain a given treewidth, is known as a $\text{TREewidth MODulator}$. This problem has been better-studied than its edge-deletion counterpart [16], and has been shown to be FPT for the treewidth [3], with a reasonable dependency in the parameter. However, it is currently unclear how this can be adapted into an edge deletion algorithm.

Overall an FPT algorithm for $\text{GRAPH-DIET}$ does not seem out of reach, and could result from one of the above-mentioned meta-theorems. However it seems unlikely to induce a “practical” exact algorithms. Indeed, any algorithm for $\text{GRAPH-DIET}$ can be used to compute the treewidth of an arbitrary graph, for which current state-of-the-art exact algorithms require time in $tw^O(tw^3)$ [6]. We thus have the following conjecture, which motivates the $\text{TREED HEIGHT}$ relaxation of the problem.

▶ **Conjecture 1.** $\text{GRAPH-DIET}$ is FPT for the source treewidth parameter ($tw$), but no algorithm with single-exponential running time exists.

Finally, for parameter $d$, any polynomial-time algorithm for constant $d$ would allow to compute the treewidth of any graph in polynomial time. Since treewidth is NP-hard we have the following result

▶ **Theorem 2.** There is no XP algorithm for $\text{GRAPH-DIET}$ with parameter $d$ unless $P = NP$.

### 3.2 Lower Bounds for $\text{TREED HEIGHT}$

Parameters $tw'$ and $d$ would be the most interesting in practice, since parameterized algorithms would be efficient for small diets or small target treewidth. However, we prove strong lower-bounds for $\text{TREED HEIGHT}$ on each of these parameters, leaving very little hope for parameterized algorithms (we thus narrow down the possible algorithms to the combined parameter $tw' + d$, i.e. $tw$, see Section 4). Only XP for parameter $d$ when $T$ has a constant degree remains open (cf. Table 1).

▶ **Theorem 3.** $\text{TREED HEIGHT}$ and $\text{PATH-DIET}$ are Para-NP-hard for the target treewidth parameter $tw'$ (NP-hard for $tw' = 1$).
Assume $e$ is a caterpillar [30]. With each $x \in V$, let $T = \{x\}$. Add $T$ to $T$ to complete the reduction. ▷

Theorem 4. \textsc{Tree-Diet} is \textsc{Para-NP-hard} for parameter $d$. More precisely, it is $\text{W}[1]$-hard for parameter $\Delta$, the degree of $T$, even when $d = 1$.

Proof. By reduction from \textsc{Multi-Colored Clique}. Consider a $k$-partite graph $G = (V, E)$ with $V = \bigcup_{i=1}^{k} V_i$. We assume that $G$ is regular (each vertex has degree $\delta$ and that each $V_i$ has the same size $n$ (\textsc{Multi Colored Clique} is $\text{W}[1]$-hard under these restrictions [17, 15]). Let $L := \delta k - \binom{k}{2}$ and $N = \max\{|V|, L + 1\}$. We now build a graph $G'$ and a tree-decomposition $T'$: start with $G' := G$. Add $k$ independent cliques $K_1, \ldots, K_k$ of size $N + 1$. Add $k$ sets of $N$ vertices $Z_{i}$ (i.e., for each $i \in [k]$, add edges between each $v \in V_i$ and each $z \in Z_i$. Build $T$ using $2k + 1$ bags $T_0, T_{1,i}, T_{2,i}$, for $i \in [k]$, such that $T_0 = V$, $T_{1,i} = V_i \cup K_i$ and $T_{2,i} = V_i \cup Z_i$. The tree-decomposition is completed by connecting $T_{2,i}$ to $T_{1,i}$ and $T_{1,i}$ to $T_0$ for each $i \in [k]$. Thus, $T$ is a tree-decomposition of $G'$ with $\Delta = k$ and maximum bag size $n + N + 1$ (vertices of $V$ induce a size-3 path in $T$, other vertices appear in a single bag, edges of $G$ appear in $T_0$, edges of $K_i$ in $T_{1,i}$, and finally edges between $V_i$ and $Z_i$ appear in $T_{2,i}$). The following claim completes the reduction:

$T$ has a 1-tree-diet losing at most $L$ edges from $G' \Leftrightarrow G$ has a $k$-clique.

Assume $G$ has a $k$-clique $X = \{x_1, \ldots, x_k\}$ (with $x_i \in V_i$). Build $T'$ by removing each $x_i$ from bags $T_0$ and $T_{1,i}$. Then $T'$ is a 1-tree-diet of $T$. There are no edges lost by removing $x_i$ from $T_{1,i}$ (since $x_i$ is not connected to $K_i$), and the edges lost in $T_0$ are all edges of $G$ adjacent to any $x_i$. Since $X$ forms a clique and each $x_i$ has degree $\delta$, there are $L = k\delta - \binom{k}{2}$ such edges.
Consider a 1-tree-diet $T'$ of $T$ losing $L$ edges. Since each bag $T_{1,i}$ has maximum size, $T'$ must remove at least one vertex $x_i$ in each $T_{1,i}$. Note that $x_i \in V_i$ (since removing $x_i \in K_i$ would loose at least $N \geq L + 1$ edges). Furthermore, $x_i$ may not be removed from $T_{2,i}$ (otherwise $N$ edges between $x_i$ and $Z_i$ would be lost), so $x_i$ must also be removed from $T_0$. Let $K$ be the number of edges in $G[\{x_1 \ldots x_k\}]$. The total number of lost edges in $T_0$ is $\delta_k - K$. Thus, we have $\delta_k - K \leq L$ and $K \geq \binom{k}{2}$: $\{x_1, \ldots, x_k\}$ form a $k$-clique of $G$.

Theorem 5. Path-Diet is $\text{W}[1]$-hard for parameter $d$.

4 FPT Algorithm

4.1 For general tree-decompositions

We describe here a $O(3^{tw}n)$-space, $O(\Delta^{tw+2} \cdot 6^{tw}n)$-time dynamic programming algorithm for the Tree-Diet problem, with $\Delta$ and $tw$ being respectively the maximum number of children of a bag in the input tree-decomposition and its width. On binary tree-decompositions (where each bag has at most 2 children), it yields a $O(3^{tw}n)$-space $O(12^{tw}n)$-time FPT algorithm.

4.1.1 Coloring formulation

We aim at solving the following problem: given a tree-decomposition $T$ of width $tw$ of a graph $G$, we want to remove vertices from the bags of $T$ to reach a target width $tw'$ while losing as few edges from $G$ as possible. We tackle the problem through an equivalent coloring formulation: our algorithm will assign a color to each occurrence of a vertex in the tree decomposition. We work with three colors: red ($r$), orange ($o$), and green ($g$). Green means that the vertex is kept in the bag, while orange and red means removal of the vertex. An edge is thus visible within a bag when both its ends are green. It is lost if there is no bag where it is visible. To ensure equivalence with the original problem, the colors will be assigned following local rules, which we now describe.

We first root the tree-decomposition arbitrarily.

Definition 6. A coloring of vertices in the bags of the decomposition is said to be valid if it follows the following rules:

- A vertex of a bag not present in its parent may be green or orange (R1)
- A green vertex in a bag may be either green or red in its children (R2)
- A red vertex in a bag must stay red in its children (R3)
- An orange vertex in a bag has to be either orange or green in exactly one child (unless there is no child with this vertex), and must be red in the other children (R4)

These rules are summarized in Figure 5 (a).

When going down the tree, a green vertex may only stay green or permanently become red. An immediate consequence of these rules is therefore that the green occurrences of a given vertex form a (possibly empty) connected subtree. Informally, orange vertices are locally absent but “may potentially be found further down the tree”, while red vertices are removed from both the current bag and its entire subtree. Figure 5 (b) shows an example sketch for a valid coloring of the occurrences of a given vertex in the tree-decomposition. A vertex may only be orange along a path starting form its highest occurrence in the tree, with any part branching off that path entirely red. It ends at the top of a (potentially empty) green subtree, whose vertices may also be parents to entirely red subtrees.
We will now more formally prove the equivalence of the coloring formulation to the original problem. Let us first introduce two definitions. Given a valid coloring $C$ of a tree-decomposition of $G$, an edge $(u, v)$ of $G$ is said to be realizable if there exists a bag in which both $u$ and $v$ are green per $C$. Given an integer $d$, a coloring $C$ of $T$ is said to be $d$-diet-valid if removing red/orange vertices reduces the width of $T$ from $w(T)$ to $w(T) - d$.

**Proposition 7.** Given a graph $G$, a tree-decomposition $T$ of width $tw$, and a target width $tw' < tw$, The Tree-Diet problem is equivalent to finding a $(tw - tw')$-diet-valid coloring $C$ of $T$ allowing for a number of realizable edges in $G$ as large as possible.

**Proof.** Given a $(tw - tw')$-tree-diet of $T$, specifying which vertices are removed from which bags, we obtain a valid coloring $C$ for $T$ incurring the same number of lost (unrealizable) edges. To start with, a vertex $u$ is colored green in the bags where it is not removed. By the validity of $T'$ as a decomposition, this set of bags forms a connected subtree, that we denote $T^g_{u}$. We also write $T_{u}$ for the subtree of bags containing $u$ in the original decomposition $T$. If $T^g_{u}$ and $T_{u}$ do not have the same root, then $u$ is colored orange on the the path in $T$ from the root of $T_{u}$ (included) and the root of $T^g_{u}$ (excluded). Vertex $u$ is colored red in any other bag of $T_{u}$ not covered by these two cases. The resulting coloring follows rules (R1-4) and induces the same set of lost/non-realizable edges as the original $(tw - tw')$-tree-diet. Conversely, an equivalent $(tw - tw')$-tree-diet is obtained from a $(tw - tw')$-diet-valid coloring by removing red/orange vertices and keeping green ones. If a given vertex has no green occurrences, it is entirely removed from the tree decomposition and all its edges are lost (it becomes an isolated vertex). We may add it back to the tree decomposition by introducing a new bag containing only this vertex, which we connect arbitrarily to the tree decomposition.

## 4.1.2 Decomposition of the search space and sub-problems

Based on this coloring formulation, we now describe a dynamic programming scheme for the Tree-Diet problem. We work with sub-problems indexed by tuples $(X_i, f)$, with $X_i$ a bag of the input tree decomposition and $f$ a coloring of the vertices of $X_i$ in green, orange or red (in particular, $f^{-1}(g)$ denotes the green vertices of $X_i$, and similarly for $o$ and $r$).

Let us introduce some notations before giving the definition of our dynamic programming table. Given an edge $(u, v)$ of $G$, realizable when coloring a tree-decomposition $T$ of $G$ with $C$, we write $T^g_{uv}$ the subtree of $T$ in which both $u$ and $v$ are green. We denote by $T_i$ the subtree of the decomposition rooted at $X_i$, and $C(i, f)$ the $d$-diet-valid colorings of $T_i$ agreeing with $f$ on $i$, with $d = tw - tw'$. Our dynamic programming table is then defined as:
The cell \( c(X_i, f) \) therefore aggregates all edges realizable strictly below \( X_i \). As we shall see through the recurrence relation below and its proof, edges with both ends green in \( X_i \) will be accounted for above \( X_i \) in \( T \).

We assume w.l.o.g that the tree-decomposition is rooted at an empty bag \( R \). Given the definition of the table, the maximum number of realizable edges, compatible with a tree-diet of \((tw - tw')\) to \( T \), can be found in \( c(R, \emptyset) \).

The following theorem presents a recurrence relation obeyed by \( c(X_i, f) \):

\[
c(X_i, f) = \max_{m: f^{-1}(u) \in [1..\Delta]} \left[ \sum_{j \leq \Delta} \max_{f_j \in \text{compatible}(Y_j, f, m)} \left( c(Y_j, f'_j) + |\text{count}(f_j, f'_j)| \right) \right]
\]

with

- \( m \): a map from the orange vertices in \( X_i \) to the children of \( X_i \). It decides for each orange vertex \( u \), which child, among those which contain \( u \), will color \( u \) orange or green; If there are no orange vertices in \( X_i \), only the trivial empty map is considered.
- \( \text{compatible}(Y_j, f, m) \): the set of colorings of \( Y_j \) compatible with \( f \) on \( X_i \) and \( m \);
- \( \text{count}(f, f'_j) \): set of edges of \( G \) involving two vertices of \( Y_j \) green by \( f'_j \), but such that one of them is either not in \( X_i \) or not green by \( f \).

Note that \( \text{compatible}(Y_j, f, m) \) may contain colorings \( f'_j \) that colour too many vertices in \( Y_j \) in green to reach target width \( tw' \). In that case \( c(Y_j, f'_j) = -\infty \).

Theorem 8 relies on the following separation lemma for realizable edges under a valid coloring of a tree-decomposition. Recall that we suppose w.l.o.g that the tree-decomposition is rooted at an empty bag.

\textbf{Lemma 9.} An edge \((u, v)\) of \( G \), realizable in \( T \) under \( \mathcal{C} \), is contained in exactly one set of the form \( \text{count}(C_P, C_X) \) with \( X \) a bag of \( T \) and \( P \) its parent, \( C_P, C_X \) the restrictions of \( \mathcal{C} \) to \( P \) and \( X \), respectively, and “count” defined as above. In addition, \( X \) is the root of the subtree of \( T \) in which both \( u \) and \( v \) are green.

\textbf{Dynamic programming algorithm}

The recurrence relation of Theorem 8 naturally yields a dynamic programming algorithm for the Tree-Diet problem, as stated below:

\textbf{Theorem 10.} There exists a \( O(\Delta^{tw+2} \cdot 6^{tw} \cdot n) \)-time, \( O(3^{tw} \cdot n) \)-space algorithm for the Tree-Diet problem, with \( \Delta \) the maximum number of children of a bag in the input tree-decomposition, and \( tw \) its width.

\textbf{Corollary 11.} Binary-Tree-Diet \((\Delta = 2)\) admits an FPT algorithm for the \( tw \) parameter.

A pseudo-code implementation of the algorithm, using memoization, is included in Appendix B.
Figure 6: Five cases where two vertices are deleted in the same bag with \( d = 1 \). Bags are points in the line, and an interval covering all bags containing \( v \) is drawn for each \( v \) (with an equivalent coloring, see Proposition 7). Cases (a) to (d) can be safely avoided by applying the given transformations. In the example for case (e), however, it is necessary to delete both vertices \( u \) and \( v \) form a central bag. It is sufficient to avoid cases (a) and (b) in order to obtain an XP algorithm for \( d \).

### 4.2 For path decompositions

In the context of path decompositions, we note that the number of removed vertices per bag can be limited to at most \( 2d \) without losing the optimality. More precisely, we say that a coloring \( C \) is \( d \)-simple if any bag has at most \( d \) orange and \( d \) red vertices. We obtain the following result, using transformations given in Figure 6.

**Proposition 12.** Given a graph \( G \) and a path-decomposition \( T \), if \( C \) is a \( d \)-diet-valid coloring of \( T \) losing \( k \) edges, then \( T \) has a \( d \)-diet-valid coloring that is \( d \)-simple, and loses at most \( k \) edges.

Together with Proposition 7, this shows that it is sufficient to restrict our algorithm to \( d \)-simple colorings. (See also Figure 6). In particular, for any set \( X_i \), choosing which \( \leq d \) vertices are orange and which \( \leq d \) are red, among the total of \( n \) vertices, is enough to fix a coloring. The number of such colorings is therefore bounded by \( O(tw^{2d}) \). Applying this remark to our algorithm presented in Section 4.1 yields the following result:

**Theorem 13.** \( \text{Path-Diet} \) can be solved in \( O(tw^{2d}n) \)-space and \( O(tw^{4d}n) \)-time.

### 5 Proofs of concept

We now illustrate the relevance of our approach, and the practicality of our algorithm for \( \text{Tree-Diet} \), by using it in conjunction with FPT algorithms for three problems in RNA bioinformatics. We implemented in C++ the dynamic programming scheme described in Theorem 10 and Appendix B. Its main primitives are made available for Python scripting through pybind11 [22]. It actually allows to solve a generalized weighted version of \( \text{Tree Diet} \), as explained in Appendix B. This feature allows to favour the conservation of important edges (e.g. RNA backbone) during simplification, by assigning them a much larger weight compared to other edges. Our implementation is freely available at https://gitlab.inria.fr/amibio/tree-diet.
5.1 Memory-parsimonious unbiased sampling of RNA designs

As a first use case for our simplification algorithm, we strive to ease the sampling phase of a recent method, called RNAPond [51], addressing RNA negative design. The method targets a set of base pairs $S$, representing a secondary structure of length $n$, and infers a set $D$ of $m$ disruptive base pairs (DBPs) that must be avoided. It relies on a $\Theta(k \cdot (n + m))$ time algorithm for sampling $k$ random sequences (see Appendix C for details) after a preprocessing in $\Theta(n \cdot m \cdot 4^{tw})$ time and $\Theta(4^{tw})$ space. Here, the input consists of a graph $G = ([1,n], S \cup D)$ and a tree decomposition $T$ of $G$, having width $tw$. In practice, the preprocessing largely dominates the overall runtime, even for large values of $k$, and its large memory consumption represents the main bottleneck.

This discrepancy in the complexities/runtimes of the preprocessing and sampling suggests an alternative strategy: relaxing the set of constraints to $(S', D')$, with $(S' \cup D') \subset (S \cup D)$, and compensating it through a rejection of sequences violating constraints in $(S, D) \setminus (S', D')$. The relaxed algorithm would remain unbiased, while the average-case time complexity of the rejection algorithm would be in $\Theta(k \cdot \bar{q} \cdot (n + m))$ time, where $\bar{q}$ represents the relative increase of the partition function ($\approx$ the sequence space) induced by the relaxation. The preprocessing step would retain the same complexity, but based on a (reduced) treewidth $tw' \leq tw$ for the relaxed graph $G' = ([1,n], S' \cup D')$.

These complexities enable a tradeoff between the rejection (time), and the preprocessing (space), which may be critical to unlock future applications of RNA design. Indeed, the treewidth can be decreased by removing relatively few base pairs, as demonstrated below using our algorithm on pairs inferred for hard design instances.

We considered sets of DBPs inferred by RNAPond over two puzzles in the EteRNA benchmark. The EteRNA22 puzzle is an empty secondary structure spanning 400 nts, for which RNAPond obtains a valid design after inferring 465 DBPs. A tree decomposition of the graph formed by these 465 DBPs is then obtained with the standard min-fill-ordering heuristic [8], giving a width of 6. The EteRNA77 puzzle is 105 nts long, and consists in a collection of helices interspersed with destabilizing internal loops. RNAPond failed to produce a solution, and its final set of DBPs consists of 183 pairs, for which the same heuristic yields a tree decomposition of width 9. We further make both tree decompositions binary through bag duplications (see Appendix A), giving an FPT runtime to our algorithm, while potentially lowering the number of lost edges.
Executing the tree-diet algorithm (Theorem 10) on both graphs and their tree decompositions, we obtained simplified graphs, having lower treewidth while typically losing few edges, as illustrated and reported in Figure 7. Remarkably, the treewidth of the DBPs inferred for EteRNA22 can be decreased to $tw' = 5$ by only removing 5 DBPs/edges (460/465 retained), and to $tw' = 4$ by removing 4 further DBPs (456/465). For EteRNA77, our algorithm reduces the treewidth from 9 to 6 by only removing 7 DBPs.

Rough estimates can be provided for the tradeoff between the rejection and preprocessing complexities, by assuming that removing a DBP homogeneously increases the value of $\mathcal{Z}$ by a factor $\alpha := 16/10$ (#pairs/#incomp. pairs). The relative increase in partition function is then $\tilde{\mathcal{Z}} \approx \alpha^b$, when $b$ base pairs are removed. For EteRNA22, reducing the treewidth by 2 units (6$\rightarrow$4), i.e. a 16 fold reduction of the memory and preprocessing time, can be achieved by removing 9 DBPs, i.e. a 69 fold expected increase in the time of the generation phase. For EteRNA77, the same 16 fold ($tw' = 9 \rightarrow 7$) reduction of the preprocessing time/space can be achieved through an estimated 4 fold increase of the generation time. A more aggressive 256 fold memory gain can be achieved at the expense of an estimated 1 152 fold increase in generation time. Given the large typical asymmetry in runtimes and implementation constants between the computation-heavy preprocessing and, relatively light, generation phases, the availability of an algorithm for the TREE-DIET problem provides new options, especially to circumvent memory limitations.

5.2 Structural alignment of complex RNAs

Structural homology is often posited within functional families of non-coding RNAs, and is foundational to algorithmic methods for multiple RNA alignments [23], considering RNA base pairs while aligning distant homologs. In the presence of complex structural features (pseudoknots, base triplets), the sequence-structure alignment problem becomes hard, yet admits XP solutions based on the treewidth of the base pair + backbone graph. In particular, Rinaudo et al. [32] describe a $\Theta(n.m^{tw+1})$ algorithm for optimally aligning a structured RNA of length $n$ onto a genomic region of length $m$. It optimizes an alignment score that includes: i) substitution costs for matches/mismatches of individual nucleotides and base pairs (including arc-breaking) based on the RIBOSUM matrices [24]; and ii) an affine gap cost model [33]. We used the implementation of the Rinaudo et al. algorithm, implemented in the LicoRNA software package [45, 46].

5.2.1 Impact of treewidth on the structural alignment of a riboswitch

In this case study, we used our tree-diet algorithm to modulate the treewidth of complex RNA structures, and investigate the effect of the simplification on the quality and runtimes of structure-sequence alignments. We considered the Cyclic di-GMP-II riboswitch, a regulatory motif found in bacteria that is involved in signal transduction, and undergoes conformational change upon binding the second messenger c-di-GMP-II [40, 41]. A 2.5Å resolution 3D model of the c-di-GMP-II riboswitch in *C. acetobutylicum* proposed by Smith et al. [38] based on X-ray crystallography, was retrieved from the PDB [4] (PDBID: 3Q3Z). We annotated its base pairs geometrically using the DSSR method [28]. The canonical base pairs, supplemented with the backbone connections, were then accumulated in a graph, for which we heuristically computed an initial tree decomposition $T_4$, having treewidth $tw = 4$.

We simplified our the initial tree decomposition $T_4$, and obtained simplified models $T_3$, and $T_2$, having width $tw' = 3$ and 2 respectively. As controls, we included tree decompositions based on the secondary structure (max. non-crossing set of BPs; $T_{2D}$) and sequence ($T_{1D}$).
Figure 8 Impact on alignment quality (SPS; Left) and runtime (Right) of simplified instances for the RNA sequence-structure alignment of the pseudoknotted c-di-GMP-II riboswitch. The impact of simplifications on the quality of predicted alignments, using RFAM RF01786 as a reference, appears limited while the runtime improvement is substantial.

We used LicoRNA to predict an alignment \( a_{T,w} \) of each original/simplified tree decomposition \( T \) onto each sequence \( w \) of the c-di-GMP-II riboswitch family in the RFAM database [23] (RF01786). Finally, we reported the LicoRNA runtime, and computed the Sum of Pairs Score (SPS) [43] as a measure of the accuracy of \( a_{T,w} \) against a reference alignment \( a^* \):

\[
\text{SPS}(a_{T,w}; a^*_w) = \frac{|\text{MatchedCols}(a_{T,w}) \cap \text{MatchedCols}(a^*_w)|}{|\text{MatchedCols}(a^*_w)|},
\]

using as reference the alignment \( a^*_w \) between the 3Q3Z sequence and \( w \) induced by the manually-curated RFAM alignment of the RF01786 family.

The results, presented in Figure 8, show a limited impact of the simplification on the quality of the predicted alignment, as measured by the SPS in comparison with the RFAM alignment. The best average SPS (77.3%) is achieved by the initial model, having treewidth of 4, but the average difference with simplified models appears very limited (e.g. 76.5% for \( T_3 \)), especially when considering the median. Meanwhile, the runtimes mainly depend on the treewidth, ranging from 1h for \( T_5 \) to 300ms for \( T_{1D} \). Overall, \( T_{2D} \) seems to represent the best compromise between runtime and SPS, although its SPS may be artificially inflated by our election of RF01786 as our reference (built from a covariance model, i.e. essentially a 2D structure). Finally, the difference in number of edges (and induced SPS) between \( T_{2D} \) and \( T_2 \), both having \( tw = 2 \), exemplifies the difference between the Tree-Diet and Graph-Diet problems, and motivates further work on the latter.

5.2.2 Exact iterative strategy for the genomic search of ncRNAs

In this final case study, we consider an exact filtering strategy to search new occurrences of a structured RNA within a given genomic context. In this setting, one attempts to find all \( \varepsilon \)-admissible (cost \( \leq \varepsilon \)) occurrences/hits of a structured RNA \( S \) of length \( n \) within a given genome of length \( g \gg n \), broken down in windows of length \( \kappa n \), \( \kappa > 1 \). Classically, one would align \( S \) against individual windows, and report those associated with an admissible alignment cost. This strategy would have an overall \( \Theta(g \cdot n^{tw+2}) \) time complexity, applying for instance the algorithm of [32].

Our instance simplification framework enables an alternative strategy, that incrementally filters out unsuitable windows based on models of increasing granularity. Indeed, for any given target sequence, the min alignment cost \( c_\varepsilon \) obtained for a simplified instance of treewidth \( tw - \delta \) can be corrected (cf Appendix D) into a lower bound \( c^*_\delta \) for the min alignment cost.
Figure 9 Corrected costs associated with the search for structured homologs of the Twister ribozyme in chromosome 5 of S. bicolor, using simplified instances of various treewidth (A). Gray areas represent scores which, upon correction, remain below the cutoff, and have to be considered for further steps of the iterated filtering. Canonical base pairs of the ribozyme (PDBID 4OJI; B), mapped onto to the best hit (C) and second best hit (D) found along the search colored depending on their support in the target sequence (Red: incompatible; Purple: unstable G-U; Blue: stable).

Cost $c^*_0$ of the full-treewidth instance $tw$. Any window such that $c^*_0 > \varepsilon$ thus also obeys $c^*_0 > \varepsilon$, and can be safely discarded from the list of putative $\varepsilon$-admissible windows, without having to perform a full-treewidth alignment. Given the exponential growth of the alignment runtime for increasing treewidth values (see Figure 8-right) this strategy is expected to yield substantial runtime savings.

We used this strategy to search occurrences of the Twister ribozyme (PDBID 4OJI), a highly-structured ($tw = 5$) 54nts RNA initially found in O. sativa (asian rice) [26]. We targeted the S. bicolor genome (sorghum), focusing on a 10kb region centered on the 2,485,140 position of the 5th chromosome, where an instance of the ribozyme was suspected within an uncharacterized transcript (LOC110435504). The 4OJI sequence and structure were extracted from the 3D model as above, and included into a tree decomposition $T_5$ (73 edges), simplified into $T_4$ (71 edges), $T_3$ (68 edges) and $T_2$ (61 edges) using the tree-diet algorithm.

We aligned all tree decompositions against all windows of size 58nts using 13nts offset, and measured the score and runtime of the iterative filtering strategy using a cost cutoff $\varepsilon = -5$. The search recovers the suspected occurrence of twister as its best result (Figure 9.C), but produced hits (cf Figure 9.D) with comparable sequence conservation that could be the object of further studies. Regarding the filtering strategy, while $T_2$ only allows to rule out 3 windows out of 769, $T_3$ allows to eliminate an important proportion of putative targets, retaining only 109 windows, further reduced to 15 windows by $T_4$, 6 of which end up as final hits for the full model $T_5$ (cf Figure 9.A). The search remains exact, but greatly reduces the overall runtime from 24 hours to 34 minutes (42 fold!).

6 Conclusion and discussion

We have established the parameterized complexity of three treewidth reduction problems, motivated by applications in Bioinformatics, as well as proposed practical algorithms for instances of reasonable treewidths. The reduced widths obtained by our proposed algorithm can be used to obtain: i) sensitive heuristics, owing to the consideration of a maximal amount of edges/information in the thinned graphs; ii) a posteriori approximation ratios, by comparing the potential contribution of removed edges to the optimal score obtained of the
thinned instance by a downstream FPT/XP algorithm; iii) substantial practical speedups without loss of correctness, e.g. when partial filtering can be safely achieved based on simplified input graphs

Open questions. Regarding the parameterized complexity of Graph-Diet and Tree-Diet, some questions remain open (see Table 1): an FPT algorithm for Tree-Diet (ideally, with $2^{O(tw)} \cdot n$ running time), would be the most desirable, if possible satisfying the backbone constraints. We also aim at setting the parameterized complexity of the Graph-Diet problem, and try to give efficient exact algorithms for this problem (possibly using some tree-decomposition in input). Finally, we did not include the number of deleted edges in our multivariate analysis: even though in practice it is more difficult, a priori, to guarantee it has a small value, we expect it can be used to improve the running time in many cases.

Backbone Preservation. In two of our applications, the RNA secondary structure graph contains two types of edges: those representing the backbone of the sequence (i.e., between consecutive bases) and those representing base pair bounds. In practice, we want all backbone edges to be visible in the resulting tree-decomposition, and only base pairs may be lost. This can be integrated to the Tree-Diet model (and to our algorithms) using weighted edges, using the total weight rather than the count of deleted edges for the objective function. Note that some instances might be unrealizable (with no tree-diet preserving the backbone, especially for low $tw'$). In most cases, ad-hoc bag duplications can help avoid this issue.

From a theoretical perspective, weighted edges may only increase the algorithmic complexity of the problems. However, a more precise model could consider graphs which already include a hamiltonian path (the backbone), and the remaining edges form a degree-one or two subgraph. Such extra properties may, in some cases, actually reduce the complexity of the problem. As an extreme case, we conjecture the Path-Diet problem for $tw' = 1$ becomes polynomial in this setting.
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A  Editing Trees before the Diet

Any tree decomposition can be transformed into a binary one through the duplications of bags having more than 2 children. To do so in practice, one will, as long as the tree decomposition is not binary, apply the following transformation:

1. Find a bag $X$ with children $Y_1, \ldots, Y_\Delta$, and $\Delta > 2$.
2. Introduce a new bag $X'$ with the same content as $X$ and locally modify the tree decomposition in the following way: $X$ will now have $Y_1$ and $X'$ as children, while $X'$ will have $Y_2 \cdots Y_\Delta$.

When it is no longer possible to apply this transformation, the tree decomposition is binary. For each bag having originally $\Delta > 2$ children in the decomposition, $\Delta - 1$ new bags have been introduced. In total, with $N_{\text{bags}}$ the original number of bags in the decomposition, strictly less than $N_{\text{bags}}$ new bags have been introduced (each new bag is associated to an edge of the original tree decomposition).

This tranformation is in fact the first step towards obtaining a nice tree decomposition [7, 15].

A question that arises then is what impact these modifications may have on the output of Tree-Diet, when applied to the tree decomposition given as input. We argue that duplication operations (as used above to get a binary tree decomposition) can only improve the solution, i.e decrease the number of lost edges. Indeed, within the coloring formulation of the problem, new bags yield new opportunities for an edge to be represented, with both its end-points green in some bag. See Figure 10 for an illustration.

More generally, any operation on the input tree decomposition that does not suppress any of the original bags can only improve the solution to the Tree Diet problem. We do not tackle here the problem of finding the best edition operations to apply onto a tree decomposition given as input to Tree Diet, which is an a priori difficult task.

B  Pseudo-code

Algorithm 1 present a pseudo-code of our dynamic programming algorithm for Tree Diet, with a memoization approach. The C++/pybind11 [22] implementation is available at https://gitlab.inria.fr/amibio/tree-diet.
Note that the implementation allows to solve a more general weighted version of Tree Diet, where each edge is given a weight, and the objective is to find a \((tw - tw')\)-diet of the input tree decomposition preserving a set of edges of maximum total weight.

In the context of RNA applications, this feature allows to favour as much as possible preservation of the backbone of RNA molecules, i.e. edges between consecutive nucleotides along the string, by assigning them a weight greater than the number of non-backbone edges.

Edge weights are passed to the function in the form of a dictionary/map \(W\) associating a real weight to each edge. Within Algorithms 1, the only place where it is taken into account is the the \(\text{count}\) function, which computes the weight of edges accounted for by the bag that is currently visited.

### C Correctness of the rejection-based sampling of RNA designs

A recent method for RNA design, called RNAPond [51], implements a sampling approach to tackle the inverse folding of RNA. Targeting a secondary structure \(S\) of length \(n\), it performs a Boltzmann-weighted sampling of sequences and, at each iteration, identifies Disruptive Base Pairs (DBPs) that are not in \(S\), and ii) incompatible with all \(S\) of DBPs. The algorithm generates from the set \(B := \{(G, C), (C, G), (A, U), (U, A), (G, U), (U, G)\}\).

At the core of the method, one finds a random generation algorithm which takes as input a secondary structure \(S\) and a set \(D\) of DBPs. The algorithm generates from the set \(W_{S,D}\) of sequences \(w \in \{A, C, G, U\}^n\) which are: i) compatible with all \((i, j) \in S\), i.e. \((w_i, w_j) \in B\); and ii) incompatible with all \((k, l) \in D\), i.e. \((w_k, w_l) \notin B\). The algorithm then enforces a (dual) Boltzmann distribution over the sequences in \(W_{S,D}\):

\[
\forall w \in W_{S,D} : \Pr(w \mid D, S) = \frac{e^{-\beta E_{w,S}}}{Z_{S,D}} \quad \text{with} \quad Z_{S,D} := \sum_{w' \in W_{S,D}} e^{-\beta E_{w',S}}
\]

where \(\beta > 0\) is an arbitrary constant akin to a temperature. Yao et al. describe an algorithm which generates \(k\) sequences in \(\Theta(k(n + |D|))\) time, after a preprocessing in \(\Theta(n \cdot |D| \cdot 4^{tw})\) time and \(\Theta(n \cdot 4^{tw})\) space, where \(tw\) is the treewidth of the graph having edges in \(S \cup D\).

The discrepancy in the preprocessing and sampling complexities suggests an alternative strategy, utilizing rejection on top of a relaxed sampling. Namely, we consider a rejection algorithm, which starts from a relaxation \((S', D')\) of the initial constraints \((S' \cup D' \subset S \cup D)\), and iterates Yao et al.’s algorithm to generate sequences in \(W_{S',D'} \supset W_{S,D}\), rejecting those outside of \(W_{S,D}\), until \(k\) suitable ones are obtained. The rejection algorithm generates a given sequence \(w \in W_{S,D}\) on its first attempt with probability \(p := \frac{e^{-\beta E_{w,S}}}{Z_{S,D}}\) and, more generally, after \(r\) rejections with probability \((1 - q)^r p\) with \(q := Z_{S,D} / Z_{S',D'}\). The overall probability of emitting \(w\) is thus

\[
p \cdot \sum_{r \geq 0} (1 - q)^r p = \frac{p}{q} = \frac{e^{-\beta E_{w,S}}}{Z_{S,D}} = \Pr(w \mid D, S).
\]
\section*{Algorithm 1} Dynamic programming algorithm for Tree-Diet.

\begin{algorithm}
\caption{Dynamic programming algorithm for Tree-Diet.}
\begin{algorithmic}[1]
\Function{optim_num_real_edges}{$X_i, f, G, tw', W$}
\If{$c[X_i, f]$ already computed} \Return $c[X_i, f]$; \EndIf
\If{$|f^{-1}(s) \cup f^{-1}(r)| \leq (|X_i| - tw' - 1)$} 
\State $f$/not enough removals;
\State $c[X_i, f] = -\infty$;
\Return $c[X_i, f]$; \EndIf
\If{$X_i ==$ leaf} 
\State $c[X_i, f] = 0$;
\Return $c[X_i, f]$; \EndIf
\State \textbf{int} ans $= -\infty$;
\For{$m \in$ orange\_maps($X_i, f$)} 
\State \textbf{int} ans\_m $= 0$;
\For{$Y_j \in X_i$.children} 
\State \textbf{int} ans\_j $= -\infty$;
\For{$f'_j \in$ compatible($f, m, X_i, Y_j$)} 
\State \textbf{int} val $= 0$;
\State val += $\text{count}(f, f'_j, W)$;
\State val += $\text{optim_num_real_edges}(Y_j, f'_j, G, tw')$;
\If{$\text{val} \geq \text{ans}\_j$} \textbf{ans}\_j $=$ val; \EndIf
\EndFor
\State \textbf{ans}\_m $+= \text{ans}\_j$;
\EndFor
\If{\text{ans}\_m $\geq$ \text{ans}} \textbf{ans} $=$ \textbf{ans}\_m; \EndIf
\EndFor
\State $c[X_i, f] = \text{ans}$
\EndFunction
\end{algorithmic}
\end{algorithm}

In other words, our relaxed generator coupled with the rejection step, represents an unbiased algorithm for the Boltzmann distribution of Eq. (1) over $W_{S,D}$.

Meanwhile, the average-case complexity can be impacted by the strategy. Indeed, the relaxed instance $(S', D')$ can accelerate the preprocessing due to a reduced treewidth $tw' \leq tw$. The rejection step only increases the expected number of generations by a factor $\overline{q} := Z_{S', D'}/Z_{S,D}$, representing the inflation of the sequence space, induced by the relaxation of the constraints. Overall, the average-case time complexity of the rejection algorithm is in $\Theta(n \cdot |D'| \cdot 4^{tw} + k \cdot \overline{q} \cdot (n + |D'|))$ time and $\Theta(n \cdot 4^{tw})$ space. This space improvement is notable when $tw' < tw$, and could be key for the practical applicability of the method, especially given that memory represents the bottleneck of most treewidth-based DP algorithms.
D Lower bound for the min. alignment cost from simplified models

Here, we justify the filtering strategy described in Section 5.2.2. Namely, we formally prove that, given a structured RNA $S$ and a targeted genomic region $w$, a lower bound for the minimal alignment cost of $S$ and $w$ can be obtained from the minimal alignment cost of some $S' \subseteq S$ and $w$. If this lower bound for $S' \subseteq S$ is higher than the specified cutoff $\varepsilon$, then there is no need to align $w$ to $S$ the full model, as the resulting cost is guaranteed to stay above the selection cutoff $\varepsilon$.

Let $S$ be an arc-annotated sequence of length $m$ ($S_i$ denotes the $i$th character of $S$), $w$ be a target (flat) sequence of length $m$, and $\mu : [1,n] \to [1,m] \cup \{\bot\}$ represents an alignment. We consider the following cost function, adapted from [32], which quantifies the quality of an alignment $\mu$ with respect to the target $w$:

$$C(S, w, \mu) = \sum_{i \text{ unpaired in } S} \gamma(S_i, w_k) + \sum_{(i,j) \in S, \ (k,l) = (\mu_i, \mu_j)} \phi(S_i, S_j, w_k, w_l) + \sum_{g \in \text{ gaps}(S)} \lambda_g(g) + \sum_{g \in \text{ gaps}(w)} \lambda_T(g)$$

where

\(\gamma(a, b)\) returns the substitution cost which penalizes (mismatches) or rewards (matches) the substitution of $a$ into $b$ (set to 0 and handled in gaps if $b = \bot$);

\(\phi(a, b, c, d)\) return a base pair substitution cost, penalizing (arc breaking) or rewarding (conservation or compensatory mutations) the transformation of nucleotides $(a, b)$ into nucleotides/gaps $(c, d)$ (set to 0 and handled in gaps if $(c, d) = (\bot, \bot)$);

\(\lambda_S\) and \(\lambda_T\) penalize gaps introduced by $\mu$ respectively in $S$ and $w$ (affine cost model).

Given this definition, consider a simplified model $S' \subseteq S$, associated with a minimal cost $c' := \min_{\mu} C(S, w, \mu)$ and denote by $c^*$ the minimal cost of the full model $S$, we have the following inequality.

\[ c' = \max_{\text{i unpaired in } S'} \gamma(S_i, b) + \min_{(i,j) \in S \setminus S'} \min_{a,b} \phi(S_i, S_j, a, b) \leq c^* \]

(2)

**Proof.** For any alignment, we have, per the definition of $C(S, w, \mu)$:

$$C(S, w, \mu) = C(S', w, \mu) - \sum_{i \text{ unpaired in } S', \ k = \mu_i} \gamma(S_i, w_k) + \sum_{(i,j) \in S \setminus S', \ s.t. (k,l) = (\mu_i, \mu_j)} \phi(S_i, S_j, w_k, w_l).$$

Minimizing over all alignment $\mu$, one obtains

$$\min_{\mu} C(S, w, \mu) = \min_{\mu} C(S', w, \mu) - \sum_{i \text{ unpaired in } S', \ k = \mu_i} \gamma(S_i, w_k) + \sum_{(i,j) \in S \setminus S', \ s.t. (k,l) = (\mu_i, \mu_j)} \phi(S_i, S_j, w_k, w_l).$$

---

2 An alignment $\mu$ is subject to further constraints, notably including some restricted form of monotonicity, when represented as a function. However, these constraints are reasonably intuitive and we omit them in this discussion for the sake of simplicity.
Independently minimizing each term of the right-hand-side, we obtain a first lower bound

\[ c^* \geq c' - \max_{\mu} \sum_{i \text{ unpaired in } S'} \gamma(S_i, w_k) + \min_{\mu} \sum_{(i,j) \in S' \setminus S} \phi(S_i, S_j, w_k, w_l), \]

further coarsened by an independent optimization of the elements in the sums

\[ c^* \geq c' - \max_{\mu} \sum_{i \text{ unpaired in } S'} \gamma(S_i, a) + \min_{\mu} \sum_{(i,j) \in S' \setminus S} \gamma(S_i, S_j, a, b). \]

where the last line is obtained by considering the worst-case contributors to nucleotides and base pairs substitutions. Importantly, the right-hand side no longer depends on \( \mu \) any more, and can be used to easily computed a corrected score/lower bound.

The corrected expression, shown in the left hand side of Equation (2) allows, when lower than a cutoff \( \epsilon \), to safely discard \( w \) as a potential hit for the full model \( S \). This corrected score score is plotted in Figure 9A, allowing for a gradual reduction of the search space for \( \epsilon \)-admissible hits. We show in Figure 11 the corrected scores obtained for simplified structures \( S' \) of various treewidths, plotted against the scores of the full target structure.
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Abstract

Motivation. k-mer counting is a common task in bioinformatic pipelines, with many dedicated tools available. Output formats could rely on quotienting to reduce the space of k-mers in hash tables, however counts are not usually stored in space-efficient formats. Overall, k-mer count tables for genomic data take a considerable space, easily reaching tens of GB. Furthermore, such tables do not support efficient random-access queries in general.

Results. In this work, we design an efficient representation of k-mer count tables supporting fast random-access queries. We propose to apply Compressed Static Functions (CSFs), with space proportional to the empirical zero-order entropy of the counts. For very skewed distributions, like those of k-mer counts in whole genomes, the only currently available implementation of CSFs does not provide a compact enough representation. By adding a Bloom Filter to a CSF we obtain a Bloom-enhanced CSF (BCSF) effectively overcoming this limitation. Furthermore, by combining BCSFs with minimizer-based bucketing of k-mers, we build even smaller representations breaking the empirical entropy lower bound, for large enough k. We also extend these representations to the approximate case, gaining additional space. We experimentally validate these techniques on k-mer count tables of whole genomes (E.Coli and C.Elegans) as well as on k-mer document frequency tables for 29 E.Coli genomes. In the case of exact counts, our representation takes about a half of the space of the empirical entropy, for large enough k’s.
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1 Introduction

Nowadays, many bioinformatics pipelines rely on k-mers to perform a multitude of different tasks. Representing sequences as sets of words of length k generally leads to more time-efficient algorithms than relying on traditional alignments. For these reasons, alignment-free algorithms have started to replace their alignment-based counterparts in a wide range of practical applications, from sequence comparison and phylogenetic reconstruction [34, 36,
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7, 10] to finding SNPs [28, 15] and other tasks. These algorithms often require to associate some kind of information to \(k\)-mers involved in the analysis, that is, to build maps where keys are \(k\)-mers.

Typical values to associate to \(k\)-mers are their frequencies in a particular dataset. Actual counting can be performed by one of several available \(k\)-mer counting tools developed in recent years [16, 29, 24, 33]. Counting tables generally include both \(k\)-mers and counts requiring considerable amounts of disk space to be stored. For example, the KMC output for a human genome with \(k = 32\) weights in around 28GB.

In many scenarios, it is useful to store \(k\)-mer count tables independently from the sequence data in order to retrieve counts multiple times and avoid redundant heavy counting steps. The original sequence dataset can be used as the primary source of \(k\)-mers while a random-access data structure will then allow retrieving their counts efficiently. Among potential applications of such a data structure, efficient representation of \(k\)-mer counts can be useful for read correction [21]. More generally, information about \(k\)-mer counts is increasingly used in other applications [34, 28, 15, 23, 13, 14, 26] which can benefit from space-efficient solutions.

In many applications, space can be significantly reduced by representing the mapping without actually storing \(k\)-mers. Minimal Perfect Hash Functions (MPHFs for short) implement such an approach [27, 37, 9]. A MPHF bijectively maps each item from a set \(S\) to an index in the range \([0, |S| − 1]\). Any additional information can then be stored in an array indexed by the values returned by the MPHF. Practical applications of MPHFs in bioinformatics include [22] and [38].

Frequency distributions of \(k\)-mer counts in genomic data are low-entropy distributions, unless \(k\) is small. It is in fact known that \(k\)-mer counts for genomic sequences follow a heavy-tail distribution [6, 4]. For large enough \(k\)-mer lengths, counts tend to follow a skewed power-law distribution with the majority of \(k\)-mers occurring only few times, mostly once. For these reasons, the multiset of counts of \(k\)-mers will typically have a fairly low empirical zero-order entropy and therefore could be effectively compressed to save further space. However, simply compressing the count array does not maintain queryability, which requires specialized algorithms for this task. Note also that MPHFs themselves encompass a non-negligible space overhead, with the theoretical minimum of 1.44 bits/key. BBHash [22], a popular MPHF implementation for bioinformatics, requires around 3 bits per element in addition to the space for storing the values.

Maps on static sets of keys can be encoded using so-called Static Functions [1, 11]. Unlike MPHFs, the actual hash function and the values are encoded into the same structure. Compressed Static Functions (CSFs) try to benefit from the compressibility of the value array and approach the number of bits defined by the empirical entropy. This feature makes them particularly useful for representing different \(k\)-mer annotations, such as counts or presence information across sequences of a given sample [23, 13, 14, 26]. CSFs can be used as readily available drop-in replacements of MPHFs whenever the set of queryable \(k\)-mers is known in advance. Solutions based on MPFHs and Static Functions assume that only \(k\)-mers present in the datasets can be queried for their frequency. In many cases, this is not restrictive as the “universe” of query \(k\)-mers can be effectively specified: for example, it can be restricted to \(k\)-mers from a given genome or a pan-genome. It is also conceivable to add an appropriate structure providing presence-absence information, in order to benefit from the reduction of space provided by a compact count representation.

The goal of this paper is to study data structures for storing genomic \(k\)-mer count tables using the smallest possible space. For this, we combine different tools: CSFs and Bloom filters on the one hand, and minimizers on the other hand.
Our first contribution is the enhancement of CSFs with a Bloom Filter to deal with datasets of very small entropy and to achieve better space usage. We chose an *E.Coli* and a *C.Elegans* genome to test our implementation. With these examples, we demonstrate the advantages of our BCSF implementation over a simple CSF.

Our second improvement takes advantage of the fact that similar *k*-mers tend to have identical (or similar) counts (see also [23]). Following this insight, we introduce a minimizer-based bucketing scheme to cluster together count values of *k*-mers with the same minimizer. A similar idea is used by some *k*-mer counting algorithms [29, 16, 18] with the difference that in our case buckets contain counts rather than *k*-mers themselves. By choosing a representative value for each bucket, we obtain a “bucket table” that we encode using Bloom-enhanced CSF. Bucketing allows us to break the empirical entropy lower bound, as we show on both *E.Coli* and *C.Elegans* examples. To demonstrate the advantages of bucketing on higher-entropy distributions, we apply it to represent a table of “document frequencies” [12, 5, 25, 17] of each *k*-mer across multiple strains of *E.Coli*.

We study different implementation schemes based on these ideas and compare their space performance, as well as associated query time. For large enough *k* (and large enough minimizers lengths), we are able to consistently break the barrier of the empirical entropy of the input table. To the best of our knowledge, this is the first implementation proposing such a compact representation. We also study an extension to the approximate case when query answers are within a pre-defined absolute error from the true value, for which we achieve an even smaller space.

## 2 Technical preliminaries

Throughout the paper we consider a *k*-mer count table to be an associative array *f* mapping a set of *k*-mers *K*, considered static, to their counts, i.e. number of occurrences in a given dataset. ||*f||_1 stands for the L1-norm of *f*, that is \( \sum_{q \in K} f(q) \).

### 2.1 Minimizers

Minimizers are a popular technique used in different applications involving *k*-mer analysis. Given a *k*-mer *q* of length *k*, its minimizer of length *m*, with *m* ≤ *k*, is the smallest substring of *q* of length *m* w.r.t. some order defined on *m*-mers. The use of minimizers for biosequence analysis goes back to [30], whereas a similar concept, named winnowing, has been earlier applied in [32] to document search. The guiding idea is that a minimizer can be considered as a “footprint” (hash value) of a corresponding *k*-mer so that similar (e.g. neighboring in the genome) *k*-mers are likely to have the same minimizer. Thus, if the order of *m*-mers is randomly chosen, minimizers can be seen as a specific instance of locality-sensitive hashing, in particular of MinHash sketching [3].

Minimizers have been successfully applied to various data-intensive sequence analysis problems in bioinformatics, such as metagenomics (*Kraken* [35]) or minimizing cache misses in *k*-mer counting (*KMC* [16]), or mapping and assembling long single-molecule reads [19, 20]. Recently, there has been a series of works on both theoretical and practical aspects of designing efficient minimizers, see e.g. [39, 8] and references therein.

### 2.2 Bloom filters

Bloom filter is a very common probabilistic data structure that supports membership queries for a given set *S* drawn from a large universe *U*, admitting a controlled fraction of false positives. To insure a false positive rate \( \varepsilon \), that is the probability \( \varepsilon \) for an item from *U* \( \setminus \) *S* to
be erroneously classified as belonging to $S$, a Bloom filter $B$ requires $|S| \log e \log \frac{1}{\varepsilon}$ bits, i.e. $\approx 1.44 \log \frac{1}{\varepsilon}$ bits per element of $S$. For a set $T \subseteq U \setminus S$, we denote $FP_B(T)$ the set of false positives of $T$, of expected size $\varepsilon|T|$.

2.3 Compressed static functions

A static function (SF) is a representation of a function defined on a given subset $S$ of a universe $U$ such that an invocation of the function on any element from $S$ yields the function value, while an invocation on an element from $U \setminus S$ produces an arbitrary output. The problem has been studied in several works (see references in [1, 11]) resulting in several solutions that allow function values to be retrieved without storing elements of $S$ themselves.

One natural solution comes through MPHFs: one can build an MPHF for $S$ and then store function values in order in a separate array. This solution, however, incurs an overhead associated with the MPHF, known to be theoretically lower-bounded by about 1.44 bits per element of $S$.

This overhead is especially unfortunate when the distribution of values is very skewed, in which case the value array may be compressed into a much smaller space. Compressed Static Functions try to solve this problem by proposing a static function representation whose size depends on the compressed value array. The latter is usually estimated through the zero-order empirical entropy, defined by $H_0(f) = \sum_{\ell \in L} \frac{|f^{-1}(\ell)|}{|K|} \log \left( \frac{|K|}{|f^{-1}(\ell)|} \right)$, where $L$ is the set of all values (i.e. $L = \{f(t) \mid t \in K\}$) and $f^{-1}(\ell) = \{t \mid f(t) = \ell\}$ is the set of $k$-mers with count $\ell$. $|K| \cdot H_0(f)$ can be viewed as a lower bound on the size of compressed value array, in absence of additional assumptions. Thus, the goal of CSFs is to approach the bound of $H_0(f)$ bits per element as closely as possible, in representing a static function $f$.

An overview of different algorithmic solutions for SFs and CSFs is out of scope of this paper, we refer the reader to [1, 11] and references therein. [1] proposed a solution for CSF taking an asymptotically optimal $nH_0(f) + o(nH_0(f))$ space ($n$ size of the underlying value set), however the solution is rather complex and probably not suitable for practical implementation. As of today, to our knowledge, the only practical implementation of a CSF is GV3CompressedFunction [11], found in the Java package Sux4J (https://sux.di.unimi.it/). Although entropy-sensitive, the method of [11], however, has an intrinsic limitation of using at least 1 bit per element, due to involved coding schemes. This is a serious limitation when dealing with very skewed distributions of values, where one value occurs predominantly often and the empirical entropy can be much smaller than 1. This is precisely the case for count distributions in whole genomes, studied in this paper.

3 Representation of low-entropy data

As mentioned earlier, Compressed Static Functions (CSF) of [11] do not properly deal with datasets generated by low-entropy distributions, in particular with entropy smaller than 1. This case occurs when the dataset has a dominant value representing a large fraction (say, more than a half) of all values. This is typically the case with genomic $k$-mer count data, especially whole-genome data, where a very large fraction of $k$-mers occur just once. For example, in $E.Coli$ genome ($\approx 5.5$Mbp), about $97\%$ of all distinct 15-mers occur once, and only the remaining $3\%$ of 15-mers occur more than once.

For such datasets, the method of [11] does not approximate well the empirical entropy, as it cannot achieve less than 1 bit per key. Here we propose a technique to circumvent this deficiency in order to achieve, in combination with CSFs of [11], a compression close to the empirical entropy.
We build a Bloom filter for all \(k\)-mers whose value is not the dominant one, and then construct a CSF on all positives (i.e. true and false positives) of this filter. At query time, we first check the query \(k\)-mer against the Bloom filter and, if the answer is positive, recover its value with the CSF.

Formally, let \(K_0\) be the \(k\)-mers with the most common frequency. Let \(|K_0| = \alpha |K|\). Assume that our Bloom filter implementation takes \(C_B F \log \frac{1}{\varepsilon}\) bits per key (a standard value is \(C_B F \approx 1.44\)) and our CSF implementation takes \(C_C S F\) bits per key. As explained earlier, \(C_C S F\) depends on the data, however, for the purpose of this section, we abstract from this dependency. In Sec. 6 below, we will specify \(C_C S F\) for the implementation we use.

We store keys \(K \setminus K_0\) in a Bloom filter \(B\) and build a CSF for \((K \setminus K_0) \cup FP_B(K_0)\). The total space is

\[
C_B F(1 - \alpha)|K| \log \frac{1}{\varepsilon} + C_C S F|K|((1 - \alpha) + \varepsilon \alpha).
\] (1)

The Bloom filter enables space saving only if \(\alpha\) is sufficiently large. To decide if we need a Bloom filter, we have to verify if the inequality

\[
C_B F(1 - \alpha)|K| \log \frac{1}{\varepsilon} + C_C S F|K|((1 - \alpha) + \varepsilon \alpha) < C_C S F|K|.
\] (2)

holds for some \(\varepsilon < 1\). Note again that \(C_C S F\) on the left and right sides are not exactly the same in reality, however assuming them the same is not reductive because of specificities of the CSF implementation we use. We will elaborate further on this later on. Then (2) rewrites to

\[
\frac{C_B F}{C_C S F} \frac{1 - \alpha}{\alpha} \log \frac{1}{\varepsilon} + \varepsilon < 1.
\] (3)

Using simple calculus, we obtain that if \(\frac{C_B F}{C_C S F} \frac{1 - \alpha}{\alpha} > \ln 2\) (that is, \(\frac{C_B F}{C_C S F} \frac{1 - \alpha}{\alpha} \log e > 1\)), then (3) never holds for \(0 < \varepsilon < 1\). The left-hand side of (3) reaches its minimum for

\[
\varepsilon_0 = \frac{C_B F}{C_C S F} \frac{1 - \alpha}{\alpha} \log e,
\] (4)

and this minimum is smaller than 1 if \(\varepsilon_0 < 1\). We conclude that in order to decide if a Bloom filter enables space saving, we have to check the value \(\varepsilon_0\). If \(\varepsilon_0 \geq 1\), we do not need a Bloom filter, otherwise we need one with \(\varepsilon = \varepsilon_0\). This shows that a Bloom filter is needed whenever

\[
\alpha > \frac{C_B F \log e}{C_C S F + C_B F \log e}
\] (5)

For \(C_B F = C_C S F\), this gives \(\alpha > 0.59\).

In the rest of the paper we use the term *Bloom-enhanced Compressed Static Function*, BCSF for short, to speak about CSF possibly augmented by a prior Bloom filter, as described in this section. Algorithm 1 summarizes the computation of the BCSF data structure.

## 4 Using minimizers

### 4.1 Bucketing

A key idea to reduce the computational burden of counting \(k\)-mers, is to use minimizers to bucket \(k\)-mers and split the counting process across multiple tables (cf e.g. [16]). Here we use the same principle to bucket count values instead of \(k\)-mers themselves. Let \(M_m(K) =\)
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### Algorithm 1 BCSF construction.

**Data:** A counting table \( f \) between keys and (integer) values

**Result:** A BCSF for \( f \)

1. Compute \( R \), the k-mer spectrum of \( f \);
2. Compute \( \varepsilon \) with (4);
3. If \( \varepsilon < 1 \) then
   - Let \( K_0 \subseteq K \) be the k-mers with the most common item in \( R \);
   - Initialize Bloom filter \( B \) of \( \lceil \log(|C|) \log_2(\frac{1}{\varepsilon}) \rceil \) bits;
   - Insert \( C \) into Bloom filter;
   - Compute \( E = FP_\varepsilon(K_0) \);
   - \( S = C \cup E \);
4. Else
   - \( S = K \);
5. Construct CSF for \( S \);

\( \{\mu_m(q) \mid q \in K\} \) be the set of minimizers of all k-mers of \( K \) of a given length \( m < k \). We map the input set \( K \) onto the (smaller) set \( M_m(K) \). To each minimizer \( s \in M_m(K) \), corresponds the bucket \( \{f(q) \mid q \in K, \mu_m(q) = s\} \). We call a minimizer and the corresponding bucket ambiguous if this set contains more than one value. The guiding idea is to replace \( f \) by a mapping \( g \) of \( M_m(K) \) to \( N \). Querying value \( f(q) \) for a k-mer \( q \in K \) will reduce to first querying \( g(\mu_m(q)) \) and then possibly “correcting” the retrieved value. In other words, for each bucket, we replace its set of counts with one representative value and we split the query into two operations: retrieving the representative from the buckets and correcting to reconstruct the original value. The rationale is that k-mers having the same minimizer tend to have the same count allowing multiple values to be dealt with by a single bucket.

We consider two implementations which differ on how the representatives are chosen and how corrections are applied. In the first implementation, that we name FIL (from FILtration, see Algorithm 2), \( g(s) \) is defined to be the majority value among all values of its bucket, ties resolved arbitrarily. In particular, if \( s \) is a non-ambiguous minimizer then \( g(s) \) is set to the unique value of the bucket. In practice, computing the majority value may incur a computational overhead as this requires storing bucket values until all values are known. An option to cope with this is to use the “approximate majority” computed by the online Boyer-Moore majority algorithm [2].

We then store a “correcting mapping” \( h : K \rightarrow N \) defined by \( h(q) = f(q) - g(\mu_m(q)) \). That is, we construct another counting table \( h \) where each k-mer is associated to the correction factor \( h(q) \), which, added to the representative \( g(s) \) results in the original count \( c \). Both mappings \( g \) and \( h \) are stored using BCSFs.

The rationale for this scheme is that, due to properties of minimizers, \( h(q) \) is supposed to be often 0, which makes \( h \) well compressible using BCSF. Note that because of the majority rule, 0 will always be the majority value of \( h \). Therefore, the Bloom filter of the BCSF storing \( h \) (if any) will hold k-mers \( q \) with \( f(q) \neq g(\mu_m(q)) \) (i.e. \( h(q) \neq 0 \)). Then the CSF will store \( h \) restricted to k-mers with \( h(q) \neq 0 \) together with a subset of k-mers (false positives of the Bloom filter) for which \( h(q) = 0 \).

In our second implementation, named AMB (from AMBiguity, see Algorithm 3), for non-ambiguous minimizers \( u \), \( g(u) \) is again defined to be the unique value of the bucket. For ambiguous minimizers \( v \), we set \( g(v) = 0 \), where 0 is viewed as a special value marking
Algorithm 2  FIL construction algorithm.

Data: A mapping $f$ of keys to (integer) values, a minimizer length $m_0$
Result: FIL compressed structure
Sort $L$ by increasing order;
$T = f$;
Initialise an array $A$ of buckets;
for $(q, c)$ in $f$ do
    $z = \mu_{m_0}(q)$ Insert $c$ into $g(z)$;
end
for $b$ in $A$ do
    Select representative $r$ of bucket $b$ by majority rule;
end
Compress $A$ by using BCSF;
Create output table $O$;
for $(q, c)$ in $f$ do
    if $g(\mu_m(q)) \neq c$ then
        Write $q$ and $c - g(\mu_m(q))$ to $O$;
    end
end
Compress $O$ by using BCSF;

ambiguous buckets ($k$-mers with count 0 are not present in the input). This has the disadvantage of providing no information about the values of ambiguous buckets, and also of making $g$ less compressible (because of an additional value). On the other hand, this has the advantage of distinguishing between ambiguous and non-ambiguous buckets and allows the query to immediately return the answer for $k$-mers hashing to non-ambiguous buckets. As a consequence, unambiguous $k$-mers are not propagated to the second layer, and if $g(\mu_m(q)) \neq 0$ it can be immediately returned as $f(q)$. We then have to store mapping $f$ restricted only to $k$-mers from ambiguous buckets, which we denote $\tilde{f}$. Both mappings $g$ and $\tilde{f}$ are stored using BCSFs.

4.2 Cascading

An intermediate layer corresponding to a minimizer length $m < k$, introduced in Section 4.1, can be viewed as a “filter” providing values for some $k$-mers and “propagating” the other $k$-mers to the next layer. Therefore, both implementations can be cascaded into more than one layer. This construction is reminiscent of the BBHash algorithm [22] or to cascading Bloom filters from [31].

For $m_1 < m_2 < \ldots m_t \leq k$, each layer $i$ is then input some map $f_{i-1}$ defined on a subset of $k$-mers $K_{i-1} \subseteq K$ ($f_0 = f$, $K_0 = K$) and outputs another map $f_i$ defined on a smaller subset $K_i \subseteq K_{i-1}$. Each layer stores a bucket table for minimizers $M_{m_i}(K) = \{\mu_{m_i}(q) \mid q \in K_{i-1}\}$.

The specific definition of $f_i$ and $K_i$ depends on the implementation.

The multi-layer scheme is particularly intuitive for the AMB implementation, where each layer stores a unique value for non-ambiguous minimizers and a special value 0 otherwise. In this case, $K_i$ consists of those $k$-mers of $K_{i-1}$ hashed to ambiguous buckets, and $f_i$ is simply a restriction of $f$ to those $k$-mers. Algorithm 3 shows a pseudo-code of multi-level AMB extended to the approximate case (see Section 5 below). The multi-layer version of the FIL scheme is shown in Appendix (Algorithm 4).
Algorithm 3 AMB multi-layer construction algorithm. Exact AMB can be obtained by setting $\delta = 0$.

**Data:** A mapping $f$ of keys to (integer) values, a list $L$ of minimizer lengths, a maximum absolute error $\delta$

**Result:** One BCSFs for each layer

Sort $L$ by increasing order;

$T = f$;

for $m$ in $L$ do

Initialise an array $A$ of buckets;

for $(q,c)$ in $T$ do

$z = \mu_m(q)$;

if $z$ in $A$ then $(r_{\text{min}}, r_{\text{max}}) = g(z)$;
else $(r_{\text{min}}, r_{\text{max}}) = (\infty, -\infty)$;

$g(z) = (\min(r_{\text{min}}, c), \max(r_{\text{max}}, c))$;

end

for $b = (r_{\text{min}}, r_{\text{max}})$ in $A$ do

if $r_{\text{max}} - r_{\text{min}} > \delta$ then $b = 0$;
else $b = r_{\text{min}}$;

end

Compress $A$ by using BCSF;

Create output table $O$;

for $(q,c)$ in $T$ do

if $g(\mu_m(q)) = 0$ then

Write $q$ and $c$ to $O$;

end

end

$T = O$;

end

5 Extension to approximate counts

In addition to cascading, the AMB implementation can also be easily extended to work as an approximation algorithm. Consider, to this end, the layered bucketing procedure described in 4.2. In the exact case, a bucket is marked as colliding whenever it contains two or more distinct count values. In the approximate case, a collision is defined if a bucket contains a pair of counts, $c_i, c_j$ such that $|c_i - c_j| > \delta$ with $\delta$ a pre-defined maximum absolute error. With this modification, the algorithm guarantees to output a value within the absolute error $\delta$ from the true count.

Implementing this modification is simple when the majority is computed with the Boyer-Moore majority vote algorithm. Another option is to define $g(s)$ to be the minimum, instead of majority. The rationale of using minimum is the decreasing behavior of k-mer spectra which implies that smaller counts are more frequent and therefore more likely to constitute the majority. It is then sufficient to only remember the maximum $\text{max}(s)$ and minimum $\text{min}(s)$ values seen by each bucket and check if $\text{max}(s) - \text{min}(s) > \delta$. If that is the case, then the bucket is marked as colliding, otherwise $\text{min}(s)$ is chosen as representative. The latter solution is reported in Algorithm 3.
6 Experimental results

We report experiments on three datasets, two with lower and one with higher empirical entropy. The first is the \( k \)-mer counts computed on the Sakai strain of \textit{E.Coli} from [36] (NCBI accession number B000007). The second one is a full genome of \textit{C.Elegans}, strain Bristol N2 downloaded from RefSeq (accession number GCF_000002985.6). The last one is the whole dataset from the same paper [36], hereafter referred to as “df”, of \( k \)-mer “document frequencies” across 29 \textit{E.Coli} genomes made of approximately 25 million \( k \)-mers. Here the document frequency of a \( k \)-mer is the number of genomes containing this \( k \)-mer.

Experiments were performed on a machine equipped with an Intel\textsuperscript{®} Core\textsuperscript{™} i7-4770k (Haswell), 8 GB of RAM and Kubuntu 18.04. All construction code is written in python, except for the CSF part which is handled by a simple Java program using Sux4J [11]. Time measurements are performed by a program written in C using the code provided by Sux4J for reading and querying its CSFs. We use xxHash\textsuperscript{1} as \( \mu_m(q) \) to define an ordering over the minimizers of a given \( k \)-mer \( q \). All code is available at https://github.com/yhhshb/locom.git.

We only report the best methods for each case with the following naming convention:

- CSF: baseline CSF implementation from Sux4J.
- BCSF: extended CSF with Bloom Filter from Section 3. It may get reduced to a simple CSF if the Bloom Filter is not useful.
- FIL \( m_1 \) \( k \): our first implementation, saving into each bucket a majority-selected representative and saving corrections into its second layer.
- FIL \( m_1 \) \( m_2 \) \( k \): same as before but with an additional layer.
- AMB \( m_1 \) \( k \): our second implementation, selecting each representative by minimum and marking colliding buckets with a special value.
- AMB \( m_1 \) \( m_2 \) \( k \): same as before but with an additional layer.

In order to apply equation (4), we have to have estimates of \( C_{BF} \) and \( C_{CSF} \), that is, estimates of the number of bits per element taken by our implementations of Bloom filter and CSF. For \( C_{BF} \), we have \( C_{BF} = 1.44 \) corresponding to the theoretical coefficient. For \( C_{CSF} \), we empirically estimated the value as a function of the empirical entropy \( H_0 \) of experimental data, and obtained the following estimate:

\[
C_{CSF} = \begin{cases} 
0.22H_0^2 + 0.18H_0 + 1.16, & \text{if } H_0 < 2 \\
1.1H_0 + 0.2, & \text{otherwise.}
\end{cases}
\] (6)

To better understand how different minimizer lengths affect the final compression ratio, we ran FIL and AMB on all possible combinations of 2 and 3 minimizers lengths for \( k = 10,11,12,13,15,18,21 \).

6.1 Compression of skewed data

Figure 1 reports memory usage for \( k = 13,15,18,21 \), when compressing the Sakai dataset. As mentioned earlier, simple CSF takes more than 1 bit/\( k \)-mer, which is considerably larger than the entropy of our data. Bloom-enhanced CSF (BCSF) considerably reduces space bringing it closer to the entropy value. For relatively small \( k \)'s (\( k = 13 \)) AMB and FIL give almost the same results as BCSF, that is, bucketing is not helpful. For larger \( k \)'s, however,

\textsuperscript{1} https://github.com/Cyan4973/xxHash
minimizer-based schemes, AMB and FIL, lead to a reduction of space, eventually breaking the entropy barrier for larger values of $k$ ($k = 18, 21$). This demonstrates that for larger $k$’s, minimizers provide an effective way of factoring the space of $k$-mers in such a way that $k$-mers with equal counts tend to have the same minimizer.

More in detail, for larger $k$, the overwhelming majority of buckets are unambiguous (e.g. more than 99% of them, for $k = 18, m = 13$). As a consequence, AMB “filters out” a very large number of $k$-mers at the first layer, propagating to the second layer only a small fraction of them – those corresponding to ambiguous buckets. The special collision value then becomes the dominant value of the bucket table, making it highly compressible with BCSF. Note also that due to the skewedness of the distribution, i.e. the prevalence of one value, the $k$-mer tables of the last layer are well compressible as well. Altogether, this enables breaking the empirical entropy lower bound. The situation is similar for FIL: its first layer is even better compressible than the one of AMB, due to the absence of the additional special value which makes the table of AMB slightly less compressible. On the other hand, the BCSF of the second layer table of FIL turns out to take more space than that of AMB. This is because its Bloom filter operates on the large set of all $k$-mers, which implies a very small value of $\varepsilon$ to keep the set of false positives under control, and as a consequence, a relatively large Bloom filter. Overall, FIL turns out to yield a slightly larger space.

The advantages of AMB and FIL tend to vanish for smaller values of $k$. For small $k$’s, none of the methods beats the empirical entropy, which means that minimizers do not provide an efficient mean to factor the space of $k$-mers according to count values. We observe that in this case, applying BCSF to the input table provides the most efficient solution.

Since longer $k$-mers lead to more skewed data, and by extension, to a smaller entropy, both AMB and FIL better compress whole genome count tables for increasing $k$s. In order to test our algorithms in a more complex and challenging situation, we chose to compress the reference genome of *C. Elegans* (around 100Mbp). Taking into account the considerations
presented previously, we quickly found that the best results for AMB and FIL were given by \( k = 18 \) when using 2 layers. We randomly chose \( m_1 = 19 \) and \( m = 21 \) for three-layer AMB and FIL, respectively. Figure 2 demonstrates that our algorithms are not limited to bacterial genomes. Larger values of \( k \) only reduce the entropy of the data, leading to more succinct representations whereas simple CSF could not go below 1.2 bits/k-mer.

![Figure 2 Results when compressing the reference genome of C.Elegans.](image)

### 6.2 Compression of higher entropy data

With very skewed data, collisions of \( k \)-mer counts may happen between unrelated \( k \)-mers simply because one counter value strongly dominates the spectrum. In order to demonstrate that minimizers are useful as well for less skewed distributions than whole genome count tables, we applied our methods to the df dataset, see Figure 3.

The use of minimizers for larger \( k \)'s, proves to be beneficial again, with AMB and FIL requiring much less space that the empirical entropy of the data. A similar scenario to the previous case represents itself for relatively small \( k \) (\( k = 13 \)), for which both AMB and FIL do not have an advantage over a simpler (B)CSF. For even smaller \( k \)-mers (B)CSF remains the best option (results not shown).

The seemingly erroneous exceptions (BCSF taking more space than simple CSF) are explained by the approximation carried by formula (2) (assumption of equal values of \( C_{CSF} \) in both sides).

### 6.3 Approximate counts

In many applications, it is acceptable to tolerate a small absolute error in retrieved counts. Figure 5 shows that, in such case, it is possible to achieve a better memory consumption than simple CSFs even for small values of \( k \). For medium values of \( k \), neither too small nor too big, approximation can lead to the smallest compressed size, even when \( \delta = 1 \).
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Figure 3 Compressed space usage for the high entropy df dataset.

Figure 4 Space usage for the Sakai dataset with small $k$ when using AMB (FIL is slightly worse and was omitted). Minimizer lengths vary between 1 and 5 indicating that the best option is to use a simple (B)CSF.

Unlike Figure 4, reported here for comparison, Figure 5 does not use the best minimizer lengths found for AMB with two layers. This is because we want to use $\delta$ to remove ambiguity from as many buckets as possible in each layer, by ignoring small collisions. For small $k$'s this would not be possible with the best solutions found before, because minimizer lengths...
are too small to allow unambiguity even for $\delta > 0$. Therefore, in this case only, we just use contiguous minimizer lengths for each layer (e.g., if $k = 10$, layers will be 8, 9, 10 for three-layer AMB).

Another interesting observation about the approximate case is that AMB with three layers is substantially better than AMB with two layers only for $k = 12$ and $k = 13$. For $k = 10$ and $k = 11$ both versions give almost the same results.

### 6.4 Query speed

Figure 6 shows query time averaged over all distinct $k$-mers, in ns/k-mer. Simple CSFs, not surprisingly, are the fastest method, with BCSF having a negligible effect on the average query speed. On the other hand, bucketing has a tangible effect on performance, with speed negatively affected by additional layers. For short $k$-mers, both FIL and AMB are slower than the simple CSF by a factor equal to their number of layers.

The situation is different for larger $k$’s where AMB is only marginally slower than a bare-bones CSF. This is because most queries are solved without accessing all layers every time, thanks to unambiguous buckets. Two layered FIL, on the other hand, gives almost constant average query times across all test, since all queries have to access both of its layers to reconstruct the exact count value. We did not perform tests for FIL with 3 layers because it will always be slower than the two layered version.

### 6.5 Choosing minimizer lengths

In all reported cases, good minimizer lengths for the first layer ($m_0$) follow the rule: $m_0 > m_s = (\log_4(|G|) + 2)$ with $|G|$, the size in base pair of the genome. Smaller $m_0$, are no longer capable of partitioning $k$-mers in a meaningful way. Furthermore, space tends to first monotonically decrease to a minimum for increasing minimizer lengths, to increase again.
once the optimal value is passed. It is therefore possible to find the minimum by sequentially trying all possible minimizers greater than \( m_s \) and stop as soon as the compressed size starts to increase again.

Our results also show how multiple layers have a marginal effect on final compression sizes. In case of AMB, using three layers is always helpful, compared to the two-layer case. Best results are usually achieved for combinations including the best minimizer length obtained for the two-layer case.

On the other hand, FIL with three layers seems to be advantageous only for low entropy data, performing worse that its two-layer counterpart on the df dataset and for small \( k \)’s.

### 7 Conclusions

In this work, we introduced three data structures to represent compressed \( k \)-mer count tables. Our BCSF algorithm combines Compressed Static Functions, as implemented in Sux4J software [11], with Bloom Filters. This allows for a much better compression for skewed distributions with empirical entropy smaller than 1. Note that to our knowledge, this is the first time that CSFs are used in bioinformatic applications. We also provide a method to dimension the Bloom filter in a BCSF in order to minimise the final space.

Our two other algorithms, FIL and AMB, pair BCSF with a bucketing procedure where count values are mapped into buckets according to minimizer values of respective \( k \)-mers. This locality-sensitive hashing scheme allows us to efficiently factor the space of counts, which leads to breaking the empirical entropy lower bound for large enough \( k \)’s. FIL and AMB use slightly different strategies in decomposing the input table across minimizer layers.

Our last contribution is an extension of AMB to the approximate case, gaining more space at the expense of a small and user-definable absolute error on the retrieved counts.
We validated our algorithms on three different datasets, two fully assembled genomes (E.Coli and C.Elegans), and one document frequency example, for different $k$-mer lengths showing how BCSF, AMB and FIL behave in different situations. FIL and AMB have a clear advantage when minimizers are long enough to bucket $k$-mers in a meaningful way, for both skewed and high entropy data. When it is not possible to define a long-enough minimizer length, the advantage of using intermediate minimizer layers vanishes, and simple CSF and its BCSF provide a better solution.

At query time, CSF and BCSF are the fastest methods requiring about 100ns on average for a single query. For a fixed number of layers, AMB is faster than FIL in all situations when minimizers are useful. FIL becomes faster than AMB only for those cases when both algorithms achieve worse compression ratios than simple (B)CSF.

We consider this study to be the first step towards designing efficient representations for $k$-mer count tables occurring in data-intensive bioinformatics applications. One possible future direction is compression of RNA-Seq experiments where counts may translate expression levels of genes. Another example is metagenomics where different species may be present with different abundances which can be captured by $k$-mer counts. In such applications, efficient representation of $k$-mer counts can be particularly beneficial.
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A Multilayer FIL algorithm

Algorithm 4 FIL multi-layer construction algorithm.

**Data:** A mapping $f$ of keys to (integer) values, a list $L$ of minimizer lengths

**Result:** One BCSFs + Bloom filter for each layer

Sort $L$ by increasing order;

$T = f$;

for $m$ in $L$ do

    Initialise an array $A$ of buckets;

    $n = 0$;

    for $(q, c)$ in $T$ do

        $z = \mu_m(q)$ Insert $c$ into $g(z)$;

        $n = n + 1$;

    end

    for $b$ in $A$ do

        Select representative $r$ of bucket $b$ by majority rule;

    end

    Compress $A$ by using BCSF;

    Create output table $O$;

    $p_q = 0$;

    for $(q, c)$ in $T$ do

        if $g(\mu_m(q)) \neq c$ then

            Write $q$ and $c - g(\mu_m(q))$ to $O$;

            $p_q = p_q + 1$;

        end

    end

    $\alpha = (n - p_q)/n$;

    $\epsilon = (1 - \alpha)/\alpha$;

    if $\epsilon < 1$ then

        Initialise an empty Bloom Filter of size $1.44 \log_2(1/\epsilon)$;

        Insert all elements of $O$ into $B$;

        for $(q, c)$ in $T$ do

            if $g(\mu_m(q)) = c$ and $B(q)$ then

                Write $q$ and $c - g(\mu_m(q))$ to $O$

            end

        end

    end

end

$T = O$;
B Additional figures

Figure 7 Space usage across all values of $k$, for the Sakai dataset.

Figure 8 Space usage across all values of $k$, for the df dataset.
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Abstract

Every tumor is composed of heterogeneous clones, each corresponding to a distinct subpopulation of cells that accumulated different types of somatic mutations, ranging from single-nucleotide variants (SNVs) to copy-number aberrations (CNAs). As the analysis of this intra-tumor heterogeneity has important clinical applications, several computational methods have been introduced to identify clones from DNA sequencing data. However, due to technological and methodological limitations, current analyses are restricted to identifying tumor clones only based on either SNVs or CNAs, preventing a comprehensive characterization of a tumor’s clonal composition. To overcome these challenges, we formulate the identification of clones in terms of both SNVs and CNAs as a reconciliation problem while accounting for uncertainty in the input SNV and CNA proportions. We thus characterize the computational complexity of this problem and we introduce a mixed integer linear programming formulation to solve it exactly. On simulated data, we show that tumor clones can be identified reliably, especially when further taking into account the ancestral relationships that can be inferred from the input SNVs and CNAs. On 49 tumor samples from 10 prostate cancer patients, our reconciliation approach provides a higher resolution view of tumor evolution than previous studies.
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1 Introduction

Cancer results from an evolutionary process where somatic mutations accumulate in the genomes of different cells. This process yields highly heterogeneous tumors composed of different clones, each corresponding to a distinct subpopulation of cells with the same complement of somatic mutations [27]. The resulting intra-tumor heterogeneity has been clearly linked to critically important cancer phenotypes, including cancer prognosis and the potential of developing resistance to cancer therapy [3, 24]. Therefore, important downstream applications rely on accurate reconstructions of a tumor’s clonal architecture, which in turn requires the identification of the different clones, their proportions and their evolutionary history. However, the presence of different types of somatic mutations in the same clones renders these tasks particularly challenging. In particular, the following two types of somatic mutations are frequent in cancer [4, 39, 40]: (1) single nucleotide variants (SNVs), which are substitutions of individual DNA nucleotides, and (2) copy number alterations (CNAs), which are amplifications and deletions of large genomic regions.

Most cancer sequencing studies use bulk DNA sequencing technology, where one does not directly measure the co-occurrence of different mutations in the same clone because the generated DNA sequencing reads originate from unknown mixtures of millions of different cells in a bulk tumor sample. To identify distinct clones from such data, one thus needs to deconvolve the mixed sequencing data into the different clonal components [37]. Several computational methods have been introduced to perform this task. However, the majority of existing methods only focus on either SNVs [6, 29, 31, 35, 36] or CNAs [11, 25, 26, 28, 42–44], but rarely on both. Methods that attempt to identify clones in terms of both SNVs and CNAs do not not scale to the numbers of current cancer sequencing datasets (e.g., number of samples, mutations, clones, etc.) and often require heuristics to reduce the size of input instances [5, 9, 19]. As a result, current cancer evolutionary analyses [16, 18] do not apply such proposed methods but rather perform a post hoc analysis, manually assigning CNAs to a tree inferred from SNVs. Furthermore, we note that similar issues arise with some single-cell DNA sequencing technologies, since the different features of these technologies only allow the reliable measurement of either SNVs or CNAs [14]. For example, targeted MDA single-cell sequencing technologies are more suited for the identification of SNVs whereas whole-exome/genome DOP-PCR single-cell technologies are more suited for the identification of CNAs, and both these technologies have been used in parallel on the same tumor sample [22].

In this study, we investigate whether tumor clonal compositions can be comprehensively reconstructed by an alternative simpler and automated approach. Leveraging the SNV and CNA clone proportions that can be independently and reliably inferred by existing methods, we introduce the Parsimonious Clone Reconciliation (PCR) and Parsimonious Clone Tree Reconciliation (PCTR) problems to infer clones in terms of both SNVs and CNAs, their proportions and, additionally for the PCTR problem, their evolutionary relationships (Figure 1). We prove that the proposed problems are NP-hard and we introduce PACTION (PArsimonious Clone Tree reconciliation), an algorithm that solves these problems using two mixed integer linear programming formulations. Using simulations, we find that our approach reliably handles errors in input SNV and CNA proportions and scales to practical instance sizes. On 49 samples from prostate cancer patients [16], we find that our approach more comprehensively reconstructs tumor clonal architectures compared to the manual approach adopted in the previous analysis of the same data.
Figure 1: Overview. A tumor is composed of multiple subpopulations of cells, or clones, with distinct somatic mutations, which can be measured using DNA sequencing. (a) Due to limitations in inference algorithms and/or sequencing technologies, we are limited to characterizing tumor clones in terms of either single-nucleotide variants (SNVs, stars) or copy-number aberrations (CNAs, triangles). That is, we infer clones \( \Pi_1 \), proportions \( U_1 \) and a clone tree \( T_1 \) for the SNVs. Similarly, we infer clones \( \Pi_2 \), proportions \( U_2 \) and a clone tree \( T_2 \) for the CNAs. (b) PACTION solves the Parsimonious Clone Tree Reconciliation problem of inferring clones \( \Pi \subseteq \Pi_1 \times \Pi_2 \), a clone tree \( T \) and proportions \( U \) that characterize the clones of the tumor in terms of both SNVs and CNAs.

2 Problem Statements

We introduce two reconciliation problem formulations to reconstruct tumor clonal composition from inferred SNV and CNA clone proportions\(^2\). The first problem aims at inferring tumor clones and related proportions with both SNVs and CNAs given the clone proportions of SNVs and CNAs independently (Section 2.1). The second problem additionally considers phylogenetic trees describing the evolution of tumor clones with either different SNVs or CNAs (Section 2.2).

2.1 Parsimonious Clone Reconciliation

Suppose a tumor is composed of a set \( \Pi \) of \( n = |\Pi| \) clones, which are characterised by unique complements of two different features (e.g., SNVs and CNAs). These clones occur in \( m \) samples at varying proportions, defined as follows.

Definition 1. An \( m \times n \) matrix \( U = [u_{p,\ell}] \) is a proportion matrix for \( n \) clones \( \Pi \) provided (i) \( u_{p,\ell} \geq 0 \) for all samples \( p \in [m] \) and clones \( \ell \in [n] \), and (ii) \( \sum_{\ell=1}^{n} u_{p,\ell} = 1 \) for all samples \( p \in [m] \).

Due to limitations in inference algorithms and/or sequencing technologies, we only infer clones and their proportions for one feature in isolation. These two features lead to two distinct partitions of all tumor cells: a set \( \Pi_1 = [n_1] \) of clones induced by the first feature (e.g.,

\(^2\) While reconciliation is used in species phylogenetics, particularly in the context of gene-tree species-tree reconciliation, here we will use this term to indicate the process of obtaining a comprehensive evolutionary tree of tumor clones given input trees that each focus on a distinct genomic feature.
SNVs) and a set $\Pi_2 = \{n_2\}$ of clones induced by the second feature (e.g., CNAs). We refer to the original clones as II-clones and the clones induced by the first and the second features as $\Pi_1$-clones and $\Pi_2$-clones, respectively. The proportions of the $\Pi_1$-clones and $\Pi_2$-clones are given by the $m \times n_1$ proportion matrix $U_1 = [u_{i,j}^{(1)}]$ and the $m \times n_2$ proportions matrix $U_2 = [u_{i,j}^{(2)}]$, respectively. How are the proportions $U_1$ for $\Pi_1$-clones and the proportions $U_2$ for $\Pi_2$-clones related to the proportions $U$ of the $\Pi$-clones?

To answer this question, recall that $\Pi$ is a partition of all tumor cells induced by the combination of both the two features, whereas $\Pi_1$ and $\Pi_2$ are partitions induced by each feature in isolation (Figure 2a). As such, we have that the partition $\Pi$ is a refinement of partitions $\Pi_1$ and $\Pi_2$. Thus, each $\Pi$-clone $\ell$ corresponds to a unique $\Pi_1$-clone $i$ and a unique $\Pi_2$-clone $j$. In other words, we may view the set $\Pi$ as a binary relation of sets $\Pi_1$ and $\Pi_2$ of clones composed of pairs $\ell = (i, j)$ of clones, i.e., $\Pi \subseteq \Pi_1 \times \Pi_2$. This relation is captured by the projection functions $\pi_1 : \Pi \to \Pi_1$ and $\pi_2 : \Pi \to \Pi_2$ such that $\pi_1((i, j)) = i$ and $\pi_2((i, j)) = j$ for all $(i, j) \in \Pi$. We relate the proportion matrix $U$ for clones $\Pi$ to the proportion matrix $U_1$ for clones $\Pi_1$ and the proportion matrix $U_2$ for clones $\Pi_2$ as follows.

**Definition 2.** Given projection functions $\pi_1 : \Pi \to \Pi_1$ and $\pi_2 : \Pi \to \Pi_2$ induced by the set $\Pi \subseteq \Pi_1 \times \Pi_2$ of clones, the proportion matrix $U = [u_{p,\ell}]$ for clones $\Pi$ is consistent with a proportion matrix $U_1 = [u_{p,i}^{(1)}]$ for clones $\Pi_1 = \{n_1\}$ and proportion matrix $U_2 = [u_{p,j}^{(2)}]$ for clones $\Pi_2 = \{n_2\}$ provided (i) $u_{p,i}^{(1)} = \sum_{\ell, \pi_1(\ell) = i} u_{p,\ell}$ for all samples $p \in [m]$ and clones $i \in [n_1]$, and (ii) $u_{p,j}^{(2)} = \sum_{\ell, \pi_2(\ell) = j} u_{p,\ell}$ for all samples $p \in [m]$ and clones $j \in [n_2]$.

The above definition formalizes the intuition that clones $\Pi$ of the tumor are a refinement of the input clones $\Pi_1$ and $\Pi_2$, and therefore their proportions $U$ must be consistent with the input proportions $U_1$ and $U_2$. Our goal is to recover the set $\Pi \subseteq \Pi_1 \times \Pi_2$ of clones and their proportions $U$ from the proportion matrices $U_1$ and $U_2$ for clones $\Pi_1$ and $\Pi_2$, respectively. While there always exist trivial solutions given by the full set $\Pi' = \Pi_1 \times \Pi_2$ of $n = n_1 \cdot n_2$ clones (Figure 2b), we seek a solution $\Pi$ with the smallest number of clones under the principle of parsimony (Figure 2c).

**Problem 3 (Parsimonious Clone Reconciliation (PCR)).** Given proportions $U_1$ for clones $\Pi_1 = \{n_1\}$ and proportions $U_2$ for clones $\Pi_2 = \{n_2\}$, find (i) the smallest set $\Pi \subseteq \Pi_1 \times \Pi_2$ of clones and (ii) proportions $U$ for $\Pi$ such that $U$ is consistent with $U_1$ and $U_2$. 
2.2 Parsimonious Clone Tree Reconciliation

In practice, proportions $U_1$ and $U_2$ are not measured exactly but are affected by potential measurement errors. As such, accurate recovery of the original clones $\Pi$ and their proportions $U$ requires correcting $U_1$ and $U_2$. To accomplish this, we require additional information and constraints. In this work, we propose to use the evolutionary relationships among the clones $\Pi_1$ and $\Pi_2$ that can be inferred by existing methods in the form of clone trees [6–8, 23, 29, 33]. Specifically, a rooted tree $T$ is a clone tree for clones $\Pi$ provided the vertex set $V(T)$ equals $\Pi$. Moreover, the root vertex $r(T)$ of a clone tree $T$ corresponds to the normal clone while each edge $(u,v) \in E(T)$ represents a mutation event that altered one of the features of clone $u$ and led to the formation of the clone $v$.

Similarly to the PCR problem, we are given two clone trees, one for each feature in isolation. In the specific example of two features (e.g., SNVs and CNAs), let clone tree $T_1$ describe the evolution of clones $\Pi_1$ (e.g., SNVs) and clone tree $T_2$ describe the evolution of clones $\Pi_2$ (e.g., CNAs). These trees are inferred using standard algorithms in the field [6, 11, 25, 26, 28, 29, 31, 35, 36, 42–44]. Since all clones share a common evolutionary history the original clone tree $T$ is a refinement [31, 41] of the clone trees $T_1$ and $T_2$, which is defined as follows.

**Definition 4.** Clone tree $T$ for clones $\Pi$ is a refinement of clone trees $T_1$ for clones $\Pi_1$ and clone tree $T_2$ for clones $\Pi_2$ provided

(i) for each edge $(i,i') \in E(T_1)$ there exists exactly one $j \in \Pi_2$ such that $((i,j),(i',j)) \in E(T)$,

(ii) for each edge $(j,j') \in E(T_2)$ there exists exactly one $i \in \Pi_1$ such that $((i,j),(i,j')) \in E(T)$,

(iii) for each $((i,j),(i',j')) \in E(T)$, it holds that $(i,i') \in E(T_1)$ and $j = j'$, or $(j,j') \in E(T_2)$ and $i = i'$.

Intuitively, the above definition states that when collapsing vertices of $T$ corresponding to identical $\Pi_1$-clones one obtains $T_1$, and, similarly, $T_2$ is obtained by collapsing vertices of $T$ corresponding to identical $\Pi_2$-clones.

Under a principle of parsimony and given clone trees $T_1, T_2$ with related proportions $U_1, U_2$, our goal is to find a set $\Pi \subseteq \Pi_1 \times \Pi_2$ of clones, a clone proportion matrix $U$, and a $T_1, T_2$-refined clone tree $T$ that require the smallest correction in $U_1$ and $U_2$. This motivates the following problem statement.

**Problem 5 (Parsimonious Clone Tree Reconciliation (PCTR)).** Given proportions $U_1$ and tree $T_1$ for clones $\Pi_1 = \{n_1\}$ and proportions $U_2$ and tree $T_2$ for clones $\Pi_2 = \{n_2\}$, find (i) the set $\Pi$ of clones, (ii) clone tree $T$ and (iii) proportions $U$ for $\Pi$ such that the clone tree $T$ is a refinement of $T_1$ and $T_2$ and minimizes the total error $J(U,U_1,U_2)$ such that

$$J(U,U_1,U_2) = \sum_{p=1}^{m} \sum_{i=1}^{n_1} |u_{p,i}^{(1)} - \sum_{\ell:E_1(i) = 1} u_{p,\ell}| + \sum_{p=1}^{m} \sum_{j=1}^{n_2} |u_{p,j}^{(2)} - \sum_{\ell:E_2(j) = 1} u_{p,\ell}|.$$

Note that $J(U,U_1,U_2) = 0$ if and only if $U$ is consistent with $U_1$ and $U_2$. The clone trees $T$, $T_1$ and $T_2$ do not appear in the objective function $J(U,U_1,U_2)$ and only provides constraints to the optimization problem. Due to these constraints, unlike the previous PCR problem, PCTR does not always admit a trivial solution with $J(U,U_1,U_2) = 0$ (as we further discuss in Section 3.2).
3 Combinatorial Characterization and Computational Complexity

We investigate the combinatorial structure and computational complexity of the two proposed PCR and PCTR problems in the following two sections, respectively.

3.1 Parsimonious Clone Reconciliation

We characterize the combinatorial structure of feasible and optimal solutions (Π, U) for the PCR problem. We first observe that the PCR problem always has a trivial solution. Specifically, given a set Π₁ of \( n_1 = |Π₁| \) clones and a set Π₂ of \( n_2 = |Π₂| \) clones and corresponding proportions \( U₁ \in [0,1]^{m \times n₁} \) and \( U₂ \in [0,1]^{m \times n₂} \), a trivial feasible solution is composed of \( n = n₁n₂ \) clones \( Π = Π₁ \times Π₂ \), which may have many possible corresponding proportions \( U \) (Figure 2b). For example, proportions \( U = [u_{p,(i,j)}] \) can be computed greedily by considering the \( n \) clones in any arbitrary order, and assigning each clone \((i,j) \in Π\) a proportion of \( u_{p,(i,j)} = \min(u^{(1)}_{p,i}, u^{(2)}_{p,j}) \) followed by subsequently updating \( u^{(1)}_{p,i} := u^{(1)}_{p,i} - u_{p,(i,j)} \) and \( u^{(2)}_{p,j} := u^{(2)}_{p,j} - u_{p,(i,j)} \) for each sample \( p \in [m] \). Thus, \( n = n₁n₂ \) is an upper bound on the number of clones needed. Can we similarly identify a lower bound on \( n \)?

To answer this question, let the support \( S(U) \) of an \( m \times n \) proportion matrix \( U \) be defined as the number of non-zero entries in the vector \( U1_m \) where \( 1_m \) is a \( m \times 1 \) vector with all entries equal to one. That is, the support \( S(U) \) of a proportion matrix \( U \) of clones \( Π \) signifies the number of clones with non-zero proportion in at least one of the samples \( p \in [m] \). Any such clone must be part of at least one clone \( ℓ \in Π \) in the solution to the PCR problem to ensure consistency of the proportion matrices. This leads to the following observation.

**Observation 6.** Given an instance \((Π₁, U₁, Π₂, U₂)\) of the PCR problem with solution \( Π \) we have \( n \geq \max(S(U₁), S(U₂)) \) where \( n = |Π| \).

Given any set \( Π \subseteq Π₁ \times Π₂ \) of clones, deciding whether there exists a proportion matrix \( U \) that is consistent with given proportion matrix \( U₁ \) for clones \( Π₁ \) and \( U₂ \) for clones \( Π₂ \), and constructing such a matrix is equivalent to solving a maximum flow problem, which takes polynomial time [1]. Figure 2 illustrates the construction such that there exists a consistent proportion matrix if and only the value of the flow is 1. Note that for \( m > 1 \) samples, we need to solve a multi-commodity rather than a single-commodity flow problem. However, the PCR problem, where we simultaneously seek \( Π \) and \( U \), is NP-hard and the hardness comes from having to identify the smallest set \( Π \) of clones.

**Theorem 7.** The PCR problem is NP-hard even for number \( m = 1 \) of samples.

This follows by reduction from the 3-PARTITION problem, a known NP-complete problem [12,13] stated as follows.

**Problem 8 (3-PARTITION).** Given an integer \( B \in \mathbb{N}^{>0} \), a multiset \( A = \{a₁, \cdots , a₃q\} \) of 3q positive integers such that \( a₁ ∈ (B/4, B/2) \) for all \( i ∈ [3q] \), and \( \sum_{i=1}^{3q} a_i = Bq \), does there exist a partition of \( A \) into \( q \) disjoint subsets such that the sum of the integers in each subset equals \( B \)?

Note that since each \( a_i \) occurs within the open interval \((B/4, B/2)\) and the elements in each subset of the desired partition sum to \( B \), it holds that each subset must be composed of exactly three elements from the multiset \( A \) – hence the name of the problem.
We represent the solution to an instance \((A, B)\) of the 3-PARTITION problem as a function \(\sigma: [3q] \to [q]\), which encodes the division of the elements of \(A = \{a_1, \ldots, a_{3q}\}\) into \(q\) disjoint subsets. The inverse of this function specifies the subset corresponding to each \(j \in [q]\) as \(\sigma^{-1}(j) = \{i \in [3q]: \sigma(i) = j\}\). Note that any solution \(\sigma: [3q] \to [q]\) of the 3-PARTITION problem satisfies the following constraint.

\[
\sum_{i \in \sigma^{-1}(j)} a_i = B, \quad \forall j \in [q]. \tag{1}
\]

Figure 3a provides an example 3-PARTITION instance and solution.

Given a 3-PARTITION problem instance \((A, B)\), we construct an instance of the PCR problem with number \(m = 1\) of samples as follows. The set \(\Pi_1(A, B)\) of clones is given by the set \([3q]\). The corresponding proportions are given by the \(1 \times 3q\) proportion matrix \(U_1(A, B) = [u^{(1)}_{i,j}]\) where \(u^{(1)}_{i,j} = a_i/Bq\) for all \(i \in [3q]\). Clearly, \(U_1(A, B) = [u^{(1)}_{i,j}]\) is a proportion matrix for \(\Pi_1(A, B)\) as, by construction, we have that \(\sum_{i=1}^{3q} u^{(1)}_{i,j} = 1\) and \(u^{(1)}_{i,j} \geq 0\) for all \(i \in [3q]\). The second set \(\Pi_2(A, B)\) of clones is given by \([q]\). The corresponding proportions are given by the \(1 \times q\) proportion matrix \(U_2(A, B) = [u^{(2)}_{i,j}]\) where \(u^{(2)}_{i,j} = 1/q\) for all \(j \in [q]\). It is easy to verify that \(U_2(A, B)\) is a proportion matrix for \(\Pi_2(A, B)\). Clearly, this construction takes polynomial time. Figure 3b shows an example. Hardness follows from the following lemma whose proof is omitted due to space constraints.

► **Lemma 9.** Given proportions \(U_1(A, B)\) for clones \(\Pi_1(A, B) = [3q]\) and proportions \(U_2(A, B)\) for clones \(\Pi_2(A, B) = [q]\), there exists a set \(\Pi\) of clones of size \(n = |\Pi| \leq 3q\) with proportions \(U\) that are consistent with \(U_1(A, B)\) and \(U_2(A, B)\) if and only if there exists a solution to the 3-PARTITION instance \((A, B)\).

### 3.2 Parsimonious Clone Tree Reconciliation

We now characterize the combinatorial structure of feasible and optimal solutions \((\Pi, U, T)\) for the PCTR problem. Let \(T_1\) be the first input clone tree for the input set \(\Pi_1\) of \(n_1 = |\Pi_1|\) clones. Similarly, let \(T_2\) be the second input clone tree for the input set \(\Pi_2\) of \(n_2 = |\Pi_2|\) clones. Let \(T\) be a solution clone tree that is a refinement of both \(T_1\) and \(T_2\). First, we observe that the clones that label the root vertices \(r(T_1)\) and \(r(T_2)\) of the two input trees together label the root vertex \(r(T)\) of the output tree \(T\), i.e., \(r(T) = (r(T_1), r(T_2))\).

► **Observation 10.** If clones \(\Pi\), clone tree \(T\) and proportion matrix \(U\) form a solution to the PCTR instance \((\Pi_1, T_1, U_1, \Pi_2, T_2, U_2)\), then \((r(T_1), r(T_2)) \in \Pi\) and \(r(T) = (r(T_1), r(T_2))\).
Next, from Definition 4 it follows that in the output clone tree $T$ it must hold that along each edge there is either a change in corresponding $\Pi_1$-clones or $\Pi_2$-clones but not both.

- **Observation 11.** For each $(i, j) \in V(T) \setminus \{r(T)\}$ it holds that either $((i', j), (i, j)) \in E(T)$ or $((i, j'), (i, j)) \in E(T)$ where $(i', i) \in E(T_1)$ and $(j', j) \in E(T_2)$.

Combining these observations, we get that the number of vertices/clones in $T$ equals $n = n_1 + n_2 - 1$.

- **Observation 12.** The number of clones $V(T)$ equals $n = n_1 + n_2 - 1$.

We note that $T$ is a multi-state perfect phylogeny with two characters, i.e., each character state labels at most one edge of $T$, whose two sets of states correspond to $\Pi_1$ and $\Pi_2$. Moreover, $T_1$ and $T_2$ impose an ordering of two sets of states to which $T$ must adhere – i.e., the two characters are cladistic [10]. The problem of deciding whether there exists an error-free solution of PCTR with $J(U, U_1, U_2) = 0$ is equivalent to a special case of the **Cladistic Multi-state Perfect Phylogeny Deconvolution** problem [9]. Details and precise definitions of these concepts are omitted due to space constraints. Although the tree constraints alter the solution space of PCTR problem compared to the PCR problem (see Figure 1 and Figure 2c), PCTR remains NP-hard, as we will show in the following.

- **Theorem 13.** The PCTR problem is NP-hard even for number $m = 1$ of samples.

For a given instance $(A, B)$ of the 3-PARTITION problem, we construct an instance of the PCTR problem as follows. The first set $\Pi_1(A, B)$ of clones equals $\{0\} \cup [3q]$ with corresponding $1 \times (3q + 1)$ proportion matrix $U_1(A, B) = [u_{1i}^{(1)}]$ where $u_{1i}^{(1)} = a_i/(Bq)$ for all $i \in [3q]$, and $u_{11}^{(1)} = 0$. The second set $\Pi_2(A, B)$ of clones equals $\{0\} \cup [q]$ with corresponding $1 \times (q + 1)$ proportion matrix $U_2(A, B) = [u_{2j}^{(2)}]$ where $u_{1j}^{(2)} = 1/q$ for all $j \in [q]$, and $u_{10}^{(2)} = 0$. The clone tree $T_1(A, B)$ is a star phylogeny rooted at $\Pi_1$-clone $i = 0$ with outgoing edges to each of the remaining $\Pi_1$-clones. Similarly, clone tree $T_2(A, B)$ is also a star phylogeny rooted at $\Pi_2$-clone $j = 0$ with outgoing edges to each of the remaining $\Pi_2$-clones. It is easy to verify that $U_1(A, B)$ and $U_2(A, B)$ are proportion matrices for $\Pi_1(A, B)$ and $\Pi_2(A, B)$, respectively. Clearly, this construction takes polynomial time. Figure 3c shows an example. The hardness follows from the following lemma whose proof is omitted due to space constraints.

- **Lemma 14.** Given proportions $U_1(A, B)$ and clone tree $T_1$ for clones $\Pi_1(A, B) = \{0\} \cup [3q]$ and proportions $U_2(A, B)$ and clone tree $T_2$ for clones $\Pi_2(A, B) = \{0\} \cup [q]$, there exists a set $\Pi$ of clones of size $n = |\Pi| = 4q + 1$, clone tree $T$ and proportion matrix $U$ such that $T$ is a refinement of $T_1$ and $T_2$ and $J(U, U_1, U_2) = 0$ if and only if there exists a solution of the 3-PARTITION instance $(A, B)$.

### 4 Methods

We introduce two mixed integer linear programming (MILP) formulations to solve the PCR (Section 4.1) and the PCTR problems (Section 4.2). We implement these two formulations within the algorithm PACTION (PArsimonious Clone Tree reconciliation), which uses the MILP-solver Gurobi version 9.1. PACTION is available at [https://github.com/elkebir-group/paction](https://github.com/elkebir-group/paction).
4.1 Parsimonious Clone Reconciliation

To solve the PCR problem, we introduce an MILP formulation composed of $O(n_1n_2m)$ variables (including $O(n_1n_2)$ binary variables) and $O(n_1n_2m)$ constraints. We introduce binary variables $x_{i,j} \in \{0,1\}$ for each $\Pi_1$-clone $i \in [n_1]$ and $\Pi_2$-clone $j \in [n_2]$ that indicate if clone $(i,j)$ belongs to $\Pi$. As such, the corresponding proportion of clone $(i,j)$ in sample $p \in [m]$ is denoted by the continuous variable $u_{p,i,j} \in [0,1]$. In the following we define the constraints on these variables by first describing the constraints for consistency and next those for encoding the objective function.

**Consistency constraints.** This first set of constraints ensure that proportion matrix $U$ is consistent with proportion matrices $U_1$ and $U_2$. We begin by forcing $u_{p,i,j}$ to 0 if $(i,j)$ is not a clone in the solution $\Pi$.

$$u_{p,i,j} \leq x_{i,j} \quad \forall p \in [m], i \in [n_1], j \in [n_2].$$

These above constraints allow us to model consistency of the solution $U$ with input proportions $U_1 = [u_{p,i}^{(1)}]$ and $U_2 = [u_{p,j}^{(2)}]$ as follows.

$$\sum_{j=1}^{n_2} u_{p,i,j} = u_{p,i}^{(1)} \quad \forall p \in [m], i \in [n_1],$$

$$\sum_{i=1}^{n_1} u_{p,i,j} = u_{p,j}^{(2)} \quad \forall p \in [m], j \in [n_2].$$

Note that these two sets of constraints imply that $\sum_{i=1}^{n_1} \sum_{j=1}^{n_2} u_{p,i,j} = 1$ for all $p \in [m]$.

**Objective function.** We minimize the total number of clones in the set $\Pi$ by minimizing the following objective function.

$$\min \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} x_{i,j}.$$

4.2 Parsimonious Clone Tree Reconciliation

To solve the PCTR problem, we introduce an MILP formulation composed of $O(n_1n_2m)$ variables (including $O(n_1n_2)$ binary variables) and $O(n_1n_2m)$ constraints. Similarly to the PCR MILP, we introduce binary variables $x_{i,j} \in \{0,1\}$ for $i \in [n_1]$ and $j \in [n_2]$ that indicate if clone $(i,j)$ belongs to $\Pi$. As such, the corresponding proportion of clone $(i,j)$ in sample $p \in [m]$ is denoted by the continuous variable $u_{p,i,j} \in [0,1]$. We introduce constraints to model the error $J(U, U_1, U_2)$ used in the objective function, as well constraints to enforce that $U$ is a proportion matrix, and finally constraints to enforce that $T$ is a refinement of $T_1$ and $T_2$.

**Correction constraints.** Unlike the PCR problem, the proportion matrix $U$ need not be consistent with proportion matrices $U_1$ and $U_2$. We introduce continuous variables $c_{p,i}^{(1)} \in [0,1]$ for $p \in [m], i \in [n_1]$ and $c_{p,j}^{(2)} \in [0,1]$ for $p \in [m], j \in [n_2]$ to model the entry-wise absolute differences, i.e., $c_{p,i}^{(1)} = | \sum_{j=1}^{n_2} u_{p,i,j} - u_{p,i}^{(1)} |$ and $c_{p,j}^{(2)} = | \sum_{i=1}^{n_1} u_{p,i,j} - u_{p,j}^{(2)} |$. We do so with the following constraints.
We now enforce conditions (i) and (ii) in Definition 4 as follows.

\[ c_{p,i}^{(1)} \geq \sum_{j=1}^{n_2} u_{p,i,j} - u_{p,i}^{(1)} \quad \forall p \in [m], i \in [n_1], \]

\[ c_{p,i}^{(1)} \geq u_{p,i}^{(1)} - \sum_{j=1}^{n_2} u_{p,i,j} \quad \forall p \in [m], i \in [n_1], \]

\[ c_{p,j}^{(2)} \geq \sum_{i=1}^{n_1} u_{p,i,j} - u_{p,j}^{(2)} \quad \forall p \in [m], j \in [n_2], \]

\[ c_{p,j}^{(2)} \geq u_{p,j}^{(2)} - \sum_{i=1}^{n_1} u_{p,i,j} \quad \forall p \in [m], j \in [n_2]. \]

**Proportion matrix constraints.** To model that our output matrix \( U \) is a proportion matrix, we begin by ensuring that \( u_{p,i,j} = 0 \) with \( x_{i,j} = 0 \), i.e., the proportion of clone \((i, j)\) is zero when it is not part of the solution II with the following constraints.

\[ u_{p,i,j} \leq x_{i,j} \quad \forall p \in [m], i \in [n_1], j \in [n_2]. \]

Next, we ensure that matrix \( U \) is a valid proportion matrix by enforcing that the proportions of the clones in each sample sum to 1.

\[ \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} u_{p,i,j} = 1 \quad \forall p \in [m]. \]

**Refinement constraints.** We introduce constraints that ensure that the clone tree \( T \) is a refinement of the clone trees \( T_1 \) and \( T_2 \). Following condition (iii) in Definition 4, we require that for each clone \((i, j) \neq (r(T_1), r(T_2)) \) there only two possible parents, i.e., either \((i', j')\) or \((i, j')\) where \((i', i) \in E(T_1)\) and \((j', j) \in E(T_2)\). We model the first case with continuous variables \( z_{(i,i'),j}^{(1)} \in [0,1] \) and the second case with continuous variables \( z_{i,(j,j')}^{(2)} \).

More specifically, we model the products \( z_{(i,i'),j}^{(1)} = x_{i,j}x_{i', j} \) and \( z_{i,(j,j')}^{(2)} = x_{i,j}x_{i,j'} \) with the following constraints.

\[ z_{(i,i'),j}^{(1)} \leq x_{i,j} \quad \forall (i,i') \in E(T_1), j \in [n_2], \]

\[ z_{(i,i'),j}^{(1)} \leq x_{i',j} \quad \forall (i,i') \in E(T_1), j \in [n_2], \]

\[ z_{(i,i'),j}^{(1)} \geq x_{i,j} + x_{i',j} - 1 \quad \forall (i,i') \in E(T_1), j \in [n_2]. \]

\[ z_{i,(j,j')}^{(2)} \leq x_{i,j} \quad \forall i \in [n_1], (j,j') \in E(T_2), \]

\[ z_{i,(j,j')}^{(2)} \leq x_{i,j'} \quad \forall i \in [n_1], (j,j') \in E(T_2), \]

\[ z_{i,(j,j')}^{(2)} \geq x_{i,j} + x_{i,j'} - 1 \quad \forall i \in [n_1], (j,j') \in E(T_2). \]

We now enforce conditions (i) and (ii) in Definition 4 as follows.

\[ \sum_{j=1}^{n_2} z_{(i,i'),j}^{(1)} = 1 \quad \forall (i,i') \in E(T_1), \]

\[ \sum_{i=1}^{n_1} z_{i,(j,j')}^{(2)} = 1 \quad \forall (j,j') \in E(T_2). \]
We perform simulations to investigate the performance of PACTION when solving the PCR and PCTR problems under different simulation regimes.

**Setup.** Given numbers $n_1, n_2$ of clones, number $m$ of samples and noise parameter $h \in [0, 1]$, we use a three-step procedure to simulate a set $\Pi$ of $n = n_1 + n_2$ clones whose SNV and CNA evolution is described by a clone tree $T$ and with clone proportions $U$ on $m$ samples. From $T$ and $U$, we obtain input trees $T_1$ and $T_2$ as well as input proportion matrices $U_1$ and $U_2$ subject to additional noise $h$. We detail the three steps in the following.

First, we use an approach based on growing random networks [21] to simulate $T$: starting from the root vertex (representing the normal clone $(1, 1)$) $T$’s topology is built by iteratively adding descendant vertices, choosing each parent uniformly at random. Specifically, we label each edge with a single event from either the first set $\{2, \ldots, n_1\}$ or second set $\{2, \ldots, n_2\}$ of features. Thus, the overall clones $\Pi$ are obtained by labeling all vertices with a depth-first traversal. Second, we obtain the clone trees $T_1$ and $T_2$ by collapsing vertices of $T$ corresponding to identical $\Pi_1$-clones and collapsing vertices of $T$ corresponding to identical $\Pi_2$-clones, respectively. Third, the proportions $U$ of the $\Pi$-clones in each sample are simulated by using a Dirichlet distribution with all concentration parameters equal to 1, similarly to previous methods [6, 23]. Proportions $U_1$ and $U_2$ are thus obtained following the consistency condition (Definition 2). Furthermore, we introduce noise in these two proportion matrices by mixing in a second draw from the same Dirichlet distribution using the parameter $h \in [0, 1]$ – a value of $h = 0$ indicates the absence of noise. Details are in Appendix B.

We ran PACTION in both PCR and PCTR mode on 360 simulated instances that we obtained by generating 10 instances for each combination of varying parameters. Matching numbers observed in recent cancer genomics studies [16, 18, 44], we varied the numbers $n_1 \in \{3, 5, 8\}$ and $n_2 \in \{3, 5, 8\}$ of clones, the number $m \in \{1, 2, 5\}$ of samples and noise level $h \in \{0, 0.05, 0.1, 0.15\}$. Note that both proportions $U_1, U_2$ and the simulated trees $T_1, T_2$ are taken in input in PCTR mode, while only proportions $U_1, U_2$ are considered in PCR mode.

**Results.** We measure the performance of PACTION based on recall, which is the fraction of ground truth clones that are predicted by our method, i.e., the clone recall equals $|\Pi \cap \Pi^*|/|\Pi^*|$ where $\Pi$ is the set of clones inferred by PACTION and $\Pi^*$ are the ground truth clones. As expected, PACTION in PCTR mode leverages additional information from the clone trees $T_1$ and $T_2$ and thus resulted in higher recall compared to PCR mode (Figure 4a). Interestingly, recall increased with increasing number $m$ of samples, as each additional samples provides additional constraints regarding consistency of the output clone proportions. Breaking down the clone recall by noise level $h$, we found that performance decreased with increasing noise levels in both PCR mode (Figure 4b) as well as PCTR mode (Figure 4c). However, we
found that the PCTR solver better handles increasing noise levels $h$, with a medial clone recall of 1 for noise level $h = 0$ as well as $h = 0.05$ when number $m$ of samples is 5 (Figure 4c and Figure S1).

Next, we investigated how well PACTION in PCTR mode infers ground truth clone trees $T^*$. To that end, we computed the parent-child distance [15] between the predicted clone tree $T$ and the clone tree $T^*$ in the ground truth. Specifically, the parent-child distance equals the ratio between the size $|E(T) \triangle E(T^*)|$ of the symmetric difference of the edge sets by the size $|E(T) \cup E(T^*)|$ of the union of edge sets. We observed that the clone tree distance is inversely correlated with the clone recall and when the clone recall is 1, the predicted clone tree matches the ground truth perfectly (Figure 4d). Indeed, we observed that performance increases with increasing number $m$ of samples, e.g., for $m = 5$ samples the median parent-child distance is 0 for noise levels $h \in \{0, 0.05, 0.1\}$ indicating that in the majority of these instances PACTION perfectly inferred ground truth trees. The reason why performance drops for decreasing number of samples is because the number of solutions increases with decreasing number of samples (Figure 4e). We used the correspondence between the PCTR problem (subject to the constraint that $J(U, U_1, U_2) = 0$, i.e., the proportions are error-free) and the perfect phylogeny mixture problem solved by SPRUCE [9] to enumerate all solutions for $h = 0$ instances. For instances with a large number of optimal solutions, the PCTR problem and consequently the MILP lacks additional constraints to disambiguate between solutions, thus sometimes reporting solutions that do not match the ground truth.
Finally, we investigated the running times of PACTION in PCR and PCTR modes. Overall, the running times in PCR mode (median of 0.79 s and mean of 385.52 s) were larger than PCTR mode (median of 0.77 s and mean of 0.95 s), likely due to the tree constraints providing more guidance for the MILP solver (Table S1). Interestingly, while running time decreased with increasing number $m$ of samples in PCR mode, the opposite is true in PCTR mode. The reason is that in PCTR mode the MILP is often solved in the first iteration prior to branching, where the running time of solving the linear programming relaxation will depend on the size of the formulation, which in turn depends on $m$. However, in PCR mode, the solver requires branching, and here additional constraints due to more samples will provide stronger bounds that will lead to more pruning and reduction in overall running time.

In summary, our simulations demonstrate that PACTION is able to quickly and accurately reconstruct ground truth clonal architectures under varying noise levels $h$, especially when the number $m$ is large and when run in PCTR mode.

### 5.2 Metastatic prostate cancer

In this study, we analyze whole-genome sequencing data from 49 tumor samples from 10 metastatic prostate cancer patients [16]. In a previous analysis of this data, Gundem et al. [16] identified SNV clones and reconstructed the SNV clone tree for each of the 10 patients. To further investigate the role of CNAs on tumor evolution, the authors annotated the SNV clone trees with CNA events in a post hoc analysis by manually comparing and matching frequencies of SNVs and CNAs. However, this approach does not allow us to identify tumor clones that are only distinguished by different CNAs and have the same SNVs. Therefore, there is no information about CNA-only driven tumor clones nor information about the ordering of the CNA events and the SNV events on the same edge of the tree. Such information is crucial to understand cancer progression [38] and is the subject of numerous studies [17, 20, 34]. Therefore, we investigated whether we can use PACTION to provide a more comprehensive analysis of these tumor clonal compositions by jointly considering SNVs and CNAs.

We applied PACTION to previously inferred SNV and CNA clone proportions. First, we used the SNV clone proportions as well as the SNV clone tree $T_1$ inferred for each patient by Gundem et al. [16]. Note that each edge of the SNV tree represents a cluster of SNV
mutations. As such, we computed the SNV clone proportions $U_1$ using the published cancer cell fractions of SNVs (details in Appendix C). Second, we used the CNA clones obtained from a previous copy-number analysis [44] of the same patients. Since this previous analysis does not provide CNA clone trees, we enumerated all possible binary trees [2] with the CNA clones as the leaves and independently ran PACTION in PCTR mode with each tree as input. We then selected the CNA clone tree with the smallest correction $J(U, U_1, U_2)$, which for each patient was unique. Overall, we ultimately obtained SNV trees with $n_1 \in \{5, \ldots, 16\}$ clones and CNA trees with $n_2 \in \{4, \ldots, 8\}$ clones across $m \in \{2, \ldots, 10\}$ samples (Table S2).

In all patients but A29, we found that one cannot reconcile independently-inferred SNV and CNA clone trees without additional corrections to the clone proportions. Importantly, this observation highlights that the clone proportions inferred by existing methods are generally characterized by errors (Figure 5a). As previously demonstrated in our simulation study, PACTION, however, reliably handles the presence of noise, enabling the inference of the complete clonal composition and tumor evolution with limited corrections for all patients. Specifically, the corrections applied by PACTION were limited to only a few samples per patient, potentially indicating sample-specific errors in previous analysis or samples with higher levels of noise. Importantly, we also observed that corrections were uniformly needed for both SNV and CNA clone proportions (Figure 5). This important observation highlights that both features are generally characterized by errors and, therefore, one cannot simply leave one feature fixed and use it to reconcile the other feature, as done previously [16].

Notably, we found that the reconciled clone trees inferred by PACTION reveal additional branching events that were previously missed. As an example, in patient A12, Gundem et al. [16] inferred an SNV clone tree with five clones and annotated this tree with five clonal CNA events, including loss-of-heterozygosity (LOH) of gene TP53 and chromosomes 8p and 13q, as well as deletions of genes FOXP1 and FANCD2 (gray edge in Figure 6a). The
Figure 7 PACTION results for patient A10. (a) The SNV clone tree reported by Gundem et al. [16] where the authors manually annotated edges with CNA events. (b) SNV clone tree $T_1$ and CNA clone tree $T_2$ describing the evolution of the SNV clones $Π_1$ and CNA clones $Π_2$ in the tumor samples of patient A12, respectively. (c) Proportions $U_1$ of SNV clones $Π_1$ and proportions $U_2$ of CNA clones $Π_2$ in the four samples of patient A10. (d) Proportions $U$ of tumor clones $Π$ in the four samples of patient A10 inferred by PACTION. (e) Reconciled clone tree $T$ inferred by PACTION. amp: amplification, LOH: loss of heterozygosity.

tree also contains a single subclonal CNA event, amplification of gene FGFR1 (green edge in Figure 6a). When using PACTION to analyze the previously-inferred SNV and CNA clone proportions, we reconstructed a reconciled clone tree with higher resolution. In fact, PACTION reconstructed a more refined clone tree with 12 clones while only applying modest corrections to the input clone proportions (Figure 5a). Similarly to the published tree, PACTION’s inferred clone tree contains a trunk with the same four clonal CNA events. However, PACTION’s tree contains additional branching events that are absent in the published SNV tree. Specifically, we observed that two SNV clones in the published tree (i.e., 2 and 3) were split into multiple clones in PACTION’s refined tree (i.e., (2, 2), (2, 4), (2, 5) for SNV clone 2, and (3, 3), (3, 6), and (3, 7) for SNV clone 3). Importantly, a subset of these refined clones are present at large proportions in the sequenced samples (Figure 6d), thus showing that PACTION enables a more fine-grained analysis of current sequencing data.

Finally, we found that the more refined clone trees inferred by PACTION also reveal novel insights about the relative temporal ordering of SNVs and CNAs. This phenomenon is particularly interesting in patient A10 (Figure 7a), for which PACTION inferred a clone tree with 17 clones and relatively high corrections to the previous SNV clone proportions (Figure 7b-d). PACTION’s tree recapitulates the same four clonal CNAs identified in the previous tree, including gain of chromosome 8q and amplifications of genes NCOA2, CTNNB1 and MDM2 (gray edge in Figure 7a). Importantly, PACTION’s tree also recapitulates subclonal CNA events as in the previous tree but further revealed that these CNA events precede the SNV events placed on the same edges in the published SNV clone tree (Figure 7e). More specifically, PACTION revealed that LOH of chromosome 8p and amplification of gene NCOA2 occur on the edge from clone (2, 3) to (2, 7) which precedes the SNV cluster represented by the edge from clone (2, 7) to (3, 7). Similarly, PACTION revealed that LOH of chromosome 8p occurs on the edge from clone (1, 1) to (1, 2) which precedes the SNV cluster represented by the edge from clone (1, 2) to (6, 2).
In summary, we demonstrated on metastatic prostate cancer patients that PACTION is able to resolve the temporal ordering of mutations and reveal branching events that are either unclear or hidden when the SNV tree or the CNA tree are considered in isolation.

6 Discussion

In this paper, we introduced PACTION, a new algorithm that infers comprehensive tumor clonal compositions by reconciling the clones proportions of both SNVs and CNAs that are inferred by existing methods. Our algorithm can additionally leverage SNV and CNA clone trees reconstructed by existing methods to obtain a refined tumor clone tree and correct potential errors in the input proportions. We formulated two problems, the PCR problem to infer the clones and their proportions, and the PCTR problem to additionally infer tumor clone trees with both SNVs and CNAs. We showed that both problems are NP-hard and can be solved exactly by PACTION using two mixed integer linear programming formulations. We demonstrated the performance of PACTION on simulations, showing that our method accurately reconciles clone trees, reliably handles errors in clone proportions, and scales to practical input sizes. Finally, we applied our method to whole-genome sequencing data from 10 metastatic prostate cancer patients [16], obtaining a higher resolution view of tumor evolution than previously reported.

In addition to the contributions of this study, we foresee four major avenues for future research. First, building upon the established relationship of the error-free PCTR and the cladistic multi-state perfect phylogeny deconvolution problems, we can adapt the existing method SPRUCE [9] to enumerate all possible solution of the PCTR problem in the presence of errors in the input proportions. Second, PACTION can be extended to account for uncertainty in the input clone trees and quantify its effect on the solution space. One way of incorporating the uncertainty in the input clone trees, is to consider a set of possible clone trees for each feature instead of a single input tree, choosing the best tree that leads to the most parsimonious solution. Moreover, we plan to adapt the PCR and PCTR to incorporate probabilistic models that account for uncertainty in the estimated clone proportions. Third, the PCR and PCTR problems can be generalized to reconcile more than two features. For instance, in addition to SNVs and CNAs, tumor cells may be partitioned into clones based on RNA expression or DNA methylation profiles. Finally, a likelihood-based objective function could be used to incorporate a joint evolutionary model for SNVs and CNAs [32].
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**A MILP formulation for the PCTR problem**

\[
\begin{align*}
\min & \quad \sum_{p=1}^{m} \sum_{i=1}^{n_1} c_{p,i}^{(1)} + \sum_{p=1}^{m} \sum_{j=1}^{n_2} c_{p,j}^{(2)} \\
\text{s.t.} & \quad c_{p,i}^{(1)} \leq \sum_{j=1}^{n_2} u_{p,i,j}^{(1)} \quad \forall p \in [m], i \in [n_1], \quad (3) \\
& \quad c_{p,j}^{(1)} \leq u_{p,i}^{(1)} - \sum_{j=1}^{n_2} u_{p,i,j}^{(1)} \quad \forall p \in [m], i \in [n_1], \quad (4) \\
& \quad c_{p,i}^{(2)} \geq \sum_{j=1}^{n_1} u_{p,i,j}^{(2)} - u_{p,i}^{(2)} \quad \forall p \in [m], j \in [n_2], \quad (5) \\
& \quad c_{p,j}^{(2)} \leq \sum_{i=1}^{n_1} u_{p,i,j}^{(2)} - u_{p,i}^{(2)} \quad \forall p \in [m], j \in [n_2], \quad (6) \\
& \quad u_{p,i,j} \leq x_{i,j} \quad \forall p \in [m], i \in [n_1], j \in [n_2], \quad (7) \\
& \quad \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} u_{p,i,j} = 1 \quad \forall p \in [m], \quad (8) \\
& \quad z_{i,i'}^{(1)} \leq x_{i,j} \quad \forall (i, i') \in E(T_1), j \in [n_2], \quad (9) \\
& \quad z_{i,i'}^{(1)} \leq x_{i',j} \quad \forall (i, i') \in E(T_1), j \in [n_2], \quad (10) \\
& \quad z_{i,i'}^{(1)} \geq x_{i,j} + x_{i',j} - 1 \quad \forall (i, i') \in E(T_1), j \in [n_2], \quad (11) \\
& \quad z_{i,j,j'} \leq x_{i,j} \quad \forall i \in [n_1], (j, j') \in E(T_2), \quad (12) \\
& \quad z_{i,j,j'} \leq x_{i,j'} \quad \forall i \in [n_1], (j, j') \in E(T_2), \quad (13) \\
& \quad z_{i,j,j'} \geq x_{i,j} + x_{i,j'} - 1 \quad \forall i \in [n_1], (j, j') \in E(T_2), \quad (14) \\
& \quad \sum_{j=1}^{n_2} z_{i,i'}^{(2)} = 1 \quad \forall (i, i') \in E(T_1), \quad (15) \\
& \quad \sum_{i=1}^{n_1} z_{i,j,j'}^{(2)} = 1 \quad \forall (j, j') \in E(T_2), \quad (16) \\
& \quad x_{i,j} \in \{0, 1\}, \quad \forall i \in [n_1], j \in [n_2], \quad (17) \\
& \quad u_{p,i}^{(1)} \in [0, 1], \quad \forall p \in [m], i \in [n_1], \quad (18) \\
& \quad u_{p,i}^{(2)} \in [0, 1], \quad \forall p \in [m], j \in [n_2], \quad (19) \\
& \quad c_{p,i}^{(1)} \in [0, 1], \quad \forall p \in [m], i \in [n_1], \quad (20) \\
& \quad c_{p,j}^{(2)} \in [0, 1], \quad \forall p \in [m], j \in [n_2], \quad (21) \\
& \quad z_{i,i'}^{(1)} \geq 0 \quad \forall (i, i') \in E(T_1), j \in [n_2], \quad (22) \\
& \quad z_{i,j,j'}^{(2)} \geq 0 \quad \forall i \in [n_1], (j, j') \in E(T_2). \quad (23)
\end{align*}
\]
B Simulation Details

We perturb the proportion matrices \( U_1 \) and \( U_2 \) by introducing noise following a user-defined level \( h \in [0, 1] \). For each sample \( p \in [m] \), let \( \bar{u}^{(1)}_p = [u^{(1)}_{p,i}] \) for \( i \in [n_1] \) and \( u^{(2)}_p = [u^{(2)}_{p,j}] \) for \( j \in [n_2] \). The perturbed proportions \( \bar{u}_p^{(1)} \) and \( \bar{u}_p^{(2)} \) are drawn from the following distributions

\[
\begin{align*}
\bar{u}_p^{(1)} &\sim (1-h)u^{(1)}_p + h\text{Diag}(1_{n_1}), \quad \forall p \in [m], \\
\bar{u}_p^{(2)} &\sim (1-h)u^{(2)}_p + h\text{Diag}(1_{n_2}), \quad \forall p \in [m].
\end{align*}
\]

The resulting proportion matrices are \( \bar{U}_1 = [\bar{u}^{(1)}_{p,i}] \) for \( p \in [m], i \in [n_1] \) and \( \bar{U}_2 = [u^{(2)}_{p,j}] \) for \( p \in [m], j \in [n_2] \). Note that when noise level \( h = 0 \), we have \( \bar{U}_1 = U_1 \) and \( \bar{U}_2 = U_2 \). Also, for any \( h \in [0, 1] \), the matrices \( \bar{U}_1 \) and \( \bar{U}_2 \) satisfy the conditions laid out in the definition of proportion matrices (Definition 2).

C Computation of SNV Clone Proportions

Each edge of the SNV clone tree \( T_1 \) reported by Gundem et al. [16] represents a set of mutations, also known as mutation clusters. As such, for a SNV clone tree \( T_1 \) with \( n_1 \) vertices, there are \( n_1 - 1 \) mutation clusters. The authors have provided the cancer cell fraction (CCF) for each of the mutation clusters in each sample of the ten patients. They used pigeonhole principle (PPH) to construct the SNV clone tree manually. For a given patient, let \( F \in [0, 1]^{m \times (n_1-1)} \) be the CCF matrix such that \( F = [f_{p,k}] \) and \( f_{p,k} \) is the CCF of mutation cluster \( k \in [n_1-1] \) in sample \( p \in [m] \). The SNV clone tree \( T_1 \), excluding the root vertex which represent the normal cell, is used to construct a perfect phylogeny matrix \( B \) [30]. We use the perfect phylogeny matrix \( B \) and the CCF matrix \( F \) to get the proportion \( U' \) of SNV clones, excluding the normal clone, in each sample of the ten patients by solving the following linear program

\[
\begin{align*}
\min |F - BU'|_1, \\
\text{s.t. } 0 \leq u_{p,i} \leq 1, & \quad \forall p \in [m], \ i \in [n_1 - 1], \\
\sum_{i=1}^{n_1-1} u_{p,i} = 1, & \quad \forall p \in [m],
\end{align*}
\]

where \( | \cdot |_1 \) is the entry-wise \( L_1 \) norm. Finally, we correct the proportion matrix \( U' \) for the purity of the tumor samples (also known as tumor cellularity), which is the proportion of cancer cells in the tumor. We use the proportion of normal cells in each sample, inferred by HATCHet [44], to compute the purity of the tumor samples. Let \( \gamma \in [0, 1]^{m \times 1} \) be a vector such that \( \gamma_{p,1} \) is the purity of sample \( p \in [m] \) inferred using HATCHet. The proportion matrix \( U \in [0, 1]^{m \times n_1} \) of the SNV clones is given by

\[
U = [\text{Diag}(\gamma)U' \ 1_m - \gamma]
\]

where \( 1_m \) is a \( m \times 1 \) vector with all entries equal to 1 and \( \text{Diag}(\gamma) \) is a \( m \times m \) diagonal matrix with the diagonal elements given by the entries of the vector \( \gamma \). It is easy to see that the proportion matrix \( U \) satisfies the conditions for being a proportion matrix (see Definition 1).
Figure S1: Clone recall for the two modes of PACTION on the simulated instances. We show the clone recall of PACTION with the PCR and the PCTR mode on the simulated instances for varying noise levels $h$ and number $m$ of samples. For majority of simulated instances, PACTION in the PCTR mode has a higher recall compared to the PCR mode.

Table S1: Median running time of PACTION in PCT and PCTR modes for simulation instances with varying number of samples $m$.

<table>
<thead>
<tr>
<th>number of samples $m$</th>
<th>PCR runtime (s)</th>
<th>PCTR runtime (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.84820</td>
<td>0.74365</td>
</tr>
<tr>
<td>2</td>
<td>0.6949</td>
<td>0.7379</td>
</tr>
<tr>
<td>5</td>
<td>0.81985</td>
<td>0.84460</td>
</tr>
</tbody>
</table>

Table S2: Statistics of the metastatic prostate cancer data [16]. Number $m$ of samples, number $n_1$ of SNV clones and number $n_2$ of CNA clones for the 10 patients from Gundem et al. [16]. The CNA clones were identified using HATCHet [44].

<table>
<thead>
<tr>
<th>patient</th>
<th>number $m$ of samples</th>
<th>number $n_1$ of SNV clones</th>
<th>number $n_2$ of CNA clones</th>
</tr>
</thead>
<tbody>
<tr>
<td>A10</td>
<td>4</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>A12</td>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>A17</td>
<td>5</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>A21</td>
<td>8</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>A22</td>
<td>10</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>A24</td>
<td>4</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>A29</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>A31</td>
<td>5</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>A32</td>
<td>5</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>A34</td>
<td>3</td>
<td>14</td>
<td>6</td>
</tr>
</tbody>
</table>
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1 Introduction

Over the last decade, the scale of genomic datasets has steadily increased. These datasets have grown to the size of hundreds of thousands of individuals [3] with millions soon to come [21]. Similarly, datasets for transcriptomics and epigenomics are growing to thousands of samples [1, 5, 14]. These studies provide valuable insight into the relationship between our genome and complex phenotypes [23].

Identifying these associations requires statistical models that can account for biases in study design that can negatively influence results through false positives or decreased power. Linear mixed models (LMMs) have been a popular choice for controlling these biases in genomic studies, utilizing variance components to account for issues such as population stratification [8]. These models can also be used to analyze studies with repeated measurements from individuals, such as replicates or measurements across different contexts. Meta-Tissue [20] is a method that applies this model in the context of identifying expression quantitative trait loci (eQTLs) across multiple tissues. In this framework, gene expression is measured in several tissues from the same individuals and the LMM is utilized to test the association between these values and genotypes. A meta-analytic approach is used to combine effects across multiple tissues to increase the power of detecting eQTLs. This approach has also been applied to increase power in genome-wide association studies (GWAS) by testing the association between genotypes and multiple related phenotypes [7].

However, these approaches are computationally intensive. Existing approaches for fitting these models are cubic in time complexity with respect to the number of samples across all contexts [8, 26]. Here, we present an ultra-fast LMM framework specifically for multiple-context studies. Our method, mcLMM, is linear in complexity with respect to the number of individuals and allows for statistical tests in a manner of hours rather than days or years with existing approaches. To illustrate the computational efficiency of mcLMM, we compare the runtime and memory usage of our method with EMMA and GEMMA [8, 26], two popular approaches for fitting these models. We further apply mcLMM to identify a large number of eQTLs in the Genotype-Tissue Expression (GTEx) dataset [5] and compare our results from METASOFT [6], which performs the meta-analysis of the mcLMM output, to a recent meta-analytic approach known as mash [22]. Finally, to demonstrate the practicality of mcLMM on modern datasets, we perform a multiple-phenotype GWAS combining over a million observations sampled from hundreds of thousands of individuals in the UK Biobank [3] within hours.

2 Methods

2.1 Linear Mixed Model

For multiple-context experiments with \( n \) individuals, \( t \) contexts, and \( c \) covariates, we fit the following linear mixed model

\[
y = X\beta + u + e
\]

where \( u \sim N(0, \sigma_u^2 K) \), \( e \sim N(0, \sigma_e^2 I) \), \( y \in R^{nt} \) is a vectorized representation of the responses, \( X \in R^{nt \times tc} \) is the matrix of covariates, \( \beta \in R^{tc} \) is the vector of estimated coefficients, \( K \in R^{nt \times nt} \) is a binary matrix where \( K_{i,j} = 1 \) indicates that sample \( i \) and sample \( j \) in \( Y \) come from the same individual, and \( I \in R^{nt \times nt} \) is an identity matrix. \( X \) is structured such that both an intercept and the covariate effects are fit within each context. For sake of simplicity, dimensions of \( nt \) assume that there is no missing data; however, this is not
a requirement for the model. We note that this definition of $K$ models within-individual variability as a random-effect, while within-context or across-individual variability is not included.

The full and restricted log-likelihood functions for this model are

$$l_F(y; \beta, \sigma_g, \delta) = \frac{1}{2} \left[-N \log (2\pi \sigma_g^2) - \log(|H|) - \frac{1}{\sigma_g^2} (y - X\hat{\beta})^T H^{-1} (y - X\hat{\beta})\right]$$

(2)

$$l_R(y; \beta, \sigma_g, \delta) = l_F(y; \beta, \sigma_g, \sigma_e) + \frac{1}{2} \left[tc \log(2\pi \sigma_e^2) + \log(|X^T X|) - \log(|X^T H^{-1} X|)\right]$$

(3)

where $N$ is the total number of measurements made across the individuals and contexts, $\delta = \frac{\sigma_e^2}{\sigma_g}$, and $H = K + \delta I$ [24]. These likelihood functions are maximized with the generalized least squares estimator $\hat{\beta} = (X^T H^{-1} X)^{-1} X^T H^{-1} y$ and $\hat{\sigma}_e^2 = \frac{R}{tc}$ in the full log-likelihood and $\sigma_g^2 = \frac{R}{tc}$ in the restricted log-likelihood, where $R = (y - X\hat{\beta})^T H^{-1} (y - X\hat{\beta})$. Our goal is to maximize these likelihood functions to estimate the optimal $\delta$.

### 2.2 Likelihood refactoring in the general case

The EMMA algorithm optimizes these likelihoods for $\delta$ by refactoring them in terms of constants calculated from eigendecompositions of $H$ and $SHS$, where $S = I - X(X^T X)^{-1} X^T$, that allow linear complexity optimization iterations with respect to the number of individuals [8]. The GEMMA algorithm further increases efficiency by replacing the $SHS$ eigendecomposition with a matrix-vector multiplication [26]. Both approaches require the eigendecomposition of at least one $N$ by $N$ matrix which is typically cubic in complexity. Here, we show that our specific definition of $K$ as a binary indicator matrix allows us to refactor these likelihood functions without any eigendecomposition steps. It should be noted that EMMA and GEMMA can fit this model for any positive semidefinite $K$, while mclLMM is restricted to the definition described above.

We note that previous work has shown similar speedups when the matrix $K$ is low rank and has a block structure as described here [10]. This work, FaST-LMM, shows that the likelihood functions can be computed in linear time with respect to the number of individuals after singular value decomposition of a matrix with complexity that is also linear with respect to the number of individuals. We improve upon these methods by recognizing that the eigenvalues of the $K$ matrix are known beforehand, which allows for further efficiency in fitting this model. Furthermore, the FaST-LMM model assumes that all individuals within each context share additional covariance while mclLMM assumes that all contexts observed within an individual share additional covariance.

First, note that $H = K + \delta I$ is a block diagonal matrix. Specifically, each block corresponds to an individual $i$ with $t_i$ contexts measured, where $t_i$ is less than or equal to $t$ depending on the number of contexts observed for individual $i$. Each block is equal to $[1_{t_i} + \delta I_{t_i}] \in \mathbb{R}^{t_i \times t_i}$, where $1_{t_i}$ is a $t_i$ by $t_i$ matrix composed entirely of 1. These properties of $H$ make its eigendecomposition and inverse directly known.

The eigenvalues of a block diagonal matrix are equal to the union of the eigenvalues of each block. Moreover, the eigenvalues of $[1_{t_i} + \delta I_{t_i}]$ are $t_i + \delta$ with multiplicity 1 and $\delta$ with multiplicity $t_i - 1$. Therefore, $H$ has eigenvalues $\delta$ with multiplicity $N - n$ and $t_i + \delta$ for each $t_i$. This provides our first refactoring

$$\log(|H|) = (N - n) \log(\delta) + \sum_{i=1}^{n} \log(t_i + \delta)$$

(4)
The inverse of a block diagonal matrix can also be computed by inverting each block individually. Moreover, using the Sherman-Morrison formula \[16\], the inverse of \([1_t + \delta I_t]\) is known

\[
(1_t + \delta I_t)^{-1} = -\frac{1}{t + \delta}1_t + \frac{1}{\delta}I_t,
\]

(5)

Given each entry of \(H^{-1}\), we can show algebraically that

\[
X^TH^{-1}X = \frac{1}{\delta}(E - D)
\]

(6)

\[
E_{i,j} = \begin{cases} 
\sum_{\text{ind} \in f(i)} x_{\text{ind},g(i)}x_{\text{ind},g(j)} & \text{if } f(i) = f(j) \\
0 & \text{if } f(i) \neq f(j)
\end{cases}
\]

(7)

\[
D_{i,j} = \sum_{g \in \text{groups}} \frac{1}{t_g + \delta} \sum_{\text{ind} \in f(i), f(j), g} x_{\text{ind},g(i)}x_{\text{ind},g(j)}
\]

(8)

where \(f(i) = i/t\) (modulo operator) provides the context of a given 0-indexed column of \(X\), \(g(i) = i/t\) (integer division) provides the covariate of a given index. A group \(g\) defines the set of individuals that share the same number of measured contexts \(t_g\). The expression “\(\text{ind} \in f(i), f(j), g\)” indicates the set of all individuals that have \(t_g\) measured contexts that include context \(i\) and \(j\).

Note that with all values independent of \(\delta\) precomputed, specifically the sum of covariate interactions within the sets of individuals indicated above, \(E\) is constant with respect to \(\delta\) and each entry of the symmetric matrix \(D\) can be calculated in linear time with respect to the number of groups, which is less than or equal to the number of contexts \(t\). For a given \(\delta\), we can compute \(X^TH^{-1}X\) in \(O(t(tc)^2)\) time complexity. Both the restricted and full log-likelihoods require the calculation of \((X^TH^{-1}X)^{-1}\). The restricted log-likelihood requires the additional calculation of \(\log |X^TH^{-1}X|\). To calculate both of these terms, we perform a Cholesky decomposition of \(X^TH^{-1}X = LL^*\), where \(^*\) indicates the conjugate transpose. Given this decomposition, we can compute

\[
\log |X^TH^{-1}X| = \sum_{i=1}^{tc} 2\log(L_{i,i})
\]

(9)

\[
(X^TH^{-1}X)^{-1} = (L^*)^{-1}L^{-1}
\]

(10)

These operations can be done in \(O((tc)^3)\) time complexity.

Let \(P(X)\) denote a projection matrix and \(M(X) = (I - P(X))\). Note that both \(P(X)\) and \(M(X)\) are idempotent. The term remaining term in the likelihood functions, \(R\), can be reformulated as follows

\[
y - X\hat{\beta} = y - X(X^TH^{-1}X)^{-1}X^TH^{-1}y
\]

\[
= (I - X(X^TH^{-1}X)^{-1}X^TH^{-1})y
\]

\[
= (I - P(X))y
\]

\[
= M(X)y
\]

(11)
where

\[ M(X)^T H^{-1} = (I - X(X^T H^{-1} X)^{-1} X^T H^{-1})^T H^{-1} \]
\[ = (I - H^{-1} X(X^T H^{-1} X)^{-1} X^T) H^{-1} \]
\[ = H^{-1} - H^{-1} X(X^T H^{-1} X)^{-1} X^T H^{-1} \]
\[ = H^{-1} (I - X(X^T H^{-1} X)^{-1} X^T H^{-1}) \]
\[ = H^{-1} M(X) \]  

(12)

\[ R = (y - X\hat{\beta})^T H^{-1} (y - X\hat{\beta}) \]
\[ = y^T M(X)^T H^{-1} M(X) y \]
\[ = y^T H^{-1} M(X) M(X) y \]
\[ = y^T H^{-1} M(X) y \]
\[ = (y^T H^{-1} y) - (y^T H^{-1} X(X^T H^{-1} X)^{-1} X^T H^{-1} y) \]
\[ = a - b^T (X^T H^{-1} X)^{-1} b \]
\[ = a - b^T (L^*)^{-1} L^{-1} b \]  

(13)

The scalar \( a \) and vector \( b \) are a function of \( \delta \) and can be algebraically formulated as

\[ a = \frac{1}{\delta} \left( \sum_{i=1}^{N} y_i^2 \right) - \left( \sum_{g \in \text{groups}} \frac{1}{l_g + \delta} \sum_{\text{ind} \in g} (\sum_{\text{y ind}})^2 \right) \]  

(14)

\[ b_i = \frac{1}{\delta} \left( \sum_{\text{ind} \in \text{context}(i)} x_{\text{ind},g(i)} y_{\text{ind},f(i)} \right) - \left( \sum_{g \in \text{groups}} \frac{1}{l_g + \delta} \sum_{\text{ind} \in \text{f}(i),g} x_{\text{ind},g(i)} (\sum_{\text{y ind}}) \right) \]  

(15)

where \( \sum_{\text{y ind}} \) indicates the sum of responses across all contexts for an individual. With values independent of \( \delta \) pre-calculated, \( a \) and \( b \) can be calculated in linear time with respect to the number of groups.

Note that Equations 16 and 17 remove terms that are independent of \( \delta \) since they are not required for finding its optimal value, indicated by the \( \approx \) symbol. We can reformulate the entire likelihood functions as follows

\[ l_F(y; \beta, \sigma_g, \delta) = \frac{1}{2} \left[ -N \log (2\pi \sigma^2_g) - \log(|H|) - \frac{1}{\sigma^2_g} (y - X\beta)^T H^{-1} (y - X\beta) \right] \]
\[ = \frac{1}{2} \left[ -N \log (2\pi \frac{R}{N}) - \log(|H|) - N \right] \]
\[ = \frac{1}{2} \left[ -N \log (2\pi \frac{R}{N}) - \left( (N - n) \log (\delta) + \sum_{i=1}^{n} \log (t_i + \delta) \right) - N \right] \]
\[ \approx -N \log (a - b^T (L^*)^{-1} L^{-1} b) - \left( (N - n) \log (\delta) + \sum_{i=1}^{n} \log (t_i + \delta) \right) \]  

(16)

\[ l_R(y; \beta, \sigma_g, \delta) = l_F(y; \beta, \sigma_g, \sigma_e) + \frac{1}{2} \left[ tc \log (2\pi \sigma^2_e) + \log (|X^T X|) - \log (|X^T H^{-1} X|) \right] \]
\[ \approx (tc - N) \log (a - b^T (L^*)^{-1} L^{-1} b) \]
\[ - \left( (N - n) \log (\delta) + \sum_{i=1}^{n} \log (t_i + \delta) \right) - \sum_{i=1}^{tc} 2 \log (L_{i,i}) \]  

(17)
These likelihoods are maximized for \( \hat{\delta} \) using the optimize function in R. Each likelihood evaluation has a time complexity of \( O((tc)^3 + n) \).

2.3 Likelihood refactoring with no missing data

When there is no missing data, the likelihood functions can be further simplified. Note that in this case, \( N = nt \) and all \( t_i = t \). Hence,

\[
\log(|H|) = (N - n) \log(\delta) + \sum_{i=1}^{n} \log(t_i + \delta) \\
= (nt - n)\log(\delta) + n \log(t + \delta)
\]  

(18)

If the input terms \( y, X, \) and \( K \) are permuted resulting in samples being sorted in order of context, and the covariates in \( X \) are sorted in order of context, we can decompose \( H \) and \( X \) into

\[
H = (1_t + \delta I_t) \otimes I_n
\]

(19)

\[
X = I_t \otimes X_{\text{dense}}
\]

(20)

where \( \otimes \) indicates the Kronecker product and \( X_{\text{dense}} \in R^{n \times c} \) is a typical representation of the covariates for each individual without multiple contexts (i.e. samples as rows and covariates as columns). Utilizing the properties of Kronecker products, we can perform the following reformulation

\[
(X^T H^{-1} X)^{-1} = ((I_t \otimes X_{\text{dense}}^T)((1_t + \delta I_t) \otimes I_n)^{-1}(I_t \otimes X_{\text{dense}}))^{-1} \\
= ((1_t + \delta I_t)^{-1} \otimes X_{\text{dense}}^T X_{\text{dense}})^{-1} \\
= (1_t + \delta I_t) \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1}
\]

(21)

\[
\log(|(X^T H^{-1} X)^{-1}|) = \log(|(1_t + \delta I_t) \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1}|) \\
= \log(|(1_t + \delta I_t)|^c |(X_{\text{dense}}^T X_{\text{dense}})^{-1}|^t) \\
= c \log(|1_{1,t} + \delta I_{1,t}|) + t \log(|(X_{\text{dense}}^T X_{\text{dense}})^{-1}|) \\
= c \log\left(\frac{1}{(t + \delta)^{t-1}}\right) + t \log(|(X_{\text{dense}}^T X_{\text{dense}})^{-1}|) \\
= c \left(-\log(t + \delta) - (t - 1) \log(\delta)\right) + t \log(|(X_{\text{dense}}^T X_{\text{dense}})^{-1}|)
\]

(22)

Note that the remaining determinant in Equation 22 will not need to be calculated since it is independent of \( \delta \). Next, we show that \( \hat{\beta} \) is independent of \( \delta \).

\[
\hat{\beta} = (X^T H^{-1} X)^{-1} X^T H^{-1} y \\
= ((1_t + \delta I_t) \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1}) X^T H^{-1} y \\
= ((1_t + \delta I_t) \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1}) (I_t \otimes X_{\text{dense}})((1_t + \delta I_t)^{-1} \otimes I_n)y \\
= ((1_t + \delta I_t) \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1} X_{\text{dense}}^T) ((1_t + \delta I_t)^{-1} \otimes I_n)y \\
= ((1_t + \delta I_t)(1_t + \delta I_t)^{-1} \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1} X^T_{\text{dense}}) y \\
= (I_t \otimes (X_{\text{dense}}^T X_{\text{dense}})^{-1} X^T_{\text{dense}}) y
\]

(23)
This form of $\hat{\beta}$ shows that the optimal coefficients are equivalent to fitting separate ordinary least squares (OLS) models for each context. We compute $\hat{\beta}$ by concatenating these OLS estimates. Given this term, we can also compute the residuals of this model $s = (y - X\hat{\beta})$ and reformulate $R$ as follows.

$$
R = (y - X\hat{\beta})^TH^{-1}(y - X\hat{\beta}) = s^TH^{-1}s
= \sum_{i=1}^{nt} s_i \sum_{j=1}^{nt} s_j H_{j,i}
= \frac{1}{\delta} \left( \sum_{i=1}^{nt} s_i^2 \right) + \frac{1}{\delta(t + \delta)} \left( -\sum_{i=1}^{n} \left( \sum_{j=1}^{nt} s_{\text{ind}(i)} \right)^2 \right)
= \frac{1}{\delta} \left( \sum_{i=1}^{nt} s_i^2 \right) + \frac{1}{\delta(t + \delta)} \left( -\sum_{i=1}^{n} \left( \sum_{j=1}^{nt} s_{\text{ind}(i)} \right)^2 \right) + \frac{n}{\delta} \sum_{i=1}^{n} \left( \sum_{j=1}^{nt} s_{\text{ind}(i)} \right)^2.
$$

(24)

The term $\sum_{j=1}^{nt} s_{\text{ind}(i)}$ denotes the sum of residuals for an individual across all contexts. Let $u = \sum_{i=1}^{nt} s_i^2$ and $v = -\sum_{i=1}^{n} \left( \sum_{j=1}^{nt} s_{\text{ind}(i)} \right)^2$.

$$
R = \frac{1}{\delta} u + \frac{1}{\delta(t + \delta)} v
$$

(25)

Now we can reformulate the log-likelihoods, omitting terms that do not depend on $\delta$.

$$
l_F(\delta) = -nt \log (R) - \log(|H|)
= -nt \log \left( \frac{1}{\delta} u + \frac{1}{\delta(t + \delta)} v \right) - (nt - n) \log (\delta) - n \log (t + \delta)
= -nt \log \left( u + \frac{1}{t + \delta} v \right) + n \log \left( \frac{\delta}{t + \delta} \right)
= (tc - nt) \log (R) - \log(|H|) - \log \left( (X^TH^{-1}X)^{-1} \right)
= (tc - nt) \log \left( u + \frac{1}{t + \delta} v \right) + (c - n) \log \left( \frac{t + \delta}{\delta} \right)
$$

(26)

(27)

Both functions are differentiable with respect to $\delta$. Moreover, both derivatives have the same root

$$
\hat{\delta} = \frac{-tu - v}{u + v}.
$$

(28)

The scalar values $u$ and $v$ can be calculated by performing a separate OLS regression for each context, which can be completed in $O((nc^2 + c^3))$ time for a naive OLS implementation. Compared to the methods described above, this approach requires no iterative optimization and the estimate is optimal. Our implementation has a time complexity of $O(c^3 + nc^2 + tcn)$.

### 2.4 Resource requirement simulation comparison

We installed EMMA v1.1.2 and manually built GEMMA from its GitHub source (genetics-statistics/GEMMA.git, commit 9c5dfbce). We edited the source code of GEMMA to prevent the automatic addition of intercept term in the design matrix (commented out lines 1946 to 1954 of src/param.cpp).

Data were simulated using the mCLMM package. Sample sizes of 100, 200, 300, 400, and 500 were simulated with 50 contexts. Context sizes of 4, 8, 16, 32, and 64 were simulated with 500 samples. Data were simulated with $\sigma_e^2 = 0.2$ and $\sigma_y^2 = 0.4$ and a sampling rate of 0.5. Memory usage of each method was measured using the peakRAM R package (v 1.0.2).
2.5 False positive rate simulation

We simulated gene expression levels in multiple tissues for individuals where there were no eQTLs. In other words, gene expression levels were not affected by any SNPs. We considered 10,000 genes and 100 SNPs resulting in one million gene-SNP pairs. We simulated 1,000 individuals. We also examined false positive rates with 500 and 800 individuals. We generated 49 such datasets where the number of tissues varied from 2 to 50. To simulate the genotypes for each subject, we randomly generated two haplotypes (vectors consisting of 0 and 1) assuming a minor allele frequency (MAF) of 30%. To simulate gene expression levels from multiple tissues among the same individuals, we sampled gene expression from the following multivariate normal distribution:

\[
y \sim N(0, \sigma_g^2 K + \sigma_e^2 I)
\]  
(29)

where \( y \) is an \( N \times T \) vector representing the gene expression levels of \( N \) individuals in \( T \) tissues and \( K \) is an \( NT \times NT \) matrix corresponding the correlation between the subjects across the tissues. \( K_{i,j} = 1 \) when \( i \) and \( j \) are from two tissues of the same individuals, \( K_{i,j} = 0 \) otherwise. Here, we let \( \sigma_g = \sigma_e = 0.5 \). We used a custom R function (included with the mcLMM package) to simulate data from this distribution, which is based on sampling with a smaller covariance matrix for each block of measurements from an individual.

After generating the simulation datasets, we first ran mcLMM to obtain the estimated effect sizes and their standard errors, as well as the correlation matrices. The results from mcLMM were used as the input of METASOFT for meta-analysis to evaluate the significance. False positive rate was calculated as the proportion of gene-SNP pairs with p-values smaller than the significance level (\( \alpha = 0.05 \)).

2.6 True positive simulations

We developed the true positive simulation framework based on a previous study describing mash [22]. We simulated effects for 20,000 gene-SNP pairs in 44 tissues, 400 of which have non-null effects (true positives) and 19,600 of which have null effects. Let \( \beta_{jr} \) denote the effects of the gene-SNP pair \( j \) in context/tissue \( r \) and \( \beta_j \) is a vector of effects across various tissues, including null effects and non-null effects. We simulated the gene expression levels for 1,000 individuals as:

\[
y = \beta_{jr}^T X + e
\]  
(30)

where \( X \) denotes the genotypes of the individuals that were simulated as described in the false positive rate simulation. \( e \sim N(0, \sigma_e^2 K + \sigma_e^2 I) \), which is similar to the simulation in the false positive rate simulation. For \( \beta_{jr} \), we defined two types of non-null effects and simulated them in different ways:

- Shared, structured effects: non-null effects are shared in all tissues and the sharing is structured. The non-null effects are similar in effect sizes and directions (up-regulation or down-regulation) across all tissues, and this similarity would be stronger among some subsets of tissues. For 19,600 null effects, we set \( \beta_{jr} = 0 \). For 400 non-null effects, we assumed that each \( \beta_j \) independently followed a multivariate normal distribution with mean 0 and variance \( \omega U_k \), where \( k \) is an index number randomly sample from 1, \ldots, 8. \( \omega = |\omega'|, \omega' \sim N(0, 1) \) represents a scaling factor to help capture the full range of effects. \( U_k \) are \( 44 \times 44 \) data-driven covariance matrices learned from the GTEx dataset, which are provided in [22].
Shared, unstructured effects: non-null effects are shared in all tissues but the sharing is unstructured or independent across different tissues. For 19,600 null effects, we set $\beta_j = 0$. For 400 non-null effects, we sampled $\beta_j$ from a multivariate normal distribution with mean of 0 and variance of $0.01I$, where $I$ is a $44 \times 44$ identity matrix.

After simulating the gene expression levels $y$, we first ran mcLMM on the simulated datasets to acquire the estimated effect sizes and their standard errors, as well as the correlation matrices. We then applied METASOFT for meta-analysis with mcLMM outputs to evaluate the significance. For mash, we first performed simple linear regression to get the estimates of the effects and their standard errors in each tissue separately. These estimates and standard errors were used as the inputs for mash, which returned the measure of significance for each effect, the local false sign rate (lfsr). Finally, we employed the “pROC” R package \[15\] to calculate the receiver operating characteristic (ROC) curve and area under the ROC curve with the significance measures (p-values for mcLMM and METASOFT, lfsr for mash) and the correct labels of null effects and non-null effects.

### 2.7 Analysis of the GTEx dataset

The Genotype-Tissue Expression (GTEx) v8 dataset \[5\] was used in this study. We downloaded the gene expression data, the summary statistics of single-tissue cis-eQTL data using a 1 MB window around each gene, and the covariates in the eQTL analysis from GTEx portal (https://gtexportal.org/home/datasets). The subject-level genotypes were acquired from dbGaP accession number phs000424.v8.p2. The GTEx v8 dataset includes 49 tissues from 838 donors. We selected 15,627 genes that were expressed in all 49 tissues. We only included SNPs with minor allele frequency (MAF) greater than 1% and missing rate lower than 5%. We applied mash and mcLMM plus METASOFT to the GTEx v8 dataset in our analysis.

Since mash requires observation of the correlation structure among non-significant tests and data-driven covariance matrices before fitting its model, we prepared its input by selecting the top SNP with the smallest p-value and 49 random SNPs (or all other SNPs if there were fewer than 49 SNPs left in a gene) in every gene from the eQTL analysis in the GTEx v8 dataset. There were 560,475 gene-SNP pairs in total. mash uses the estimated effect sizes and standard errors of these gene-SNP pairs to learn the correlation structure of different conditions/tissues. We used the top significant SNPs to set up the data-driven covariances. We then fit mash to the random set of gene-SNP pairs with the canonical and data-driven covariances. With the fitted mash model, we computed the posterior summaries including local false sign rate (lfsr) \[18\] for the selected gene-SNP pairs to estimate the significance. We defined significant gene-SNP pairs as those with lfsr < 0.05 in any tissues.

We applied mcLMM to the same set of gene-SNP pairs. We regressed out unwanted confounding factors in gene expression levels for each tissue with a linear model using covariates provided by GTEx. Covariates of each sample included top 5 genotyping principal components, PEER factors \[17\] (15 factors for tissues with fewer than 150 samples, 30 factors for those with 150-250 samples, 45 factors for those with 250-350 samples, and 60 factors for those with more than 350 samples), sequencing platform, and sex. We ran mcLMM with the genotypes and processed gene expression levels of all 838 individuals across 49 GTEx tissues for each gene-SNP pair. Missing values in gene expression were included in the mcLMM input. The effect sizes, standard errors, and correlation matrices estimated by mcLMM were meta-analyzed with METASOFT to evaluate the significance under both the fixed effects (FE) and random effects (RE2) models. The resulting p-values were converted to q-values \[19\] to control false discovery rates. A gene-SNP pair was considered significant if its false discovery rate (FDR) was smaller than 5%.
2.8 Analysis of the UK Biobank dataset

This work was conducted using the UK Biobank Resource under application 33127. Samples were filtered for Caucasian individuals (Data-Field 22006). Hard imputed genotype data from the UK Biobank were LD pruned using a window size of 50, step size of 1, and correlation threshold of 0.2. SNPs were further filtered for minor allele frequency of at least 0.01 and a Hardy-Weinberg equilibrium p-value greater than 1e-7 using Plink 2 [4]. Samples were filtered for unrelated individuals with KING using a cutoff value of 0.125 [11]. Genotype data were split by chromosome and converted to bigsnpr format (v 1.4.4) for memory efficiency [12].

The following data fields were retrieved: age at recruitment (Data-Field 31), sex (Data-Field 21022), BMI (Data-Field 23104), body fat percentage (Data-Field 23099), 10 genetic principal components (Data-Field 22009), HDL Cholesterol (Data-Field 30760), LDL Direct (Data-Field 30780), Apolipoprotein A (Data-Field 30630), Apolipoprotein B (Data-Field 30640), and Triglycerides (Data-Field 30870). Continuous phenotypes were visually inspected and triglycerides were log-transformed due to skewness. Data were filtered for complete observations. All fields were scaled to unit variance and centered at 0.

HDL cholesterol, LDL cholesterol, Apolipoprotein A, Apolipoprotein B, and triglycerides were combined as response variables in the LMM and age, sex, BMI, body fat percentage, and the top 10 genetic principal components were used as additional covariates in the model. Each SNP was marginally fit with mcLMM. The coefficients output by this model for each phenotype were meta-analyzed to calculate FE p-values using METASOFT as packaged with Meta-Tissue v 0.5. The top GWAS hits for five different chromosomes (one per chromosome) were validated using the NHGRI-EBI GWAS catalog [2] and compared to studies for LDL and HDL cholesterol (GCST008035 and GCST008037).

3 Results

3.1 mcLMM is computationally efficient

To demonstrate the efficiency of mcLMM compared to existing approaches, we applied our method to simulated data of varying sample sizes and number of contexts. For these simulations, we simulated a sampling rate of 0.5, which indicates that only half of all possible individual-context pairs of observations are expected to be sampled.

We first applied our method to simulations with a fixed number of 50 contexts and varied the sample size from 100 to 500. From these experiments, we observed that mcLMM requires computational time orders of magnitude less than EMMA and GEMMA. Similarly, when we fixed the number of samples at 500 and varied the context sizes from 4 to 64, we observed dramatically reduced runtimes for mcLMM.

In these experiments, mcLMM also significantly reduces the memory footprint compared to EMMA and GEMMA, since we avoid creating any nt by nt matrices. In these simulations, existing approaches quickly grow memory requirements, with usages that grow to dozens of gigabytes for modestly sized datasets in the thousands of samples. mcLMM allows large-scale studies to be performed on relatively little computational resources (Figure 1).

In cases where there is no missing data, mcLMM allows for further speedups. We ran similar simulations to compare mcLMM with no missing data (optimal model) and mcLMM with missing data (iterative model). We observed a dramatic speedup, with sample sizes of 500,000 individuals across 10 contexts completed in under 10 seconds for the optimal model compared to around 15 minutes for the iterative model.
3.2 mcLMM enables powerful meta analyses to detect eQTLs

We utilized mcLMM to reduce the computational resource requirements of the Meta-Tissue pipeline, which fits a multiple-context LMM and combines the resulting effect sizes using METASOFT [20]. While powerful, the existing approach utilizes EMMA to fit the LMM. For a recent release from the GTEx consortium [5], each pair of genes and single nucleotide polymorphisms (SNPs) required over two hours to run. Across hundreds of thousands of gene-SNP pairs, this method would require years of computational runtime to complete. Utilizing mcLMM, we were able to complete this analysis in 3 days parallelized over each chromosome.

We compared our approach to a method known as mash [22]. This approach utilizes effect sizes estimated within each context independently and employs a Bayesian approach to combine their results for meta-analysis. In order to estimate the power of these methods, we performed simulations as described in the methods. In null simulations, we observed well-controlled false positive rates at $\alpha = 0.05$ for mcLMM coupled with METASOFT. In our simulation with true positives, we observed an increased area under the receiver operating characteristic (AUROC) for mcLMM coupled with the random effects (RE2) METASOFT model compared to mash (Figure 2).

Next, we compared the number of significant associations identified in the GTEx dataset. The mash approach utilized gene-SNP effect sizes estimated by the GTEx consortium within each tissue independently. Concordant with our simulations, we observed that the Meta-
Tissue approach, utilizing mcLMM for vast speedup, identified more significant eQTLs than \textit{mash} (Figure 3). These associations allow researchers to better understand the link between genetic variation and complex phenotypes through possible mediation of gene expression.

### 3.3 mcLMM scales to millions of samples across related phenotypes

As a practical application of the efficiency of mcLMM, we performed a multiple phenotype GWAS in the UK Biobank. A multiple phenotype GWAS associates SNPs with several related phenotypes in order to increase the effective sample size for greater power, under the assumption that the phenotypes are significantly correlated. For our analysis, we combined HDL and LDL cholesterol, Apolipoprotein A and B, and triglyceride levels across 323,266 unrelated caucasian individuals in the UK Biobank. In total, 1,616,330 observations of these related phenotypes were fit as responses in the LMM.

The mcLMM approach completed this analysis over 211,642 SNPs with an additional 14 covariates, parallelized over each chromosome, within a day. Each chromosome was analyzed on a single core machine with 32 GB of memory, with each test taking around 2 seconds to complete. We identified several significant loci, a subset of which replicate previous findings for specific phenotypes included in the model, such as HDL cholesterol [25] (Figure 4). Existing approaches, namely EMMA and GEMMA, require orders of magnitude more memory to begin this analyses and could not be run on the available computational resources.

### 4 Discussion

We presented mcLMM, an efficient method for fitting LMMs used for multiple-context association studies. Our method provides exact results and scales linearly in time and memory with respect to sample size, while existing methods are cubic. This efficiency allows mcLMM to process hundreds of thousands of samples over several contexts within a day on minimal computational resources, as we showed in simulation and in the UK Biobank. The
Figure 3 Venn diagram of significant eQTLs identified by meta-analysis methods in the GTEx dataset. We compared mcLMM using the fixed effects (FE) and random effects (RE2) models in METASOFT to mash. Note that areas are not proportional to the number of eQTLs in each region. mcLMM+METASOFT (RE2) identified a total of 321,117 significant associations that contained 225,818 eQTLs identified by mash.

association parameters learned by mcLMM can further be utilized with the METASOFT framework to provide powerful meta-analysis of the associations, as we showed in the GTEx dataset.

Previous approaches have derived related speedups for LMMs when the matrix $K$ is low rank, such as in the case when multiple samples are genetically identical or clustered in genome wide association studies as described in FaST-LMM [10]. In this approach, the authors show that the likelihood function can be evaluated in linear time with respect to the number of individuals after singular value decomposition of a matrix that is also linear with respect to the number of individuals. Other work has similarly used block structures and Kronecker refactorizations in studies with structured designs, such as multi-trait GWAS, to significantly speed up these approaches as well [9, 13].

Our approach builds upon these findings and we optimize the method specifically for the low rank matrix with known eigenvalues described in the model, thus avoiding any spectral or singular value decompositions. Furthermore, when there is no missing data, our method can compute the optimal model parameters with a closed form solution requiring no iterative optimization of likelihood functions. We also note that mcLMM models covariance across contexts within an individual while the FaST-LMM approach, described above, models covariance across individuals within each context. This specific model fit by mcLMM arises in multiple-context association studies, such as the approach employed by Meta Tissue [20] for
Figure 4: Multiple phenotype GWAS results from UK Biobank. Five phenotypes (LDL cholesterol, HDL cholesterol, Apolipoprotein A, Apolipoprotein B, and triglyceride levels) were used as responses in the mcLMM framework. The model was fit with 1,616,330 observations from 323,266 unrelated Caucasian individuals. In total, 211,642 SNPs were tested with an additional 14 covariates. Each test required around 2 seconds to run on a 32GB machine and was parallelized over each chromosome. The \(-\log_{10}\) of the p-values are plotted on the y-axis and genomic positions on the x-axis. The horizontal dashed line indicates the genome wide significance level at \(p = 0.05/1\times10^6\). The top hit for 5 different chromosomes is annotated with the gene containing the SNP. These genes have been previously identified as associated with a subset of these phenotypes.

Identifying eQTLs across tissues utilizing the cubic EMMA algorithm. Applied within this framework for eQTL and multi-trait genome wide association studies, our method provides exact results and scales to hundreds of thousands of samples with minimal computational resources.
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Abstract
Advancements in metagenomics sequencing allow the study of microbial communities directly from their environments. Metagenomics binning is a key step in the species characterisation of microbial communities. Next-generation sequencing reads are usually assembled into contigs for metagenomics binning mainly due to the limited information within short reads. Third-generation sequencing provides much longer reads that have lengths similar to the contigs assembled from short reads. However, existing contig-binning tools cannot be directly applied on long reads due to the absence of coverage information and the presence of high error rates. The few existing long-read binning tools either use only composition or use composition and coverage information separately. This may ignore bins that correspond to low-abundance species or erroneously split bins that correspond to species with non-uniform coverages. Here we present a reference-free binning approach, LRBinner, that combines composition and coverage information of complete long-read datasets. LRBinner also uses a distance-histogram-based clustering algorithm to extract clusters with varying sizes. The experimental results on both simulated and real datasets show that LRBinner achieves the best binning accuracy against the baselines. Moreover, we show that binning reads using LRBinner prior to assembly reduces computational resources for assembly while attaining satisfactory assembly qualities.
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1 Introduction

Metagenomics binning is an important area of study in metagenomics analysis. Broadly, metagenomics enables the study of microbial genetic material directly from the source environment [3]. This eliminates the necessity of lab culturing thus revealing the microbial content of an environment as it is without culturing biases. Metagenomics binning is one key problem in metagenomics study that facilitates the clustering of sequences into different taxonomic groups. Mainly there are two approaches to address this problem; (1) reference-based binning and (2) reference-free binning. Reference-based binning tools (e.g., Kraken [27], Centrifuge [8] and Kaiju [15]) bin sequences based on similarity by comparing with a database of known reference genomes and thus face challenges when the reference database

1 To whom correspondence should be addressed.
is unavailable or incomplete. At present, reference-free binning tools have been gaining popularity over reference-based binning tools, especially in discovering novel or rare species in complex metagenomics datasets. While Next-Generation Sequencing (NGS) technologies produce short reads, existing reference-free binning tools typically rely on longer contigs that are assembled from short reads and contain richer information for binning. Reference-free binning tools (e.g., MetaBAT [6, 7], MaxBin [29, 28], BMC3C [30], BusyBeeWeb [12, 11], SolidBin [24] and VAMB [18], etc.) bin contigs based on their composition and coverage information, without using any reference database. For example, a recent work VAMB [18] introduced the use of deep variational auto-encoders to perform reference-free unsupervised binning of contigs incorporating both the composition and coverage information. VAMB then uses an iterative medoid clustering algorithm which extracts clusters (bins) in a local search fashion. Thanks to the accurate composition and coverage information of contigs, reference-free approaches show promising results in binning contigs from metagenomics assemblies.

With the advent of Third Generation Sequencing (TGS) technologies such as Pacific Biosciences (PacBio) and Oxford Nanopore Technologies (ONT), reads obtained are much longer than NGS reads (>10kbp). Therefore, more information becomes available in the reads themselves to support direct reads binning. However, contig-binning tools cannot be directly applied to bin long reads (by treating them as contigs) because there is no coverage information available for each long read. Moreover, while certain contig-binning tools make use of single-copy marker genes to estimate the number of bins in the sample, the high error rates of long reads and the varying coverages of different species make it infeasible to derive accurate estimations. Furthermore, datasets containing raw long reads are much larger in size compared to typical datasets containing contigs, and hence, demand more scalable reference-free binning tools.

Recently, a long-read binning tool MetaBCC-LR [26] was introduced to bin error-prone long reads. While MetaBCC-LR shows very promising results in binning long reads, it still suffers from accuracy and scalability issues, especially in complex metagenomics datasets. Firstly, MetaBCC-LR uses the composition and coverage information of long reads in a separate manner. This can result in the ignorance of bins for species with low abundance and incorrect bin split for species with non-uniform composition or coverage. Secondly, due to its scalability issue, MetaBCC-LR has to employ a sampling strategy to work on a subset of reads for large datasets, which affects its overall binning accuracy. In addition, binning of long read datasets requires novel algorithms to detect clusters of vastly varying sizes (hundreds to millions of reads per species), which is different from the contig-binning scenarios (few hundreds of contigs per species [14]). Therefore, it is persistently demanding better approaches to bin massive long-read datasets accurately and efficiently. The requirement is further supported by the advent of PacBio HiFi technology [25] which produces accurate and massive long-read datasets in metagenomics studies.

In this paper, we present LRBinner to bin TGS long reads without using any reference databases. LRBinner combines the composition and coverage features and eliminates the need to sub-sample large datasets. More specifically, LRBinner uses a variational auto-encoder to obtain lower dimensional representations by incorporating both composition and coverage information of the complete dataset. LRBinner further uses a distance-histogram-based clustering algorithm that can capture confident clusters of varying sizes. LRBinner finally assigns unclustered reads to obtained clusters using their statistical profiles. The experimental results of LRBinner compared against other baselines show that LRBinner achieves better binning results on both simulated and real datasets. Moreover, we show that binning long reads by LRBinner prior to assembly helps to improve genome fraction of assemblies while reducing the memory consumption for metagenomics assembly.
2 Methods

LRBinner consists of three main steps; (1) learning lower dimensional latent representations of composition and coverage, (2) clustering the latent representations and (3) obtaining complete clusters. The complete workflow for LRBinner is demonstrated in Figure 1. In the following sections, we will explain these three steps in details.

2.1 Step 1

LRBinner uses two typical binning features of metagenomic sequences, composition and coverage. The composition and coverage of each long read is represented as trimer frequency vectors and \( k \)-mer coverage histograms [26], respectively.

2.1.1 Computing Composition Vectors

Previous studies show that different species demonstrate unique genomic patterns [1, 4] and thus can be used in composition-based metagenomics binning. Oligonucleotide frequency vectors are one such genomic representation that can be used in metagenomics binning. Small \( k \)-mer sizes (\( k \) varying from 3-7) have been used in the past to discriminate assembled contigs of different origins [2, 7, 11, 20, 28] and 3-mers have been used in metagenomics binning of error-prone long reads [26] which shows that trinucleotide frequency vectors provide stable binning despite the noise level exist in TGS reads. Therefore in LRBinner, we utilise \( k=3 \) by default which results in trinucleotide composition vectors. For each long read, we count the frequencies of all 64 3-mers in this read and merge the reverse complements to form a vector of 32 dimensions. The resulting vector is then normalised by the total number of 3-mers observed in the read. We refer to this trimer frequency vector as \( V^T \).

2.1.2 Computing Coverage Vectors

While an all-vs-all alignment of long reads may provide coverage information for each long read, it is usually too time-consuming to perform such alignments on large, long-read datasets (requires indexing hundreds of thousands of reads, index searching of read minimizers and pairwise-alignment of reads to filter false positives). Given a sufficiently large \( k \), the frequency of a \( k \)-mer is defined as the number of occurrences of this \( k \)-mer in the entire dataset. Long reads from high-abundance species tend to contain \( k \)-mers with higher frequencies compared to long reads from low-abundance species. Hence, a \( k \)-mer frequency vector can be computed for each long read to represent coverage information without performing alignments [26] to represent read coverage. In order to obtain such coverage histograms, we first compute the \( k \)-mer counts of all long reads in the entire dataset by DSK [21] (the default value of \( k=15 \)). The counts are then indexed in memory by encoding each nucleotide in 2 bits as per the encoding (i.e., A=00, C=01, T=10 and G=11) [21]. The resulting index is in the form \((k_i, \text{coverage}(k_i))\) (as key, value pairs), where \( \text{coverage}(k_i) \) is the number of occurrences of the \( k \)-mer \( k_i \) in the entire dataset. Now for each \( k \)-mer \( k_i \) of a read, we obtain the frequency from the index. These frequencies are then used to build a normalised histogram, \( V^C \). We chose a preset bin width (\( \text{bin\_width} \)) for the histogram and obtain a vector of \( \text{bins} \) dimensions. By default we set \( \text{bin\_width}=10 \) and \( \text{bins}=32 \). All the \( k \)-mers with counts exceeding the histogram limits are added into the last index of the histogram. We also normalise the histogram by the total number of \( k \)-mers observed in the read.
Figure 1 Overall workflow of LRBinner. (Step 1) The feature vectors of composition and coverage information are computed from long reads. The feature vectors are fed into a variational auto-encoder to obtain low-dimensional latent representations. (Step 2) Sample a seed point (read) in the latent space and derive a confident cluster (bin) that contains this seed point. Step 2 is iterated until there is no seed point. (Step 3) The unclustered points are assigned to the clusters using a statistical model. Note that the 2-dimensional representation of points is only for the illustration purpose.
2.1.3 Obtaining Latent Representations

For each long read, its coverage ($V^C$) and composition ($V^T$) vectors are concatenated to form a single vector $V$ of 64 dimensions. We use a variational auto-encoder to obtain lower dimensional latent representations. The key motivation for using a variational auto-encoder is to combine coverage and composition features effectively. Previous work shows that using TSNE on concatenated coverage and composition reduced the effectiveness [26]. This is mainly because TSNE do not attempt to learn meaningful weights for each feature, but rather consider neighbourhoods using spatial distances. However, the variational auto-encoder learns lower dimensional representations by meaningfully weighting features through a deep neural network such that original data can be reconstructed from the decoding layers.

Our implementation of the variational auto-encoder consists of two hidden-layers in the encoder and decoder. Each layer uses batch normalisation and dropout with $p=0.1$ during the training phase. For each input vector $V$, the auto-encoder learns a latent representation $V^L_i$, where $V^L_i \sim \mathcal{N}(\mu_i, \sigma_i)$. The latent representation consists of 8 dimensions. Each layer in the encoder and decoder contains 128 neurons. Similar to previous studies [18], we use LeakyRELU (leaky rectified linear unit function) for $\mu$ and softplus function for $\sigma$ layers. Note that $\mu$ and $\sigma$ represents neural network layers intended to learn the lower dimensional means and standard deviations of each read’s distribution. We use the weighted sum of reconstruction error $E$ (equation 1) and Kullback–Leibler divergence $D_{KL}$ (equation 2) as the loss function. $E_{cov}$ and $E_{com}$ represent reconstruction errors of coverage and composition respectively. Equation 3 demonstrates the complete loss function used.

$$E = \sum (V_{in} - V_{out})^2$$

$$D_{KL}(latent|prior) = - \sum \frac{1}{2} (1 + \ln(\sigma) - \mu^2 - \sigma)$$

$$Total\ Loss = w_{cov}E_{cov} + w_{com}E_{com} + w_{kl}D_{KL}$$

Here we set $w_{cov}=0.1$, $w_{com}=1$ and $w_{kl}=1/500$ as determined empirically using simulated data. The decoder output was obtained through LeakyRELU activation in order to reconstruct the scaled positive inputs. We train the auto-encoder with read batches of size 10,240 for 200 epochs. Finally, we obtain the predicted latent means of the input data from the encoder for clustering. Each point in the latent mean corresponds to the relevant read in the original input.

2.2 Step 2

In this step, we perform clustering of the latent means learnt by the variational auto-encoder. The complete clustering algorithm of LRBinner is illustrated in Figure 2. Similar to previous studies [18], we use the cosine distance as the distance measure for clustering. Note that cosine distance between point $a$ and $b$ in latent space $V^L$ is defined as $d(a, b) = \frac{V^L_a \cdot V^L_b}{\|V^L_a\| \cdot \|V^L_b\|}$. Given a point $a$, a distance histogram $H_a$ can be generated by computing the pairwise distances between $a$ and all other points and setting the bin width as $\Delta$ ($\Delta=0.005$ in our experiments). We define peak as the index of the first maximal of the distance histogram $H_a$. Similarly, the valley is defined as the index of the first minimal after the peak in the distance histogram $H_a$. Refer to the top right figure in Figure 2 for an example of the peak and valley in a distance histogram.
As shown in VAMB [18], a point with smaller valley-to-peak ratio $H_{\text{valley}}/H_{\text{peak}}$ is more likely to be the medoid of a cluster, where $H_{\text{valley}}$ and $H_{\text{peak}}$ are the number of points corresponding to the valley and peak in the distance histogram $H$, respectively. Therefore, VAMB randomly samples points, searches within a distance of 0.05 (up to 25 neighbouring points) and moves to another point if $H_{\text{valley}}/H_{\text{peak}}$ can be further reduced. This step is iterated until a local minimal point of $H_{\text{valley}}/H_{\text{peak}}$ is inferred as a proper cluster medoid and then the corresponding cluster is extracted by removing points within a distance $\Delta \times \text{valley}$ of the distance histogram. However, clusters of long reads are orders of magnitude larger than clusters of contigs, thus mere local search of a cluster medoid may be inefficient. Furthermore, while most contig clusters consist of hundreds of points per species[14], the long-read clusters vary in size drastically (from hundreds of points to millions of points), which demand for a more flexible search strategy rather than sampling points within a fixed radius and up to a fixed number of neighbours. Hence, we design the following strategy to dynamically extract clusters of varying sizes. Our algorithm consists of two steps; (1) from a seed point to a candidate cluster and (2) from a candidate cluster to a confident cluster.

2.2.1 From a Seed Point to a Candidate Cluster

A point $s$ is called a seed point if its valley-to-peak ratio $H_s_{\text{valley}}/H_s_{\text{peak}} < 0.5$ in its distance histogram $H_s$. Initially, LRBinner randomly picks a seed point $s$ from the entire dataset and obtains its distance histogram $H_s$. Note that a distance histogram demonstrates a candidate cluster. This candidate cluster consists of the points within the distance $\Delta \times \text{valley}$ in $H_s$, referred to as candidate cluster points. Compared to the seed point, some candidate cluster points may have lower valley-to-peak ratio that result in more confident clusters. However, the number of candidate cluster points may vary significantly depending on the size of the ground-truth clusters. In the next section, we will show how to use sampling strategies to find a confident cluster from a candidate cluster.

2.2.2 From a Candidate Cluster to a Confident Cluster

Given a candidate cluster, we sample 10% of candidate cluster points (up to 1,000 points) to compare their corresponding distance histograms. For each point $p$ in candidate cluster points, we compute the valley-to-peak ratio $H_p_{\text{valley}}/H_p_{\text{peak}}$ in its corresponding distance histogram $H_p$. We chose a point $x$ from the sample with the minimum $H_p_{\text{valley}}/H_p_{\text{peak}}$ value and extract a confident cluster which consists of points within a distance $\Delta \times \text{valley}$ of the distance histogram $H_x$. In contrast with the iterative medoid search in VAMB [18], this approach takes advantage of the rough estimation of the candidate cluster from a seed point and thus allows us to dynamically and efficiently discover clusters with varying sizes. This process is iterated until no further candidate clusters or seed points are observed. Please refer to Section 5 for detailed information. The resulting clusters are depicted as detected clusters in Figure 1. Note that few reads still remain unclustered due to the noise present in composition and coverage vectors of error-prone long reads and we will show how to assign them to existing bins in the next section.

2.3 Step 3

2.3.1 Obtaining Final Bins

Once all the clusters have been yielded, the points that are sparsely located are left aside. However, such points could have the potential to improve the downstream assembly processes.
Figure 2 Illustration of the clustering algorithm. First select a seed point, generate its distance histogram and derive a candidate cluster. Sample from the candidate cluster points and choose a point with the minimum valley-to-peak ratio. Extract points before the valley to form a confident cluster. Note that the 2D representation of points is only for the illustration purposes.
Hence, we assign such points to the detected clusters using a statistical model similar to MetaBCC-LR [26]. For each cluster \( C_k \) the mean \( \mu_{C_k} \) and standard deviation \( \sigma_{C_k} \) is computed using the coverage and composition vectors; \( V^C \) and \( V^T \) respectively.

\[
PDF(\bar{v}, \bar{\mu}, \bar{\sigma}) = \prod_{j} \frac{1}{\sqrt{2\pi \sigma_j}} e^{-\frac{(v_j - \mu_j)^2}{2\sigma_j^2}}
\]  

(4)

Finally the unclustered reads are assigned to the cluster \( C_i \) using a maximum likelihood computed using equation 4. The assignment of reads is performed such that equation 5 is maximised. \( V^C_i \) and \( V^T_i \) are the coverage histogram and trimer frequency vectors of the unclustered read \( l \).

\[
C_i = \arg \max_i \left\{ PDF(V^C_i, \mu^C_i, \sigma^C_i) \times PDF(V^T_i, \mu^T_i, \sigma^T_i) \right\}
\]  

(5)

3 Experimental Setup

3.1 Datasets

We evaluated LRBinner using several simulated and real datasets containing long reads. Detailed information about the datasets and constituent species are tabulated under Tables 3 and 4 of Appendix.

3.1.1 Simulated Datasets

We simulated two datasets using SimLoRD [23] to evaluate the performance of our method. The first dataset consists of 8 species and the second dataset consists of 20 species. These datasets are named as \textbf{Sim-8} and \textbf{Sim-20} respectively. We set the average read length to be 5,000bp with default error model of SimLoRD (insertion probability=0.11, deletion probability=0.04 and substitution probability=0.01).

3.1.2 Real Datasets

In order to evaluate LRBinner, we use several real datasets with known ground-truth references. To determine the origins of the reads in these datasets, the reads were mapped to the respective reference species using Minimap2[13]. The information about the datasets are as follows.

- Reads from ATCC MSA-1003 Mock Microbial Community with PacBio CCS reads from NCBI BioProject number \textit{PRJNA546278} (\textbf{MSA-1003}). For the evaluation we used the top 10 species which have more than 1% abundance.
- PacBio-HiFi reads obtained from NCBI BioProject number \textit{PRJNA680590}. There are 3 read samples (NCBI BioSample number \textit{SAMN16885726}) and each sample consists of 21 strains for 17 species as follows;
  - \textbf{SRX9569057}: Standard input library
  - \textbf{SRX9569058}: Low input library
  - \textbf{SRX9569059}: Ultra low input library (PCR amplified sample)

Detailed information about the simulated datasets is available in Section A of Appendix.
3.2 Tools for Benchmarking

There is a limited number of tools that support binning of long reads. Remind that most contig-binning tools cannot be directly applied to bin long reads (even for highly accurate PacBio HiFi reads) because there is no coverage information available for each long read. Hence, in our evaluation we use BusyBeeWeb [11] and MetaBCC-LR [26] which supports error prone long-reads as input. However, BusyBeeWeb only supports up to 200MB of FASTA formatted data. Hence, in our evaluation we have to provide BusyBeeWeb with a sub-sampled set of reads and evaluated the binning precision and recall on this sub-sampled set.

3.3 Evaluation Criteria

In our evaluation we report precision (equation 6), recall (equation 7) and F1-score (equation 8) of binning. We transform the binning result to a matrix $a$ of size $K \times S$, where $K$ denotes the number of bins and $S$ denotes the number of species. Note that $a_{ks}$ denotes the number of reads assigned to bin $k$ with ground truth species $s$. In order to evaluate the quality of binning, we used AMBER [16] to obtain the completeness (defined as $\frac{\text{true positives}_b}{\text{true positives}_b + \text{false negatives}_b}$ for each bin $b$) and contamination (defined as $1 - \frac{\text{true positives}_b}{\text{true positives}_b + \text{false positives}_b}$ for each bin $b$). Please note that we only compare AMBER results of MetaBCC-LR and LRBinner as BusyBeeWeb does not bin the entire datasets due to limited input size. Furthermore, we assemble the reads before and after binning using LRBinner. Metagenomics assemblies were performed using wtdbg2 [22] and metaFlye [9]. We compare genome fractions, CPU-time and memory usage in assembly evaluation. We used MetaQUAST [17] to obtain the genome fraction (average percentage of bases aligned per reference genome) for the qualitative evaluation of assembled contigs.

$$Precision = \frac{\sum_k \max_s \{a_{ks}\}}{\sum_k \sum_s a_{ks}}$$  \hspace{1cm} (6)

$$Recall = \frac{\sum_s \max_k \{a_{ks}\}}{\sum_k \sum_s a_{ks}}$$  \hspace{1cm} (7)

$$F1 = 2 \times \frac{Precision \times Recall}{Precision + Recall}$$  \hspace{1cm} (8)

4 Results and Discussion

We first compare precision, recall, F1 score and the estimated number of bins for binning performance. We further present the completeness and contamination results of bins produced by different binners. We finally evaluate assembly results using genome fraction and recorded the resource utilisation for the chosen assembly tools.

4.1 Binning Results

We benchmarked the binning performance for BusyBeeWeb, MetaBCC-LR and LRBinner. Table 1 demonstrates the binning results in terms of precision, recall, F1-score and the number of inferred bins. While BusyBeeWeb, MetaBCC-LR and LRBinner perform in a comparable fashion on simulated datasets, LRBinner achieves the best estimation on the number of bins with respect to the ground truth. As BusyBeeWeb has a limitation of input
Table 1 Comparison of binning results of BusyBeeWeb, MetaBCC-LR and LRBinner.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Actual No. of Bins</th>
<th>Evaluation Criteria</th>
<th>BusyBeeWeb</th>
<th>MetaBCC-LR</th>
<th>LRBinner</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision</td>
<td>90.41%</td>
<td>90.78%</td>
<td>99.14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recall</td>
<td>99.80%</td>
<td>96.18%</td>
<td>99.14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>F1 score</td>
<td>94.87%</td>
<td>93.40%</td>
<td>99.14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bins Detected</td>
<td>50</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Sim-8</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>95.88%</td>
<td>82.97%</td>
<td>90.53%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>97.99%</td>
<td>81.95%</td>
<td>88.23%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F1 score</td>
<td>96.92%</td>
<td>82.46%</td>
<td>89.36%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bins Detected</td>
<td>30</td>
<td>29</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Sim-20</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>68.30%</td>
<td>93.69%</td>
<td>95.30%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>81.96%</td>
<td>95.50%</td>
<td>95.99%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F1 score</td>
<td>74.51%</td>
<td>94.59%</td>
<td>95.64%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bins Detected</td>
<td>87</td>
<td>14</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>MSA-1003</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>48.63%</td>
<td>80.94%</td>
<td>80.47%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>72.68%</td>
<td>85.82%</td>
<td>90.68%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F1 score</td>
<td>58.27%</td>
<td>83.31%</td>
<td>85.27%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bins Detected</td>
<td>111</td>
<td>23</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>SRX9569057</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>23.01%</td>
<td>70.18%</td>
<td>73.72%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>32.64%</td>
<td>86.63%</td>
<td>91.03%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F1 score</td>
<td>26.99%</td>
<td>77.54%</td>
<td>81.46%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bins Detected</td>
<td>117</td>
<td>37</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>SRX9569058</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>65.70%</td>
<td>66.69%</td>
<td>79.70%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>95.36%</td>
<td>73.76%</td>
<td>91.25%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F1 score</td>
<td>77.80%</td>
<td>70.05%</td>
<td>85.08%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bins Detected</td>
<td>124</td>
<td>16</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

data size (200Mb), its binning accuracy deteriorates on the real large datasets due to its limited access to the complete dataset. Note that LRBinner improves binning results for all the real datasets as indicated by the higher F1 scores.

Figure 3 illustrates the completeness of bins produced by MetaBCC-LR and LRBinner. Note that BusyBeeWeb is not included in this comparison as it cannot handle the entire dataset in most cases. LRBinner has been able to produce bins with better average completeness over MetaBCC-LR. Figure 4 also illustrates the contamination levels of bins produced by MetaBCC-LR and LRBinner. From the plots it is evident that LRBinner produces bins with lower contamination in all datasets except for SRX9569059. Note that the dataset SRX9569059 has been generated from a PCR amplified sample leading to a significant deviation from the original sample abundances in contrast with SRX9569057 and SRX9569058 datasets. For example, in SRX9569059, the abundance of Faecalibacterium prausnitzii drops from \(~16\%) to \(~8\%) whereas the abundance of Fusobacterium nucleatum surges from \(~4\%) to \(~7\%), which may result in contamination of long reads in binning results.

4.2 Assembly Results

We assembled the reads binned by LRBinner to evaluate the potential assembly quality changes. For the assembly, we chose the two state-of-the-art long-read assemblers wtdbg2 [22] and metaFlye [9]. Table 2, demonstrates that binning long reads prior to assembly by LRBinner improves the genome fraction for all wtdbg2 assemblies (up to 40\%) and maintains comparable genome fractions for metaFlye assemblies. This is not surprising as metaFlye is
Figure 3 Comparison of bin completeness between MetaBCC-LR and LRBinner.

a metagenomics specialised assembler in contrast with wtdbg2. For example, in the datasets SRX9569057, SRX9569058 and SRX9569059, binning via LRBinner enabled wtdbg2 to recover low-abundance species which were ignored in the assembly of the entire raw dataset, e.g., *Methanobrevibacter smithii* (from 0 to 96%), *Saccharomyces cerevisiae* (from 0 to 75%) and *Candida albican* (from 0 to 70%). This is because LRBinner allows wtdbg2 to estimate more appropriate parameters in each bin rather than applying the same parameters across the entire dataset.
Figure 4 Comparison of bin contamination between MetaBCC-LR and LRBinner.
Another advantage of binning prior to assembly is the reduction of the computing resources for assembly. As demonstrated in Table 2, the peak-memory usage has been drastically reduced in both wtdbg2 (upto $10 \times$) and metaFlye (upto $4 \times$) assemblies. Note that the CPU time is comparable as binning long reads may not lead to significant reduction of $k$-mer indexing cost and the construction and simplification of assembly graphs.

Table 2 Comparison of assembled genome fractions, CPU time consumed for assembly and peak memory usage of assembly before and after binning the reads.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Assembly Tool</th>
<th>Genome Fraction</th>
<th>CPU Hours</th>
<th>Peak Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw</td>
<td>Binned</td>
<td>Raw</td>
<td>Binned</td>
</tr>
<tr>
<td>Sim-8</td>
<td>wtdbg2</td>
<td>98.80%</td>
<td>98.90%</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>metaFlye</td>
<td>99.90%</td>
<td>99.85%</td>
<td>16.13</td>
</tr>
<tr>
<td>Sim-20</td>
<td>wtdbg2</td>
<td>97.84%</td>
<td>99.19%</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>metaFlye</td>
<td>99.80%</td>
<td>99.75%</td>
<td>19.44</td>
</tr>
<tr>
<td>MSA-1003</td>
<td>wtdbg2</td>
<td>67.45%</td>
<td>82.50%</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>metaFlye</td>
<td>91.40%</td>
<td>91.74%</td>
<td>155.96</td>
</tr>
<tr>
<td>SRX9569057</td>
<td>wtdbg2</td>
<td>40.40%</td>
<td>73.02%</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>metaFlye</td>
<td>77.73%</td>
<td>73.68%</td>
<td>122.00</td>
</tr>
<tr>
<td>SRX9569058</td>
<td>wtdbg2</td>
<td>37.51%</td>
<td>80.65%</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>metaFlye</td>
<td>79.16%</td>
<td>79.63%</td>
<td>211.61</td>
</tr>
<tr>
<td>SRX9569059</td>
<td>wtdbg2</td>
<td>41.00%</td>
<td>80.38%</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>metaFlye</td>
<td>79.69%</td>
<td>77.46%</td>
<td>152.64</td>
</tr>
</tbody>
</table>

5 Implementation

In order to restrict the iterative search for clusters, we use early termination parameters in our algorithm. We stop drawing seed points when the remaining number of reads reaches below $\text{min\_cluster\_size} (=5000$ by default) or the number of iterations has passed $\text{max\_iterations} (=1000$ by default). We executed MetaBCC-LR and LRBinner on 5 subsampled datasets from Sim-8. We set MetaBCC-LR to skip the sampling step to make a fair comparison with LRBinner. Figure 5 illustrates the variation of time with increasing dataset size. It is evident that LRBinner scales well whereas time consumption of MetaBCC-LR grows much rapidly. Note that we do not consider BusyBeeWeb for this evaluation as it does not bin complete datasets.

LRBinner was implemented using C++ and Python version 3.7. The deep learning component is implemented using PyTorch [19] and Numpy [5]. We conducted our assemblies on NCI Australia with 2 x 24-core Intel Xeon Platinum 8274 (Cascade Lake) 3.2 GHz CPUs 192GB RAM and binning on Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz 16GB RAM (4 core 8 threads) running Ubuntu Linux. We used 28 cores (with 56 threads hyper-threading) for assembly and 8 threads for binning.

6 Conclusion

In this paper, we presented LRBinner, a long read binner capable of binning error-prone long reads using both coverage and composition information. Our work extends the use of variational auto-encoders to combine raw features and learn a better latent representation for long-read binning. Furthermore, we presented a novel clustering strategy that can...
perform clustering on large datasets with varying cluster sizes. Performance of LRBinner was evaluated against existing long-read binners using simulated and real datasets. Our experimental results show that LRBinner outperforms state-of-the-art long-read binning tools and also improves resource usage of downstream assembly.

One limitation of LRBinner is the inability to distinguish shared reads that arise from shared genomic regions between different species. Resolution of such regions demands more experiments and significant improvements to the methodology as future work. Furthermore, we intend to introduce better noise handling to the clustering algorithm and investigate the potential of combining the binning and assembly of long reads simultaneously.
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## Information About Datasets

Tables 3 and 4 demonstrate the simulated and real dataset information respectively. Note that the Table 3 tabulates the coverages used for simulation using SimLoRD [23].

### Table 3 Information of simulated datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Reads</th>
<th>Total Size</th>
<th>Species</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim-8</td>
<td>432,333</td>
<td>3.5Gb</td>
<td>Acetobacter pasteurianus</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bacillus cereus</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chlamydomphila psittaci</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Haemophilus parainfluenzae</td>
<td>350</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lactobacillus casei</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thermococcus sibiricus</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Streptomyces scabiei</td>
<td>100</td>
</tr>
<tr>
<td>Sim-20</td>
<td>666,735</td>
<td>5.3Gb</td>
<td>Amicableopoulos mediterranei</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Arthrobacter arilaitensis</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Brachyspira intermedia</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Corynebacterium ulcerans</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Erysipelothrix rhusiopathiae</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Enterococcus faecium</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mycobacterium bovis</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Photobacterium profundum</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Streptococcus pyogenes</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Xanthobacter autotrophicus</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rhizobium leguminosarum</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Francisella novicida</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Candidatus Pelagibacter ubique</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Halobacterium sp</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lactobacillus delbrueckii</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Paenibacillus mucilaginosus</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rickettsia prowazekii</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thermotaracter brockii</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yersinia pestis</td>
<td>105</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Nitrosococcus watsonii</td>
<td>95</td>
</tr>
</tbody>
</table>
> Table 4 Information of real datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Reads</th>
<th>Total Size</th>
<th>Species</th>
<th>Abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA-1003</td>
<td>2,358,257</td>
<td>19Gb</td>
<td>Acinetobacter baumannii</td>
<td>0.18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bacillus pacificus</td>
<td>1.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bacteroides vulgatus</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bifidobacterium adolescentis</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Clostridium beijerinckii</td>
<td>1.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cutibacterium acnes</td>
<td>0.18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Deinococcus radiodurans</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Enterococcus faecalis</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli</td>
<td>18.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Helicobacter pylori</td>
<td>0.18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lactobacillus gasseri</td>
<td>0.18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Neisseria meningitidis</td>
<td>0.18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Porphyromonas gingivalis</td>
<td>18.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pseudomonas aeruginosa</td>
<td>1.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rhodobacter sphaeroides</td>
<td>18.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Schaalia odontolytica</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Staphylococcus aureus</td>
<td>1.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Staphylococcus epidermidis</td>
<td>18.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Streptococcus agalactiae</td>
<td>1.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Streptococcus mutans</td>
<td>18.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Faecalibacterium prausnitzii</td>
<td>14.82%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Veillonella rogosae</td>
<td>20.01%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Roseburia hominis</td>
<td>12.47%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bacteroides fragilis</td>
<td>8.36%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prevotella corporis</td>
<td>6.28%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bifidobacterium adolescentis</td>
<td>8.86%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fusobacterium nucleatum</td>
<td>7.56%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lactobacillus fermentum</td>
<td>9.71%</td>
</tr>
<tr>
<td>SRX9569057</td>
<td>1,978,852</td>
<td>17Gb</td>
<td>Clostridioides difficile</td>
<td>1.10%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Akkermansia muciniphila</td>
<td>1.62%</td>
</tr>
<tr>
<td>SRX9569058</td>
<td>2,770,833</td>
<td>25Gb</td>
<td>Methanobrevibacter smithii</td>
<td>0.17%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Salmonella enterica</td>
<td>0.0065%</td>
</tr>
<tr>
<td>SRX9569059</td>
<td>2,480,208</td>
<td>20Gb</td>
<td>Enterococcus faecalis</td>
<td>0.0011%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Clostridium perfringens</td>
<td>0.00009%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli (JM109)</td>
<td>1.83%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli (B-3008)</td>
<td>1.82%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli (B-2207)</td>
<td>1.65%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli (B-766)</td>
<td>1.66%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Escherichia coli (B-1109)</td>
<td>1.77%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Candida albicans</td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saccharomyces cerevisiae</td>
<td>0.16%</td>
</tr>
</tbody>
</table>
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1 Introduction

With the advent of next-generation sequencers, the cost of obtaining genomic information has decreased dramatically. It enabled a wide range of research, along with the development of public repositories such as Sequence Read Archive [9]. At the same time, there has been a growing need for efficient methods of processing and storing the increasing amount of data.

For fast processing with less memory, many bioinformatics tasks take as input a set of $k$-mers, or the de Bruijn graph [7] represented by a set of $k$-mers. For example, the DNA fragment assembly can be done efficiently by finding an Eulerian path in de Bruijn graphs [15]. Also, a set of $k$-mers can be thought of as a sketch of the original sequence data, so it can be used to index sequence datasets [17].

Much work has been done on techniques to efficiently represent a single $k$-mer set or a single de Bruijin graph. For example, a succinct de Bruijn graph [4] can be used to efficiently represent a de Bruijn graph, keeping essential queries fast, and we can see its usage in MEGAHIT assembler [11] and other works. When we do not need to support fast query
responses, or just want to efficiently store a set of $k$-mers to disk, there are several other approaches that can be simple or more efficient in terms of disk usage. For example, unitigs, a set of strings that can be obtained by finding non-branching paths in de Bruijn graphs, can be used to represent a set of $k$-mers efficiently. Finding non-branching paths in de Bruijn graphs (and merging those paths) are formulated as “compacting de Bruijn graphs” and researches have been done on methods to efficiently compact de Bruijn graphs as in [6]. The concept of unitigs was generalized in [16] which introduced spectrum-preserving string sets (SPSS). Also, the paper showed a heuristic algorithm that can be used to get SPSS from a set of $k$-mers, which achieves far better compression than unitigs.

In addition to the attempts to efficiently represent a single set of $k$-mers or a single de Bruijn graph, researchers have looked for efficient representations of multiple sets of $k$-mers. [8] suggested that “colored de Bruijn graphs”, which can represent multiple $k$-mer sets obtained from multiple datasets and can efficiently respond to some types of queries, were suited for tasks like genotyping. Further studies have been conducted to find more efficient ways to represent colored de Bruijn graphs, one of which is Rainbowfish [2], which combined the succinct de Bruijn graph [4] with succinct color information representation. Mantis [13], which was primarily designed for indexing datasets, can also be thought of as a colored de Bruijn graph, and its color representation was greatly improved recently by the author of the Rainbowfish paper [1].

As we have seen, there has been research on methods to store a single $k$-mer set, some of which support efficient query responses (e.g., succinct de Bruijn graphs), and some of which focus on simplicity (e.g., unitigs) or better compression (e.g., SPSS). Also, there has been research on methods to efficiently store multiple $k$-mer sets which support fast query responses (e.g., colored de Bruijn graphs).

However, methods to represent multiple $k$-mer sets with a primary focus on compression capability are not well studied, in spite of their obvious benefits for researchers who want to work with multiple datasets and for maintainers of genome-related databases who want to store a number of datasets.

This paper tackles this problem by introducing a new algorithm to compress multiple $k$-mer sets, which works by iteratively splitting SPSS.

With the proposed algorithm, it was possible to compress 3292 $k$-mer sets constructed from E. coli whole-genome sequencing data and 2555 $k$-mer sets constructed from human RNA-Seq data to 2.42% and 6.04%, respectively. They were better by 60.0% and 25.0% than compressing them individually, which led to 6.03% and 8.06%. They were also better by 34.7% and 13.2% than one of the recent colored de Bruijn graph representations, Mantis [13, 1], which led to 3.70% and 6.97%. Also, our method used 26.1GB and 24.8GB of memory, better by 22.1% and 9.5% than Mantis, which used 33.5GB and 27.4GB.

This paper also introduces various methods to make the compression algorithm efficient in terms of speed and memory usage, one of which is a small-weight SPSS construction algorithm that performs well with multiple threads. On 16-core machines, the proposed algorithm was faster by 83.2% than the existing non-parallelizable algorithm, UST [16].

## 2 Preliminaries

This chapter covers the concepts of $k$-mers, canonical $k$-mers, de Bruijn graphs, compacted de Bruijn graphs, and spectrum-preserving string sets (SPSS), which will be utilized by the proposed algorithms.
2.1 k-mer and canonical k-mer

A string $s$ is called a k-mer when $|s| = k$. Here, the alphabet $\Sigma$ is equal to $\{A, C, G, T\}$.

Let $s$ be a k-mer. For each $c \in \Sigma$, $\text{next}(s, c)$ is the k-mer that can be constructed by concatenating the suffix of length $k - 1$ in $s$ and $c$. Similarly, for each $c \in \Sigma$, $\text{prev}(s, c)$ is the k-mer that can be constructed by concatenating $c$ and the prefix of length $k - 1$ in $s$.

Let $s$ be a k-mer. The reverse complement of $s$ is the k-mer that can be constructed by reversing $s$ and replacing characters A, C, G, and T with T, G, C, and A, respectively.

Let $s$ be a k-mer and $s'$ be the reverse complement of $s$. The canonical form of $s$ (and the canonical form of $s'$) is $\text{min}(s, s')$. Here, we use the dictionary order of strings.

Let $s$ be a k-mer. $s$ is a canonical k-mer if the canonical form of $s$ is equal to $s$.

In addition to k-mers, we defined canonical k-mers and other related terms to handle data from double-stranded structures like DNA. Instruments like next-generation sequencers produce a set of strings (reads). We often pre-process the data by listing all the k-mers that appears as a substring in the reads and making a set of canonical k-mers from them.

2.2 de Bruijn graph of canonical k-mers

Let $S = \{s_1, s_2, ..., s_n\}$ be a set of canonical k-mers. The de Bruijn graph $G$ represented by $S$ is an undirected graph with the following properties.

- It has $n$ vertices. Let them be $\{v_1, v_2, ..., v_n\}$.
- Each vertex has two sides: “left” side and “right” side.
- Each vertex is labeled by a k-mer. Let us suppose that for each $i$, $\text{label}(v_i) = s_i$.
- There is an edge from the right side of $v_i$ to the left side of $v_j$ if $c \in \Sigma$ exists such that $\text{next}(\text{label}(v_i), c)$ is equal to $\text{label}(v_j)$.
- There is an edge from the right side of $v_i$ to the left side of $v_j$ if $c \in \Sigma$ exists such that $\text{next}(\text{label}(v_i), c)$ is equal to the reverse complement of $\text{label}(v_j)$.
- There is an edge from the left side of $v_i$ to the right side of $v_j$ if $c \in \Sigma$ exists such that $\text{prev}(\text{label}(v_i), c)$ is equal to $\text{label}(v_j)$.
- There is an edge from the left side of $v_i$ to the right side of $v_j$ if $c \in \Sigma$ exists such that $\text{prev}(\text{label}(v_i), c)$ is equal to the reverse complement of $\text{label}(v_j)$.

A sequence of vertices $p = \{v_1, v_2, ..., v_m\}$ in a de Bruijn graph $G$ is a path in $G$ if the following conditions are satisfied.

- For each $1 \leq i < j \leq m$, $v_i \neq v_j$.
- For each $1 \leq i \leq m - 1$, $v_i$ and $v_{i+1}$ are connected by an edge.
- For each $2 \leq i \leq m - 1$, if $v_{i-1}$ is connected to the left side of $v_i$, $v_{i+1}$ is connected to the right side of $v_i$.
- For each $2 \leq i \leq m - 1$, if $v_{i-1}$ is connected to the right side of $v_i$, $v_{i+1}$ is connected to the left side of $v_i$.

The string represented by $p$ is the string that will be returned by the following procedure.

1. If $m = 1$, return $\text{label}(v_1)$.
2. If $v_2$ is connected to the right side of $v_1$, initialize $s$ with $\text{label}(v_1)$. Otherwise, initialize $s$ with the reverse complement of $\text{label}(v_1)$.
3. For $i = 2, 3, ..., m$, perform the following operations.
   a. If $v_{i-1}$ is connected to the left side of $v_i$, append the last character of $\text{label}(v_i)$ to the end of $s$. Otherwise, append the last character of the reverse complement of $\text{label}(v_i)$ to $s$.
4. Return $s$. 
Figure 1 shows an example of de Bruijn graphs along with a path in it.

Figure 1  The de Bruijn graph represented by a set of canonical \( k \)-mers \{CGA, TCA, CAA, ACC, GAA, AAC, AGG\} and a path in it that represents “CGAACCT”.

2.3 Unitigs and compacted de Bruijn graph

A compacted de Bruijn graph is a graph that can be built by “merging” non-branching paths of a de Bruijn graph. In this section, the concept of compacted de Bruijn graphs is introduced along with the concept of unitigs.

Let \( G = (V, E) \) be a de Bruijn graph. The unitigs of \( G \) are a set of strings that can be constructed with the following procedure.

1. Find a min-size path cover \( W \) in \( G \) such that each edge in any of its paths does not share a vertex’s side with other edges in \( E \).
2. For each path \( p \) in \( W \), make the string represented by \( p \).

Note that the path cover is uniquely determined when we do not care about orientations. Also, note that unitigs can be defined by edge contraction as well. But we define them as above because we are focusing on paths in de Bruijn graphs throughout this paper.

Let \( \text{pre}(s_i) \) be the \( k \)-mer that corresponds to the prefix of \( s_i \) whose length is \( k \), and \( \text{suf}(s_i) \) be the \( k \)-mer that corresponds to the suffix of \( s_i \) whose length is \( k \).

Let \( S = \{s_1, s_2, ..., s_n\} \) be the unitigs of a de Bruijn graph \( G \). The compacted de Bruijn graph \( G' \) corresponding to \( G \) is an undirected graph with the following properties. It is similar to the definition of a de Bruijn graph.

- It has \( n \) vertices. Let them be \( \{v_1, v_2, ..., v_n\} \).
- Each vertex has two sides: “left” side and “right” side.
- Each vertex is labeled by a string. Let us suppose that for each \( i \), \( \text{label}(v_i) = s_i \).
- There is an edge from the right side of \( v_i \) to the left side of \( v_j \) if \( c \in \Sigma \) exists such that \( \text{next}(\text{suf}(\text{label}(v_i)), c) \) is equal to \( \text{pre}(\text{label}(v_j)) \).
- There is an edge from the right side of \( v_i \) to the right side of \( v_j \) if \( c \in \Sigma \) exists such that \( \text{next}(\text{suf}(\text{label}(v_i)), c) \) is equal to the reverse complement of \( \text{suf}(\text{label}(v_j)) \).
- There is an edge from the left side of \( v_i \) to the right side of \( v_j \) if \( c \in \Sigma \) exists such that \( \text{prev}(\text{pre}(\text{label}(v_i)), c) \) is equal to \( \text{suf}(\text{label}(v_j)) \).
- There is an edge from the left side of \( v_i \) to the left side of \( v_j \) if \( c \in \Sigma \) exists such that \( \text{prev}(\text{pre}(\text{label}(v_i)), c) \) is equal to the reverse complement of \( \text{pre}(\text{label}(v_j)) \).

A path in a compacted de Bruijn graph can be defined the same way as for a de Bruijn graph.

Let \( p = \{v_1, v_2, ..., v_m\} \) be a path in a compacted de Bruijn graph. The string represented by \( p \) is the string that will be returned by the following procedure.

1. If \( m = 1 \), return \( \text{label}(v_1) \).
2. If \( v_2 \) is connected to the right side of \( v_1 \), initialize \( s \) with \( \text{label}(v_1) \). Otherwise, initialize \( s \) with the reverse complement of \( \text{label}(v_1) \). Here, the reverse complement of a string is defined the same way as for \( k \)-mers.
3. For $i = 2, 3, ..., m$, perform the following operation.
   a. If $v_{i-1}$ is connected to the left side of $v_i$, append the suffix of $label(v_i)$ whose length is $|label(v_i)| - (k - 1)$ to the end of $s$. Otherwise, append the suffix of the reverse complement of $label(v_i)$ whose length is $|label(v_i)| - (k - 1)$ to the end of $s$.
4. Return $s$.

Figure 2 shows an example of compacted de Bruijn graphs along with a path in it.

![Figure 2](image)

**Figure 2** The compacted de Bruijn graph built from the de Bruijn graph illustrated in Figure 1 along with a path in it that represents the string “CGAACCT”.

### 2.4 Spectrum-preserving string sets (SPSS)

In this section, the concept of SPSS (Spectrum-Preserving String Sets) [16] is described.

Let $S$ be a set of canonical $k$-mers. A set of strings $X$ is SPSS of $S$ if the following conditions are satisfied.

- For each $x \in X$, $|x| \geq k$.
- For each $s \in S$, one of the following is satisfied.
  - There exists $x \in X$ such that $s$ appears as a substring of $x$.
  - There exists $x \in X$ such that the reverse complement of $s$ appears as a substring of $x$.
- $\sum_{x \in X} |x| = |S| + (k - 1)|X|$

Note that it is possible to reconstruct $S$ from $X$ by finding all the $k$-mers in $X$ and getting the canonical form of each.

Let $\sum_{x \in X} |x|$ be the weight of SPSS $X$. As it is possible to reconstruct $S$ from $X$, making small-weight SPSS corresponds to compressing a $k$-mer set.

### 3 Related work

[16] introduced SPSS, a representation of a single $k$-mer set. In addition, the paper proposed an algorithm to build efficient SPSS from a compacted de Bruijn graph. The algorithm, UST, works by heuristically finding a small-size path cover in a compacted de Bruijn graph and listing up the strings represented by each path. Specifically, it repeats the following procedure. First, a vertex that is not visited is arbitrarily picked. Second, a path from that vertex is constructed using vertices that are not visited. During this step, if multiple choices (of edges) are available, one of them is arbitrarily picked. Also, the path in construction will be merged to a previously-constructed path if possible.

Simplitigs [5] are a concept that is mostly equivalent to SPSS. The paper also proposes a heuristic algorithm like UST for constructing simplitigs from a de Bruijn graph.

Both SPSS and simplitigs are concepts for representing a single $k$-mer set. Although [5] uses pan-genomes in some of its experiments, the combination of simplitigs (or SPSS) and a technique to exploit similarities in multiple $k$-mer sets for better compression has been left as a future work.
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Mantis [13] is one of the recent colored de Bruijn graph representations. It represents multiple k-mer sets with a CQF-based color table that maps k-mers to color IDs and a RRR-based color class table that maps color IDs to its existences in each k-mer set. Also, color IDs are picked so that a color that appears frequently gets a smaller ID.

Our approach is to use SPSS to compress multiple k-mer sets using the technique called “Iterative SPSS Decomposition”. This is a novel technique to use the power of SPSS along with a method to utilize similarities in multiple k-mer sets. This paper includes promising experimental results of the approach with a comparison to Mantis, an existing technique to efficiently represent multiple k-mer sets.

4 Methods

In this chapter, a compression algorithm for multiple k-mer sets is described along with the corresponding decompression algorithm. The overall algorithm is first described, followed by implementation techniques to perform the compression efficiently in terms of time and memory. Also, a parallel algorithm for SPSS construction, which can be used by itself and also for the speed-up of the compression algorithm, is introduced.

4.1 Compression of multiple k-mer sets by iterative decomposition

Given $N$ k-mer sets $S_1, S_2, ..., S_N$, the following procedure compresses them and saves the result to disk, split to multiple files.

1. Initialize a variable $n$ with $N$.
2. Create a directed graph $G$ with $n$ vertices $v_1, v_2, ..., v_n$.
3. Repeat the following operations.
   a. Find $1 \leq i < j \leq n$ such that $|S_i \cap S_j|$ is maximized.
   b. Create a set $S_{n+1} = S_i \cap S_j$.
   c. Update $S_i$ and $S_j$ as follows: $S_i \leftarrow S_i \setminus S_{n+1}$, $S_j \leftarrow S_j \setminus S_{n+1}$.
   d. Add a vertex $v_{n+1}$ to $G$.
   e. Add two edges in $G$: one from $v_i$ to $v_{n+1}$ and one from $v_j$ to $v_{n+1}$.
   f. Update $n$ as follows: $n \leftarrow n + 1$.
4. For each $i = 1, 2, ..., n$, construct SPSS from $S_i$ and save it to disk.
5. Save $G$ to disk.

Figure 3 illustrates the idea of the algorithm.

![Figure 3 Illustration of the compression algorithm.](image)

In each iteration (step 3), $\sum_{i \leq x \leq n} |S_x|$, which corresponds to the number of k-mers that have to be saved to disk, decreases by $\max_{1 \leq i < j \leq n} |S_i \cap S_j|$. If they were to be saved to disk naively (e.g., without using SPSS), it is apparent that the required disk usage would decrease as well. However, the construction of efficient (small-weight) SPSS gets harder when the size
of a k-mer set is small. The main question, which will be answered in the later chapter by showing that the compression actually works with real data, is whether the decrease in the number of total k-mers can trump the growing difficulty of making efficient SPSS.

In our implementation, when saving SPSS to disk (step 4), bzip2 was used to further compress the strings, the alphabet of which is \{A, C, G, T\}. Speaking of G, its adjacency list representation was saved to disk.

**Time complexity**

Suppose that we can check the equality of two k-mers in constant time and that we can calculate a hash value from a k-mer in constant time. By representing a k-mer set with a hash table, we can perform the iteration of all the k-mers in linear time and the existence check of a k-mer in constant time. This is a reasonable assumption because k is usually small.

Let \(C\) be \(\max_{1 \leq i \leq N} |S_i|\) where \(S_1, S_2, ..., S_N\) are the input data. In each iteration, the calculation of \(|S_i \cap S_j|\) (1 \(\leq i < j \leq n\)) can be done in \(O(C)\) time. The selection of \(i\) and \(j\) to maximize \(|S_i \cap S_j|\) (step 3a), if implemented naively, will take \(O((N + M)^2)\) time where \(M\) is the number of iterations in step 3. Then, the time complexity for all the iterations will be \(O(CM(N + M)^2)\).

This can be improved by using the binary heap [18]. Before the first iteration, \(|S_i \cap S_j|\) is calculated for each \(1 \leq i < j \leq N\), and the heap is made out of the values. These can be done in \(O(CN^2)\) time and \(O(N^2)\) time, respectively. In each iteration, the minimum element in the heap is looked up in \(O(1)\) time, and \(O(N + M)\) elements are updated. The calculation of the updated values will take \(O(C(N + M))\) time, and the update of the heap will take \(O((N + M)log(N + M))\) time. The resulting time complexity for all the iterations will be \(O(CN^2 + M(C(N + M) + (N + M)log(N + M)))\). Further speed-up is possible with multiple threads. Let \(T\) be the number of threads available. The total time complexity would then be \(O(CN^2 + N^2 + M(C(N + M) + (N + M)log(N + M)))\). Note that multiple threads do not speed up the construction of and the updates of the heap.

Another possible approach is to use a hash table to keep track of \(|S_i \cap S_j|\) for each \(1 \leq i < j \leq N\). This leads to \(O(CN^2 + M(C(N + M) + (N + M)^2))\) time because it requires \(O((N + M)^2)\) time for finding \(i\) and \(j\) to maximize \(|S_i \cap S_j|\) in each iteration instead of the construction of the heap \((O(N^2)\) time) and the update of the heap \((O((N + M)log(N + M))\) time in each iteration). Because of its simplicity and the fact that \(C\) is often much larger than others, this approach was used in our implementation.

**Selection of iteration size**

The number of iterations \(M\) is a parameter in the algorithm. The more the iterations, the smaller each k-mer set \(S_1, S_2, ..., S_n\) becomes, but it does not necessarily mean that it leads to smaller resulting file size, or better compression. This is because it gets harder to make efficient (small-weight) SPSS when the input k-mer set is small.

We chose to dynamically select \(M\) by monitoring the total weight of SPSS during the iterations of step 3. The value, which can be calculated by constructing SPSS to represent each k-mer set and summing up the lengths of all the elements (strings), can be thought of as an approximate of the final file size. In our implementation, the value was monitored in a regular interval, and when its decrease was below a threshold, the loop was stopped. Specifically, the interval was set to \([N/8] + 1\), and the threshold was set to 1.25 %.
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4.2 Decompression

Given the compressed data saved to disk and \( i \) (\( 1 \leq i \leq N \)), it is possible to reconstruct the original value of \( S_i \) with the following procedure.

1. Load \( G \) from disk.
2. Find vertices \( v_{x_1}, v_{x_2}, \ldots, v_{x_m} \) in \( G \) that are reachable from \( v_i \) using breadth-first search.
3. Obtain \( S_{x_1}, S_{x_2}, \ldots, S_{x_m} \) by loading files from disk and getting \( k \)-mer sets from SPSS.
4. Return \( S_{x_1} \cup S_{x_2} \cup \ldots \cup S_{x_m} \).

As can be seen, by separating compressed data into multiple files, it was made possible to efficiently reconstruct the original \( k \)-mer sets. That is, we do not necessarily have to load all of \( S_1, S_2, \ldots, S_n \) to memory when reconstructing one \( k \)-mer set that is requested.

The proof of correctness of this algorithm is shown in the appendix.

4.3 Implementation

The compression algorithm, if implemented naively, requires a lot of time and memory, even with the methods described in the “Time complexity” section. This section describes techniques that can be further employed to make it fast and memory efficient.

The compression algorithm, combined with these techniques, is named “Iterative SPSS Decomposition”.

Representation of \( k \)-mer sets

\( S_1, S_2, \ldots, S_n \) are primarily represented by SPSS in favor of its low memory usage. Specifically, the SPSS represented by \( \{ s_1, s_2, \ldots, s_m \} \) is saved to a bit vector whose length is \( 2(\mid s_1 \mid + \mid s_2 \mid + \ldots + \mid s_m \mid) \), along with an array of non-negative integers \( \{ \mid s_1 \mid - k, \mid s_2 \mid - k, \ldots, \mid s_m \mid - k \} \). It can be more memory efficient than having \( m \) bit vectors, as having multiple bit vectors entails keeping multiple pointers, whose sizes cannot be ignored. Furthermore, as the array of integers often contains small numbers, the variable-length integer encoding can be used to reduce its memory usage. In our implementation, StreamVByte [10] was used because it supports fast compression and decompression with SIMD instructions.

Update of \( k \)-mer sets in each iteration

In each iteration of the compression algorithm (step 3), two \( k \)-mer sets are updated, and one \( k \)-mer set is created. Here, a method to efficiently perform the operations is described.

First, it uses a bucketed structure to represent a \( k \)-mer set internally. When we have a \( k \)-mer, it can be represented with \( 2k \) bits (e.g., by representing A, C, G, and T with 00, 01, 10, and 11, respectively). In the bucketed structure, \( k \)-mers are divided into \( 2^h \) buckets. \( h \) higher bits out of the \( 2k \) bits are used to select buckets, and \( 2k - h \) lower bits are saved to each bucket. Figure 4 illustrates the bucketed structure with example data.
With the bucketed structure, it is possible to calculate the intersection or the differences between two \(k\)-mer sets efficiently with multiple threads by dividing and assigning buckets to multiple threads. It is also possible to efficiently construct the bucketed structure from a \(k\)-mer set represented by SPSS with multiple threads, by dividing the strings into chunks, assigning chunks to multiple threads, making a bucketed \(k\)-mer set for each chunk, and merging them using \(2^h\) mutex locks.

When two \(k\)-mer sets \(S_i, S_j\) represented by SPSS are given, SPSS to represent \(S_i \cap S_j\), \(S_i \setminus S_j\), and \(S_j \setminus S_i\) can be constructed as follows. First, the bucketed structures are created for \(S_i\) and \(S_j\). Second, the calculations of the intersection and the differences are performed on them. Finally, the SPSS for each of the three obtained \(k\)-mer sets are constructed. This procedure is illustrated in Figure 5. All of the operations can be done efficiently with multiple threads by utilizing the bucketed structure and by using the SPSS construction algorithm that will be introduced later.

---

**Figure 4** Illustration of the bucketed structure with example data \((k = 4, h = 3, 20 \text{ } k\text{-mers})\).

**Figure 5** Illustration of the update of \(k\)-mer sets in each iteration of the compression algorithm (step 3). All the calculations can be done efficiently with multiple threads, using the feature of the bucketed structure and the SPSS construction algorithm that will be introduced later.

**Calculation of intersection size**

Calculation of the intersection size between two \(k\)-mer sets is repeated during the compression. Here, a method to perform the operation with small memory usage is discussed.
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We take the approach of approximating intersection sizes by “sampling” $k$-mers from each $k$-mer set. The sampling is performed by constructing the bucketed structure from a $k$-mer set (represented by SPSS) and randomly deleting buckets. Here, the same set of buckets gets deleted for each $k$-mer set. If $x\%$ of the buckets are left after the sampling, we can calculate an estimate of the intersection size between the original two $k$-mer sets by calculating the intersection size between the sampled $k$-mer sets and by multiplying the value by $\frac{100}{x}$. This idea of using sampled $k$-mer sets to calculate intersection sizes is illustrated in Figure 6.

![Figure 6 Illustration of the calculation of an approximate intersection size between 2 $k$-mer sets.](image)

In our implementation, as constructing the bucketed structure and performing the sampling take some time, we kept the sampled $k$-mer sets for each $k$-mer set on memory during the iterations, and they got updated when the underlying $k$-mer sets were updated or when a new $k$-mer set was created. Speaking of the sampling size, $x = 2$ was used.

4.4 Fast construction of small-weight SPSS

The small-weight SPSS construction algorithm presented in [16], UST, does not support parallel processing. Here, we introduce a parallel small-weight SPSS construction algorithm.

Let $G = (V, E)$ be a compacted de Bruijn graph. The following procedure creates small-weight SPSS for the corresponding $k$-mer set.

1. Create a graph $G'$ whose vertex set is the same as $G$. Each vertex in $G'$ has two sides as in $G$.
2. Prepare $n$ mutex locks $mu_1, mu_2, \ldots, mu_n$.
3. For each vertex $v$ in $G'$, perform the following operations in parallel.
   a. If there is a vertex $v'$ such that $v' \neq v$ and there is an edge between the right side of $v$ and the left side of $v'$ in $G$, perform the following operations.
      i. Acquire the locks $mu_{id(v)\%n}$ and $mu_{id(v')\%n}$. Here, $id$ is a bijective function from $V$ to integers from 0 to $|V| - 1$.
      ii. If there are no edges incident to the right side of $v$ and there are no edges incident to the left side of $v'$ in $G'$, add an edge in $G'$ to connect the right side of $v$ and the left side of $v'$.
      iii. Release the locks $mu_{id(v)\%n}$ and $mu_{id(v')\%n}$.
   b. If there is a vertex $v'$ such that $v' \neq v$ and there is an edge between the right side of $v$ and the right side of $v'$ in $G$, perform the similar operations as (a).
c. If there is a vertex \( v' \) such that \( v' \neq v \) and there is an edge between the left side of \( v \) and the right side of \( v' \) in \( G \), perform the similar operations as (a).

d. If there is a vertex \( v' \) such that \( v' \neq v \) and there is an edge between the left side of \( v \) and the left side of \( v' \) in \( G \), perform the similar operations as (a).

4. Divide \( V \) to \( V_1, V_2, ..., V_m \) so that the elements of each are connected and each is maximal.

5. For \( i = 1, 2, ..., m \), perform the following operation in parallel.
   a. If both the sides of \( v \) have edges incident to it for all \( v \in V_i \), remove one arbitrary edge that connects two vertices in \( V_i \).

6. Make a set of vertices \( V' \) such that for each \( v \in V' \), there is no edges incident to the left side of \( v \) or there is no edges incident to the right side of \( v \).

7. Prepare a set of strings \( S \).

8. For each vertex \( v \) in \( V' \), perform the following operations in parallel.
   a. Find the longest path from \( v \) in \( G' \). It is uniquely determined.
   b. Let the endpoint of the path be \( v' \). If the length of the path is 1 or \( \text{label}(v) < \text{label}(v') \), add to \( S \) the string represented by the path. Here, the dictionary order of strings is used to compare strings.

9. Return \( S \).

Step 4 can be done efficiently if we use a disjoint-set data structure that can be used by multiple threads. In our experiments, an implementation based on [3] was used.

The proof of correctness of this algorithm is shown in the appendix.

5 Experiments and Results

In this chapter, the effectiveness of the compression algorithm is shown along with the effects of the number of input files and the comparison to the compression method based on Mantis [13, 1], one of the state-of-the-art colored de Bruijn graph representations. The performance gain of the proposed SPSS construction algorithm in multi-thread environments is also shown along with the comparison to the existing method, UST [16].

5.1 Compression of multiple \( k \)-mer sets

The proposed algorithm to compress multiple \( k \)-mer sets was tested with 3292 E. coli whole-genome sequencing data and 2555 human RNA-Seq data. The former is the data that was accessible for Project PRJNA292667 on Sequence Read Archive [9] on 12/4/2020. The latter is the data used in [17], but some files were omitted because 5 files were corrupted (SRR346129, SRR346128, SRR346127, SRR448331, and SRR448330) and some files contained no reads whose length is at least \( k \). For the E. coli data, we used \( k = 23 \) and the cutoff value of 4, i.e., \( k \)-mers that appeared 3 times or less were ignored to leave out erroneous data. For the RNA-Seq data, we used \( k = 23 \), and different cutoff values were used for different input files, following the procedures in [17]. The reason we did not apply the dynamic cutoff setting to the E. coli data is that the file sizes did not vary that much in the E. coli data compared to the human RNA-Seq data. 32-core Intel Cascade Lake machines running at 2800.262 MHz were used.

Results

As a result, the E. coli genome data could be compressed to 2.42% in size from the naive representation of the \( k \)-mers (the representation in which each \( k \)-mer uses \( 2k \) bits), whereas the compression rate was 6.03% with zero iterations, which corresponds to skipping step 3 of the compression algorithm and individually compressing \( k \)-mer sets with SPSS and bzip2.
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This shows that by repeating the iterations, the algorithm successfully reduced the file size, thereby illustrating the algorithm’s effectiveness. The effectiveness was also shown with the human RNA-Seq data, and the results are summarized in Table 1.

- **Table 1** Comparison between the compression ratio that could be achieved without iterations, which corresponds to individually compressing each $k$-mer set with SPSS and bzip2, and the one that could be achieved with iterations, which corresponds to the actual result by the proposed compression algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Without iterations</th>
<th>Actual result</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. coli genome (3292 files)</td>
<td>6.03%</td>
<td>2.42%</td>
</tr>
<tr>
<td>Human RNA-Seq (2555 files)</td>
<td>8.96%</td>
<td>6.04%</td>
</tr>
</tbody>
</table>

**Effects of the number of input files**

We conducted an experiment to see how the compression capability is affected by the number of input files.

First, the 3292 E. coli data were shuffled randomly. Then, we applied our algorithm with the first 400, 800, ..., and 3200 files. The compression rates for each setting are shown in Figure 7. We can see that the more files there are, the better compression it can achieve.

- **Figure 7** Compression rates that could be achieved with our proposed algorithm with 400, 800, ..., and 3200 files of E. coli data.

**Comparison to existing methods**

As we saw in the earlier chapter, colored de Bruijn graphs can be used to represent multiple $k$-mer sets efficiently. In this section, one of the recent colored de Bruijn graph implementations, Mantis [13, 1], is compared with our proposed method in terms of compression capability, required time, and memory usage.

To see the compression capability of Mantis, the following steps were taken. First, we used Squeakr [14] to pre-process the 3292 E. coli data or the 2555 human RNA-Seq data (with “-n” option) and used “mantis build” command (with “-s 30” option) followed by “mantis mst” command to build the colored de Bruijn graph. For “mantis mst”, we specified to use 32 threads, whereas we did not have the multi-threading option for “mantis build”. And boundaries.bv, deltas.bv, parents.bv, meta_info.json, and dbg_cqf.ser were further compressed with bzip2 and their total file size was measured. The applications were run on machines with the same CPU specifications as the ones that were used in the experiments for our method.
As you can see in Table 2, our proposed method performed better than Mantis in terms of compression capacity. We can also see that our implementation used more time than Mantis but used less memory than Mantis.

<table>
<thead>
<tr>
<th>Data</th>
<th>Metric</th>
<th>Mantis</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. coli genome (3292 files)</td>
<td>Time</td>
<td>2h24m10s</td>
<td>3h59m08s</td>
</tr>
<tr>
<td></td>
<td>Memory</td>
<td>33.5GB</td>
<td>26.1GB</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>3.70%</td>
<td>2.42%</td>
</tr>
<tr>
<td>Human RNA-Seq (2555 files)</td>
<td>Time</td>
<td>1h14m54s</td>
<td>2h44m21s</td>
</tr>
<tr>
<td></td>
<td>Memory</td>
<td>27.4GB</td>
<td>24.8GB</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>6.97%</td>
<td>6.04%</td>
</tr>
</tbody>
</table>

Note that our algorithm and Mantis have different strengths other than the differences in compression capability, time, and memory. The structure of Mantis, once loaded to memory, achieves fast responses to queries necessary for tasks like genotyping, for which our method cannot be used. On the other hand, with our proposed method, it is not necessary to load all the data to memory for decompression, whereas we have to do so with Mantis.

### 5.2 Fast construction of small-weight SPSS

We introduced a small-weight SPSS construction algorithm that can be parallelized. In this section, the performance of the proposed algorithm is measured, and it is compared with the performance of the existing non-parallelizable algorithm, UST [16].

For the experiments, we obtained a set of canonical $k$-mers from whole-genome sequencing data of E. coli (SRR3160259 from Sequence Read Archive [9]). $k$ was set to 23, and the cutoff was set to 4. All the experiments were repeated 10 times on 16-core Intel Cascade Lake machines running at 2800.262 MHz, and the average values were considered.

#### Effects of the number of locks

In this section, the effect of the number of locks, a parameter of the algorithm, is measured.

We fixed the number of threads to 16 and saw the effects of the number of mutex locks. Figure 8 shows the time required for construction of SPSS with 8, 16, 32, ..., or 2048 locks. We can see a downward trend with the number of locks, but it is almost flat after 512 locks. Based on this result, we chose to use 1024 mutex locks in the rest of the experiments.

![Figure 8](image-url) Required time for construction of SPSS using 8, 16, 32, ..., or 2048 mutex locks.
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Comparison to existing methods
Here, we compare the performance of the proposed SPSS construction algorithm with the existing algorithm, UST [16], and show that our algorithm performs well with multiple threads whereas UST does not support parallelization.

We varied the number of threads and measured the proposed algorithm’s performance. Figure 9 shows the required time with 1, 2, ..., or 16 threads. It took 17.4 seconds with 1 thread, 10.0 seconds with 2 threads, and down to 2.18 seconds with 16 threads.

With UST, the operation took 13.0 seconds. So, our method performed worse than UST with a single thread, but the runtime could be reduced by 83.2% with 16 threads compared to UST with a single thread. Note that UST cannot utilize multiple threads.

Figure 9 Required time for construction of SPSS using 1, 2, ..., or 16 threads with the proposed algorithm. The baseline value (required time with UST [16]) is also shown.

6 Conclusion and Future Work
In this paper, we introduced a compression algorithm for multiple $k$-mer sets that combines the power of SPSS along with a method to utilize similarities in $k$-mer sets, along with techniques to make the compression algorithm efficient, including a small-weight SPSS construction algorithm that runs fast in multi-core environments.

With the compression algorithm, it was possible to compress 3292 E. coli whole-genome sequencing data and 2555 human RNA-Seq data with better compression rate than Mantis [13, 1], one of the state-of-the-art colored de Bruijn graph representations.

In addition to the high compression capability, our compression algorithm has some other benefits. First, the performance of the compression algorithm improves well with multiple threads. This is especially important on machines where many cores are available, which is often the case these days. Second, the proposed method requires small memory usage, as shown in the comparison to Mantis. It indicates that our method can be applied to larger files. Third, with the proposed algorithm, it is not necessary to load all the compressed data to memory when doing the decompression, thereby achieving smaller memory usage on decompression, which will not be the case with methods based on colored de Bruijn graphs.

There are possible extensions to the compression algorithm. Currently, it only supports sets of unique $k$-mers, and does not support multi-sets of $k$-mers, or abundance of $k$-mers, which can preserve more information of original sequence data. Some researches have been done on methods to efficiently handle abundance of $k$-mers in a single data source, one of which is REINDEER data structure [12]. It is interesting to see whether our compression algorithm can be applied to multi-sets of $k$-mers.
The proposed compression algorithm can be helpful for researchers who want to work with multiple datasets, maintainers of genome-related databases, etc. Also, the proposed small-weight SPSS construction algorithm, which was faster by 83.2% than existing methods in 16-core environments and was used in the implementation of the compression algorithm, will speed up SPSS-based programs in multi-core environments.
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A Proof of correctness of the compression algorithm

In this chapter, we prove the correctness of the compression and decompression algorithm presented in 4.1 and 4.2.

We first consider the following condition.

► **Condition 1.** Let \( \{v_{x_1}, v_{x_2}, ..., v_{x_{m_i}}\} \) be a set of vertices in \( G \) that are reachable from \( v_i \). \( S_{x_1} \cup S_{x_2} \cup ... \cup S_{x_{m_i}} \) is equal to the initial value of \( S_i \).

Here, “the initial value of \( S_i \)” refers to the value given as part of an input to the compression algorithm if \( 1 \leq i \leq N \), and it refers to the value initialized in step 3b of the compression algorithm if \( N < i \).

We prove the correctness by showing the following theorem.

► **Theorem 2.** If Condition 1 holds true for \( i = 1, 2, ..., n \) at the beginning of an iteration of step 3 in the compression algorithm, Condition 1 also holds true for \( i = 1, 2, ..., n \) at the end of the iteration.

**Proof.** Let \( n' \) be the value of \( n \) at the beginning of the iteration, and suppose that \( v_j \) and \( v_k \) are selected in step 3a of the iteration.

If \( v_j \) and \( v_k \) cannot be reached from \( v_i (i \in \{1, 2, ..., n'\}) \), the set of vertices \( \{v_{x_1}, v_{x_2}, ..., v_{x_{m_i}}\} \) that are reachable from \( v_i \) do not change during the iteration. As \( S_{x_1}, S_{x_2}, ..., S_{x_{m_i}} \) do not change as well, the value of \( S_{x_1} \cup S_{x_2} \cup ... \cup S_{x_{m_i}} \) gets unchanged, and Condition 1 holds true after the iteration.

If \( v_j \) can be reached from \( v_i \) and \( v_k \) cannot be reached from \( v_i (i \in \{1, 2, ..., n'\}) \), \( v_{n'+1} \) gets added to the set of vertices that are reachable from \( v_i \). If we suppose that the set of vertices that are reachable from \( v_i \) at the beginning is \( \{v_j, v_{x_1}, v_{x_2}, ..., v_{x_{m_i}}\} \), the set of vertices that are reachable from \( v_i \) at the end of the iteration will be \( \{v_j, v_{x_1}, v_{x_2}, ..., v_{x_{m_i}}, v_{n'+1}\} \). As \( S_{x_j} \) gets subtracted by \( S_{n'+1} \) and \( S_{x_1}, S_{x_2}, ..., S_{x_{m_i}} \) do not change over the iteration, the value of \( S_j \cup S_{x_1} \cup S_{x_2} \cup ... \cup S_{x_{m_i}} \) at the beginning of the iteration is equal to the value of \( S_{x_j} \cup S_{x_1} \cup S_{x_2} \cup ... \cup S_{x_{m_i}} \cup S_{n'+1} \) at the end of the iteration. Hence, Condition 1 holds true after the iteration. If \( v_k \) can be reached from \( v_i \) and \( v_j \) cannot be reached from \( v_i \), the same argument applies.

If \( v_j \) and \( v_k \) are reachable from \( v_i (i \in \{1, 2, ..., n'\}) \), \( v_{n'+1} \) gets added to the set of vertices that are reachable from \( v_i \). If we suppose that the set of vertices that are reachable from \( v_i \) at the beginning is \( \{v_j, v_k, v_{x_1}, v_{x_2}, ..., v_{x_{m_i}}\} \), the set of vertices that are reachable from \( v_i \) at the end of the iteration will be \( \{v_j, v_k, v_{x_1}, v_{x_2}, ..., v_{x_{m_i}}, v_{n'+1}\} \). As \( S_{x_j} \) and \( S_{x_k} \) get subtracted by \( S_{n'+1} \) and \( S_{x_1}, S_{x_2}, ..., S_{x_{m_i}} \) do not change over the iteration, the value of \( S_j \cup S_k \cup S_{x_1} \cup S_{x_2} \cup ... \cup S_{x_{m_i}} \) at the beginning of the iteration is equal to the value of \( S_{x_j} \cup S_{x_k} \cup S_{x_1} \cup S_{x_2} \cup ... \cup S_{x_{m_i}} \cup S_{n'+1} \) at the end of the iteration. Hence, Condition 1 holds true after the iteration.

As \( v_{n'+1} \) does not have outgoing edges, \( v_{n'+1} \) itself is the only vertex that is reachable from \( v_{n'+1} \) after the iteration. As \( S_{n'+1} \) is initialized in the iteration, Condition 1 holds true after the iteration for \( i = n' + 1 \).

By combining Theorem 1 with the fact that Condition 1 holds true for \( i = 1, 2, ..., n \) before the iterations, we can prove that Condition 1 holds true after any number of iterations, thereby showing the correctness of the algorithm.
Proof of correctness of the SPSS construction algorithm

In this chapter, we prove the correctness of the SPSS construction algorithm presented in 4.4.

As shown in [16], a set of strings represented by the paths of a path cover on a compacted de Bruijn graph is SPSS of the corresponding \( k \)-mer set. We prove that the proposed algorithm produces SPSS by showing that step 8 considers all the vertices exactly once and that a path cover on the compacted de Bruijn graph is considered.

**Proof.** After step 3 of the algorithm, for each vertex \( v \) in \( G' \), one of the following is true.

- There is one edge incident to the left side of \( v \) and there is one edge incident to the right side of \( v \).
- There is one edge incident to the left side of \( v \) and there are no edges incident to the right side of \( v \).
- There are no edges incident to the left side of \( v \) and there is one edge incident to the right side of \( v \).
- There are no edges incident to \( v \).

Hence, in step 5, for each \( i = 1, 2, ... , m \), one of the following is true.

- There is a path \( p \) in \( G' \) such that \( p \) contains all the vertices in \( V_i \) and either of \( p \)'s endpoint vertices has a side without edges.
- There is a loop such that it contains all the vertices in \( V_i \). Here, a loop refers to a set of vertices such that they are connected and each of them has one edge incident to its left side and one edge incident to its right side.

Loops get removed during step 5, and the former of the above is true for each \( i = 1, 2, ... , m \) after step 5.

If \( |V_i| = 1 \ (i \in \{1, 2, ..., m\}) \), the vertex \( v \in V_i \) will be added to \( V' \) in step 6. The label of \( v \) will be considered once in step 8.

If \( |V_i| > 1 \ (i \in \{1, 2, ..., m\}) \), there is a path \( \{v_1, v_2, ..., v_{|V_i|}\} \) such that it contains all the vertices in \( V_i \), one side of \( v_1 \) does not have edges incident to it, one side of \( v_{|V_i|} \) does not have edges incident to it, and \( v_2, v_3, ..., v_{|V_i|-1} \) have edges on both of their sides. \( v_1 \) and \( v_{|V_i|} \) will be added to \( V' \) in step 6. And the path will be considered twice in step 8a. But as only one of \( label(v_1) < label(v_{|V_i|}) \) and \( label(v_{|V_i|}) < label(v_1) \) can be true, the path is only considered once in step 8 as a whole.

\[\blacksquare\]
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Abstract

Compressed full-text indexes are one of the main success stories of bioinformatics data structures but even they struggle to handle some DNA readsets. This may seem surprising since, at least when dealing with short reads from the same individual, the readset will be highly repetitive and, thus, highly compressible. If we are not careful, however, this advantage can be more than offset by two disadvantages: first, since most base pairs are included in at least ten reads each, the uncompressed readset is likely to be at least an order of magnitude larger than the individual’s uncompressed genome; second, these indexes usually pay some space overhead for each string they store, and the total overhead can be substantial when dealing with millions of reads.

The most successful compressed full-text indexes for readsets so far are based on the Extended Burrows-Wheeler Transform (EBWT) and use a sorting heuristic to try to reduce the space overhead per read, but they still treat the reads as separate strings and thus may not take full advantage of the readset’s structure. For example, if we have already assembled an individual’s genome from the readset, then we can usually use it to compress the readset well: e.g., we store the gap-coded list of reads’ starting positions; we store the list of their lengths, which is often highly compressible; and we store information about the sequencing errors, which are rare with short reads. There is nowhere, however, where we can plug an assembled genome into the EBWT.

In this paper we show how to use one or more assembled or partially assembled genome as the basis for a compressed full-text index of its readset. Specifically, we build a labelled tree by taking the assembled genome as a trunk and grafting onto it the reads that align to it, at the starting positions of their alignments. Next, we compute the eXtended Burrows-Wheeler Transform (XBWT) of the resulting labelled tree and build a compressed full-text index on that. Although this index can occasionally return false positives, it is usually much more compact than the alternatives. Following the established practice for datasets with many repetitions, we compare different full-text indices by looking at the number of runs in the transformed strings. For a human Chr19 readset our preliminary experiments show that eliminating separators characters from the EBWT reduces the number of runs by 19%, from 220 million to 178 million, and using the XBWT reduces it by a further 15%, to 150 million.
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Introduction

The FM-index [23] is an important data structure in both combinatorial pattern matching and bioinformatics. Its most important application so far has been in standard short-read aligners – Bowtie [39, 38] and BWA [41] have together over 70 thousand citations and are used every day in clinics and research labs worldwide – but it has myriad other uses and more are still being discovered. Just within computational genomics, FM-indexes have been generalized from single strings to collections of strings for tools such as BEETL [15], RopeBWT [40] and Spring [11], to de Bruijn graphs for tools such as BOSS [8], VARI [48] and Rainbowfish [2], and to graphs for tools such as vg [27]. Recent breakthroughs [25] mean we can now scale FM-indexes to massive but highly repetitive pan-genomic datasets for a new generation of tools [36].

As genomic datasets grow exponentially (from the Human Genome Project to the 1000 Genomes Project and the 100K Genomes Project) and standards for sequencing coverage increase (from less than 10x a few years ago to 30x and 50x now and over 100x for some applications), an obvious question is whether and how the recent breakthroughs in FM-indexing of repetitive datasets can be turned into comparable advances in indexing readsets, so more researchers can efficiently mine them for biomedical insights. For example, extrapolating from previous experiments [36], it should be possible to index both haplotypes from 2705 individuals in less than 100 GB of RAM. In contrast, the readset from the final phase of the 1000 Genomes Project consisted of reads from 2705 individuals and was released as a 464 GB Burrows-Wheeler Transform (BWT) [17], which is beyond the resources of most labs to process. This almost five-fold increase (from 100 to 464 GB) seems reasonable, given the range of lengths and the error rate of short-read sequencing technologies, but those reads were trimmed and error-corrected before their BWT was computed, making that increase harder to justify and thus a target for improvement. Although experimenting with that particular readset is beyond the scope of this paper, since it occupies 87 TB uncompressed, we expect the insights and techniques we develop here will eventually be useful in software able to handle efficiently inputs of that scale.

Recent results on FM-indexing repetitive datasets [25] have shown that the index performance depends on the number of runs in the transformed sequence, where a run is a maximal non-empty unary substring. For example, if the BWT of a dataset of (uncompressed) size $n$ has $r$ runs, we can design an FM-index of size $O(r \log \log n)$ supporting the count and locate operations in optimal linear time. Hence, if a BWT variant produces a transformed string with a smaller number of runs, the resulting index will be smaller and equally fast. The naïve approach to FM-indexing readsets is to concatenate the reads with copies of a separator character between them, and FM-index the resulting single string. However, computing the BWT of such a long string is a challenge and each separator character causes several runs in that BWT. The most competitive indexes for readsets are based on Mantaci et al.’s [46] Extended Burrows Wheeler Transform, which is also easier to build for readsets. The first index for readsets based on the EBWT was BEETL [15], followed by RopeBWT [40]; recently the EBWT has been used also by the Spring compressor [11] specialized for FASTQ reads. BEETL and RopeBWT use explicit separator characters but such characters could be replaced by bitvectors marking positions at the ends of reads.

BEETL and RopeBWT use a heuristic to reduce the number of runs in the EBWT: they conceptually put the separator characters at the ends of reads into the co-lexicographic order (lexicographic order on the reverse string, also referred to as reverse lexicographic order) of the reads, so that the final characters or reads with similar suffixes are grouped together in
the EBWT. This often works surprisingly well but in the worst case it cannot make up for the lack of context for sorting those characters into their places in the EBWT. Our proposal in this paper is to graft the reads onto their assembled genome, or a reference genome to which they align well, and index the resulting labelled tree with Ferragina et al.’s [22] XBWT. To this end we assume that we know how the reads align to the assembled/reference genome: this is not an unreasonable assumption since alignment is the initial step of any readset analysis.

In order to implement our idea we have to overcome a significant hurdle: as the coverage increases so does the amount of raw data produced by a single NGS experiment. Although the high coverage implies that the data is highly compressible, the actual compression process, ie the construction and the compression of the XBWT, must be done partially in externally memory since the input will be usually much larger than the available RAM. Another contribution of the paper is therefore the adaptation of the prefix-free parsing (PFP) technique [7] to the construction of the XBWT. PFP has been proposed for the construction of BWTs of collections of similar genomes: the initial parsing phase is able to compress the input maintaining enough information to compute the BWT working on the compressed representation. In this paper we adapt PFP to readsets, taking care also of the “grafting” of the single reads to the reference/assembled genome. Given a pattern \( P \), our index could answer \texttt{count}(P) and \texttt{locate}(P) queries which report respectively the number of positions where \( P \) occurs and the list of positions where \( P \) occurs. The main drawback to our index, apart from taking one or more assembled or partially assembled genomes as a base, is that it can return a false-positive in the \texttt{count} operation when an occurrence of a pattern starts in the trunk of an alignment tree and ends in a branch. In other words, the index can report a match that is not completely contained within a read but would be if we padded the read on the left with enough characters copied from just before where it aligns. In a \texttt{locate} operation false-positives could be identified, but this operation is much slower. Even this is not entirely bad, however, and it is conceivable this bug could sometimes be a feature. The analysis of those false positive and the size of the bit vectors marking the end of reads is left as future work.

The rest of the paper is organized as follows. In Section 2 we first describe the BWT and FM-indexes, then the EBWT and XBWT and the concept of Wheeler graph that unifies them. In Section 3 we introduce our idea for indexing aligned readsets with the XBWT and we prove some theoretical results supporting it. In Section 4 we describe how we adapt PFP to indexing readsets, which allows us to experiment with larger files than would otherwise be possible with reasonable resources. In Section 5 we present our experimental results showing that applying the XBWT to index readsets works well in practice as well as in theory. Finally, we outline in Section 6 how our study of storing reads with the XBWT may improve the space usage of the hybrid index [20, 21, 26].

## 2 Concepts

For a better understanding of the problem context, we give a succinct description of the second generation sequencing technique. Most publicly available readsets are from Illumina sequencers [35] which rely on sequencing by synthesis. For this process, millions or billions of single-stranded snippets of DNA called templates are deposited onto a slide and amplified into clusters of clones. In each sequencing cycle we learn one base of each template: we add DNA polymerase and specially terminated bases; the polymerase attaches a terminated base to each strand, complementary to the next base in the strand; we shine a light on the slide
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and the terminated bases glow various colours; we take a photo and note the colour of each cluster; and finally, we treat the slide to remove the terminators. Sometimes, however, one of the added bases is not correctly terminated, so the polymerase attaches first it and then another base to a strand in some cluster; that strand is then out of step with the rest of the cluster, and the cluster will have a mix of colours in the photos for subsequent sequencing cycles. As we go through more and more sequencing cycles, more strands tend to fall out of step, resulting in less reliable results. (For further discussion we refer the reader to, e.g., Langmead’s lecture on this topic [37].) This tendency means sequencing by synthesis has an asymmetric error profile, with errors more likely towards the ends of the reads. It follows that sequencing errors tend to be near the end of the reads: our index is designed to take advantage of this feature (see Theorem 2).

2.1 BWT and FM-index

The Burrows-Wheeler Transform (BWT) [10] of a string $S$ is a permutation of the characters in $S$ into the lexicographic order of the suffixes that immediately follow them, considering $S$ to be cyclic. For example, as shown on the left in Figure 1, the BWT of GATTAGATACAT$ is TTTCGGAA$AATA, assuming $S$ is a special end-of-string symbol lexicographically smaller than all other characters. Because the BWT groups together characters that precede similar suffixes, it tends to convert global repetitiveness into local homogeneity: e.g., for any string $\alpha$, the BWT of $\alpha^t$ consists of $|\alpha|$ unary substrings of length $t$ each; even the BWT in our example has length 13 but consists of only 8 maximal unary substrings (called runs). This property led Burrows and Wheeler to propose the BWT as a pre-processing step for data compression and Seward [55] used it as the basis for the popular bzip2 compression program.

The BWT is also the basis for the FM-index [23], one of the first and most popular compressed indexes, which is essentially a rank data structure over the BWT combined with a suffix-array sample. The FM-index is an important data structure in combinatorial pattern matching and bioinformatics, and is itself the basis for popular tools such as Bowtie [39, 38] and BWA [41] that align DNA reads to reference genomes. We refer the reader to Navarro’s [49] and Mäkinen et al.’s [45] textbooks for detailed discussions of how FM-indexes are implemented and used for read alignment.

2.2 EBWT

Although alignment against one or more reference genomes remains a key task in bioinformatics, there is growing interest in compressed indexing of sets of reads [17, 34]. The FM-index plays a central role here too: Mantaci et al. [47] generalized the BWT to the Extended BWT (EBWT), which applies to collections of strings, and then Cox et al. [5, 13, 30] used an FM-index built on the EBWT in their index BEETL for readsets. The same construction was also used in subsequent indexes for readsets, such as RopeBWT [40] and Spring [11].

The EBWT of a collection of strings is a permutation of the characters in those strings into the lexicographic order of the suffixes that immediately follow them, considering each string to be cyclic. For example, as shown on the right in Figure 1, the EBWT of GATTAS, TTAGAS, TAGATAS, GATAC and ATACAT is TC$AAAATGTTTTCGGS$A$AAS$AATAAT$S$. When we see the BWT and EBWT as permutations of characters, the BWT of a single string has a single cycle, whereas the EBWT of a collection of strings has a cycle for each string. This means it is easier to build the EBWT and update it when a string is added or deleted, than to build and update the BWT of the concatenation of the collection with the strings separated by copies of a special character. We refer the reader to Egidi et al.’s [18, 19] and Díaz-Domínguez and Navarro’s [16] recent papers for descriptions of efficient construction and updating algorithms.
Despite its benefits, the EBWT sometimes does not take full advantage of its input’s compressibility. In our example, as Figure 1 shows, even though all the strings in the collection are substrings of \texttt{GATTAGATACAT} with copies of \$ appended to them, their EBWT has more than twice as many runs as its BWT. As a heuristic for reducing the number of runs, and thus reducing BEETL’s space usage, Cox et al. suggested considering the lexicographic order of the copies of \$ to be the strings’ co-lexicographic order. This does not help in cases such as our example, however, for which the EBWT still has 19 runs even with that ordering. Bentley et al. [6] recently gave a linear-time algorithm to find the ordering of the copies of \$ that minimizes the number of runs, but it has not been implemented and it is unclear whether it is practical for large readsets.

Another way to potentially reduce the number of runs is to remove the copies of \$ entirely, and store an auxiliary ternary vector marking which characters in the EBWT are the first and last characters in the strings. If there are \( t \) strings in the collection with total length \( n \), then storing this vector takes \( O(t \log(n/t) + t) \) bits (even if some of the strings are empty or consist of only one character). As shown in Figure 2, the EBWT becomes \texttt{TTTTTTGTTACGGAACAAAAAATTTTTA} with only 10 runs. The idea of replacing \$’s with an auxiliary vector is relatively new since it originates from seeing the EBWT as a special case of Wheeler graphs [24] which are described in the next section.

2.3 Wheeler Graphs and XBWT

Wheeler graphs were introduced by Gagie, Manzini and Sirén [24] as a unifying framework for several extensions of the BWT, including the EBWT, Ferragina et al.’s [22] eXtended BWT (XBWT) for labelled trees, Bowe, et al.’s. [9] index (BOSS) for de Bruijn graphs, and Sirén et al.’s [56] Generalized Compressed Suffix Array (GCSA) for variation graphs. A directed edge-labelled graph is a Wheeler graph if there exists a total order on the vertices such that:

- vertices with in-degree 0 are earliest in the order;
- if \((u, v)\) is labelled \( a \) and \((u', v')\) is labelled \( b \) with \( a < b \), then \( v < v' \);
- if \((u, v)\) and \((u', v')\) are both labelled \( a \) and \( u < u' \) then \( v \leq v' \).
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<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>ACATAT</td>
<td>14</td>
<td>+</td>
<td>GATA C</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>ACGA T</td>
<td>15</td>
<td>0</td>
<td>GATATA</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>AGATAT</td>
<td>16</td>
<td>0</td>
<td>GATT A</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>−</td>
<td>AGAT T</td>
<td>17</td>
<td>+</td>
<td>GATT A</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>AGAT T</td>
<td>18</td>
<td>0</td>
<td>TACATA</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>ATACAT</td>
<td>19</td>
<td>0</td>
<td>TACG A</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>ATAC G</td>
<td>20</td>
<td>+</td>
<td>TAGATA</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>−</td>
<td>ATAGAT</td>
<td>21</td>
<td>0</td>
<td>TAGA T</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>ATATAC</td>
<td>22</td>
<td>0</td>
<td>TAGA T</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>ATATAG</td>
<td>23</td>
<td>−</td>
<td>TATACA</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>ATTA G</td>
<td>24</td>
<td>0</td>
<td>TATAGA</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>−</td>
<td>ATTA G</td>
<td>25</td>
<td>0</td>
<td>TTAG A</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>CATATA</td>
<td>26</td>
<td>+</td>
<td>TTAG A</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>−</td>
<td>CGAT A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2** The matrix whose rows are the lexicographically sorted rotations of GATTA, TTAGA, TAGATA, GATAC and ATACAT. The EBWT is TTTTTTTGTGGGAAACAAAATAAAAAA with 10 runs.

Figure 3 shows an example of a Wheeler graph with a valid order on the vertices. The ordering is obtained by lexicographically sorting the strings spelling the labels in the upward path from each vertex to the root where the ties are broken deterministically (following an arbitrary order on the branches). For example, vertex 0 has upward path ε, vertex 3 has upward path AG, vertex 30 has upward path TAG and so on. Notice that for directed acyclic graphs such as trees, such order on the vertices can be computed quickly with an adaptation of the doubling algorithm [33].

Once we have a valid order, the standard representation of a Wheeler graph is defined considering the vertices in that order and listing the labels on the outgoing edges of each vertex. In addition, for each vertex we represent its out-degree and in-degree in unary thus obtaining two additional binary arrays. For example, for the graph in Figure 3 the first five vertices have outgoing edges labelled GG T T T TT, so the label array starts with GGGTTTTT··· and the out-degree bit-array starts with 001010101001···. This simple representation, combined with rank and select primitives, supports efficient search and navigation operations on Wheeler graphs. We refer the reader to Prezza’s [53] recent survey for a discussion of Wheeler graphs and related results.

Note that the graph in Figure 3 is a labelled tree: indeed its Wheeler Graph representation is equivalent to the output of the XBWT [22] applied to the same tree (details in the full paper). For clarity of presentation in the following we will still refer to the EBWT and XBWT even if they are both special cases of Wheeler graphs.

### 3 Our contribution

Figure 3 can be seen as a representation of a “genome” GATTAGATACAT and of five “reads” GATTA, TTAGA, TAGATA, GATAC and ATACAT extracted, without errors, from it. Starting with the vertex with rank 28, corresponding to the last symbol of the “genome”, and navigating the tree we are able to recover all the individual strings. Notice however, that the XBWT has only 7 runs while the BWT of the “genome” and the EBWT of the “reads” in Figure 1 have 8 and 19 runs, respectively. The EBWT without $\$ of the reads alone in Figure 2 has 10
The XBWT is \texttt{GGTTTTTTTTCCCGGGGAAAAAAAATTTTAAAAAAA} with 7 runs.

Figure 3 A directed, edge-labelled tree whose vertices are labelled to show it is a Wheeler graph. The XBWT is \texttt{GGTTTTTTTTCCCGGGGAAAAAAAATTTTAAAAAAA} with 7 runs.

runs. We refer the reader to Giuliani et al.'s \cite{Giuliani2019, Giuliani2020} recent papers for a discussion of the impact of the \$ and of the direction of the string on the number of runs in the BWT. The following theorem shows that the example in Figure 3 is not a coincidence: if the “reads” have no errors and they are appended to the reference in the proper positions, then the XBWT has the same number of runs as the BWT of the reverse of the “genome”.

\textbf{Theorem 1.} Suppose we sample substrings from a string and we form a labelled tree by grafting (appending) the substrings in the same position they were sampled so that all edge labels at the same depth are equal. Then the XBWT of the tree has the same number of runs as the BWT of the reverse of the string.

\textbf{Proof.} Consider the tree shown in Figure 3. The tree satisfies the hypothesis of Theorem 1 since it was obtained by sampling some substrings from \texttt{GATTAGATACAT} and then grafting them onto it such that all the edge labels at the same depth are equal (so a horizontal line always hits edges with only the same label). Clearly, all the labels at the same depth not only are equal, but they have the same upward-path label, which is the prefix preceding the corresponding character in the string. Since the XBWT is built by sorting labels according to the string spelled by their upward path, we see that each symbol of the original string will be adjacent to all reads symbols at the same horizontal level, and that all such symbols are identical. Finally, observe that also in the BWT of the reverse of the string symbols are sorted according to the prefix preceding them; hence the XBWT can be obtained by replacing each symbol in the BWT, except the $\$, by a run of the same symbol and the thesis follows.

Figure 3 and Theorem 1 suggest a new way to compress and index readsets: graft the reads onto a fully or partially assembled genome, or a reference genome if need be, and store the XBWT of the resulting tree. We note that, although assembly-free indexing is a more
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general problem, indexing assembled reads is still of practical interest [17]. Many readsets have coverage of 30x or even 50x, which makes them extremely large but should also make run-length compression practical on the XBWTs. If we want to index readsets from several individuals, we can simply graft the reads onto the appropriate assembled genomes and compute the XBWT of the forest, which is also a Wheeler graph.

Theorem 1, provides an extremely good estimate of the number of runs of the XBWT, but it holds under the unrealistic assumption that the reads have no errors. However, we can take advantage of the fact that sequencing by synthesis has an asymmetric error profile: errors are much more likely at the end of a read than at the beginning. The following result shows that errors at the end of the reads have a limited impact to the overall number of runs in the XBWT.

▶ **Theorem 2.** In the hypothesis of Theorem 1 suppose that the sampled substrings may differ from the reference string and that the average distance from first difference (insertion, deletion, or substitution) to the end of the substring is $\delta$. Then, with respect to Theorem 1 the XBWT of the tree will have at most $2\delta$ additional runs per substring.

**Proof.** Consider a single substring of length $\ell$ in which the distance between the first difference and the end of the substring is $d$ (we assume $d = 0$ if there are no differences). Reasoning as in the proof of Theorem 1, we see that the first $\ell - d$ symbols of the substring will end up in the same run as the corresponding symbol of the reference string (the one at the same depth in the tree). Each of the other $d$ symbols will, in the worst case, end in the middle of a run of a different symbol thus creating two additional runs. Summing this additional runs over all substrings we get a total number of additional runs upper bounded by $2\delta$ runs per substring. ◀

To guarantee that most of the errors are at the end of the reads, we propose to build two trees: one for the assembled genome and one for its reverse complement. Having two trees means we do not have to reverse and complement half the reads before grafting them onto a single tree: the reversal of the string would be problematic in view of Theorem 2 since it would move an error from the end of the read to its front. We can build two trees with a small additional cost since the alignment algorithm will tell us whether each read aligns to the reference or to its reverse complement.

Assuming our scheme guarantees an improvement in compression we want to be sure the resulting index is also efficient. Prezza [52] recently showed how to generalize Gagie, Navarro and Prezza’s [25] results about fast locating from run-length compressed BWTs to run-length compressed XBWTs, at the cost of storing the trees’ shapes, which takes a linear number of bits. For trees with far more internal vertices than leaves, however, it is relatively easy to support fast locating in small space, as a corollary of the following theorem.

▶ **Theorem 3.** Let $G$ be a Wheeler graph and $r$ be the number of runs in a Burrows-Wheeler Transform of $G$, and suppose $G$ can be decomposed into $v$ edge-disjoint directed paths whose internal vertices each have in- and out-degree exactly 1. We can store $G$ in $O(r + v)$ space such that later, given a pattern $P$, in $O(|P| \log \log |G|)$ time we can count the vertices of $G$ reachable by directed paths labelled $P$, and then report those vertices in $O(\log \log |G|)$ time per vertex.

▶ **Corollary 4.** Let $T$ be a labelled tree on $n$ vertices obtained by grafting reads onto their assembled genome as described. Let $r$ be the number of runs in the XBWT and let $t$ be the number of reads. We can store $T$ in $O(r + t)$ words of space such that later, given a pattern $P$, in $O((|P| + k) \log \log n)$ time we can report all the $k$ vertices reachable by paths labelled $P$. 

We sketch a proof of Theorem 3 in A, although we omit the details because, at least when dealing with short reads, it may be more practical just to descend until we reach a branching node (in which case the pattern is in the assembled genome, not in a read) or a leaf. We have not yet considered carefully whether Nishimoto and Tabei’s [50] faster locating can be applied to improve Theorem 3 or Corollary 4.

Before we concentrate on optimizations we should consider two basic questions: are our XBWTs for readsets significantly smaller than their EBWTs in practice and, if so, how can we build them efficiently? Theorem 2 offers some guarantees of compression, but to test how our idea works in practice in Section 5 we build the XBWT and EBWT for a real, high-coverage readset and see how the numbers of runs in them compare. In Section 4 instead we face the problem of the efficient construction of XBWTs for large datasets.

### 4 XBWT via Prefix Free Parsing

The problem of building the XBWT for a set of reads as described in Section 3 is non-trivial because the input typically consists in tens of gigabytes of data and we cannot make use of the available algorithms [1, 3] which are designed to work in RAM. However, the fact that reads are copies (possibly with errors), of portions of a relatively small reference suggests that the overall amount of information content is relatively small. Therefore we decided to compute the XBWT using the technique of Prefix Free Parsing (PFP) that has been successfully utilized for computing the BWT for large collections of genomes from individuals of the same species. Our implementation was done in C++ and is available on https://github.com/fnareoh/Big_XBWT. Note that our algorithm does not take as input a labelled tree, but rather a reference genome and a set of reads aligned to that genome (in the format of a .bam file); the alignment implicitly defines a labeled tree as described in Section 3.

In the PFP construction of the BWT the input is parsed into overlapping phrases using context-triggered piecewise hashing [7]. If the input contains many repetitions, the use of context-triggered hashing ensures that the parsing will contain a relatively small number of distinct phrases. The actual construction of the BWT is done using only the dictionary of distinct phrase and the parse (which describes how the dictionary phrases can be used to reconstruct the input). For repetitive datasets the dictionary and the parse fit in RAM even when the original input does not. Unmodified, however, PFP does not work well on readsets since the phrases generated at the beginning and end of each read will likely be unique. As a result, the dictionary will be quite large and the algorithm inefficient. To prevent this, we extend the reads forward and backward so they begin and end with complete phrases. The extension is done using the symbols in the reference immediately before and after the position where the read aligns, so that the phrases are likely to be not unique (if the read has no errors the phrases will be exactly the same generated when parsing the reference). Although this technique maintains the dictionary small, the tricky part is to exclude these extensions when computing the actual XBWT.

Summing up, our implementation is divided in three main phases. In the first phase we partition the reference and the reads into phrases; the set of distinct phrases is called the dictionary and the way phrases form the reference and the reads is called the parse. We use the extension trick mentioned before, and, if the reference and the reads are similar, the dictionary will be relatively small. In the second phase we compute the XBWT of the parse. Since phrases are relatively large, the number of symbols in the parse is much smaller than in the original input, so the parse fits in RAM and the computation can be done using a doubling algorithm [33]. Finally, in the third phase we recover the XBWT of the input from the XBWT of the parse. The details of the three phases are given below.
4.1 Construction of the Dictionary and the Parse

We start by scanning the reference as in the PFP BWT construction algorithm. The algorithm takes as input parameters a window size $w$, and a modulo $m$. We slide a window of length $w$ over the text, at each step computing the Karp-Rabin fingerprint [32] of the window. We define a terminating windows as a window with Karp-Rabin fingerprint equal to zero modulo $m$. Terminating windows decompose the text into overlapping phrases: each phrase is a minimal substring that begins and ends with a terminating window. Note that each terminating window is a suffix of the current phrase and the prefix of the next phrase so consecutive phrases have a size-$w$ overlap. Note that defining phrases using terminating windows ensures that no phrase is a prefix (or a suffix) of another phrase, hence the name “prefix free parsing”.

In addition to keeping track of window fingerprints, we also maintain a different hash $h(p_i)$ of the current phrase $p_i$. For simplicity in the following we assume distinct phrases always have distinct hashes, if not we detect it and crash. At the end of this scanning phase, the reference has been parsed into the (overlapping) phrases $p_1, p_2, \ldots, p_z$. We build a vector $S[1, z]$ storing for each phrase $p_i$ its starting position $s_i$ in the reference and its hash $h(p_i)$. We also build as we go the dictionary that associate to each hash value $h(p_i)$ the corresponding phrase $p_i$ (stored as a simple string) and $occ(p_i)$ the number of occurrences of that phrase. We will later also need the length of each phrase but we don’t store it explicitly, just deduce it from the string stored in the dictionary.

After parsing the reference, we process the reads one by one. From the file of aligned reads, we obtain both the read $r$ as a string and the position $l$ where the read aligns to the reference. We binary search in $S$ for the rightmost phrase $p_s$ that starts before position $l$ and for the leftmost phrase $p_e$ that ends after position $l + |r| - 1$. Let $p_s'$ (resp. $p_e'$) denote the prefix (resp. suffix) of $p_s$ (resp. $p_e$) ending (resp. starting) immediately before (resp. after) position $l$ (resp. $l + |r| - 1$). We define the extended read $r_{ext} = p_s' \cdot r \cdot p_e'$ where $\cdot$ here denotes string concatenation. We slide a window onto $r_{ext}$, decomposing it into phrases, as we did for the reference. Since $r_{ext}$ starts and ends with a terminating window the phrases we add while parsing $r_{ext}$ still form a prefix-free parsing. However, as we do not want to index the whole $r_{ext}$ in the final XBWT, for each read we keep track and store to disk the starting and ending position of $r$ in $r_{ext}$.

When processing the reads we continue adding the hashes of the phrases to the end parse, using a special value as separator between reads. If we parse a new phrase, we add it to the dictionary. However, as previously pointed out, the phrases coming from the extended reads are likely to be equal to phrases in the reference so we expect the dictionary not to grow significantly (the dictionary would not grow at all if all the reads were substrings of the reference). From the starting and ending position of the original read in the extended read we deduce for each phrase what characters are part of the original read (the reads without extensions) and we store a starting and ending position for each phrase.

Once all the reads have been processed, we sort the phrases in the dictionary in reverse lexicographic order and we output a new parse where each hash of phrase is replaced by its reverse lexicographic rank, the separator symbol is replaced by the number of phrases plus one. To summarize, at the end of this phase we have produced the following output files:

1. file.dict: the dictionary in co-lexicographic order;
2. file.occ: the frequency of each phrases;
3. file.parse: the parse with each phrase represented by its co-lexicographic rank;
4. file.limits: the starting and ending position of the original input (reads without extension) in each phrase.
4.2 XBWT of the Parse

The main goal of this phase is to construct the XBWT of the parse, using the co-lexicographic rank as meta-characters. To this end we load the parse on RAM, reconstruct its tree structure, and compute the XBWT of this tree via a doubling algorithm [33]. Then, rather than storing the XBWT as is, we construct an inverted list as this structure will be more appropriate for the next phase. For each phrase $p_i$ we store the list of XBWT positions where $p_i$ appears. The size of the inverted list for $p_i$ is equal to its frequency; since frequencies were computed in the first phase, we can output the inverted list as a plain concatenation of positions.

In this phase we also permute the limits (the starting and ending position in the original input) of each phrase according to their order in the XBWT. This way, in the next phase, with the inverted list, we can easily access the limit of any given phrase in the parse. In this phase, we also compute and write to disk for every phrase, the list of phrases (with multiplicities) that immediately follow in the parse. This list will be used to index the characters that precede a full word. However because we only want to index the characters that are in the original input, we only add it after checking the limits. Finally, because we are not storing special characters to mark the end of a read or of the reference (as they would break runs), we construct a bit vector marking such positions and we permute it according to the XBWT order. To summarize, at the end of this phase we have produced the following output files:

1. file.dict: the dictionary of the reversed phrases (from the first phase).
2. file.occ: the frequency of each phrases (from the first phase).
3. file.ilist: the inverted list of the parse.
5. file.xbwt_end: markers of the phrases where a read or reference ends in XBWT order.
6. file.full_children: for every word, the list of words that follows it.

4.3 Building the final XBWT

This is the final phase where we compute the XBWT of the reference and of the readset. We start by sorting lexicographically the suffixes of the strings in the dictionary $D$. At this stage the dictionary $D$ contains the phrases reversed, so this is equivalent to sort in reverse lexicographic order the prefixes of all phrases. We ignore the suffixes of length $\leq w$ as they correspond to the terminating window which also belongs to the previous phrase. The sorting is done by the gSACAK algorithm [43] which computes the SA and LCP array for the set of dictionary phrases. We scan the sorted elements of $D$, for $s$ a proper suffix, there are two cases, all the elements in $D$ which have $s$ as a proper suffix have the same preceding character, in this case we add it the correct number of times using the frequency of each phrase. In the other case, we use a heap to merge the inverted list writing the appropriate characters accordingly. Here when writing a character we first check that the suffix length is between the limits and only write it to file if it does. We also check if the character to be added is the last of its sequence (read or reference), if so output a 1 to signal the end of a sequence, else 0. When finding a suffix $s'$ that corresponds to an entire phrase, we use the children file to output the character at the start of the following phrase. At the end of this phase we have written to disk a file with the XBWT of the reference and readset as well as a bit vector marking which positions are the last character of a read or a genome. To summarize, in this phase we use file.dict, file.occ, file.ilist, file.full_children and file.xbwt_limits; all other files can be discarded. We output the XBWT in plain text as file.bwt and file.is_end is the compressed bit vector marking the end of reads.
5 Experiments

In this section we present a first experimental evaluation of our XBWT-based approach for compressing a set of aligned reads and we compare it with the known methods based on the EBWT. We compare ourselves to the EBWT and not other compression tools for aligned readset as our long-term goal is to create an index and not just compression. Recall that our implementation and experimental pipeline is available on github.com/fnareoh/Big_XBWT. For simplicity we compare the numbers of runs produced by the different algorithms. The actual compression depends on the algorithm used for encoding the run lengths: preliminary experiments with the $\gamma$ encoder show that the number of runs is a good proxy for measuring the actual compression. An accurate comparison of the time efficiency is left as a future work: we only compared the number of runs produced by our XBWT with the number of runs produced by the EBWT and some of its variants. Note that our implementation computes the XBWT of the reference genome and the readset (as described in the previous section), while the EBWT and its variants were applied only to the readset. We computed all EBWT variants using ropeBWT2 [40]; in addition to plain EBWT we also tested 2 heuristics that reorder the reads to reduce the number of runs in the EBWT: Spring [11] and reverse lexicographic order (RLO) [14], the latter obtained using the option $-s$ in ropeBWT2. Since our XBWT implementation does not use the $\$ symbol, for a fair comparison we measured the number of runs with and without the $\$ for EBWT, Spring+EBWT and RLO+EBWT (therefore ignoring for all algorithms the extra cost of implicitly encoding the ending position of each string). In our tests, we used the following readsets:

- **E.coli** and **S.aureus** from the single-cell dataset [12], the references used are those linked on the single-cell website\(^1\),\(^2\).
- **R.sphaeroides** We have HiSeq and MiSeq sequencing, raw and trimmed versions of the reads from the GAGE-B dataset [44]. The reference used is the longest contig assembled by MSRCA v1.8.3 [59] as it was the most accurate assembler according to the Gage-b companion paper [44]. We only considered the longest contig because our implementation doesn’t handle forests of trees yet.
- **Human Chromosome 19** We used as a reference Chromosome 19 from the CHM1 human assembly [57] and one of the HiSeq 2000 readsets\(^3\) used to compute that assembly, considering only the reads that aligned with the reference.

None of those readsets are aligned, so we used bwa mem [42] to align them to the chosen reference. In this preliminary experiments we discarded the reads that bwa aligned with the reverse-complement of the reference genome. As mentioned in Section 3 our final prototype will build an XBWT of the tree with the reference and of the tree of the reverse-complemented reference. In Table 1, we present statistics on the readsets we used: those statistics where computed only on the reads that aligned forward to the reference.

Preliminary experiments, not reported here, show that removing the $\$ in the EBWT (all variants) reduces the number of runs between 2.7% and 29.2%. Consequently, we focus our analysis on the comparison of Plain (no read reordering) EBWT (without dollars), SPRING+EBWT (without dollars), RLO+EBWT, with and without $\$ and XBWT.

The results of this comparison are reported in Figures 4a and 4b. They show that in general the plain EBWT performs worse followed by the SPRING reordering, RLO ordering with dollars then RLO ordering without dollars and finally XBWT performs best. XBWT yields a smaller number of runs than RLO+EBWT (with or without $\$) on all datasets.

---

\(^1\) https://www.ncbi.nlm.nih.gov/nuccore/NC_000913
\(^3\) https://www.ncbi.nlm.nih.gov/sra/SRX966833[accn]
Table 1: Statistics on each dataset used in the experiments. Those statistics where computed only on the reads that aligned forward to the reference. We call sequencing error (or simply error) any difference between the genome and the reads. The coverage is simply defined as the total number of base-pairs in the reads compared to the number of base-pairs in the reference. The average distance between the first sequencing error and the end of the read and the end is computed considering that for error less read this distance is 0. Note that this parameter is exactly $\delta$ in Theorem 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of reads</th>
<th>Read length</th>
<th>Coverage</th>
<th>Avg. dist. from the first sequencing err. to the end</th>
<th>Prop. of reads without seq. error</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.coli [12]</td>
<td>14139182</td>
<td>100</td>
<td>384x</td>
<td>13</td>
<td>57.30%</td>
<td>0.01%</td>
</tr>
<tr>
<td>S.aureus [12]</td>
<td>26654420</td>
<td>100</td>
<td>927x</td>
<td>7</td>
<td>88.79%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Human Chr19 [57]</td>
<td>34167479</td>
<td>100</td>
<td>57x</td>
<td>15</td>
<td>71.62%</td>
<td>0.01%</td>
</tr>
<tr>
<td>R.sphaeroides [44]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HiSeq raw</td>
<td>166820</td>
<td>101</td>
<td>46x</td>
<td>27</td>
<td>31.34%</td>
<td>0.04%</td>
</tr>
<tr>
<td>HiSeq trimmed</td>
<td>134207</td>
<td>up to 101</td>
<td>37x</td>
<td>6</td>
<td>83.26%</td>
<td>0.01%</td>
</tr>
<tr>
<td>MiSeq raw</td>
<td>23102</td>
<td>251</td>
<td>24x</td>
<td>122</td>
<td>0.25%</td>
<td>0.15%</td>
</tr>
<tr>
<td>MiSeq trimmed</td>
<td>20046</td>
<td>up to 251</td>
<td>20x</td>
<td>29</td>
<td>63.55%</td>
<td>0.03%</td>
</tr>
</tbody>
</table>

although the number is comparable on some datasets this is still a significant improvement considering that RLO+EBWT already has far less run than the EBWT baseline. On the Chr19 dataset, using RLO+EBWT-no-$\delta$ over plain BWT-no-$\delta$ (not reported in Figure 4a) reduced the number of runs by 49%; using the XBWT reduced the number of runs by an additional 16%. On S.aureus and E.coli the reduction between RLO+EBWT-no-$\delta$ and XBWT is of only 3% and 8% respectively.

The R.sphaeroides datasets are especially interesting as they involve two NGS technologies that generate reads of different lengths, different coverages, and with different error profiles.

We can first notice that our method brings greater benefits on the HiSeq sequencing which has smaller reads with less errors that are located towards the end of the string. This is an experimental validation of the statement of Theorem 2. We can also observe the effect of trimming the reads on the number of runs. On the HiSeq sequencing, trimming reduces the coverage only from 46x to 37x but yields a reduction in the number of XBWT runs by 86%. Note that, as a result, on HiSeq trimmed, the number of XBWT runs is less than half the number of runs in plain RLO+EBWT.

6 Application to the JST

From a certain angle, Figure 3 is reminiscent of Figure 5, from Rahn, Weese and Reinert’s [54] paper on their Journaleed String Tree (JST). This raises the question of whether the XBWT and JST can be used to improve the space usage of the hybrid index [20, 26, 21] and eventually the PanVC [58] pan-genomic read aligner, which is based on the hybrid index.

Figure 5 shows a JST supporting search for patterns of length up to 4 in four aligned sequences: the reference

\( r = \text{TAGCGTAGCAGCTATGAGGAGGACCGAGTT} \)

and three others,

\( s^1 = \text{TAGCGTAGCAGCGAGGAGCACCGAGTT} \),
\( s^2 = \text{TAGCG TAGCAGGAGGACCGAGTT} \),
\( s^3 = \text{TAGCG TAGCAGGAGGACCGAGTT} \).
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Figure 4 Comparison of run-lengths compression by RLO+EBWT with and without $ and XBWT on various species (4a) and on two sequencing of R. sphaeroides (HiSeq and MiSeq) and for reads both raw and trimmed (4b).

Figure 5 An illustration of a JST [54].

The straight branch of the tree running along the bottom of the figure is labelled with $r$, and the other branches indicate places where the other sequences differ from $r$. The other branches end just before a window of size 4 sliding over their sequences matches an aligned window of size 4 sliding over $r$. For example, the first branch ends at position 9 because a sliding window of length 4 over positions 7 to 10 of sequences $s^2$ and $s^3$ (that is, containing the characters in columns 7 to 10 and the rows for $s^2$ and $s^3$ in the alignment shown at the top right in the figure), matches a sliding window of length 4 over positions 7 to 10 in $r$ (that is, containing the characters in columns 7 to 10 and the row for $r$ in the alignment).

Suppose we are looking for the pattern $p = AGCG$: considering the circle at the left as the root, $p$ occurs 3 times as a substring (marked in orange) of root-to-leaf paths, and we can find those occurrences using a depth-first traversal of the tree. Since the sequences are similar, such a traversal is faster than running a sliding window over each sequence separately. If we find an occurrence of $p$ in the tree that ends at a node not in the branch for $r$, then we have found occurrences in each of the sequences labelling the leaves in that node’s subtree. If we find an occurrence of $p$ in the branch for $r$, then we have found occurrences in $r$ and possibly other sequences. Unfortunately this case is not illustrated in the figure, but if we
were looking for \textsc{gtac} then the occurrence at position 4 in \textit{r} would have a corresponding occurrence in \textit{s}^1 but not in \textit{s}^2 or \textit{s}^3; this is shown by the dashed line between 3 and 7, with \{1\} at the left end indicating that \textit{s}^1 matches \textit{r} between 3 and 7 and \{1, 2, 3\} indicating that \textit{s}^1, \textit{s}^2 and \textit{s}^3 all match \textit{r} from 7 onward (until the next such interval starts at 9).

The hybrid index is conceptually similar to the JST, but the former is an index and the latter performs pattern matching by scanning the tree sequentially. To build the hybrid index supporting search for patterns of length up to 4 in \textit{r}, \textit{s}^1, \textit{s}^2, \textit{s}^3, we first build a string kernel consisting of \textit{r} and substrings from \textit{s}^1, \textit{s}^2, \textit{s}^3 that contain all the characters within distance 3 of variations from \textit{r}, all separated by copies of a special symbol $:

\begin{verbatim}
TAGCTAGCAGCTATGAGGAGGACCGAGTT5CTGCGG$AGCCGAG$GACCGACC$AGCACC.
\end{verbatim}

Any substring of length at most 4 of the the four sequences \textit{r}, \textit{s}^1, \textit{s}^2, \textit{s}^3 is a substring of the string kernel, and any substring of length at most 4 of the string kernel that does not include a copy of $ is a substring of at least one of those sequences. We then build an FM-index for the string kernel, with auxiliary data structure that allow us to quickly map occurrences of a pattern in the string kernel to occurrences in the sequences.

It seems interesting that the string kernel for the four sequences in Figure 5 has more characters than the JST: on top of \textit{r}, the string kernel has a substring $CGTGGCA$ and the JST has a branch labelled \textit{GGCA}; the string kernel has $AGCGAG$ and the JST has \textit{GAG}; the string kernel has $GAGCGACC$ and the JST has \textit{CGAC} and \textit{GACCG} (a tie in this one case); the string kernel has $GAGCACC$ and the JST has \textit{CACC} (with the first \textit{C} shared with the branch ending \textit{CGAC}). This difference is because the string kernel stores copies of the characters both before and after variation sites, whereas the JST stores copies only of the characters after them. If we build an index using the XBWT of the JST, therefore, it may be smaller than the hybrid index while having the same basic functionality. We leave exploring this possibility as future work.
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A Proof Sketch for Theorem 3

Let $G$ be a Wheeler graph with the vertices sorted according to the permutation $\pi$. A Burrows-Wheeler Transform (BWT) of $G$ according to $\pi$ is a permutation of $G$’s edge labels such that, for any pair of edges $e = (u, v)$ and $e' = (u', v')$ labelled $a$ and $a'$ respectively, if $u < u'$ then $a$ precedes $a'$ in that permutation. For convenience, we assume that the labels of each vertex’s out-edges appear in the order in $\pi$ of their destinations. Notice there may be many BWTs for $G$ because it may have many permutations $\pi$ satisfying the Wheeler graph conditions.

Let $B$ be a BWT of $G$ according to $\pi$. By the definition of a Wheeler graph, for any pattern $P$ over the alphabet of edge labels, the vertices reachable by directed paths labelled $P$ form an interval in $\pi$. Moreover, if we store a rank data structure for $B$ and partial sum data structures for the frequencies of the distinct edge labels and the vertices’ in- and out-degrees, then given $P$ we can find its interval in $O(|P| \log \log |G|)$ time. Let $r$ is the number of runs
(i.e., maximal non-empty unary substrings) in B and suppose G can be decomposed into v edge-disjoint directed paths whose internal vertices each have in- and out-degree exactly 1. Then these data structures take a total of $O(r + v)$ space, measured in words.

Let $D$ be a such decomposition of $G$ and $n$ be the number of vertices in $G$, and assume the vertices are assigned numeric identifiers from 0 to $n - 1$ such that if $(u, v)$ is an edge and neither $u$ nor $v$ is an endpoint of a path in $D$, and $u$ has identifier $i$, then $v$ has identifier $i + 1$. Notice these identifiers are not necessarily the vertices’ ranks in $π$. For convenience, we assume that even though $G$ is a multigraph, the number of edges is polynomial in $n$, so $\log \log |G| = O(\log \log n)$. We show how, still using $O(r + v)$ space, after we have found the interval for $P$ we can then report the vertices in it using $O(\log \log n)$ time for each one.

We first prove a generalization of Bannai, Gagie and I’s version [4] of Policriti and Prezza’s Toehold Lemma [51], that lets us report the last vertex in the interval for $P$. We then define a generalization of Kärkkäinen, Manzini and Puglisi’s $ϕ$ function [31], that maps each vertex’s identifier to the identifier of its predecessor in $π$. Finally, we give a generalization of a key lemma behind Gagie, Navarro and Prezza’s $r$-index [25], that lets us compute our generalized $ϕ$ function with $O(r + v)$-space data structures. Combined, these three results yield a generalized $r$-index for Wheeler graphs.

### A.1 Generalized Toehold Lemma

For any pattern $P[0..m - 1]$, the interval for the empty suffix $P[m..m - 1]$ of $P$ is all of $π$, because every vertex is reachable by an empty path. Assume we have found the interval $π[s_{i+1}, e_{i+1}]$ for $P[i+1..m - 1]$ and now we want to find the interval $π[s_i, e_i]$ for $P[i..m - 1]$. With the partial sum data structure for the vertices’ out-degrees, in $O(\log \log n)$ time we can find the interval in $B$ containing the labels of the edges leaving the vertices in $π[s_{i+1}, e_{i+1}]$.

By the definition of a Wheeler graph, the edges labelled with the first and last occurrences of $P[i]$ in that interval in $B$, lead to the first and last vertices in the interval $π[s_i, e_i]$ for $P[i..m - 1]$. Using the partial sum data structures for the frequencies of the distinct edge labels and the vertices in-degrees, in $O(\log \log n)$ time we can find the ranks $s_i$ and $e_i$ in $π$ of those first and last vertices in $π[s_i, e_i]$. It follows that in $O(\log \log n)$ time we can find $π[s_i, e_i]$ from $π[s_{i+1}, e_{i+1}]$: therefore, by induction, we can find the interval for $P$ in $O(|P| \log \log n)$ time. We can count the vertices in that interval in the same asymptotic time by simply returning the size of the interval.

To be able to find the identifier of the last vertex in the interval for $P$, for each edge $(u, v)$ we store $u$’s and $v$’s identifiers if any of the following conditions hold:

- $(u, v)$’s label $a$ is the last label in a run in $B$;
- either $u$ or $v$ is an endpoint of a path in $D$;
- the vertex that follows $u$ in $π$ has out-degree 0.

We store a select data structure for $B$, a bitvector marking the labels $a$ in $B$ for whose edges $(u, v)$ we have $u$’s and $v$’s identifiers stored, and a hash table mapping the position in $B$ of each marked label $a$ to the identifiers of its edge’s endpoints. This again takes a total of $O(r + v)$ space.

By querying the rank data structure, the select data structure, the bitvector and the hash table in that order, we can find the identifier of the vertex reached by the edge labelled by the last copy of $P[m - 1]$ in $B$. By the definition of a Wheeler graph, this is the last vertex in the interval $π[s_{m-1}, e_{m-1}]$ for $P[m - 1]$. Assume we have found the interval $π[s_{i+1}, e_{i+1}]$ for $P[i+1..m - 1]$ and the identifier of the last vertex $u$ in that interval, and now we want to find the interval $π[s_i, e_i]$ for $P[i..m - 1]$ and the identifier of the last vertex $v$ in that interval. We can find $π[s_i, e_i]$ as described above, so we need only say how to find $v$’s identifier.
With the partial sum data structure on the vertices' out-degree and the rank data structure, in $O(\log \log n)$ time we can check whether $u$ has an outgoing edge labelled $P[i]$. If it does then, of all its out-edges labelled $P[i]$, the one whose label appears last in $B$ goes to $v$. By our assumption of how the vertices are assigned their identifiers, if neither $u$ nor $v$ are endpoints of a path in $D$, then $v$'s identifier is $u$'s identifier plus 1. If either $u$ or $v$ is an endpoint of a path in $D$, then we have $v$'s identifier stored and we can use the hash table to find it from the position in $B$ of the last label $P[i]$ on one of $u$'s out-edges, again in $O(\log \log n)$ time.

If $u$ does not have an outgoing edge labelled $P[i]$ then we can use the rank data structure to find the last copy of $P[i]$ in $B$ that labels an edge leaving a vertex in $\pi[i..i+1]$. By the definition of a Wheeler graph, this edge $(u', v)$ goes to $v$. Unlike in a BWT of a string, however, its label may not be the end of a run in $B$: $u$ could have out-degree 0, $u'$ could immediately precede $u$ in $\pi$ and the last of its outgoing edges' labels in $B$ could be a copy of $P[i]$, and the first label in $B$ of an outgoing edge of the successor of $u$ in $\pi$ could also be a copy of $P[i]$. This is why we store $v$'s identifier if the vertex that follows $u'$ in $\pi$ has out-degree 0. If $(u', v)$'s label is the end of a run in $B$, of course, then we also have $v$'s identifier stored. In both cases we use $O(\log \log n)$ time, so from the interval $\pi[s_{i+1}, e_{i+1}]$ for $P[i+1..m-1]$ and the identifier of the last vertex $u$ in that interval, in $O(\log \log n)$ time we can compute the interval $\pi[s_{i}, e_{i}]$ for $P[i..m-1]$ and the identifier of the last vertex $v$ in that interval. Therefore, by induction, in $O(|P| \log \log n)$ time we can find the interval for $P$ and the identifier of the last vertex in that interval.

**Lemma 5.** We can store $G$ in $O(r + v)$ space such that in $O(|P| \log \log n)$ time we can find the interval for $P$ and identifier of the last vertex in that interval.

### A.2 Generalized $\phi$

For a string $S$, the function $\phi$ takes a position $i$ in $S$ and returns the starting position of the suffix of $S$ that immediately precedes $S[i..|S| - 1]$ in the lexicographic order of the suffixes. In other words, $\phi$ takes the value in some cell of suffix array of $S$ and returns the value in the preceding cell. Given a pattern $P$, if we can find the interval of the suffix array containing the starting positions of occurrences of $P$ in $S$, and the entry in the last cell in that interval, then by iteratively applying $\phi$ we can report the starting positions of all the occurrences of $P$. This is the idea behind the $r$-index for strings, which uses a lemma saying it takes only space proportional to the number of runs in the BWT of $S$ to store data structures that let us evaluate $\phi$ in $O(\log \log |S|)$ time.

We generalize $\phi$ to Wheeler graphs by redefining it such that it takes the identifier of some vertex $u$ in $G$ and returns the identifier of the vertex that immediately precedes $u$ in $\pi$. (For our purposes here, it is not important how $\phi$ behaves when given the identifier of the first vertex in $\pi$.) Given a pattern $P$, if we can find the interval in $\pi$ containing the vertices in $G$ reachable by directed paths labelled $P$, and the identifier of the last vertex in that interval, then by iteratively applying $\phi$ we can report the identifiers of all those vertices.

Let $J$ be the set that contains $u$'s identifier if and only if any of the following conditions hold:

- $u$ has out-degree not exactly 1;
- $u$ has a single outgoing edge $(u, v)$ but $v$ has in-degree not exactly 1;
- the predecessor $u'$ of $u$ in $\pi$ has out-degree not exactly 1;
- $u'$ has a single outgoing edge $(u', v')$ but $v'$ has in-degree not exactly 1;
- the edges $(u, v)$ and $(u', v')$ have different labels.
We store a successor data structure for $J$ and, if $u$’s identifier is in $J$, then we store with it as satellite data the identifier of $u$’s predecessor $u'$ in $\pi$. Notice $u$’s identifier is in $J$ only if at least one of $u$ or $u'$ or $v$ or $v'$ is the endpoint of a path in $D$, or the label of $(u', v')$ is the the last in a run in $B$ and the label of $(u, v)$ is the first in the next run. It follows that we can use $O(r + \upsilon)$ space for the successor data structure and have it support queries in $O(\log \log n)$ time.

Suppose we know the identifier of some vertex $u$ with identifier $i$ that is immediately preceded by $u'$ in $\pi$ with identifier $i'$. If $u \in J$ then we have $i'$ stored as satellite data with $\succ (i) = i$. If $u \notin J$, then $u$ has a single outgoing edge $(u, v)$ and $u'$ has a single outgoing edge $(u', v')$ with the same label, say $a$, and $v$ and $v'$ each have in-degree exactly 1. By our assumption on how the identifiers are assigned, the identifiers of $v$ and $v'$ are $i + 1$ and $i' + 1$ and, by the definition of a Wheeler graph, $v$ is immediately preceded by $v'$ in $\pi$. It follows that if $i + \ell$ is the successor of $i$ then it has stored with it as satellite data $i' + \ell$, and so we can compute $\ell$ and then $i'$ in $O(\log \log n)$ time.

\begin{lemma}
We can store $G$ in $O(r + \upsilon)$ space such that we can evaluate $\phi$ in $O(\log \log n)$ time.
\end{lemma}

\section{Discussion}
Combining Lemmas 5 and 6, we generalize, we obtain Theorem 3. Since $\upsilon = 1$ for a single string labelling a simple path or cycle, Theorem 3 gives the same $O(r)$ space bound and $O(|P| + k \log \log n)$ time bound we achieve with the $r$-index for strings, where $k$ is the number of occurrences. Nishimoto and Tabei \cite{50} recently improved the query time of the $r$-index for strings to $O(P + k \log \log n)$ – or optimal $O(P + k)$ for polylogarithmic alphabets – without changing the space bound, and we conjecture this is achievable also for $r$-indexes for Wheeler graphs.
Abstract

A few classes of RNA-RNA interaction (RRI) with complex roles in cellular functions, such as miRNA-target and lncRNAs, have already been studied. Accordingly, RRI bioinformatics tools proposed in the last decade are tailored for those specific classes. Interestingly, there are somewhat unnoticed mRNA-mRNA interactions in the literature with potentially drastic biological roles. Hence, there is a need for high-throughput generic RRI bioinformatics tools that can be used in more comprehensive settings. In this work, we revisit two of the RRI partition function algorithms, piRNA and rip. These are equivalent methods that implement the most comprehensive and computationally intensive thermodynamic model for RRI. We propose simpler models that are shown to retain the vast majority of the thermodynamic information that the more complex models capture. Specifically, we simplify the energy model by ignoring the system’s entropy and show its equivalency to a base-pair counting model. We allow different weights for base-pairs to maximize the correlations with the full thermodynamic model. Our newly developed algorithm, BPPart, is 225\times faster than piRNA and is more expressive and easier to analyze due to its simplicity and order of magnitude reduction in the number of dynamic programming tables. Still, based on our analysis of both the real and randomly generated data, its scores achieve a correlation of 0.855 with piRNA at 37°C. Finally, we illustrate one use-case of such simpler models to generate hypotheses about the roles of specific RNAs in various diseases. We have made our tool publicly available and believe that this faster and more expressive model will make the incorporation of physics-guided information in complex RRI analysis and prediction models more accessible.

1 Introduction

Since mid 1990s with the advent of RNA interference discovery, RNA-RNA interaction (RRI) has moved to the spotlight in modern, post-genome biology. RRI is ubiquitous and has increasingly complex roles in cellular functions. In human health studies, miRNA-target and lncRNAs are among an elite class of RRIs that have been extensively studied and shown to play significant roles in various diseases including cancer. Bacterial ncRNA-target and
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RNA interference are other classes of RRIs that have received significant attention. However, new evidence suggests that other classes of RRI, such as mRNA-mRNA interactions, are biologically important. The RISE database [16] reports a number of biologically significant instances of mRNA-mRNA interactions. These representative mRNA-mRNA interactions suggest that general RRIs, including mRNA-mRNA interactions, play major roles in human biology. Hence, there is a need for high-throughput generic RNA-RNA interaction bioinformatic tools for all types of RNAs.

In this paper, we revisit the well-studied problem of RNA-RNA interaction, and investigate the trade-off of complexity of the full thermodynamic models, such as piRNA [8] and rip [21], and accuracy of the scores they can generate. The aforementioned models are computationally intensive, and this prohibits their application to not only large-scale studies, but even for average sized pairs of RNAs. Because of the equivalency of these models, and availability of piRNA (the links to the tool provided by Huang et al. [21] are broken), we chose piRNA as the representative of the two in our experiments and analysis. piRNA is a dynamic programming algorithm that computes the partition function, base-pairing probabilities, and structure for the comprehensive Turner energy model in $O(n^2m^2 + n^2m^4)$ time and $O(n^4 + m^4)$ space. Due to intricacies of the energy model, including various (kissing) loops such as hairpin loop, bulge/internal loop, and multibranch loop, piRNA involves 96 different dynamic programming tables and needs multiple table look-ups for computing their values. An implementation of piRNA is currently available at http://chitsazlab.org/software/piRNA.

In this paper, we introduce a strategic retreat from the slower comprehensive models such as piRNA by simplifying the energy model; we ignore the systems’ entropy and derive a model that only requires the consideration of simple weighted base-pair counting. We develop the BPPart algorithm which aims to solve this simpler model with a much simpler approach. We also allow different weights for base-pairs which helps us to attain a model which correlates well with the full thermodynamic ones. In addition to this algorithm, we implemented a correct version of an earlier developed method, IRIS [39], which is based on base-pair maximization criterion, to have a thorough comparison between all these methods which are vastly different in terms of complexity. The implementation of this model, which we named BPMax, is also available in our publicly-available repository, and the results related to that are available in the Supplementary Material.

By the explosion of experimental data and the necessity to have higher-throughput methods, this retreat seems necessary, especially if one is willing to have more expressive models or wants to build physics-guided models that retain most of the information that can be derived from the thermodynamic system of RRI. BPPart involves eight 4-dimensional dynamic programming tables, and BPMax involves only one 4-dimensional table. Both BPPart and BPMax compared with piRNA are simpler dynamic programming algorithms which are more than $225 \times$ and $1300 \times$ faster, respectively, on the 50,500 RRI samples we used for our experiments. The reason for this noticeable speed-up is reducing the number of tables and the number of table look-ups for computing the new values and also the fact that the 96 large tables of piRNA renders piRNA memory- rather than compute-bound in practice. Moreover, the significantly reduced memory footprint of BPPart and BPMax makes them feasible targets for optimization on different hardware platforms like GPU based accelerators, an avenue we plan to explore in the future.

The key question concerns the accuracy we lose by simplifying the scoring model from the comprehensive Turner model to simply weighted base-pair counting. We answer this by computing both the Pearson and Spearman’s rank correlations at different temperatures between the results of BPPart, BPMax, and piRNA on 50,500 experimentally characterized
RRIs in the RISE database [16]. We find that the Pearson correlations between \texttt{BPPart} and \texttt{piRNA} is 0.855 and \texttt{BPMax} and \texttt{piRNA} is 0.836 at 37°C. Based on the results, we conclude that \texttt{BPPart} and \texttt{BPMax} capture a significant portion of the thermodynamic information. The simpler and faster algorithms, allow them to be used in high-throughput methods and be complemented with machine learning techniques in the future for more accurate predictions.

1.1 Related work

During the last few decades, several computational methods emerged to study the secondary structure of single and interacting nucleic acid strands. Most use a thermodynamic model such as the well-known Nearest Neighbor Thermodynamic model [32, 6, 13, 8, 38, 50, 54, 44, 33, 51]. Some previous attempts to analyze the thermodynamics of multiple interacting strands concatenate input sequences in some order and consider them as a single strand [2, 3, 12]. Alternatively, several methods avoid internal base-pairing in either strand and compute the minimum free energy secondary structure for their hybridization under this constraint [42, 11, 31]. The most comprehensive solution is computing the joint structure between two interacting strands under energy models with a growing complexity [40, 1, 29, 10, 23, 8, 21].

Other methods predict the secondary structure of individual RNA independently, and predict the (most likely) hybridization between the unpaired regions of the two interacting molecules as a multistep process: 1) unfolding of the two molecules to expose bases needed for hybridization, 2) the hybridization at the binding site, and 3) restructuring of the complex to a new minimum free energy conformation [35, 49, 5, 7]. The success of such methods, including our biRNA algorithm [7], suggests that the thermodynamic information vested in subsequences and pairs of subsequences of the input RNAs can provide valuable information for predicting features of the entire interaction.

In addition to general RNA-RNA interaction tools, many tools have been developed to predict the secondary structure of interacting RNAs for a specific type of interest which has been shown to be more effective in some cases due to the utilization of certain properties belonging to that type. As mentioned earlier, miRNA-target prediction is one such class of high interest for which such specialized tools have been created to incorporate various properties specific to miRNAs; some of these tools use the seed region of a miRNA which is highly conserved [26, 25, 27, 53], some consider the free energy to compute accessibility to the binding site in 3' UTR [18, 29, 25], some utilize the conservation level which is derived using the phylogenetic distance [36, 4, 41, 15, 26, 25], and some others consider other target sites as well, such as the 5' UTR, Open Reading Frames (ORF), and the coding sequence (CDS) for mRNAs [43, 34, 19, 52].

There are also several other tools developed for other specific types of RNA; IntaRNA [5, 30] is one such tool that although is used for RNA-RNA interaction in general, it is primarily designed for predicting target sites of non-coding RNAs (ncRNAs) on mRNAs. There are many other examples, such as PLEYXY [24] which is a tool designed for C/D snoRNAs, RNAsnoop [45] that is designed for H/ACA snoRNAs, TargetRNA [46] which is a tool aimed at predicting interaction of bacterial sRNAs [48].

2 MATERIALS AND METHODS

Here we describe how our algorithm, \texttt{BPPart}, utilizes a dynamic programming approach to compute the partition function for RNA-RNA interaction when entropy is ignored and only a weighted score for pairing different nucleotides is considered. This algorithm is guaranteed to be mutually exclusive on the set of structures, i.e., it counts each structure exactly once.
For **BPMmax** which maximizes the (weighted scores) of base-pairs, such mutual structure exclusion is not necessary because the max operator is idempotent (counting the same structure multiple times does not affect the value of the objective function) and we can derive a simpler recursion. Our codes are freely available under open source license.

**Preliminaries**

In this paper, we mostly follow the notations and definitions used to develop our piRNA algorithm [8]. We denote the two nucleic acid strands by **R** and **S**. Strand **R** is indexed from 1 to \( L_R \), and **S** is indexed from 1 to \( L_S \) both in \( 5' \) to \( 3' \) direction. Note that the two strands interact in opposite directions, e.g. **R** in \( 5' \to 3' \) with **S** in \( 3' \to 5' \) direction; however, we consider the reverse of **S** in our figures for clearer illustration of the configurations. Each nucleotide is paired with at most one nucleotide in the same or the other strand. The subsequence from the \( i^{th} \) nucleotide to the \( j^{th} \) nucleotide, inclusive, in either strand is denoted by \([i,j]\).

An intramolecular base pair between the nucleotides \( i \) and \( j \) (by convention, \( i < j \)) in a strand is called an arc and denoted by a bullet \( i \bullet j \). We represent the score of such an arc by \( \text{score}(i,j) \). Essentially, \( \text{score}(i,j) = c_1 \) if \( i \bullet j \) is GU or UG, is \( c_2 \) if \( i \bullet j \) is AU or UA, and is \( c_3 \) if \( i \bullet j \) is CG or GC. An intermolecular base pair between the nucleotides \( k_1 \) and \( k_2 \), where \( k_1 \in R, k_2 \in S \), is called a bond, denoted by a circle \( k_1 \odot k_2 \). We represent the score of such a bond by \( \text{iscore}(k_1,k_2) \). Essentially, \( \text{iscore}(k_1,k_2) = c'_1 \) if \( k_1 \odot k_2 \) is GU or UG, is \( c'_2 \) if \( k_1 \odot k_2 \) is AU or UA, and is \( c'_3 \) if \( k_1 \odot k_2 \) is CG or GC.

An arc \( i \bullet j \) in **R** covers a bond \( k_1 \odot k_2 \) if \( i_1 < k_1 < j_1 \). We call \( i \bullet j \) an interaction arc in **R** if there is a bond \( k_1 \odot k_2 \) covered by \( i \bullet j \). The scope of an interaction arc is the interval \([i+1,j-1]\). We call a base on either strand an event if it is either the end point of a bond or that of an interaction arc. In our explanation we may use arc and bond as verbs. Two bonds \( i_1 \odot i_2 \) and \( j_1 \odot j_2 \) are called crossing bonds (right case of Figure 1) if \( i_1 < j_1 \) and \( i_2 > j_2 \), or vice versa. An interaction arc \( i_1 \bullet j_1 \) in a strand subsumes a subsequence \([i_2,j_2]\) in the other strand if none of the bases in \([i_2,j_2]\) has a bond with a base outside this arc. Mathematically, for all bonds \( k_1 \odot k_2 \) where \( i_2 < k_2 < j_2, k_1 \) lies within the scope of \( i_1 \bullet j_1 \). Two interaction arcs are equivalent if they subsume one another. Two interaction arcs \( i_1 \bullet j_1 \) and \( i_2 \bullet j_2 \) are part of a zigzag, if neither \( i_1 \bullet j_1 \) subsumes \([i_2,j_2]\) nor \( i_2 \bullet j_2 \) subsumes \([i_1,j_1]\) (left case of Figure 1).

In this work, we assume there are no pseudoknots in individual secondary structures of **R** and **S**, and also there are no crossing bonds and no zigzags between **R** and **S**. These constraints allow a polynomial algorithm – the general case of considering all possible structures is NP-hard [1]. We denote the ensemble of unpseudoknotted structures of **R** and **S** by \( \mathcal{S}(R) \) and \( \mathcal{S}(S) \) respectively. The ensemble of unpseudoknotted, crossing-free, and zigzag-free joint interaction structures is denoted by \( \mathcal{S}^J(R,S) \).
For a given joint interaction structure \( s \in S^I(R, S) \), let \( \text{AU}(s) \) denote the number of A-U base pairs in \( s \). Similarly, \( \text{CG}(s) \) and \( \text{GU}(s) \) denote the number of C-G and G-U base pairs in \( s \), respectively. We define \( \text{bpcount} \) as a weighted sum, for some constants, \( c_1, \ldots, c_3 \)

\[
\text{bpcount}(s) = c_1 \text{GU}(s) + c_2 \text{AU}(s) + c_3 \text{CG}(s).
\] (1)

**Rivas-Eddy Diagrams**

For the sake of completeness, we describe the “Rivas-Eddy diagram” notation that we adopt in this paper in the Supplementary Material. The Rivas-Eddy diagram to compute a certain function is written like a formal (context free) grammar. The left hand side is labeled with the name of a table (structure), and the right hand side has a number of alternate substructures separated by vertical bars. Often, some of the boundary cases (e.g., singleton or empty subsequences) are omitted for brevity.

### 2.1 Problem Definition

The Gibbs free energy

\[
\Delta G = \Delta H - T \Delta S
\] (2)

is composed of a term \( \Delta H \) called enthalpy that does not depend on temperature and a term \( T \Delta S \) that includes entropy and is linearly dependent on temperature \( T \). Intuitively, enthalpy is the chemical energy that is often released upon formation of chemical bonds such as base pairing. Entropy, on the other hand, captures the size of all possible spatial conformations for a fixed secondary structure. In other words, entropy captures the amount of 3D freedom of the molecule. A base-pair brings enthalpy down, hence favorable from an enthalpy point of view, and decreases freedom (entropy), hence unfavorable from an entropy point of view. These two opposing objectives are combined linearly through the temperature coefficient.

In the full thermodynamic model, we consider both terms. In the base pair counting, we consider only a simplistic enthalpy term. Partition function for the full thermodynamic model is

\[
\sum_{s \in S^I} e^{-\Delta G/RT},
\] (3)

in which \( R \) is the gas constant, and \( S^I \) are all possible states of the system, assuming that they form a countable set (which they do in our case by we considering all possible ways the two RNAs pair with one another). Now, by ignoring the term with the entropy, and considering the approximation \( \Delta G \sim \Delta H \), we can simplify the model as follows

\[
\sum_{s \in S^I} e^{-\Delta G/RT} \approx \sum_{s \in S^I} e^{-\Delta H/RT} \approx \sum_{s \in S^I(R, S)} e^{-\text{bpcount}(s)/RT}.
\] (4)

To make the 3rd term a better approximation for the first one, we allow different weights for different base-pairs (AC, GT, and CG) in our model. We optimize these weights to maximize the correlation of the scores with those of piRNA (which is based on the first term above)
and verify the consistency of the computed weights using a randomly generated dataset. So, basically, by allowing the base-pairs to have different weights and finding the optimum ones, we seek to minimize the information we lose by ignoring the term with the entropy.

In our experiments, we also perform analysis on the base-pair maximization model, \( \text{BPMax} \), which finds the structure that has the maximum weighted base pair count, i.e.

\[
\text{BPMax}(R, S) = \max_{s \in S'(R, S)} \text{bpcount}(s).
\]

This problem (without the weights for base-pairs) was previously studied by Pervouchine [40] in an algorithm called \( \text{IRIS} \). However, there is no publicly available correct implementation of \( \text{IRIS} \). As in \( \text{BPPart} \), we allow weighted scores for the base-pairs in the \( \text{BPMax} \) algorithm to maximize the correlation of its scores with those of piRNA. We give a dynamic programming algorithm for this model in the Supplementary Material.

### 2.2 BPPart Algorithm

In this section, we give a dynamic programming algorithm, \( \text{BPPart} \), to compute the partition function. It is well-known that the partition function can be computed by developing similar recursions as the one introduced in the simpler base-pair maximization models, such as \( \text{BPMax} \) and \( \text{IRIS} \), with two simple modifications. The first is that algebraically, we operate with the field of reals rather than the max-plus semi-ring. Here, the additive identity is 0, rather than \( \text{INT\_MIN} \) and the multiplicative identity is 1, rather than 0. The second is that because addition is not idempotent, we must carefully ensure that we enumerate substructures in a mutually exclusive manner. Before starting to explain the algorithm and its recursions, we have to mention that similar and equivalent (except for the weighted base-pairs feature that is being to our model to decrease the effect of ignoring entropy) algorithms can be derived from the complete models (piRNA and rip). However, we found it easier to come with decompositions and recursions from scratch and build our 8 dynamic programming tables, rather than starting with the complete models with over 90 tables, and eliminating or merging those that capture cases not required in our simplified model. This also helps us to come up with less and cleaner equations, and avoid any potential problems in reducing those methods to solve our problem. Still the overall structure of the algorithms would probably seem similar due to their common approach toward computing the partition function, namely decomposing more general structure to simpler ones and using dynamic programming.

First, we start with the recursions for computing the partition function on a single strand which is going to occur in many cases of the double-stranded version. Let \( Q_{i,j} \) represent the partition function of the subsequence \([i, j]\). As shown in Figure 2, there are two mutually exclusive cases: either (the right case) there is no arc, or (the left case) there is a unique leftmost arc (the cyan fill ensures this) which starts at \( k \), and a substructure on \([k, j]\) with an arc starting at \( k \), for which we introduce a new table \( Q_z \).

To define \( Q_z_{i,j} \), let \( i \bullet k \) (read as “let \( i \) arc \( k \)” for some index \( k \)). This results in two \( Q \) substructures, one on \([i + 1, k - 1]\), and the other on \([k + 1, j]\). Therefore, the value of \( Q_z_{i,j} \) can be computed using Equation (7) which accounts for the assumption that no pairing is allowed between two bases that are less than 3 bases apart:

\[
Q_z_{i,j} = \begin{cases} 
1 & j \leq i \\
1 + \sum_{k=i}^{j-4} Q_z_{k,j} & \text{otherwise},
\end{cases}
\]
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Figure 2 For computing $Q$, notice that either there is no pairing or there is at least one arc which starts at some index $k$ and results in a case of $Qz$.

Figure 3 Computing $Qz$ can be achieved by considering the base $k$ that is paired with $i$ and the two $Q$ substructures it forms, one between $i$ and $k$ and one after $k$.

\[
Q_{i,j} = \begin{cases} 
0 & j - i < 4 \\
\sum_{k=i+4}^{j} Q_{i+1,k-1} \times e^{\text{score}(i,k)} \times Q_{k+1,j} & \text{otherwise.} 
\end{cases}
\]  

For the partition function of a pair of RNA sequences, we consider a 4-dimensional table $QI$ in which $QI_{i_1,j_1,i_2,j_2}$ is the value of base pair counting partition function for the subsequences $[i_1,j_1]$ on $R$ and $[i_2,j_2]$ on $S$. As Figure 4 shows, we can split the set of all possible structures of $QI$ into three mutually exclusive subsets. The leftmost case shows the structures in which there exist no bonds (the first term of Equation (8). The other two cases occur when there is at least one bond, and hence, unique leftmost events on both $R$ and $S$, at positions $k_1$ and $k_2$, respectively. In the second (middle) case, these leftmost events are end points of a bond, $k_1 \circ k_2$; hence, this case can be broken into: a bond-free section on the left of the bond itself, and a general case of $QI$ on the right of the bond. The third case occurs when $k_1$ and $k_2$ are not end points of a bond. We call this structure $QIa$, and explain it next.

\[
QI_{i_1,j_1,i_2,j_2} = Q^{(1)}_{i_1,j_1} \times Q^{(2)}_{i_2,j_2} + \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} L_{i_1,j_1,k_1,i_2,j_2,k_2} + \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} \left( Q^{(1)}_{i_1,k_1-1} \times Q^{(2)}_{i_2,k_2-1} \times e^{\text{score}(k_1,k_2)} \times QI_{k_1+1,j_1,k_2+1,j_2} \right),
\]

\[
L_{i_1,j_1,k_1,i_2,j_2,k_2} = Q^{(1)}_{i_1,k_1-1} \times Q^{(2)}_{i_2,k_2-1} \times e^{\text{score}(k_1,k_2)} \times QI_{k_1+1,j_1,k_2+1,j_2}.
\]

For computing $QIa_{i_1,j_1,i_2,j_2}$, (see Figure 5) we have to consider the property of this structure that the leftmost bases on both $R$ and $S$ have to be events, but they cannot both be the end points of a bond. Therefore, either one or both of them have to be end points of an interaction arc. There are two possibilities.
Each case of a QI structure (left side of the equation) can lead to three cases: either no bonds exist (leftmost case), or at least one bond exists. If the first event on both of the sequences is a bond (middle case) the subsequences to the left of the bond involve only Q and the subsequences to the right recurs on QI. Otherwise (rightmost case) we will have QI(1) (see Figure 5).

There are three cases for computing the QIa structure; either the leftmost base of only one of the strands is an end point of an arc or both end points are.

First, if both $i_1$ and $i_2$ are end points of some interaction arcs, $i_1 \bullet k_1$ and $i_2 \bullet k_2$, these arcs must be equivalent (or else, we have a zigzag). As shown in the rightmost diagram in Figure 5, QIa then splits into two exclusive substructures, namely one where the first and last bases on each strand are paired, and the two arcs are equivalent (we call it QIe$_{i_1,k_1,i_2,k_2}$ and derive its recursion later), followed by QI$_{k_1+1,j_1,k_2+1,j_2}$ on the suffixes of these arcs.

Otherwise, exactly one of the leftmost events on R and S is an end point of a bond, and we have two symmetric cases (QIs(1) and QIs(2)), one where the interaction arc is in R, and the other where it is in S. In the first case (middle diagram in Figure 5), let $k_1$ be the event in R such that $i_1 \bullet k_1$ is an interaction arc, and $[i_2,k_2]$ is the longest subsequence in S that $i_1 \bullet k_1$ subsumes, and $k_2$ is an event. The suffix of this substructure recurs on QI. We derive QIs(1) later.

To derive QIe$_{i_1,j_1,i_2,j_2}$, note that removing the arcs $i_1 \bullet j_1$ and $i_2 \bullet j_2$ yields the general case of QI$_{i_1+1,j_1-1,i_2+1,j_2-1}$ for the inner-section with an additional constraint that there has be at least one bond in that region because the assumption is that the extracted arcs were interaction arcs. We can fulfill this constraint by excluding all cases where no bonds exist (i.e., considering only the two rightmost substructures of Figure 4).

To derive QI$_{i_1,j_1,i_2,j_2}$ let $k_1$ be the leftmost event in the subsequence $[i_1 + 1, j_1 - 1]$. Note that such a $k_1$ is guaranteed to exist because first, $i_1 \bullet j_1$ subsumes $[i_2,j_2]$ and we know that $i_2$ is an event, i.e., the end point of either a bond (subsumed by $i_1 \bullet j_1$) or of an interaction arc. Then (see Figure 6) we define a new substructure, QIaux(1), after removing $i_1 \bullet j_1$ and the prefix of R up to $k_1$. 
To derive $QI_{aux}^{(1)}$, note that the context of its definition implies that $i_1, i_2$ and $j_2$ are all three events. Let, as shown in Figure 7, $k_1$ be the last event on $[i_1, j_1]$. Now, if $i_1 \cdot k_1$, then recur on $QIs^{(1)}$. Otherwise, $k_1$ is an event that does not pair with $i_1$. We define a new substructure, $QIm$, where all four corners are events, and neither $i_1 \cdot j_1$ nor $i_2 \cdot j_2$ is allowed.

Figure 6 $QIs^{(1)}$ has one arc that can be extracted and the structure derived will have the property that the two end bases of the bottom strand cannot be paired (the new structure inherits this property from $QIs^{(1)}$). On the top strand, we consider the leftmost event. This new structure is $QI_{aux}^{(1)}$.

Figure 7 Two cases must be considered for the $QI_{aux}^{(1)}$ structure, in which the two end points of the bottom strand are events. For the top strand, only the leftmost end point is required to be an event. It can either be the end point of an arc (rightmost case) or not (leftmost case).
fourth case corresponds to either $i_1$ or $i_2$ (or both) does not form a bond and either $j_1$ or $j_2$ (or both) does not form a bond. That captures the remaining nine out of the sixteen total possibilities.

Putting all those together, we obtain

$$QI_{a1, i_1, j_1, i_2, j_2} = \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} QI_{a1, k_1, i_2, k_2} \times QI_{k_1+1, j_1, k_2+1, j_2},$$

(10)  

$$QI_{a1, i_1, j_1, i_2, j_2} = QI_{a1, i_1, j_1, i_2, j_2} + QI_{e1, i_1, j_1, i_2, j_2} + QI_{e1, i_1, j_1, i_2, j_2},$$

(11)  

$$QI_{e1, i_1, j_1, i_2, j_2} = \begin{cases} 0 & j_1 - i_1 < 4 \\
0 & j_2 - i_2 < 4 \\
M_{i_1, j_1, i_2, j_2} & \text{otherwise}, \end{cases}$$

(12)  

$$M_{i_1, j_1, i_2, j_2} = (QI_{a1, i_1+1, j_1-1, i_2+1, j_2-1} - QI_{a1, i_1+1, j_1-1} \times QI_{a1, j_1-1, i_2+1, j_2-1} \times e^{score(i_1, j_1) + score(i_2, j_2)},$$

(13)  

$$QI_{a1, i_1, j_1, i_2, j_2} = \begin{cases} 0 & j_1 - i_1 < 4 \text{ or } j_2 < i_2 \\
\sum_{k_1=i_1+1}^{j_1-1} QI_{a1, k_1, i_2, j_2} \times e^{score(i_2, j_2)} \times QI_{a1, i_1, k_1, i_2, j_2} & \text{otherwise}, \end{cases}$$

(14)  

$$QI_{a1, i_1, j_1, i_2, j_2} = \begin{cases} 0 & j_1 < i_1 \text{ or } j_2 - i_2 < 4 \\
\sum_{k_2=i_2+1}^{j_2-1} QI_{a1, k_1, i_2, j_2} \times e^{score(i_2, j_2)} \times QI_{a1, i_1, k_2, j_2} & \text{otherwise}, \end{cases}$$

(15)  

$$QI_{aux^{(1)}_{a1, i_1, j_1, i_2, j_2}} = \sum_{k_1=i_1}^{j_1} (QI_{a1, k_1, i_2, j_2} + QI_{a1, k_1, i_2, j_2}) \times QI^{(1)}_{a1, k_1, i_1},$$

(16)
\[
\begin{align*}
Q_{\text{aux}}^{(2)}_{i_1,j_1,i_2,j_2} &= \sum_{k_2=1}^{j_2} \left( Q_{\text{Is}}^{(2)}_{i_1,j_1,i_2,k_2} + Q_{\text{Im}}^{(2)}_{i_1,j_1,i_2,k_2} \right) \times Q^{(2)}_{k_2+1,j_2}, \quad (17) \\
Q_{\text{Im}}^{(2)}_{i_1,j_1,i_2,j_2} &= \begin{cases} 
q_{\text{score}(i_1,i_2)} & i_1 = j_1 \text{ and } i_2 = j_2 \\
N_{i_1,j_1,i_2,j_2} & i_1 < j_1 \text{ and } i_2 < j_2 \\
0 & \text{otherwise},
\end{cases} \quad (18)
\end{align*}
\]

\[
N_{i_1,j_1,i_2,j_2} = \\
\begin{align*}
&\sum_{k_1=i_1}^{j_1-1} \sum_{k_2=i_2}^{j_2} \sum_{k_3=i_3+1}^{j_3} \sum_{k_4=i_4+1}^{j_4} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(i_1,i_2)} + q_{\text{score}(j_1,j_2)} \\
&\times Q_{\text{Is}}^{(2)}_{i_1+1,j_1-1,i_2+1,j_2-1} + Q_{\text{Im}}^{(2)}_{i_1+1,j_1-1,i_2+1,j_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times Q_{\text{Is}}^{(2)}_{i_1+1,j_1,k_1-1,i_2+1,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1+1,j_1,k_1-1,i_2+1,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)} \\
&\times \sum_{k_1=i_1}^{j_1} \sum_{k_2=i_2}^{j_2} Q_{\text{Is}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} + Q_{\text{Im}}^{(2)}_{i_1,j_1,k_1-1,i_2,k_2-1} \\
&\times q_{\text{score}(j_1,j_2)}
\end{align*}
\]

3 Results

To investigate the correlation between the scores of BPPart and BPPMax, and those of piRNA, we used the RISE database [16] which combines information about interacting RNAs from multiple experiments. For the human dataset, we extracted all the interaction windows for those pairs that have this data in RISE. We eliminated the ones with an interaction window size of less than 15 because they are too short for an unbiased comparison. Then, we sorted the remaining pairs based on the product of the lengths of the interacting windows (which is the base of the term that appears in the time-complexity of the algorithms). Finally, the first 50,500 pairs of sequences were chosen as our primary dataset for different experiments and analysis.

We ran piRNA on our primary dataset at 37°C. In order to run BPPart on this dataset, we first have to choose the range of values that we want to explore for the weights of each base-pair. In general, we want to use the stack energies of the Turner model as a starting point for computing this range. Since the parameters form a projective space (invariant results with respect to scaling), we considered a fixed weight of 3 for CG (and GC). Using the experimentally computed stack energies of the Turner model, minimum and maximum values for the weights of AU and GU were computed. That is, to compute the maximum weight of AU (and UA), we consider the maximum released energy when AU (or UA) is stacked with another pair; this happens when AU is stacked with CG and 2.4 kcal/mol energy is released. Then, we considered the minimum value of released energy in an stack for CG or GC (for which we assumed a constant weight of 3), which is 1.4 kcal/mol. We derived the maximum weight of AU and UA as 5.143 by multiplying 2.4 by \( \frac{3}{14} \). Finally, we made sure that the range of values that we explore for the weight of AU and UA contains this maximum value (we chose 5.5 as the upper-bound). For finding the minimum weight of AU and UA, we consider their minimum stack energy, which is 0.6 kcal/mol. Given the maximum energy of CG, namely
3.4 kcal/mol, the value of interest is computed as $0.6 \times \frac{4}{37} = 0.529$. However, for the sake of comprehensiveness and exploring the shape of the plots, we used much smaller lower-bound, $-4.5$, for our explorations.

Assuming a fixed weight of 3 for CG, we computed the Pearson and Spearman’s Rank correlations with the scores from piRNA, for all the combinations of weights of AU and GU in steps of 0.5. When computing the correlations, to normalize the scores from all algorithms, we divide them by the sum of the lengths of corresponding sequences, $L_R + L_S$. This normalization mitigates the effect of length bias on the computed correlations. This step is necessary because, generally, as the length of the pair of sequences increases the scores of all three algorithms increases, and if unnormalized scores are used, a biased higher correlation will be derived. Note that for partition functions, piRNA and BPPart, we are computing the log of the scores; that is why we factor out the sum of the lengths for normalization. If the original values were to be used, we would have to take the $(L_R + L_S)$th roots of the scores. Figure 9 (a) shows the Pearson correlations for different combinations of weights of AU and GU at 37°C. Figure 9 (b) shows the scatter plot of the scores for the best combination of weights, which are 0.5, 1.0, and 3 for AU, GU, and CG, respectively. In this plot, the red line shows the regression line that is fitted to the points by minimizing the mean squared error (MSE). We performed the same steps and analysis for BPMax method (more details on this method can be found in the Supplementary Material). The optimum values of correlation are presented in Table 1. As the results show, there is a high correlation between piRNA and BPPart as well as between piRNA and BPMax.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pearson</th>
<th>Spearman’s Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPPart</td>
<td>0.855</td>
<td>0.864</td>
</tr>
<tr>
<td>BPMax</td>
<td>0.836</td>
<td>0.830</td>
</tr>
</tbody>
</table>

To make sure that the base-pair weights derived by our optimization approach are not data-dependent, in spite of the our observation of very similar optimization plots on smaller portions of the primary data, we conducted the same experiments for randomly generated sequences. To factor out the effect of length, for each pair in our primary dataset, we generated a pair of random sequences with the same lengths as those of the pair in our primary dataset. Our results show similar optimized weights, but lower correlations on this dataset (this will be discussed in the next section). More details on the results for this dataset are provided in the Supplementary Material.

To better understand the behavior of the surface around the higher values in the correlation plot of Figure 9 (a) and Figure 15 (b) in the Supplementary Material, we computed the Shannon entropy for the values above a threshold. Figure 10 shows these values for the top 30 values of Pearson and Spearman’s Rank correlation at each temperature. We discuss these results in the the next section.

Finally, we designed a pipeline for generating hypothesis about the roles of RNAs in different diseases using our newly developed algorithm which makes large-scale analysis of RRI datasets practical in a reasonable time (3 hours vs. one month using piRNA) with reasonable resources (6.6 GB of RAM vs. about 70 GB of RAM for piRNA). We elaborate on this pipeline and our results in the Supplementary Material.
Figure 9 (a) Pearson correlation between piRNA and BPPart (vertical axis), on the primary dataset, at 37°C for different weights of AU (left axis) and GU (right axis). The weight of CG pair is fixed to 3. (b) Scatter plot of the scores form piRNA (y-axis) and BPPart (x-axis) at 37°C. The red line is fitted to the points to minimize the Mean Squared Error (MSE).

4 Discussion

Note that we can rewrite equation 3 as the following

$$-\frac{\Delta G}{T} = -\frac{\Delta H}{T} + \Delta S,$$

and it is clear that as $T \to 0$, $-\frac{\Delta H}{T} \to \infty$ and the contribution of $\Delta S$ diminishes to 0 since it is finite. Hence, at low temperatures, the effect of entropy becomes negligible, and we expect to see strong correlation between the base pair counting model and full thermodynamic model. To verify that the scores computed with our models follow this theoretical observation, we computed the correlations at different temperatures, ranging from −180 (°C) to 37 (°C) (at temperatures lower than −180 (°C) the implementation of piRNA was unstable and resulted in NaN values, which prevented us from computing the correlation values). Figure 11 shows the Pearson correlations between BPPart and BPMax scores with piRNA scores for their best combination of base-pair weights at 37 (°C). These optimum weights for BPPart are 0.5, 1.0, and 3 for AU, GU, and CG, respectively, and for BPMax are 1.0, 1.5, and 3 for AU, GU, and CG, respectively.

Perfectly conforming with the theory, we see higher correlations at low temperatures. These results, also, somewhat validates our implementations as piRNA was written totally independently more than 10 years ago. Moreover, by comparing Figure 9 (a) to Figure 12, and Figure 15 (b) to Figure 15 (a), we notice that the surface around the optimum value for higher temperatures becomes flatter. Figure 10, which shows the entropy of the top 30 correlation values, confirms this observation; this means the correlation values are less sensitive to a change in the weights of the base pairs as the temperature increases; this conforms with the theory because at higher temperatures, the thermodynamic entropy increases and the total score of piRNA becomes less sensitive to the energy released by pairings. This means that slight changes to our optimum weights at the body temperature, are less susceptible to result in different correlations than the optimum possible correlations that can be achieved by using the optimum weights.
Another noticeable characteristic of the optimization plots in Figures 9 (a) and 15 is the region in which the scores of both AU and GU are non-positive. This region for BPMax is flat because when both of these pairs are penalized (or not rewarded when their score is zero), the algorithm simply avoids making such pairs because it is trying to maximize the score. Therefore, it only tries to maximize the number of CG pairs, which is independent of the scores (penalty in this case) of the other two types of base pairs. This also applies to the case where one of the base pairs has a non-positive score; in that case, BPMax works independently of the score of that base pair. So, as soon as any of the scores becomes non-positive, BPMax remains constant along the corresponding axis. For BPPart, however, the story is different because it simply counts all the possible pairings and even if the score of a base pair becomes negative, it does not ignore counting that.

Moreover, BPPart has a higher correlation than BPMax does, which comes with the price of a 6× increase in empirical running time. Also, as Figure 10 shows, the Shannon entropy for the top 30 values is less in BPMax and the gap between them grows as temperature decreases; this shows that BPPart has a flatter region around the optimum value and its optimum correlation is less sensitive to changes in the optimum weights. Hence, we now have three choices in increasing order of computational cost: BPMax, BPPart, and piRNA. The
computation time increases by about $6 \times$ and $225 \times$, respectively, from one to the next on the primary dataset. We also compared their costs on a single pair of sequences, each with a length of 100 bases. It took about 1, 6, and 1200 minuets and about 0.2 GB, 1.8 GB, and 18.5 GB of RAM for BPMax, BPPart, and piRNA, respectively, to compute the score of interaction. Note that here BPPart was about 200× faster than piRNA because the sequences had equal lengths, and the terms of degree four in the length of one of the sequences that appear in the time-complexity of piRNA (mentioned in the first section) do not make a difference here.

Given the higher correlations and less sensitivity to the optimum base-pair weights, paying the extra cost (compared to BPMax) to use BPPart seems justifiable in many applications. Another important benefit of partition functions, such as BPPart and piRNA over base-pair maximization models (e.g., BPMax) is that they can be used to compute probabilities that a base is paired or remains unpaired since we have the total counts for both cases; this property becomes necessary when working with tools such as rip [21] and biRNA [7]. Moreover, when studying the effects of SNPs and variants (e.g., the pipeline we have included in the Supplementary Material) on RNA-RNA interaction, BPMax cannot replace partition functions that are more sensitive to small perturbations.

Finally, based on the results of the experiments on both the primary dataset and the random one, we see that although the shapes of the optimization plots and the optimum weights are very similar, the correlation values are less for the random dataset. This observation is probably due to the fact that interaction regions are more complementary than the random sequences of the same size. When the genomic sequences are more complementary, the effect of the energy released by pairing becomes more significant than the energy added by an increase in the entropy on the final score of piRNA. In randomly generated sequences, however, BPPart and BPMax do not capture the increase in the entropy that leads to higher energy, which makes the interaction less desirable. With this effect, BPPart and BPMax, might overestimate the score of interaction among two non-interacting regions. It is worth mentioning that using the weighted base-pairs has diminished this effect because they are optimized to generate more similar scores to the ones from complete models that consider entropy. This hypothesis has to be thoroughly investigated in the future.

5 Conclusion

We revisited the problems of partition function and structure prediction for interacting RNAs. We simplified the energy model by ignoring the effects of entropy and reduced the full-thermodynamic model into a simple weighted base-pair counting one to obtain BPPart for the partition function. As a result, BPPart runs about $225 \times$ faster than piRNA does. Hence, we gained significant speedup by potentially sacrificing accuracy. To evaluate practical accuracy of our new model, we computed the Pearson and Spearman’s Rank correlations between the results of BPPart and piRNA on 50,500 experimentally characterized RRIs in the RISE database [16]. Results highly correlate with those of piRNA. At the room and body temperatures, there is considerable correlation and therefore, significant information in the results of BPPart.

We conclude that our simpler models captures a significant portion of the thermodynamic information. Its considerable speedup and simplicity enables its use-cases in larger-scale studies which were not feasible with comprehensive models in reasonable time and resources. This approach for simplifying the full thermodynamic models can also be used together with other approximation methods that are based on thermodynamic models. Also, the information captured by BPPart can possibly be used to introduce physics-guided information.
that may complement more complex prediction models in the future. We introduced a pipeline which becomes practical with our faster model and might be useful to explain how some mutations lead to some specific phenotypic consequences.
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A  Rivas-Eddy Diagrams

Here we describe the “Rivas-Eddy diagram” notation that we adopt in this paper. The main elements are:

1. A solid horizontal straight line represents a sequence; we have two sequences drawn as two parallel horizontal lines.
2. A solid curved line between two points in the same sequence is an arc; all arcs are either above the upper sequence, or below the lower one.
3. A dotted curved line with a cross in the middle, between two points in the same sequence means that those two points do not form an arc.
4. A dashed curved line between two points in the same sequence denotes either 2 or 3.
5. A solid line between two points in different sequences is a bond.
6. Similarly, a dotted line with a cross in the middle, between two points in different sequences means that those two points do not form a bond.
7. A dashed line between two points in different sequences denotes either 5 or 6.
8. A region is the space under an arc, or between bonds. When there are no additional choices of bonds/arcs in a given region, we fill it with a color (cyan); no arc or bond crosses a filled region.
9. A point in a sequence may be labeled with an index, and in general, the set of such indices are free variables used in the recursions; the index of unlabeled points before (after) labeled points is assumed to be the predecessor (successor) of the label.
10. A diagram may be labeled with the name(s) of the constituent substructures (which are eventually implemented as dynamic programming tables/variables).
11. A vanishing arc (i.e., one that starts at some index, and does not explicitly specify an end point) represents a structure whose start point is as specified, and the end point is to be determined.

B  Other Results for BPPart

For the sake of comparison of how the plots in Figure 9 would look like at $-180^\circ C$, we generated the same plots and presented them in Figure 12.

As mentioned in the paper, we performed the same optimization procedure on randomly-generated data. Figure 13 shows these optimization plots. Notice that we shapes of the plots and optimum weights are very similar, but the correlations are less. The potential reasons for this observation are discussed in the paper.

C  BPMax Algorithm

Here, we give the dynamic programming algorithm for the BPMax model. When explaining some of the equations, helper functions, called $H, L, M, N$, are used to ease the reading of the paper. To differentiate these helper functions, superscripts are used.

For a single strand of nucleotides, we define $S_{i,j}$ as the maximum weighted sum of base pair scores on all possible foldings of subsequence $[i,j]$. We need to make such a table, for each of the R and S strands, and we distinguish between them by superscripts (1) and (2), respectively. We also define $F_{i_1,j_1,i_2,j_2}$ as the maximum weighted sum of base pair scores (both intra- and inter-pairings) of subsequences $[i_1,j_1]$ from R and $[i_2,j_2]$ from S.
**Figure 12** (a) Pearson correlation between piRNA and BPPart (vertical axis), on the primary dataset, at $-180^\circ C$ for different weights of AU (left axis) and GU (right axis). The weight of CG pair is fixed to 3. (b) Scatter plot of the scores form piRNA (y-axis) and BPPart (x-axis) at $-180^\circ C$. The read line is fitted to the points to minimize the Mean Squared Error (MSE).

**Figure 13** Pearson correlation between piRNA and BPPart (vertical axis), on the randomly generated dataset, at $-180^\circ C$ (left) and $37^\circ C$ (right) for different values of constant factors (weights) for AU (left axis) and GU (right axis). The weight of CG pair is fixed at 3.

The computation of $S_{i,j}$ is based on the well known single RNA folding algorithm [37]. For short sequences (i.e., those whose length is strictly less than 5) the score is 0, otherwise, we use the recursion in the second case of Equation (21) shown below. It considers the case where we have an arc $i \cdot j$ and recurs on $[i + 1, j - 1]$, and also other cases in which the $i^{th}$ and $j^{th}$ bases are not paired and the $[i, j]$ is split into two smaller subsequences:

$$S_{i,j} = \begin{cases} 
0 & j - i < 4 \\
\max_{k=i}^{j-1} \left( S_{i+1,j-1} + \text{score}(i, j), \max_{k=i}^{j-1} S_{i,k} + S_{k+1,j} \right) & \text{otherwise.} 
\end{cases} \quad (21)$$

We define the recurrences for $F_{i_1,j_1,i_2,j_2}$ similarly. When either sequence is empty, the value is simply the S of the other sequence, and for two singleton sequences, it is the score of the single bond possible. Otherwise we have three cases: (i) $i_1$ arcs $j_1$ ($i_1 \cdot j_1$) in which case the residual structure is given by a recursion on $F_{i_1+1,j_1-1,i_2,j_2}$, (ii) the symmetric case of $i_2 \cdot j_2$ and $F_{i_1,j_1,i_2+1,j_2-1}$, or (iii) none of these arcs, and two recursive cases of $F_{i_1,k_1,i_2,k_2}$ and $F_{k_1+1,j_1,k_2+1,j_2}$. They are illustrated in Figure 14, which lead to
The four cases defining table $F$. Note that in the BMax algorithm, the cases do not have to be mutually exclusive since we are working with the max operator, which is idempotent.

\[
F_{i_1,j_1,i_2,j_2} = \begin{cases} 
-\infty & \text{if } j_1 < i_1 \text{ and } j_2 < i_2 \\
S_{i_1,j_1}^{(1)} & \text{if } i_1 \leq j_1 \text{ and } j_2 < i_2 \\
S_{i_2,j_2}^{(2)} & \text{if } j_1 < i_1 \text{ and } i_2 \leq j_2 \\
\text{score}(i_1,i_2) & \text{if } i_1 = j_1 \text{ and } i_2 = j_2 \\
\max \left[ F_{i_1,j_1-1,i_2,j_2} + \text{score}(i_1,j_1), \\
F_{i_1,j_1,i_2+1,j_2-1} + \text{score}(i_2,j_2), \\
H_{i_1,j_1,i_2,j_2} \right] & \text{otherwise}
\end{cases}
\] (22)

\[
H_{i_1,j_1,i_2,j_2} = \max_{k_1 = i_1 - 1} \max_{k_2 = i_2 - 1} \left( F_{i_1,k_1,i_2,k_2} + F_{k_1+1,i_1,k_2+1,j_2} \right).
\] (23)

Note that $H$ is equivalent to

\[
H_{i_1,j_1,i_2,j_2} = \max \begin{bmatrix} 
S_{i_1,j_1}^{(1)} + S_{i_2,j_2}^{(2)}, \\
\max \max_{k_1 = i_1 - 1} F_{i_1,k_1,i_2,k_2} + F_{k_1+1,i_1,k_2+1,j_2}, \\
\max \max_{k_2 = i_2 - 1} S_{i_2,j_2}^{(2)}(k_2) + F_{i_1,j_1,k_2+1,j_2}, \\
\max \max_{k_2 = i_2} F_{i_1,j_1,i_2,k_2} + S_{i_2,j_2}^{(2)}(k_2+1,j_2), \\
\max \max_{k_1 = i_1} S_{i_1,j_1}^{(1)}(k_1) + F_{k_1+1,j_1,i_2,j_2}, \\
\max \max_{k_1 = i_1} F_{i_1,k_1,i_2,j_2} + S_{i_1,j_1}^{(1)}(k_1+1,j_1)
\end{bmatrix}.
\] (24)

In Equation (22), we compute S tables separately for each strand, according to Equation (21) with the corresponding sequence as the input, and we distinguish them by superscripts $^{(1)}$ and $^{(2)}$ above. We use the same superscript convention throughout this paper.
Figure 15 Pearson correlation between piRNA and BPMax (vertical axis), on the primary dataset, at $-180^\circ C$ (left) and $37^\circ C$ (right) for different values of constant factors (weights) for AU (left axis) and GU (right axis). The weight of CG pair is fixed at 3.

Figure 16 Pearson correlation between piRNA and BPMax (vertical axis), on the randomly generated dataset, at $-180^\circ C$ (left) and $37^\circ C$ (right) for different values of constant factors (weights) for AU (left axis) and GU (right axis). The weight of CG pair is fixed at 3.

C.1 Results for BPMax

The BPMax algorithm was about 1300× faster than piRNA on our primary dataset. We performed similar optimization procedure as the one explained for BPPart to obtain optimum weights for the base-pairs that maximize the correlations with piRNA scores. Figure 15 shows these optimization plots at $-180^\circ C$ and $37^\circ C$. We did the same analysis on randomly-generate data and presented the optimization plots in Figure 16.

D  Application of BPPart in Human Biology

One of the use-cases of BPPart and BPMax, among others, is making predictions about the consequences of a slight change in the RNA sequences. This information becomes helpful for various domains and tasks, such as synthetic biology and studying the mutations. Between BPMax and BPPart, the latter is much more sensitive to small changes in the sequence, because it considers all possible structures that the two interacting sequences might form. Therefore, even a missense mutation might make a tangible difference in the computed BPPart score.
To verify this hypothesis, we used BPPart to study the effects of known missense mutations, provided by Ensembl, in the interaction regions of some RISE pairs. Given a pair of interacting RNAs in RISE for which the information about the interacting regions is provided, we retrieved the data of all the reported missense mutations of those regions from Ensembl API. Also, we got the phenotypic consequences of each mutation from Ensembl. Finally, we computed the BPPart score for the original sequence of one of the interacting regions and each of the mutated versions of the other sequence. Among all the generated scores for a pair, we found the outliers using the interquartile range. These outliers represent a mutation in the interacting window of one of the RNA pairs that causes a great difference in the interaction score. In the rest of this section, we almost-randomly pick and narrate two of such cases that we observed, among many discovered ones. In the arxiv version of this paper [14], we report 65 such pairs that have been discovered using this pipeline after analyzing more than one million pairs of sequences that have been generated after applying the known missense mutations to over 15,200 pairs of interacting sequences reported in the RISE database. Further study of each of these pairs and more comprehensive study of effect of nonsense mutations on RRI would be a next step in the future.

D.1 Traces of TRAF3 in CADASIL

CADASIL is an inherited condition in which the muscle cells of small blood vessels, especially the ones in the brain, gradually die and cause many impairments, such as stroke, cognitive impairment, and mood disorders in the elderly [9]. It has been shown that mutation in NOTCH3, which resides on the reverse strand of chromosome 19, is responsible for this condition in people with this genetic disorder [22]. NOTCH3 and TRAF3 are a pair of interacting RNAs that have been reported in RISE. One of the missense mutations in NOTCH3 that has been reported to be contributing to CADASIL [22] lies within the interacting region of this gene, from loci 15,161,520 to 15,161,543 (according to GRCh38 assembly of human genome), with TRAF3. Interestingly, this mutation, which replaces nucleotide C with G at loci 15,161,526 of chromosome 19, causes a dramatic increase in the score of BPPart such that it makes it an outlier when the aforementioned procedure is followed. TRAF3 is a gene that has been reported to play a role in angiogenesis [20, 28]. A noticeable increase in the score of BPPart increases the chance that these two RNAs interact and cause post-transcriptional conditions that affect the translation rate of TRAF3 which possibly contributes to the phenotypic consequences of CADASIL. Further evaluation and verification of this hypothesis requires further experimental analysis.

D.2 Traces of SNORD3D in Parkinson’s Disease

SNORD3D is a small nucleolar RNA which has been detected not long ago [17] with which no specific task or annotation is associated in the literature yet. According to the RISE database, one of the genes that interacts with this snoRNA is GBA. Mutations in GBA has been reported to play a role in Parkinson’s disease which is a brain disorder that affects movement and often causes tremors. One of the GBA mutations that is reported to be linked with Parkinson’s disease lies within the interaction region of this gene, from loci 155,239,966 to 155,239,984 (according to GRCh38 assembly of human genome), with SNORD3D. This specific mutation of GBA, which changes the nucleotide G to C at loci 155,239,972 of chromosome 1, is one of the cases that is detected as an outlier using our aforementioned analysis of BPPart scores. This mutation, when applied to GBA, decreases its score of interaction with SNORD3D, which might cause the interaction to occur much less than the
normal case. This possibly leads to a change in the expression of GBA protein. According to KEGG, GBA is a member of Other glycan degradation, Sphingolipid metabolism, Metabolic pathways, and Lysosome pathways [47]. Therefore, we hypothesize the role of SNORD3D in some or all of those pathways, particularly, the ones that are closely related to Parkinson’s disease. Further evaluation of this hypothesis requires further experimental data and analysis.
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1 Introduction

Segmental duplications (SDs), also known as low-copy repeats, are genomic segments larger than 1 Kbp that are duplicated one or more times in a given genome with a high level of homology [8]. While nearly all eukaryotic genomes harbour SDs, it is the human genome that exhibits the largest diversity of SDs. At least 6% of the human genome is covered by SDs ranging from 1 Kbp to a few megabases [8]. The architecture of human SDs also differs from other mammalian species both in its complexity and frequency [27]. For example, while most species harbour tandem SDs, the human genome is replete with interspersed (both intra- and inter-chromosomal) SD blocks [10]. Human SDs are also often duplicated multiple times within the genome, often immediately next to, or even within an already existing SD cluster. This complex duplication architecture points to a major role that SDs play in human evolution [9, 7, 31]. Human SDs also introduce a significant level of genomic instability that results in increased susceptibility to various diseases [5, 19]. This has led to evolutionary adaptation in the shape of genes and transcripts unique to the human genome that aim to offset the effects of such instability [15]. Finally, SDs display significant diversity across different human populations and can be used as one of the markers for population genetics studies [38].

In order to understand the architecture and evolution of eukaryotic SDs, the first step is detecting all SDs within a given genome. However, SD detection is a computationally costly problem. The theoretically optimal solution to this problem – a local alignment of the entire genome to itself – is unfeasible due to large sizes of eukaryotic genomes that render the classical quadratic time algorithms such as Smith-Waterman impractical. Furthermore, the homology levels between SD copies – as low as 75% – prevent the use of the available edit distance approximations with theoretical guarantees [4, 20]. This is likely to remain so due to the sub-quadratic inapproximability of edit distance metrics [6]. The vast majority of sequence search and whole-genome alignment tools that rely on heuristics to compute the local alignments, such as MUMmer [32] and BLAST [2], also assume high levels of identity between two sequences and therefore are not able to efficiently find evolutionarily older SD regions. Even specialized aligners for noisy long reads, such as Minimap2 [30] or MashMap [24], cannot handle 75% homology that is lower than the expected noise of long reads (up to 15%, although sequencing error rates are improved recently to 5%) [3]. Finally, even if we use higher homology thresholds (such as 90%) to define an SD, the presence of low-complexity repeats and the complex SD rearrangement architecture often prevents the off-the-shelf use of the existing search and alignment tools for detecting SDs.

For these reasons, only a few SD detection tools have been developed in the last two decades, and most of them employ various heuristics and workarounds – often without any theoretical guarantees – to quickly find a set of acceptable SDs. The gold standard for SD detection, Whole-Genome Assembly Comparison (WGAC), uses various techniques such as hard-masking and alignment chunking to find SDs [8]. While its output is used as the canonical set of SDs in the currently available genomes, and as such forms the basis of the vast majority of SD analysis studies, WGAC can only find recent or highly conserved SDs (i.e. SDs with > 90% homology) within primate lineages. Furthermore, WGAC requires specialized hardware to run and takes several days to complete. Few other tools developed as a replacement for WGAC – namely SDdetector [13] and ASGART [14] – are also limited in their ability to find SDs with less than 90% homology. Currently, the only tools that are able to detect SDs with lower homology are SDquest [34] and SEDEF [33]. SEDEF exploits the unique biological properties of the SD evolutionary process and combines it with
a Poisson error model and MinHash approximation scheme, previously used for long-read alignment [24], to quickly find SDs even with 75% homology – thus enabling the study of SDs as old as 90 million years [33], – while also providing basic theoretical guarantees about the sensitivity of the search process. SDquest, on the other hand, relies on k-mer counting to find seed SD regions that are later extended and aligned with LASTZ [21].

It is important to point out that an SD is often formed by copying parts of older, more ancient SDs to a different location. This, in turn, implies that each SD can be decomposed into a set of short building blocks, where each block either stems from an ancient SD or a newly copied genomic region. Such building blocks are called “elementary SDs” [27]. Elementary SDs are often shared across related species within the same evolutionary branch. It has been proposed that the whole SD formation process is evolutionarily driven by a small subset of elementary SDs, often dubbed seeds or core duplicons, and that every SD harbours at least one such core duplicon [27]. Based on their cores, SDs can be hierarchically clustered into distinct clades. For example, the human genome SDs can be divided into 435 duplicon blocks that are further classified into 24 clades, seeded by a set of core duplicons with a total span of 2 Mbps that is often gene-rich and transcriptionally active. The prime example of a mosaic-like recombination region that is seeded by an SD core is the LCR16 locus of the human genome that is shared with many other primates [10].

The SD evolutionary history analysis and the detection of core duplicons require a joint analysis of SDs in many related species. However, while existing SD tools are able to find SDs in single genomes in a reasonable amount of time, none of them can scale – at least not efficiently – to multiple genome assemblies. Furthermore, no publicly available tool is able to provide a deeper understanding of SD evolutionary architecture or find core duplicons across different species, mostly due to the computational complexity of such analysis because of the large number of existing SDs within different species1. For these reasons, only a small subset of previously reported core duplicons was analyzed in-depth (e.g. LCR16 cores), and often so by manually focusing on narrow genomic regions to make the analysis tractable [10]. This has prevented the emergence of a clearer picture of the SD evolution across different species, especially of those SDs that preclude the primate branch of the evolutionary tree.

Here we introduce BISER (Brisk Inference of Segmental duplication Evolutionary stRucture), a new framework implemented in Seq [36] and C++ that is specifically developed to quickly detect SDs even at low homology levels (75%) across multiple related genomes. BISER is also able to infer the elementary and core duplicons and thus allow an evolutionary analysis of all SDs in a given set of related genomes. The key conceptual advances of BISER consist of a novel linear-time algorithm that can quickly detect regions that harbour SDs in a given set of genomes, and a new method for fast SD decomposition into a set of elementary SDs based on the union-find algorithm. BISER can discover, decompose and cluster SDs in the human genome in 60 CPU minutes – an 8× speed-up over SEDEF and 25× speed-up over SDquest – and analyze all shared SDs in seven primate genomes in less than 16 CPU hours, translating to 2.5 hours on a standard 8-core laptop computer. The flexibility of BISER will make it a useful tool for SD characterizations that will open doors towards a better understanding of the complex evolutionary architecture of these functionally important genomic events.

1 The source code that was used for older analyses [27] is not publicly available. SDquest, on the other hand, is able to detect elementary SDs but only at the single genome level.
2 Methods

2.1 Preliminaries

Consider a genomic sequence \( G = g_1g_2g_3 \ldots g_{|G|} \) of length \(|G|\) and alphabet \( \Sigma = \{A,C,G,T,N\} \). Let \( G_i = g_i \ldots g_{i+n-1} \) be a substring of \( G \) of length \( n \) that starts at position \( i \) in \( G \). To simplify the notation, the length is assumed to be \( n \). We will use an explicit notation \( G_{i+n} \) for a substring of length \( n \) starting at position \( i \) when a need arises. Let \( s_1 \circ s_2 \) represent a string concatenation of strings \( s_1 \) and \( s_2 \).

Segmental duplications are long, low-copy repeats generated during genome evolution over millions of years. Following such an event, different copies of a repeat get subjected to different sets of mutations, causing them to diverge from each other over time. Thus, it is necessary to introduce a similarity metric between two strings in order to detect SDs in a given genome. To that end, we use the Levenshtein’s [28] edit distance metric \( E \) between two strings \( s \) and \( s' \) that measures the minimum number of edit operations (i.e., substitutions, insertions, and deletions at the single nucleotide level) in the alignment of \( s \) and \( s' \). Let \( \ell \) be the length of such alignment; it is clear that \( \max(|s|,|s'|) \leq \ell \leq |s| + |s'| \). We can also define an edit error \( \text{err}(\cdot,\cdot) \) between \( s \) and \( s' \) (or, in the context of this paper, an error) as the normalized edit distance: \( \text{err}(s,s') = E(s,s')/\ell \). Intuitively, this corresponds to the sequence divergence of \( s \) and \( s' \). Now we can formally define an SD as follows:

Definition 1. A segmental duplication (SD) within the error threshold \( \varepsilon \) is a tuple of paralog sequences \( (G_i,G_j) \) that satisfies the following criteria:

1. \( \text{err}(G_i,G_j) \leq \varepsilon \);
2. \( \ell \geq 1,000 \) where \( \ell \) is the length of the optimal alignment between \( G_i \) and \( G_j \); and
3. the overlap between \( G_i \) and \( G_j \) is at most \( \varepsilon \cdot n \).

Given a set of genomes \( G^1, \ldots, G^\gamma \) and their mutual evolutionary relationships, our goal is to:

- find a set of valid SDs, \( \mathcal{SD}^i \), within each \( G^i \) (SD detection);
- find all copies of both \( s \) and \( s' \) for \( (s,s') \in \mathcal{SD}^i \) in other genomes \( G^j, j \neq i \), if such copies exist (SD cross-species conservation detection); and
- decompose each SD from \( \mathcal{SD} = \mathcal{SD}^1 \cup \cdots \cup \mathcal{SD}^\gamma \) into a set of elementary SDs \( E \), and determine the set of core duplicons that drive the formation of SDs in \( \mathcal{SD} \) (SD decomposition).

To that end, we present BISER, a computational framework that is able to efficiently perform these steps, and we describe the algorithms behind it in the following sections. For the sake of clarity, unless otherwise noted, we assume that we operate on a single genome \( G \). Since SDs are by definition different from low-complexity repeats and transposons, we also assume that all genomes \( G^1, \ldots, G^\gamma \) are hard-masked and, as such, do not contain such elements.

2.1.1 SD Error Model

Different paralogs of an SD are mutated independently of each other. Therefore, the sequence similarity of paralogs is correlated with the age of the duplication event – more recent copies are nearly identical, while distant ancestral copies are dissimilar. It has been proposed that

---

2 Ideally, the SD mates should not overlap; however, due to the presence of errors, we need to account for at most \( \varepsilon \cdot n \) overlap.
the sequence similarity of older SDs (e.g., those shared by the mouse and human genomes) falls as low as 75% [33]. In other words, the error between different copies of an old SDs exceeds 25% (i.e., err(s, s') ≥ 0.25 for SD paralogs s and s', according the definition above).

Detection of duplicated regions within such a large error threshold is a challenging problem, as nearly any edit distance approximation technique with or without theoretical guarantees breaks down at such high levels of dissimilarity [4, 24], provided that this error is truly random. However, that is not the case: we have previously shown that the SD mutation process is an amalgamation of two independent mutation processes, namely the background point mutations (also known as paralogous sequence variants, or PSVs) and the large-scale block edits. As such, the overall error rate ε can be expressed as a sum of two independent error rates, ε_P (PSV mutation rate) and ε_B (block edit rate), where only ε_P is driven by a truly random mutation process.

In the case when paralogs share the 75% sequence identity, it has been shown that the random point mutations (PSVs) contribute at most 15% (ε_P ≤ 0.15) towards the total error ε [33] (this also holds for many other mammalian genomes, as their substitution rate is often lower than the human substitution rate [16]). The remaining 10% is assumed to correspond to the block edit rate ε_B. Note that these mutations are clustered block errors and as such are randomly distributed across SD regions. The probability of a large block event is roughly 0.005 based on the analysis of existing SD calls.

On the other hand, we assume that PSVs between two SD paralogs s and s' follow a Poisson error model [24, 17], and that those mutations occur independently from each other. It follows that any k-mer in s' has accumulated on average k·ε_P mutations compared to the originating k-mer in s, provided that such k-mer was part of the original copy event. By setting a Poisson parameter λ = k·ε_P, we obtain the probability of a duplication event in which a k-mer is preserved in both SD paralogs (i.e., that a k-mer is error-free) to be e^{−kε_P}.

Let us return to the main problem of determining whether two strings s and s' are “similar enough” to be classified as SDs. As mentioned before, classical edit distance calculation algorithms would be too slow for this purpose. Instead, we use an indirect approach that measures the similarity of strings s and s' by counting the number of shared k-mers in their respective k-mer sets K(s) and K(s'). It has been shown that Jaccard index \( J(K(s), K(s')) = \frac{|K(s) \cap K(s')|}{|K(s) \cup K(s')|} \) is a good proxy for ε(s, s') under the Poisson error model [24]. Thus we can combine the Poisson error model with the SD error model, and obtain the expected value of Jaccard index \( \tau \) between any two strings s and s', whose edit error err(s, s') follows the SD error model and is lower than ε = ε_P + ε_B to be [33]:

\[
\tau = \mathbb{E}[J(K(s), K(s'))] \geq \frac{1 - \varepsilon_B}{1 + \varepsilon_B} \cdot \frac{1}{2e^{ke_P} - 1}.
\] (1)

As we cannot use local alignment to efficiently enumerate all SDs in a given genome due to both time and space complexity, we utilize a heuristic approach to enumerate all pairs of regions in G that are likely to harbour one or more segmental duplications. We call these pairs putative SDs. These pairs are not guaranteed to contain a “true” SD and must be later aligned to each other to ascertain the presence of true SDs. Nevertheless, such an approach will filter out the regions that do not harbour SDs, and thus significantly reduce the amount of work needed for detecting “true” SDs. The overall performance of our method, both in terms of performance and sensitivity, will depend on how well the putative SDs are chosen.

The problem of putative SD detection can be, thanks to the SD error model, easily expressed as an instance of a filtering problem: find all pairs of indices i, j in G such that \( J(K(G_i), K(G_j)) \geq \tau \), where \( \tau \) is the lower bound from the Equation 1. Here we assume that the size of \( G_i \) and \( G_j \) exceeds the SD length threshold (1,000 bp), and no k-mer occurs twice in either \( G_i \) or \( G_j \).
2.2 SD Detection

**Algorithm 1** Algorithm for finding putative SDs.

**Input**: Genomic sequence $G$, its $k$-mer index $I_G$, threshold $\Delta$.

**Output**: A list $SD$ of putative SDs.

$L \leftarrow []; SD \leftarrow [];$

for $x \leftarrow 1$ to $|G|$ do

$K \leftarrow I_G[G_{x+x+1}]; (i_K, i_L) \leftarrow (1, 1);$ append $(x, K_{i_K}, k)$ to $L$ if $L$ is empty;

while $i_K < |K|$ and $i_L \leq |L|$ do

$y \leftarrow K_{i_K}; (\ell_x, \ell_y, l) \leftarrow L_{i_L};$

(1) if $y < \ell_y$ then

insert $(x, y, k)$ to $L$ before $i_L$;

advance $i_K$ and $i_L$;

(2) else if $y \geq \ell_y + l$ and

max($x - \ell_x, y - \ell_y) - l \leq \Delta$ then

extend $L_{i_L}$ to cover $G_{x+k}$ and

$G_{y+y+k};$

increase counts for $\cup(L_{i_L})$ and $\cap(L_{i_L});$

advance $i_K$ and $i_L$ <- CheckJaccard ($L_{i_L}$)

(1') else if $y \leq \text{start}(L_{i_L+1})$ then

insert $(x, y, k)$ to $L$ before $i_L$;

advance $i_K$ and $i_L$;

(3) else

increase count for $\cup(L_{i_L});$

$i_L$ <- CheckJaccard ($L_{i_L}$)

end

end

**Figure 1** (a) A plane-sweep algorithm for finding putative SDs. (b) Visual guide for the algorithm. The algorithm sweeps a vertical dashed line through the set of winnowed $k$-mers in a genome $G$ (represented by the $x$ axis). At each $k$-mer starting at the location $x$, it queries the index $I_G$ to obtain a sorted list $K$ of $k$’s occurrences in $G$ (shown on the right side of the sweep line). The algorithm then scans $K$ and the list $L$ of putative SDs found thus far at the same time. At each step, it examines $i_L$-th element of $L$ and $i_K$-th element of $K$, and decides whether to start a new putative SD (cases (1) and (1’), green $k$-mers on the right), extend the current putative SD with the current $k$-mer (case (2), black $k$-mer on the right), or subsume the current $k$-mer within the current putative SD (case (3), red $k$-mer). In all of these cases, the algorithm updates the counts of $k$-mer union $\cup$ and intersection $\cap$ for each processed putative SD (note that it only updates the counts and does not maintain the sets themselves). The CheckJaccard procedure marks each putative SD in $L$ that satisfies the SD criteria as “good” and removes it from $L$ when the extension is complete. (c) A visual representation of a valid $k$-mer matching in a valid alignment (shown by green lines). Any addition of a red matching to the set of green matchings would render the alignment invalid as red matchings are not co-linear with the green matchings (in other words, they “cross” the existing matchings).

As we cannot use local alignment to efficiently enumerate all SDs in a given genome due to both time and space complexity, we utilize a heuristic approach to enumerate all pairs of regions in $G$ that are likely to harbour one or more segmental duplications. We call these pairs *putative SDs*. These pairs are not guaranteed to contain a “true” SD and must be later aligned to each other to ascertain the presence of true SDs. Nevertheless, such an approach
will filter out the regions that do not harbour SDs, and thus significantly reduce the amount of work needed for detecting “true” SDs. The overall performance of our method, both in terms of performance and sensitivity, will depend on how well the putative SDs are chosen.

The problem of putative SD detection can be, thanks to the SD error model, easily expressed as an instance of a filtering problem: find all pairs of indices $i, j$ in $G$ such that that $\mathcal{J}(K(G_i), K(G_j)) \geq \tau$, where $\tau$ is the lower bound from the equation 1. Here we assume that the size of $G_i$ and $G_j$ exceeds the SD length threshold (1,000 bp) and no k-mer occurs twice in either $G_i$ or $G_j$.

The filtering approach has already been successfully used in other software packages and forms the backbone of both SEDEF (SD detection tool) and MashMap (Nanopore read aligner).

However, both methods maintain the k-mer sets $K(s)$ and $K(s')$ to calculate the Jaccard index between the sequences $s$ and $s'$. As these methods dynamically grow $s$ and $s'$ (as the length $n$ is not known in advance), the corresponding sets $K(s)$ and $K(s')$ are constantly being updated, necessitating a costly recalculation of $K(s) \cap K(s')$ on each update. A common trick is to use the MinHash technique to reduce the sizes of $K(s)$ and $K(s')$, and thus the frequency of such updates. However, the frequent recalculation of the Jaccard index still remains a major bottleneck even in the MinHash-based approaches.

Here we note that the Jaccard index calculation can be significantly simplified by not having to maintain the complete k-mer sets $K(s)$ and $K(s')$. The need for keeping such sets arises from the fact that calculation of $K(s) \cap K(s')$ allows any k-mer in $K(s')$ to match any k-mer in $K(s)$. However, such a loose intersection requirement is not only redundant for approximation of edit distance under the SD error model but is even undesirable as such intersections can introduce a cross-over k-mer matches that are not possible in the edit distance metric space (see Figure 1c for an example of valid and invalid matchings).

By disallowing such cross-over cases, we can significantly optimize the calculation of the Jaccard index. Let us show how to do that without sacrificing sensitivity. Let us first introduce $s \oplus s'$ as an alternative way of measuring the k-mer similarity between strings $s$ and $s'$.

For that purpose, let us introduce a notion of a co-linear k-mer matching between $s$ and $s'$ as a set of index pairs $(i, j)$ ($1 \leq i \leq |s|, 1 \leq j \leq |s'|$) such that the k-mers that start at $i$ and $j$ in $s$ and $s'$ respectively are equal, and such that all pairs $(i, j)$ in a matching are co-linear (i.e. for each $(i, j)$ and $(i', j')$, either $i < i'$ and $j < j'$, or $i > i'$ and $j > j'$). A $\oplus$ operation describes the size of a maximum co-linear matching of k-mers between $s$ and $s'$. In other words, we want to select a maximal set of matching k-mers in $K(s)$ and $K(s')$ such that no two k-mer matchings cross-over each other (see Figure 1c for an example of cross-over, or non-co-linear, matchings). We can replace $K(s) \cap K(s')$ with $s \oplus s'$ and introduce an ordered Jaccard index $\mathcal{J}(s, s')$, formally defined as:

$$\mathcal{J}(s, s') = \frac{s \oplus s'}{K(s) \cup K(s')}.$$  

The following lemma allows us to use an ordered Jaccard index $\mathcal{J}$ in lieu of classical Jaccard index $\mathcal{J}$:

**Lemma 2.** The ordered Jaccard index $\mathcal{J}(s, s')$ of two strings $s$ and $s'$ is equal to the Jaccard index $\mathcal{J}(K(s), K(s'))$ (under the assumptions of SD error model, namely the separation of $\epsilon_B$ and $\epsilon_P$), assuming that $s$ and $s'$ only share k-mers that have not been modified by PSVs following the originating copy event.
Proof. It is sufficient to prove that the size of $|K(s) \cap K(s')|$ always corresponds to the size of maximal co-linear matching between $s$ and $s'$.

To show that $s \oplus s' \leq |K(s) \cap K(s')|$, it is enough to note that matched $k$-mers in any matching are by definition identical, and thus belong to $K(s) \cap K(s')$.

We will prove that $s \oplus s' \geq |K(s) \cap K(s')|$ by contradiction. First, note that the string $s$ is equal to $s'$ immediately after the duplication event (i.e. before the occurrence of PSVs) and that all $k$-mers are co-linear in their maximal matching because $s$ contains no repeated $k$-mers (an assumption made by the SD error model). Now, suppose that there is a cross-over in $K(s) \cap K(s')$. That implies either a cross-over between $s$ and $s'$ before PSVs occurred – contradicting the previous observation – or a cross-over after it, contradicting the assumption that any matched $k$-mer pair was matched before the occurrence of PSVs. Hence $K(s) \cap K(s')$ cannot contain any cross-overs, and $s \oplus s' = |K(s) \cap K(s')|$.

If the conditions of Lemma 2 are satisfied, we can calculate $s \oplus s'$ in linear time by a simple scan through $s$ and $s'$ at the same time. A linear calculation of $s \oplus s'$, together with the fact that the lower bound $\tau$ in Equation 1 equally holds for $\tilde{J}$ as well (a consequence of Lemma 2), allows us to use a plane sweep technique to select all pairs of substrings $(s, s')$ in $G$ whose ordered Jaccard distance $\tilde{J}(s, s')$ exceeds $\tau$, and as a result, select all putative SDs in $G$ (see Figure 1 for details).

We begin by creating a $k$-mer index $I_G$ that connects each $k$-mer in $G$ to an ordered list of its respective locations in $G$. Then we sweep a vertical line in $G$ from left to right while maintaining a sorted list $L$ of putative SDs found thus far. For each location $x$ in $G$ encountered by a sweep line, we query $I_G$ to obtain a sorted list $K$ containing loci of $G_{x,x+k}$’s copies in $G$. Then, for any $y$ in $K$, we check if it either (1) begins a new potential putative SD that maps $x$ to $y$, (2) extends an existing putative SD, or (3) is covered by existing putative SD in $L$. If a putative SD in $L$ is too distant from $y$, it is promoted to the final list of putative SD regions if it satisfies the ordered Jaccard index threshold $\tau$ and the other SD criteria from the Definition 1. Note that we do not allow a $k$-mer to extend a putative SD if the distance between it and the SD exceeds the user-defined threshold $\Delta$ (set to 250 by default). It takes $|L| + |K|$ steps to process each $k$-mer in $G$ because both $L$ and $K$ are sorted. However, because the size of $|L|$ is kept low by the distance criteria, and because $|K|$ is low enough in practice, the time complexity of Algorithm 1 is $O(|G|)$ for constructing the index $I_G$, and linear in terms of the genome size for plane sweeping.

The key assumption in Lemma 2 – that two paralogs only share the $k$-mers that have not been mutated since the copy event – does not always hold in practice on real data. As such, the Algorithm 1 might occasionally under-estimate the value of $\tilde{J}$, leading potentially to some false negatives. We control that by using $\Delta$ – the same parameter that controls the growth of putative SDs by limiting the maximum distance of neighbouring $k$-mers in $s \oplus s'$ (Figure 1) – to limit the growth of under-estimated SDs and thus start the growth of potentially more successful SDs earlier. This heuristic might cause a large SD to be reported as a set of smaller disjoint SD regions. For that reason, we post-process the set of putative SDs upon the completion of Algorithm 1 and merge together any two SDs that are close to each other if their union satisfies the ordered Jaccard index criteria. We also extend each putative SD by 5 Kbp both upstream and downstream to account for the small SD regions that might have been filtered out during the search process. This parameter is user-defined and might be adjusted for different genome assemblies.

---

3 The average size of $L$ in our experiments was 370, and the average size of $K$ is 30.
The performance of the plane sweep technique can be further improved by winnowing the set of $k$-mers used for the construction of $IG$ [24]. Instead of indexing all $k$-mers in $G$, we only consider $k$-mers in a winnowing fingerprint $W(G)$ of $G$. $W(G)$ is calculated by sliding a window of size $w$ through $G$ and by taking in each window a lexicographically smallest $k$-mer (the rightmost $k$-mer is selected in case of a tie). The expected size of $W(G)$ for a random sequence $G$ is $2|G|/(w + 1)$ [35]. The main benefit of winnowing is that it can significantly speed up the search step (up to an order of magnitude) without sacrificing sensitivity. The winnow $W(G)$ can be computed in a streaming fashion in linear time using $O(w)$ space with the appropriate data structures [11].

Following the discovery of putative SDs, we locally align paralogs from each putative SD and only keep those regions whose size satisfies the SD criteria mentioned above. BISER uses a two-tiered local chaining algorithm described previously in SEDEF that uses a seed-and-extend approach and efficient $O(n \log n)$ chaining method following by a SIMD-parallelized sparse dynamic programming algorithm to calculate the boundaries of the final SD regions and their alignments [1, 30, 39].

2.3 SD Decomposition

Once the set of final SDs $SD = \{ (s_1, s'_1), \ldots \}$ is discovered and the precise global alignment of each paralog pair $(s, s') \in SD$ is calculated, we proceed by decomposing the set $SD$ into a set of evolutionary building blocks called elementary SDs. More formally, we aim to find a minimal set of elementary SDs $E = \{ e_1, \ldots, e_{|E|} \}$, such that each SD paralog $s$ is a concatenation of $\hat{e}_1 \circ \cdots \circ \hat{e}_n s$. Each $\hat{e}_i$ either belongs to $E$ or there is some $e_j \in E$ such that $err(\hat{e}_i, e_j) \leq \epsilon$. An example of such a decomposition is given in Figure 2.
algorithm [41] to link together all mirrored locations. This algorithm begins by giving each locus in a genome covered by an existing SD a distinct identifier (represented by a distinct shape in Figure 2). It then iterates over the set of SDs, and for each pair of SD paralogs \((s, s')\) uses the global alignment between \(s\) and \(s'\) to link the identifiers of any two loci that are mirrored by the SD event. Linking merges the two identifiers into a single identifier. Upon the completion of the algorithm, all copies (“mirrors”) of each locus will share the same identifier.

Note that the boundaries of SD paralogs, or their images, correspond to the boundaries of elementary SDs, as each paralog by definition starts and ends with an elementary SD (Figure 2). However, as the set of elementary SDs should be minimal, it is not only necessary but sufficient to focus only on the identifiers that belong to a boundary of an existing SD paralog in order to construct the set of elementary SDs \(E\). These identifiers describe a set of locations in \(G\) that form the boundaries of elementary SDs. We can obtain the final set \(E\) by iterating over \(G\) and checking if a locus is identified with a boundary-covering identifier.

In practice, SD boundaries and SD alignments are highly uneven, and SDs themselves exhibit a complex mosaic structure that often introduces “mirror loops” [34] that can collapse multiple unrelated loci into a single identifier. BISER handles these cases by discarding any mirrored loci that lie within a close distance of an already existing elementary SD boundary.

After decomposing SDs into the set of elementary SDs \(E\), we select some of them as core duplicons. We define these duplicons as the minimal set of elementary SDs that cover all existing SDs (an SD is covered by an elementary if either paralog is composed of that elementary SD). We use a classical set-cover approximation algorithm [12] to determine a set of core duplicons from \(E\).

## 2.4 Multiple Genomes

The above method can be efficiently scaled to \(\gamma\) distinct genomes \(G^1, \ldots, G^\gamma\) by constructing a composite \(k\)-mer index \(I_{G^1 \cup \cdots \cup G^\gamma}\) and by running the search procedure on each \(G^i\) in parallel. We only need to ensure that the SD overlap criteria are enforced only if a \(k\)-mer belongs to the same genome that is currently being searched. Note that the size of the genome index grows sub-linearly with the number of genomes, as most genomes – especially mammalian ones – share the large number of common \(k\)-mers. Also, note that this method can be trivially extended to search for reverse-complemented SD copies by adding an additional iteration over \(\overline{G}\), where \(\overline{G}\) is a reverse complement of \(G\).

The detection of cross-species conserved SD regions happens automatically when using a composite index \(I_{G^1 \cup \cdots \cup G^\gamma}\). However, as such procedure does not distinguish between conserved SDs and other conserved regions, BISER uses additional checks to ensure that every reported conservation is also a valid SD in at least one of the provided genomes.

## 3 Results

We have evaluated all stages of BISER for speed and accuracy on both simulated and real-data datasets. All results were obtained on a multi-core Intel Xeon 8260 CPU (2.40GHz) machine with 1 TB of RAM. The run times are rounded to the nearest minute and are reported for both single-core as well as multi-core (8 CPU cores) modes when ran in parallel via GNU Parallel [40]. All real-data genomes were hard-masked, and all basepair coverage statistics are provided with respect to the hard-masked genomes.
In our experiments, we used $k = 14$ when searching for putative SDs and $k = 10$ during the alignment step (note that both parameters are user-adjustable). The size of the winnowing window was set to 16. We found that the lower values of $k$ significantly impact the running time without providing any visible improvement to the detection sensitivity, while higher values of $k$ significantly lower the detection sensitivity.

Figure 3 (a) Performance of BISER’s algorithm on simulated SDs. x-axis represents the simulated SD error rate $\varepsilon$, while y-axis represents the percentage of correctly detected SDs. Note that the plot area is cropped as BISER detects more than 98% of simulated SDs for any $\varepsilon \leq 0.25$. (b) Performance of BISER’s core duplicon detection on simulated cores. The red line shows the percentage of ancestral core locations covered by a detected SD; the green line shows the percentage of cores identified as such; while the blue line shows the coverage of later core copies covered by a detected SD. Note that the plot area is also cropped. (c) Venn diagram depicts the SD coverage of the BISER, WGAC, SEDEF and SDquest (in Mbp) on the hard-masked human genome (hg19). (d) Venn diagram depicts the SD coverage of the BISER, WGAC, SEDEF and SDquest (in Mbp) on the hard-masked mouse genome (mm8). Note that nearly all bases out of $\approx 17$ Mbp bases that are shown to be unique to SEDEF (and not covered by BISER) map to gaps and low-copy repeats and should be therefore treated as noise (not true SDs).

### 3.1 Simulations

#### 3.1.1 SD detection

The accuracy of using the strong Jaccard index together with the SD error model as a function of error parameter $\varepsilon$, as well as the overall sensitivity of BISER’s SD detection pipeline, was evaluated on a set of 1,000 simulated segmental duplications ranging from 1 to 100Kbp. All sequences and mutations were randomly generated with uniform distribution according to the SD error model with $\varepsilon \in \{0.01, 0.02, \ldots, 0.25\}$ (i.e., we allowed the overall error rate to reach 25%). We consider a simulated SD as being “covered” if BISER found an SD that covers more than 90% of the original SD’s basepairs. As shown in Figure 3a, the overall sensitivity is around 99% even for $\varepsilon = 0.25$. 
We performed the same experiment on human (hg19) chromosome 1 (Figure 3a), where we selected uniformly at random 10,000 sequences of various lengths and duplicated them within the chromosome. Each duplication was followed by introducing random PSVs according to the SD error model while varying the values of ε as described above. Even in this case, BISER’s performance stays the same, and only a handful of very small SDs (of size ≈1,000) were missed.

3.1.2 Core duplicon detection

We also devised a simulation experiment to measure the power of BISER’s core duplicon detection module. We began with a random DNA sequence of size 10 Mbp. Then we simulated an evolutionary process by introducing a set of novel SDs for 50 generations. In each generation, we introduced a novel core duplicon that does not overlap with an existing core, and we introduce a random number of SD events according to the SD error model that contains at least one core duplicon introduced thus far. In each iteration, we made sure that the difference between paralogs does not exceed ε ∈ {0.01, 0.02, ..., 0.25} regardless of their age. We finally used BISER to analyze the final sequence to predict SDs and their elementary decomposition, as well as the core duplicons. BISER was able to successfully cover all ancestral cores, and properly decompose them into the elementary SDs and finally identify them as core duplicons (Figure 3b). Furthermore, BISER covered 95% or more of the more recent copies of the ancestral cores. We note that the combination of large block indels leads BISER to occasionally report a single ancestral core as a set of 2 or more core duplicons or to report an elementary SD that covers less than 90% of a core. These cases are rare and happen less than 8% of the time at the highest levels of ε. The sensitivity of core duplicon detection is further described in Figure 3b.

Table 1 Running time performance of BISER (single-core and 8-core mode) on Intel Xeon 8260 CPU at 2.40 GHz for single genomes (hg19 and mm8).

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Putative SDs</th>
<th>Alignment</th>
<th>Decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single genome (hg19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 core</td>
<td>1h 8m</td>
<td>44m</td>
<td>24m</td>
<td>&lt;1m</td>
</tr>
<tr>
<td>8 cores</td>
<td>10m</td>
<td>6m</td>
<td>4m</td>
<td>&lt;1m</td>
</tr>
<tr>
<td>Single genome (mm8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 core</td>
<td>1h 26m</td>
<td>40m</td>
<td>46m</td>
<td>&lt;1m</td>
</tr>
<tr>
<td>8 cores</td>
<td>13m</td>
<td>5m</td>
<td>8m</td>
<td>&lt;1m</td>
</tr>
</tbody>
</table>

Table 2 Running time performance of BISER (single-core and 8-core mode) on Intel Xeon 8260 CPU at 2.40 GHz for seven genomes.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Putative SDs</th>
<th>Alignment</th>
<th>Decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seven genomes (see below)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 core</td>
<td>30h 23m</td>
<td>11h 58m</td>
<td>18h 19m</td>
<td>6m</td>
</tr>
<tr>
<td>8 cores</td>
<td>4h 30m</td>
<td>1h 54m</td>
<td>2h 29m</td>
<td>6m</td>
</tr>
</tbody>
</table>
3.2 Single-genome results

We have run BISER on the *H. sapiens* hg19 genome and *M. musculus* mm8 genome, and compared it to the published WGAC [8], SEDEF [33] and SDquest [34] SD calls. We also compared the runtime performance of BISER to that of SEDEF and SDquest. Note that we were not able to run WGAC due to the lack of hardware necessary for its execution. We did not compare BISER to other SD detection tools – namely SDdetector [13], MashMap2 [25] and ASGART [14] – as it has been previously shown that these tools underperform when compared to SEDEF or SDquest, and require an order of magnitude more resources than either SEDEF or SDquest do (see [33] for the detailed comparisons with these tools). For the same reason, we did not compare BISER to whole-genome aligners such as Minimap2 [30] and MUMmer/nucmer [32], as well as DupMasker [26], as none of these tools were designed to detect *de novo* SDs in a genome.

BISER was able to find and align all SD regions in hg19 in 10 minutes on 8 cores (or ≈ one hour on a single core) (Table 1). To put this into perspective, BISER is nearly $8 \times$ faster than SEDEF, $24 \times$ faster than SDquest, and an order of magnitude faster than WGAC that takes days to find human SDs (personal communication; we were not able to run WGAC pipeline ourselves due to legacy hardware requirements). As a side note, BISER has the same memory requirements as SEDEF or SDquest and needs around 5 GB of RAM per core. Since SEDEF by default operates on a genome that is not hard-masked, we also ran SEDEF on a hard-masked genome to measure its theoretical speed (note that SEDEF was not designed for hard-masked genomes; thus, the basepair analysis is omitted). SEDEF took 21 minutes on 8 CPU cores to process a hard-masked hg19, leaving it still $>2 \times$ slower than BISER. Similar performance gains were observed on the mm8 genome as well.

In terms of sensitivity, BISER discovers about 1 GB of putative SD regions. After the alignment step, BISER reports 112 Mb of final SD regions within the 75% edit distance in hg19. That is 34 Mbp more than WGAC and 17 Mbp more than SDquest. The total coverage of SEDEF and BISER are similar to each other, differing by 3 Mbp uniquely detected by SEDEF and 7 Mbp uniquely covered by BISER (Table 3). BISER misses a few Mbp of SD regions unique to SDquest and a negligible amount unique to WGAC (Figure 3). On the mm8 genome, we can observe similar trends. However, we also observed that SEDEF covers roughly 17 Mbp not covered by BISER (Figure 3). When SEDEF is run on a hard-masked genome, it does not cover these bases; further analysis showed that nearly all bases ($\geq 16.3$ Mbp) originally reported as unique to SEDEF actually map either to alignment gaps, soft-masked repeat elements, or small islands (<200bp) between the low-copy repeats and as such do not constitute “true” SDs.

BISER found roughly $\approx 67,000$ elementary SDs that describe hg19 SD calls. Of those, 2,759 were identified as core duplicons. BISER’s core duplicons cover all 100 of the core duplicons reported in the earlier work [27], including the cores from the LCR16 cluster. Note that many previously identified core duplicons in the hg17 version of the human genome turned out to be short tandem repeats in the hg19 version. The whole decomposition process took less than a minute on the final set of $\approx 58,000$ SDs.

---

Table 3 SD coverage of the human and mouse genomes (hg19 and mm8) and the runtime performance of BISER, SEDEF and SDquest. “Missed” and “Extra” columns are calculated with respect to the WGAC SD calls. All running times are reported on 8 CPU cores. We could not run WGAC as we do not have access to the legacy hardware needed for its execution; the reported runtime is from [33].

<table>
<thead>
<tr>
<th>Tool</th>
<th>Covered (MBp)</th>
<th>Missed (MBp)</th>
<th>Extra (MBp)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>hg19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WGAC (gold standard)</td>
<td>78.2</td>
<td></td>
<td></td>
<td>days</td>
</tr>
<tr>
<td>BISER</td>
<td>112.4</td>
<td>0.4</td>
<td>34.6</td>
<td>10m</td>
</tr>
<tr>
<td>SEDEF</td>
<td>108.4</td>
<td>0.1</td>
<td>30.3</td>
<td>1h 15m</td>
</tr>
<tr>
<td>SDquest</td>
<td>95.2</td>
<td>2.5</td>
<td>19.5</td>
<td>3h 56m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tool</th>
<th>Covered (MBp)</th>
<th>Missed (MBp)</th>
<th>Extra (MBp)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>mm8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WGAC (gold standard)</td>
<td>60.6</td>
<td></td>
<td></td>
<td>days</td>
</tr>
<tr>
<td>BISER</td>
<td>94.4</td>
<td>0.8</td>
<td>34.6</td>
<td>13m</td>
</tr>
<tr>
<td>SEDEF</td>
<td>105.2</td>
<td>0.1</td>
<td>44.7</td>
<td>1h 24m</td>
</tr>
<tr>
<td>SDquest</td>
<td>82.5</td>
<td>2.7</td>
<td>24.5</td>
<td>6h 06m</td>
</tr>
</tbody>
</table>

3.3 Multi-genome results

In addition to running BISER on a single genome, we also ran BISER on the following seven related genomes:
- *C. jacchus* (marmoset, version calJac3),
- *M. mulatta* (macaque, version rheMac10),
- *G. gorilla* (gorilla, version gorGor6),
- *P. abelii* (orangutan, version ponAbe3),
- *P. troglodytes* (chimpanzee, version panTro6),
- *H. sapiens* (human, version hg19), and
- *M. musculus* (mouse, version mm8).

These genomes were analyzed in the previous work [10] with the sole exception of *M. musculus* that is novel to this analysis.

BISER took around four and a half hours to complete the run on 8 cores. Of that, it took around 2 hours to find putative SDs within the same species (42 minutes for in-species detection and 71 minutes for detecting SDs conserved across different species). The remaining time (2h 29m) was spent calculating the final alignments for all reported SDs (Table 2). The vast majority of alignment time (1h 37m minutes out of 2h 29m) was spent only on aligning putative SDs from calJac3 genome. We presume that this is due to the high presence of unmasked low-complexity regions in this particular assembly.

The SD decomposition and core duplcon detection took slightly less than 6 minutes to complete on a set of nearly 2,407,000 SDs. BISER found ≈116,000 elementary SD sets seeded by ≈13,000 cores. All cores from [27] and [10] were covered by BISER’s cores as well.

4 Conclusion

More than a decade ago, the Genome 10K Project Consortium proposed to build genome assemblies for 10,000 species [18]. Due to the lack of high-quality long-read sequencing data, this aim was not immediately realized. However, the Genome 10K Project spearheaded
the development of other large-scale many-genome sequencing projects such as the Earth BioGenome Project [29] and Vertebrate Genomes Project [5]. Recent developments in generating more accurate long-read sequencing data, coupled with better algorithms to assemble genomes now promise to make the aforementioned and similar projects feasible.

Analyzing the recently and soon-to-be generated genome assemblies to understand evolution requires the development of various algorithms for different purposes, from gene annotation [37] to orthology analysis [22] and the selection and recombination analysis [23]. Although a handful of tools such as SEDEF and SDquest are now available to characterize segmental duplications in genome assemblies, they cannot perform multi-species SD analysis, and they suffer from computational requirements. We developed BISER as a new segmental duplication characterization algorithm to be added to the arsenal of evolution analysis tools.

We demonstrate that (1) BISER is substantially faster than earlier tools; (2) it can characterize SDs in multiple genomes to delineate the evolutionary history of duplications; and (3) it can identify elementary SDs and core duplicons to help understand the mechanisms that give rise to SDs. We believe that BISER will be a powerful and common tool and will contribute to our understanding of SD evolution when thousands of genome assemblies become available in the next few years. The next step in this line of research would consist of interpreting BISER’s results, biological analysis of the reported core duplicons, and applying BISER to a larger set of available mammalian genomes to infer the evolutionary history of ancient duplications.
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1 Introduction

Flow networks are useful models in many domains, from transportation planning to computational biology. In some cases, the flow on a graph arises as the superposition of some set of weighted paths, such as trips through a road network, routing of information through a communication network, or paths in a graph encoding mixed reads sequenced from several biological sequences, as in the case of RNA transcripts through a splice graph.

In many such applications, we are actually presented with the inverse problem: given a flow in a graph, we need to recover the initial paths that made up the flow. This problem is also referred to as the flow decomposition (FD) problem. In computational biology, this is a common subroutine in multiassembly problems, such as RNA transcript assembly or viral quasispecies assembly. Prioritizing parsimonious solutions proved to be an accurate
assembly method, but it can suffer when there are multiple parsimonious solution to choose from. As such, in this paper we consider a natural generalization of the flow decomposition problem, by assuming that extra information about the initial paths is available in the form of subpath constraints. These are paths in the network graph that must be followed by at least one path in the flow decomposition; thus, we are looking for flow decompositions with the property that every constraint is a subpath of some decomposition path. We call the resulting problem flow decomposition with subpath constraints (FDSC).

Biological setting. Algorithms that solve variations of the flow decomposition problem are at the heart of most RNA transcript assembly software, including IsoLasso [16], Traph [25], FlipFlop [9], Scallop [21] and StringTie [18]. More recently, flow decomposition methods were used for another multi-assembly problem, namely strain-aware genome assembly, with applications to viral quasispecies assembly [4, 2]. Briefly, flow decomposition methods for sequence assembly work by using reads and their abundances to first construct a flow network whose vertices may represent exons (in the case of an RNA splice graph) or k-mers (in the case of a de Bruijn graph). Edges in the network are present if there is read evidence that some sequence followed the edge (e.g. two exons are consecutive in some transcript). Furthermore, each edge is weighted by the number of reads that support it. With perfect data, we might expect the weights to directly provide a flow in the network; however in practice some adjustment to the weights may be needed to achieve a flow. One such method uses a minimum-cost flow approach for this adjustment [25]. Another approach [28] models the input as an inexact flow network in which edge flows belong to intervals, that are estimated from the data. In all cases, we seek a path decomposition for the flow network that minimizes the number of paths.

In Kloster et al. [13] it was shown that in the case of RNA transcripts, most of the time the “true” transcripts also provide a minimum flow decomposition of the splice graph. However, there can often be more than one solution to the minimum flow decomposition problem; indeed, Kloster et al. found that, when the number of true transcripts is seven, the minimum flow decomposition found corresponds to the true paths in only 80% of the instances of that size, with lower accuracies as the number of true paths increases. In fact, practical methods for RNA assembly methods also have a precision of 50%-60% on some human datasets [23, 18]. Adding subpath constraints to the flow decomposition problem may further restrict the solution space, thus improving the RNA assembly accuracy.

In practice, the subpath constraints can be derived from reads overlapping three or more nodes of the flow graph. Long RNA-Seq reads naturally have this property in many cases; however, also short reads can exhibit this behavior in the case of short exons. As we review below, other possible sources of such constraints exist in practice as well, such as from partial assemblies, or super-reads [18] constructed from short reads that can be uniquely extended.

Finally, most of the RNA assembly tools cited above work in a so-called genome-guided setting in which also a reference genome of the studied species is available. This makes the splice graph acyclic (i.e. a DAG). While both the original flow decomposition problem and our variant with subpath constraints can be defined in flow networks with cycles (which would correspond to a de novo assembly setting), in this paper we focus on DAGs only.

Related work. Finding a flow decomposition with the minimum number of weighted paths is a well-studied problem in computer science. Even when restricted to DAGs, the minimum FD problem is NP-hard [27], and thus various practical approaches to it exist: approximation algorithms [11, 24, 19, 17, 5, 6], FPT algorithms [13], greedy algorithms [27, 22]. By taking
the set of subpaths constraints to be empty (or to correspond to all edges of the graph with non-zero flow), it follows that also finding a solution to the FDSC problem with a minimum number of paths is NP-hard.

The idea of improving RNA assembly by multi-edge subpath information is in fact used by several flow-based tools, such as [21] and StringTie [18]. However, both approaches integrate subpaths in a heuristic manner, with no overall formulation of the computational problem they are solving. The same holds also for the viral quasispecies assembler [4]. Recently, the method TransBorrow [29] uses partial assemblies from different RNA assembly tools, and works by heuristically extending the subpaths they correspond to in a splice graph.

Moreover, our FDSC problem generalizes a related problem on DAGs. Recall that in the minimum path cover (MPC) problem, we are looking for a minimum-cardinality set of path that together cover all nodes of a DAG (e.g. “explain” all exons of a splice graph). The problem is behind early RNA assembly methods such as Cufflinks [26], and early virus quasispecies assembly methods such as ShoRAH [30]. The MPC problem has been extended to include subpath constraints as well [20, 15, 8, 14], by analogously requiring that each constraint is a subpath of some solution path. While these generalizations are polynomial-time solvable, they (together with the initial MPC formulations) are usually unsatisfactory since they ignore the weights of the graph (i.e. the abundances of the reads) – recall that most state-of-the-art RNA assembly methods cited above are flow-based. Moreover, MPCs and MPCs with subpath constraints correspond to restricted classes of flows in some DAG [7, 20], and thus the minimum FDSC problem is a strict generalization of the MPC problem with subpath constraints.

Contributions. In this work, we initiate the formal study of the FDSC problem. This is a natural model for multiassembly problems, as seen by the abundance of methods and tools that incorporate subpath information for improving RNA and viral quasispecies assemblies. However, because finding a minimum solution to the FDSC problem is NP-hard, these methods and tools have focused on either heuristic approaches or a polynomial-time solvable particular version of the problem (MPC) that ignores valuable edge weight information. Here, we make two advances that bring us closer to being able to use the complete version of the problem in practical tools. On the theoretical side, we formalize the problem and give the first algorithm to determine whether an instance is feasible (Theorem 17), and produce a solution if it is. The algorithm works via a reduction to the standard flow decomposition problem where any solution must translate to a solution in the original graph that satisfies all of the subpath constraints. Additionally, we give an FPT algorithm for the minimum FDSC problem (Theorem 19), extending the one of Kloster et al. [13].

We implement both of these algorithms, and perform a proof-of-concept study of their usefulness in RNA assembly. We experiment on a dataset developed by Shao et al. [22] to study their heuristic for the minimum FD problem. The same dataset was then used by Kloster et al. [13], who focused on studying the usefulness of standard minimum flow decompositions in RNA assembly, as explained above. We find that our FDSC algorithms increase our ability to uncover the ground truth RNA transcripts, as more and longer subpath constraints are included in the input. This holds both when minimality is enforced, through our FPT algorithm, and when it is only heuristically sought, through the flow decomposition reduction and an associated path reduction heuristic. For example, when there are seven ground truth transcripts, we increase the accuracy by 13% when an optimal solution is found (via FPT) and 30% when a heuristic solution is found.
When no edge appears in more subpath constraints than its flow value, our FDSC algorithm runs in polynomial time (i.e. always finds a solution to the FDSC problem, not necessarily minimum). Though we desire a minimal such path decomposition, algorithms that guarantee such solutions in general may be too slow to be used in practice. Despite a lack of minimality guarantees in our heuristic FDSC algorithm, our experiments show that the addition of subpath constraints yields solutions that approach the accuracy of a minimum decomposition without subpath constraints; thus, our results show that heuristic FDSC is a practical substitute for minimum FD without subpath constraints. On the other hand, when for some edges the number of subpath constraints exceed its flow value, our algorithm takes exponential time even to decide whether an FDSC solution exists (not necessarily minimum). We leave open the complexity of the FDSC problem (e.g. bring it in P, or classify it as NP-complete). This is an interesting question especially since finding one standard flow decomposition can be done in polynomial time [1]. Since flow decompositions are basic concepts in flow networks with a large body of research, we believe that also its natural generalization as the FDSC problem may lead to further developments in network flow theory and in its various applications.

2 Preliminaries

Since flow weights represent read counts, we restrict attention to integral flow networks and flow decompositions.

Definition 1. A flow network $G = (V, E, f)$ is a directed acyclic graph (DAG) comprised of a set of vertices $V$ containing a source $s$ and sink $t$, a set of directed edges $E$, and a flow function $f: E \rightarrow \mathbb{N}$, such that for $v \in V \setminus \{s, t\}$,

$$\sum_{u \in (u,v) \in E} f(u,v) = \sum_{w \in (v,w) \in E} f(v,w). \tag{1}$$

Finally, for each $v \in V$, there is an $s$-$t$ path in $G$ that includes $v$.

Definition 2 (Flow decomposition). A flow decomposition for a flow network $G = (V, E, f)$ consists of set of $s$-$t$ paths $\mathcal{P} = (P_1, \ldots, P_k)$ and associated integral flow weights, $w = (w_1, \ldots, w_k)$ with $w_i \in \mathbb{N}$ such that for each edge $e \in E$,

$$\sum_{i \in e \in P_i} w_i = f(e). \tag{2}$$

We define several problems concerning finding decompositions of flow networks into paths.

Problem 3 (MFD). Given a flow network $G = (V, E, f)$, the minimum flow decomposition problem is to find a decomposition $(\mathcal{P}, w)$ such that $|\mathcal{P}|$ is minimized.

Definition 4 (Flow decomposition with subpath constraints). Let $G = (V, E, f)$ be a flow network. Subpath constraints are defined to be a set of simple paths $\mathcal{R} = \{R_1, \ldots, R_\ell\}$ in $G$ such that no $R_i \subseteq R_j$. A flow decomposition $(\mathcal{P}, w)$ satisfies the subpath constraints if and only if

$$\forall R_i \in \mathcal{R} \exists P_j \in \mathcal{P} \text{ such that } R_i \text{ is a subpath of } P_j \text{ (in short, } R_i \in P_j \text{).} \tag{3}$$

Figure 1 shows an example of a flow network with subpath constraints.
Figure 1 An example FDSC flow network with the flow values of the edges being 1 or $x$; the colored paths indicate the subpath constraints. If $x = 1$, then the instance is infeasible. If $x = 2$, then the instance is feasible and requires three paths to decompose (whereas the associated FD instance without subpath constraints can be decomposed with two paths in both cases).

Problem 5 (FDSC). Given a flow network $G = (V, E, f)$ and subpath constraints $R$, the flow decomposition with subpath constraints problem is to determine if there exists, and if so, find a flow decomposition $(P, w)$ satisfying (3).

Problem 6 (MFDSC). Given a flow network $G = (V, E, f)$ and subpath constraints $R$, the minimum flow decomposition with subpath constraints problem is to determine if there exists, and if so, find a flow decomposition $(P, w)$ satisfying (3) such that $|P|$ is minimized.

3 Algorithms

3.1 FDSC reduces to FD

We now describe a reduction from the FDSC problem to the FD problem. The idea is to convert subpath constraints into edges in an FD instance so that any path decomposition of the FD instance translates into a path decomposition for the FDSC instance that covers the subpath constraints.

Given a flow network $G = (V, E, f)$ with subpath constraints $R$, we define the overdemand of an edge as

$$d_o(e) = \max(0, |\{i : e \in R_i\} - f(e)), \quad (4)$$

and say that $e$ is overdemanded if $d_o(e) > 0$. The FDSC problem $(G, R)$ may be feasible if multiple subpaths covering $e$ are satisfied by a single path in a path decomposition. If no edges are overdemanded, we can give a simple reduction from FDSC to FD by transforming all subpath constraints in the FDSC instance into edges in the FD instance.

Lemma 7. Let $G = (V, E, f)$ be a flow network with subpath constraints $R$ such that no edge is overdemanded. Let $G' = (V, E', f')$ be the flow network that results from converting every subpath constraint $R_i = [v_1, v_2, \ldots, v_{|R_i|}]$ to a bridge edge $e_i = (v_1, v_{|R_i|})$ with $f'(e_i) = 1$ and subtracting one from the flow values on the edges it covers. That is, for all $e \in E$, $f'(e) = f(e) - |\{i : e \in R_i\}|$. $G'$ is a flow network.

Proof. Consider building $G'$ from $G$ iteratively by converting each subpath constraint into a new edge and subtracting its flow from the edges it covers. At each step, conservation of flow holds. Thus, after the final step, $f'$ is a flow on $G'$. Additionally, because no edge is overdemanded, all flow values in $f'$ are nonnegative. Thus, $G'$ is a flow network.

Lemma 8. Let $G$ and $G'$ be as described in Lemma 7. Let $(P', w)$ be a size $k$ solution to the FD problem on $G'$. There exists a size $k$ solution to the FDSC problem on $G$. 

▶
Proof. We show how to construct a size $k$ solution to FDSC on $G$ from $(\mathcal{P}', w)$. For each path $P' \in \mathcal{P}'$, create a new path $P$ by replacing all bridge edges $e'_i$ with the original sequence of nodes $R_i$. By construction, $R_i$ must form a path from the start node of $e_i$ to the end node of $e_i$ in $P$, and so $P$ is a valid path from $s$ to $t$ in $G$. We take $\mathcal{P}$ to be the set of all $k$ such paths $P$. We now must show that $(\mathcal{P}, w)$ forms a flow decomposition with subpath constraints for $G$.

Let $e$ be any edge in $G$ and let $\mathcal{R}' \subseteq \mathcal{R}$ be the set of subpath constraints containing $e$. We can divide the paths in $\mathcal{P}$ that cover $e$ into two disjoint sets: $\mathcal{P}_B$, those that covered bridge edges $e'_i : R_i \in \mathcal{R}'$, and $\mathcal{P}_O$, those that covered the original edge $e \in G'$. Because $(\mathcal{P}', w)$ is a flow decomposition for $G'$, each path in $\mathcal{P}_B$ must have unit weight. Thus, paths in $\mathcal{P}_B$ contribute $|\{i : R_i \in \mathcal{R}'\}|$ to $e$'s flow. On the other hand, paths in $\mathcal{P}_O$ must cover $e$'s flow in $G'$, which is $f(e) - |\{i : R_i \in \mathcal{R}'\}|$. Thus, paths from $\mathcal{P}_B$ and $\mathcal{P}_O$ together cover $e$ with exactly $f(e)$ units of flow. Additionally, $\mathcal{P}_B$ must satisfy all of the subpath constraints $\mathcal{R}'$, so together $\mathcal{P}_B$ and $\mathcal{P}_O$ do as well. 

Because any FDSC instance without overdemanded edges can be solved by reduction to FD, it follows that all FDSC instances without overdemanded edges are feasible.

**Corollary 9.** Let $G = (V, E, f)$ be a flow network with subpath constraints $\mathcal{R}$. A sufficient condition for a flow decomposition to exist is that no edge is overdemanded.

When an FDSC instance has an overdemanded edge, the reduction given above fails, because any overdemanded edge would have a negative flow value after subtracting all of its demands from its original flow. However, if the FDSC instance $(G, \mathcal{R})$ is feasible, it is possible to first transform $(G, \mathcal{R})$ to an FDSC instance $(G, \mathcal{R}^*)$, where no edge is overdemanded and any path decomposition for $(G, \mathcal{R}^*)$ also provides a feasible path decomposition for $(G, \mathcal{R})$.

By Lemma 7, $(G, \mathcal{R}^*)$ can be solved via reduction to an FD instance.

**Lemma 10.** Let $(G, \mathcal{R})$ be a feasible FDSC instance with overdemanded edge $e$ and $(\mathcal{P}, w)$ be a path decomposition for $(G, \mathcal{R})$. Let $\mathcal{R}' \subseteq \mathcal{R}$ be the set of subpath constraints that contain $e$. There must be some $P \in \mathcal{P}$ such that $|\{R_i : R_i \in \mathcal{R}', R_i \in P\}| \geq 2$.

**Proof.** Suppose not. That is, suppose $(\mathcal{P}, w)$ is a path decomposition for $(G, \mathcal{R})$ but no path in $\mathcal{P}$ covers two or more subpath constraints in $\mathcal{R}'$ completely. This means that every subpath constraint in $\mathcal{R}'$ must be satisfied by a different path; call this set of paths $\mathcal{P}'$ and let the total weight assigned to these paths be $w' \geq |\mathcal{P}'| = |\mathcal{R}'| = |\{i : e \in R_i\}|$. As $e$ is overdemanded, we have $|\{i : e \in R_i\}| > f(e)$. But then $w' > f(e)$, contradicting the fact that $(\mathcal{P}, w)$ is a path decomposition for $(G, \mathcal{R})$.

**Definition 11 (Compatible Subpaths).** Two subpaths $R_i, R_j \in \mathcal{R}$ are compatible if and only if $R_i$ and $R_j$ have a suffix-prefix overlap (so that $R_i \cup R_j$ forms a simple path in $G$).

**Definition 12 (Directly Compatible Subpaths).** Two subpaths $R_i, R_j \in \mathcal{R}$ are directly compatible if and only if $R_i$ and $R_j$ are compatible and there does not exist a subpath $R_k$ such that $R_i$ and $R_k$ are compatible and $R_k$ and $R_j$ are compatible.

We remark that the directly compatible relation is just the transitive reduction of the compatible relation.

**Lemma 13.** Let $(G, \mathcal{R})$ be an FDSC instance with some overdemanded edge $e$. Then $(\mathcal{P}, w)$ is a solution for $(G, \mathcal{R})$ if and only if there exist directly compatible subpaths $R_i$ and $R_j$, each containing $e$, such that $(\mathcal{P}, w)$ is a solution for $(G, \mathcal{R} \cup \{R_i \cup R_j\} \setminus \{R_i, R_j\})$.
Proof. (→) Let \((G, \mathcal{R})\) be a feasible FDSC instance with overdemanded edge \(e\). Let \((P, w)\) be a path decomposition for \((G, \mathcal{R})\). Let \(\mathcal{R}' \subseteq \mathcal{R}\) be the set of subpath constraints that contain \(e\). By Lemma 10, there exists a \(P \in \mathcal{P}\) and \(R_i, R_j \in \mathcal{R}'\) such that \(R_i \neq R_j\) and \(R_i, R_j \in P\). Since \(R_i\) and \(R_j\) both belong to \(P\) and overlap (since they each contain \(e\)), it follows that they are compatible. If \(R_i\) and \(R_j\) are not directly compatible, there must exist some \(R_k\) such that \(R_i\) and \(R_k\) both contain \(e\) and are directly compatible. In this case, take \(R_j\) to be \(R_k\). Furthermore, the path \(P\) satisfies the subpath constraint \(R_i \cup R_j\), so \((P, w)\) is a feasible solution for \((G, \mathcal{R})\) that covers \(R_i \cup R_j\). Clearly, \(P\) also covers \(R_i\) and \(R_j\), so \((P, w)\) is also a feasible solution for \((G, \mathcal{R})\).

\[\text{Corollary 14.}\] Let \((G, \mathcal{R})\) be an FDSC instance. If there are no compatible subpaths \(R_i\) and \(R_j\) containing some overdemanded edge \(e\), then \((G, \mathcal{R})\) is infeasible.

\[\text{Definition 15 (Total Overdemand).}\] Let \((G, \mathcal{R})\) be an FDSC instance. The total overdemand is defined as

\[D_0(G, \mathcal{R}) = \sum_{e \in E} d_0(e).\]  

\[\text{Lemma 16.}\] Let \((G, \mathcal{R})\) be an FDSC instance with directly compatible constraints subpaths \(R_i\) and \(R_j\), each containing some overdemanded edge \(e\). Then, \(D_0(G, \mathcal{R} \cup \{R_i \cup R_j\} \setminus \{R_i, R_j\}) < D_0(G, \mathcal{R})\).

Proof. All overdemanded edges in \(R_i \cap R_j\) have their overdemand decreased by one. Since \(e \in R_i \cap R_j\), there is at least one such edge. The overdemand of all remaining edges is unchanged.

\[\text{Theorem 17.}\] Let \((G, \mathcal{R})\) be an FDSC instance with \(|\mathcal{R}| = \ell\) and at least one overdemanded edge. In \(O(\ell \min(D_0(G, \mathcal{R}), \ell) |E| + \ell^3)\) time, we can determine whether \((G, \mathcal{R})\) is feasible, and if so, reduce \((G, \mathcal{R})\) to an FD instance on a modified network with at most \(\ell\) additional edges.

Proof. Lemma 13 suggests a strategy for processing FDSC instances with overdemanded edges: pick an overdemanded edge \(e\) and recursively test each possible union of directly compatible pairs of subpath constraints that contain \(e\). If there are no compatible subpath constraints for some overdemanded edge, then by Corollary 14, that branch of the recursion cannot lead to a feasible solution. On the other hand, if we reach an FDSC instance with no overdemanded edges, then we can solve this instance using the reduction to FD described in Lemma 7.

The branches of this recursive algorithm form a tree with maximum branching factor \(\binom{\ell}{2}\) (since we must try each pair of directly compatible constraint subpaths containing an overdemanded edge). By Lemma 16, the total overdemand is reduced by at least one at one at each new level in the recursion tree. We also note that the number of subpath constraints is reduced by one at each new level. It follows that the maximum depth of recursion is at most \(\min(D_0(G, \mathcal{R}), \ell)\). The non-recursive work can be made to take \(O(|E|)\) time by precomputing the set of edges in \(R_i \cap R_j\) for each directly compatible pair \((R_i, R_j)\) as well as the inverse relationship, namely the set of directly compatible pairs \((R_i, R_j)\) whose intersection contains a given edge. We can also efficiently represent constraint subpath direct compatibility using a separate graph data structure \(G^c\), where each node represents a constraint subpath and edges
indicate direct compatibility. Then, maintaining the current “unioned” constraint subpaths along a given recursion path corresponds to maintaining a set of node-disjoint paths in this graph. These paths can be represented efficiently by tracking which subpaths are tails/heads of current paths and only permitting unions of a current head with a current tail (initially each node is in a separate path and is both a tail and a head). This can be checked and maintained in $O(1)$ time per directly compatible pair considered. When a directly compatible pair $(R_i, R_j)$ containing $e$ is found to union, we decrement the overdemand of all edges in $R_i \cap R_j$ by one; this takes $O(|E|)$ time. The initial work of building the constraint graph $G_c$ can be done by checking each pair of subpath constraints for compatibility ($O(\ell^2 |E|)$ time), and then finding the transitive reduction of this relation ($O(\ell^3)$ time using Aho’s algorithm with standard matrix multiplication). Then for each edge $e \in G$, we can build a list of directly compatible constraint pairs that contain $e$ in their intersection.

### 3.2 A heuristic algorithm for MFDSC

In practice, we can run an MFD heuristic algorithm to determine a solution to the FD instance found via the reduction in the previous section. We use greedy-width, first proposed in [27], which greedily chooses the heaviest (“widest”) paths in order to decompose the flow. As $G'$ is a DAG, a greedy-width path can found in $O(|V| + |E| + \ell)$ time, by standard dynamic programming. In [27] it is shown that at most $|E| - |V| + 2$ greedy-width paths can be found, so the total time to find an FD solution is $O(|E|(|V| + |E| + \ell))$. Translating the FD solution back to the original graph (following Lemma 8) yields a path decomposition for the FDSC problem. However, in applications, we are often interested in finding solution to the MFDSC problem, i.e. finding a solution with the minimum number of paths. The introduction of bridge edges in the reduction described above may lead to more paths being required to decompose the reduced FD instance than the original FDSC instance. This is because we now must find paths through bridge edges, as well as in the original flow network. For this reason, we apply a bridge reweighting heuristic before decomposing the network in order to reduce the number of paths. For some arbitrary ordering of the bridge edges, we do the following:

1. For each bridge edge, find the minimum flow $f_{\text{min}}$ on the edges of its corresponding subpath constraint. Since the FDSC is feasible, $f_{\text{min}} \geq 0$.
2. Subtract $f_{\text{min}}$ from each of the subpath constraint edges, and add $f_{\text{min}}$ to the bridge edge. Since the bridge edge starts at the first node of the subpath constraint and ends at the last, flow conservation holds and the mapping of the bridge paths back to the original network again provides a solution to the FDSC instance. Figure 2 demonstrates the reduction to an FD instance and the bridge reweighting step on an example FDSC instance.

### 3.3 An FPT scheme for MFDSC

In this section, we describe an extension of Toboggan [13], an FPT algorithm for decomposing DAG flows, to also handle subpath constraints. Toboggan is able to find a $k$-path decomposition for a flow network $G = (V, E, f)$, if one exists, in $2^{O(k^2 \cdot (|V| + \lambda))}$ time, where $\lambda$ is the logarithm of the largest flow value present. To solve MFD, Toboggan just tests increasing $k$ values until a solution is found. We briefly describe Toboggan’s approach and then discuss how to modify the algorithm so that it can also check if an FD solution also satisfies subpath constraints.

Toboggan considers the vertices of $G$ in topological order and computes a table $T_i$ for each vertex $v_i$ using dynamic programming. Table entries are of the form $(g, L)$, where $g$ indicates how paths from the previous table $T_{i-1}$ are extended, and $L$ is a linear system
An input FDSC instance with one subpath constraint, modified (for compactness) from the test dataset.

(b) The resulting FD instance that is solved using greedy-width. The pink edge is a bridge edge for the corresponding subpath constraint. Weights in parentheses are the weights before bridge reweighting.

**Figure 2** Demonstration of reduction and bridge reweighting procedure used in the heuristic MFDSC algorithm.

indicating how the weights of these paths are constrained to satisfy the flow requirements on all edges encountered so far. This linear system can be written as $A\mathbf{w} = \mathbf{b}$, where $A$ is a binary matrix of $k$ columns representing whether each row’s edge is covered by each column’s path, $\mathbf{w}$ is the length $k$ solution vector, and $\mathbf{b}$ is the flow on the row’s edge. Because there are $k$ weights and all coefficients are integers, each linear system can be reduced to $k$ linearly independent rows. As noted in [13], testing an integer linear system $L$ for feasibility and finding a solution can be done in $O(k^{2.5k+o(k)}|L|)$ time, where $|L|$ is shown to be $k^{O(1)}\lambda$.

When the final vertex in the order is reached, these linear systems indicate the path flow constraints on all edges in $G$, and so, if a particular system is feasible, the corresponding paths and weights provide an FD solution.

To modify Toboggan to also consider the subpath constraints, for the final table $T_{|V|}$, we will add a second linear system to simultaneously satisfy of the form $A\mathbf{w} \geq \mathbf{b}$, where $A$ is an $\ell \times k$ binary matrix and $\mathbf{b}^T = (d_1, \ldots, d_\ell)$. Here $A(i,j) \in \{0,1\}$, indicates whether path $P_j$ contains $R_i$. We give an updated version of a lemma [13, Lemma 5] that bounds the number of distinct linear systems in the final table.

**Lemma 18.** The final table has at most $\frac{4^{k^2+\frac{4k}{k!}}}{k!k^{k\lambda}}$ distinct linear systems.

**Proof.** We follow the proof of [13, Lemma 5]. Since $A$ is an $\ell \times k$ binary matrix, there are $2^{k\ell}$ possible systems of the second form. We must multiply this by the number of flow matching systems which was bounded ([13, Lemma 5]) by $\frac{4^{k^2}}{k!k^{\lambda}}$. So, the total number of possible combined linear systems is $2^{k\ell} \cdot \frac{4^{k^2}}{k!k^{\lambda}} = \frac{4^{k^2+\frac{4k}{k!}}}{k!k^{k\lambda}}$.

**Theorem 19.** Let $(G, \mathcal{R})$ be an FDSC instance with $|\mathcal{R}| = \ell$ and $\lambda$ is the logarithm of the largest flow value in the input. Modifying the Toboggan algorithm as described provides an FPT algorithm for MFDSC with running time $2^{O(k^2)}|V| + 2^{O(k^2+\ell)}(k + \ell)^{O(1)}\lambda$.

**Proof.** Kloster et al. prove ([13, Lemma 4]), that in any table $T_i$, the number of distinct $g$ values present is at most $\sqrt{k}(0.649k)^k$. This implies (following [13, Theorem 7]) that there are at most

$$\frac{4^{k^2+\frac{4k}{k!}}}{k!k^{k\lambda}} \cdot \sqrt{k}(0.649k)^k = \sqrt{k} \frac{4^{k^2+\frac{4k}{k!}}0.649^k}{k!}$$

final linear systems $L$ to check for integer solutions. The encoding size of a linear system $L$ is now bounded by $(k + \ell)^{O(1)}\lambda$, where $\lambda$ is the logarithm of the largest flow value in the input. Checking feasibility and finding a solution for $L$ can now be done in $O(k^{2.5k+o(k)}(k + \ell)^{O(1)}\lambda)$.
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... so the total time needed to check all such linear systems is at most

$$\sqrt{k^{4k^2+\frac{4}{k}0.649k}} \cdot O\left(k^{2.5k+o(k)}(k + \ell)^{O(1)\lambda}\right) \leq O\left(4^{k(k+\ell)}k^{1.5k}1.765k^{o(k)}(k + \ell)^{O(1)\lambda}\right),$$

using the fact that $\frac{k^k}{k!} \leq e^k$. The total running time of the algorithm becomes $2^{O(k^2)}|V| + 2^{O(k^2+k\ell)}(k + \ell)^{O(1)\lambda}.$

4 Experiments

The algorithms described in Section 3 were implemented in Python\(^1\) in a package called Coaster.\(^2\) We refer to the algorithm of Section 3.2 as heuristic MFDSC and Section 3.3 as FPT MFDSC. Experiments were performed on a high performance research cluster, where each run was executed on a single Intel Xeon Ivy Bridge E (3.4 Ghz) or similar CPU. For all runs, a memory limit of 20 Gb was set and instances were timed out if they ran longer than 30 seconds. For fairness of comparison, we report only on graph instances that ran to completion for all algorithm and parameter combinations, unless otherwise mentioned.

Datasets. As in previous studies on flow decomposition methods for RNA-Seq assembly [13, 22, 28], we use a simulated RNA-Seq dataset from [22] where each instance is a flow network generated by simulating RNA transcripts and their abundances with Flux-Simulator [10]. The original dataset includes human, mouse, and zebrafish genes, but we restrict our attention to instances in the human dataset, which contains 100 independently generated transcriptomes. As in [13, 28], we use only instances with at least two ground truth paths (since a single ground truth path is trivial to decompose). We also restrict the dataset to instances with 10 ground truth paths or fewer, yielding a total of 528,544 instances. Because the transcripts and abundances are known, we have ground truth paths and weights for each splice graph instance. We measure accuracy as the proportion of instances for which the algorithm returns the ground truth set of paths and weights exactly.

Simulating subpath constraints. In order to simulate subpath constraints, we take subpaths of the ground truth paths according to two parameters: the number of subpaths $\ell$, and a fixed length for all subpaths $|R|$. As noted in [13, Lemma 8], we can simplify the graph by bypassing any vertex with out-degree or in-degree equal one. We set $|R|$ as the length of subpaths in this contracted graph. To generate subpath constraints that are consistent across experiments, we fix an arbitrary ordering for the ground truth paths for each instance, and take the first $|R|$ edges of the first $\ell$ (contracted) paths as the subpaths. We note that the method of generating subpath constraints described here does not yield any overdemanded edges.

Accuracy results. To study the effect of the subpath constraints on the accuracy of the RNA-Seq assembly, we vary $\ell$ and $|R|$ independently, letting $\ell \in [0, 4]$ and $|R| \in \{3, 4\}$. Because instances become more difficult to solve correctly as the number of ground truth paths increases, we separate results by the number of ground truth paths, which we denote by $k$. Accuracy results for both algorithms are reported in Table 1. For each $k$ value, we

---

\(^1\) Based on the codebase for Toboggan [12].

\(^2\) Available at https://github.com/msu-alglab/coaster.
also report the percentage of instances that completed for all parameter combinations tested. As already shown by Kloster et al. [13], the MFD solutions found by Coaster for \( \ell = 0 \) (for them, Toboggan) do correspond to the ground truth paths and weights most of the time. However, for larger \( k \) values, we can see that FPT MFD solutions (without subpath constraints) do not necessarily recover the correct set of paths and weights. For \( k = 7 \), for example, only 81% of the optimal decompositions produced by Coaster are the ground truth decomposition that we are seeking. Similarly, we see that FPT MFDS solutions tend to be correct, with accuracy decreasing as \( k \) increased. However, FPT MFD has higher accuracy for all parameter combinations than FPT MFD at the same \( k \) value. For \( k = 7 \), when we add four subpath constraints of length four each, the ground truth decomposition is found 91% of the time, a 13% increase over FPT MFD.

When \( \ell = 0 \), our heuristic MFDSC algorithm is equivalent to the often-used greedy-width heuristic for MFD; our results show that adding subpath constraints to greedy-width increases its accuracy considerably for larger \( k \) values, for example, by 30% when \( k = 7 \). The increased accuracy of heuristic MFDSC is also good news for the use of MFDS in practical methods, since heuristic MFD methods are already commonly used in RNA-Seq tools. In fact, the inclusion of many long subpath constraints makes heuristic MFDS more accurate than FPT MFD for \( k \) values up 5, which account for 95.6% of the full dataset studied (all \( k \geq 2 \)).

Part of the success of the heuristic MFDSC can be attributed to the fact that it finds optimal solutions in most cases. Without subpath constraints, heuristic MFDSC (i.e. greedy-width MFD) finds an optimal solution in 98.0% and the ground truth solution in 95.3% of instances in our dataset. With two subpath constraints of length 4, that increases to 99.0% and 98.1%, respectively. (For \( \ell > 2 \), small \( k \) values are excluded, so results are not comparable with \( \ell = 0 \) experiments.)

With and without subpath constraints, the vast majority of incorrectly predicted path decompositions are due to the algorithm returning an optimal decomposition of the same size as the ground truth one, but different from it, rather than a too-small optimal decomposition. As found in [13], in nearly all instances, the ground truth path decomposition is also an optimal decomposition. (They find that 0.043% of instances of all ground truth \( k \) that ran to completion in 50 seconds had non-optimal ground truth decompositions; we find that 0.100% of instances that completed in 30 seconds for all parameter combinations and had ground truth \( k \) less than 9 had non-optimal ground truth decompositions.) However, most instances are solved correctly, so it could be the case that the few instances that are not solved correctly are those that had non-optimal ground truths. This tends not to be the case. Overall, only 0.027% of instances for which the FPT for MFD yields incorrect solutions have non-optimal ground truth path decompositions. This is dominated by the \( k = 2 \) instances, however, for which no instance had a non-optimal ground truth; for \( k = 3 \) through \( k = 8 \), between 0.1% and 0.3% of instances that were predicted incorrectly had non-optimal ground truths. With many and longer subpath constraints (\(|R| = 4 \) and \( \ell = 4 \)), it is still only a very small number - 0.052% - of incorrect solutions that have non-optimal ground truth path decompositions. Thus, this implies that the addition of subpath constraints restricts the solution space, allowing the algorithm to return the correct one more frequently and explaining the increase in accuracy when they are included.

**Effect of the bridge reweighting.** To confirm the effectiveness of the bridge reweighting heuristic for MFDS, as opposed to simply using a path decomposition found by the method of Lemma 8, we measured the accuracy of the FDSC algorithm without bridge reweighting on the same dataset studied above. In that case, the addition of subpath constraints in our
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Table 1  Accuracy results using heuristic MFDSC (odd rows) and FPT MFDSC (even rows). For $k = 2$ through $k = 8$, we only report on instances that completed for every parameter combination; the “pc” column reports the percentage of instances that completed for all runs for each $k$ value. For $k = 9$ and $k = 10$, less than 40% and 1% respectively of instances completed for the FPT runs, so we include them only for heuristic MFDSC, which ran to completion for all instances. The italicized values are the ones reported in [13, Figure 3], with some slight differences due to the fact that we restrict to the human dataset (they studied two additional datasets) and timeout differences.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n$</th>
<th>pc</th>
<th>$\ell = 0$</th>
<th>$\ell = 1$</th>
<th>$\ell = 2$</th>
<th>$\ell = 3$</th>
<th>$\ell = 4$</th>
<th>$\ell = 1$</th>
<th>$\ell = 2$</th>
<th>$\ell = 3$</th>
<th>$\ell = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>291734</td>
<td>100%</td>
<td>0.992</td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>130867</td>
<td>100%</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>58167</td>
<td>100%</td>
<td>0.969</td>
<td>0.983</td>
<td>0.990</td>
<td>0.994</td>
<td>0.986</td>
<td>0.996</td>
<td>0.998</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>25933</td>
<td>100%</td>
<td>0.934</td>
<td>0.952</td>
<td>0.964</td>
<td>0.974</td>
<td>0.983</td>
<td>0.976</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11774</td>
<td>99.6%</td>
<td>0.892</td>
<td>0.913</td>
<td>0.928</td>
<td>0.940</td>
<td>0.953</td>
<td>0.944</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5095</td>
<td>94.6%</td>
<td>0.849</td>
<td>0.870</td>
<td>0.885</td>
<td>0.898</td>
<td>0.911</td>
<td>0.906</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2109</td>
<td>83.7%</td>
<td>0.617</td>
<td>0.659</td>
<td>0.692</td>
<td>0.706</td>
<td>0.729</td>
<td>0.738</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1323</td>
<td>100%</td>
<td>0.510</td>
<td>0.535</td>
<td>0.555</td>
<td>0.589</td>
<td>0.611</td>
<td>0.607</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>699</td>
<td>100%</td>
<td>0.310</td>
<td>0.333</td>
<td>0.349</td>
<td>0.367</td>
<td>0.393</td>
<td>0.383</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2  Accuracy values for FD heuristic without bridge reweighting. If all bridges are kept at weight one, subpath constraints reduce the accuracy of the path decomposition, though less if they are longer.

| $|R| = 3$ | $|R| = 4$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\ell = 0$ | $\ell = 1$ | $\ell = 2$ | $\ell = 3$ | $\ell = 4$ | $\ell = 1$ | $\ell = 2$ | $\ell = 3$ | $\ell = 4$ |
| 0.980 | 0.940 | 0.816 | 0.588 | 0.348 | 0.958 | 0.919 | 0.798 | 0.637 |
indicating as expected that there is a steep increase in runtime as $k$ gets large. However, for the heuristic MFDSC, no instance took longer than one second, even those with $k = 10$, showing that the heuristic MFDSC algorithm can be practical in applications. We measured the peak memory usage for batches of 2000 instances (batched according to the original order of instances in the dataset). Thus, the memory use for all instances is included, including those that timed out, and minimum and average measurements are over the batches, not individual instances. For heuristic MFDSC, the average, minimum, and maximum peak memory usage in MB was 52, 36, and 60. For FPT MFDSC, they were 77, 51, and 811.

5 Discussion

In this work, we initiate the formal study of the MFDSC problem, which is used as a model in applications such as RNA sequencing and viral quasispecies assembly. We give both a heuristic algorithm, based on a novel reduction to flow decomposition, and an FPT algorithm, which extends the FPT MFD algorithm of Kloster et al. [13]. Through experiments on a previously-studied simulated transcriptomics dataset, we verify the base assumption underlying the use of MFDSC in practical RNA-Seq tools: that the minimum-size path decomposition should correspond to the ground truth set of paths and weights. Additionally, we show that the use of subpath constraints increases accuracy when compared to MFD without subpath constraints. We also find that our heuristic algorithm is practical, completing in less than 1 second for all instances studied, and achieves accuracy levels near those of FPT MFDSC. This is an encouraging result, because while RNA sequencing data tends toward very small ground truth path sets, other multiassembly problems such as viral quasispecies assembly may not – for example, some benchmarking datasets of [3] contain 10 and 15 strains, meaning that MFDSC (or even MFD without subpath constraints) would be intractable without a heuristic.

The research presented here suggests a number of future directions. One is characterizing the complexity of determining whether an FDSC instance is feasible. The heuristic MFDSC algorithm we give begins with this step, but takes time exponential in the total overdemand and the number of subpath constraints if any edge is overdemanded. Another is to develop MFDSC algorithms for graphs containing cycles. Though splice graphs for RNA assembly are usually DAGs, graphs for de novo assembly of viral or other genomes would likely contain cycles due to repeated sequences. Finally, we find that as the size of ground truth gets large, accuracy decreases because there are multiple optimal solutions, even with the maximum length and number of subpath constraints that we tested. To increase accuracy, either more subpath constraints are needed (which may be possible, depending on the domain), or additional optimality criteria could be used.
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1 Introduction

Evolutionary networks are mathematical models of evolutionary processes with reticulate events such as hybridization, recombination, or horizontal gene transfer [1, 24]. Hybridization is a common phenomenon in plants and is often used in agriculture to create new breeds [18]. Recombination and reassortment are two shuffling processes in which variants of genetic material are created from pairs of highly similar DNA sequences. For example, many viruses have segmented genomes, including influenza viruses and rotaviruses [32], while horizontal
gene transfer is common in bacteria [3]. In the last decades, mathematical and computational properties of phylogenetic networks have been intensively studied (see books [20, 24]). One of the most classic notions is a tree displayed by a network, obtained from a network by removing a set of reticulation edges. Displayed trees may represent an evolutionary history of a gene family if the incongruence is due to a reticulation event [24]. Alternative approaches include embedding a gene tree into a displayed tree [27, 31, 43] or using a parental species tree as a generalization of a displayed tree [25, 43, 49].

The pioneering work by Maddison [28] introduced the deep coalescence (DC) cost, which measures the extra gene lineages of a gene tree when embedded into a species tree. When a gene is embedded into its species tree, each edge of the species contains several mapped gene lineages. In the perfect situation, when both trees have the same topology, this number is one. Therefore, the cost is defined by the number of extra gene lineages required to embed a gene tree into a species tree. DC and general coalescent-based methods are popular in classical problems of computational biology, e.g. estimation of species trees [33, 41, 48], tree reconciliation [15, 10, 44, 48], or gene tree error correction [8].

There are two main general approaches to embed a gene tree into a network using the parsimony principle: (1) choosing the tree displayed by the network with the lowest cost, i.e. solving the optimal displayed tree (ODT) problem, in which a reticulation node can be reached only from one fixed parent, or (2) a direct tree-network embedding, without the above constraint. These approaches are present in relevant articles concerning inferences of networks under Robinson-Foulds (RF) embedding cost [31], the duplication-loss cost [43], the deep coalescence cost [27], including the general parsimony framework using the concept of parental species trees [25]. Alternative studies are based on minimizing deep coalescence criterion [47] or probabilistic models on coalescent histories [46]. Model-based approaches are usually computationally demanding since they often require enumeration of all possible coalescence histories [42, 46]. Finally, perhaps one of the most prominent applications of the above methods is the problem of network inference (e.g., [24, 25, 31, 43, 45] and tools e.g., [42]).

From the theoretical point of view, ODT under DC corresponds to NP-hard problems: (1) best switching (i.e., choosing the set of reticulation edges) for the duplication-loss model [43], and (2) the computation of RF-embedding cost [31]. In [43] the problem is solved in $O(|N| + p^2k|G|)$ time, where $G$ is a gene tree and $p$ is the number of biconnected components in a level-$k$ network $N$. [31] proposed an $O(2^r|N|)$-time optimized algorithm to compute RF-embedding cost. Another relevant contribution is from [27] with an $O(4^k|G||N|^2)$-time tree vs. level-$k$ network reconciliation algorithm under DC events. However, the latter cannot be directly compared to ours since we solve a different problem. In all of the above contributions, the complexity coming from $2^r$ (or $2^k$) is reached due to exhaustive enumeration strategies. In this article, we show how to avoid such strategies by proposing an efficient in practice method to infer optimal displayed trees despite the theoretical intractability of ODT in general.

**Our contribution:** We address the problem of inference of an optimal tree displayed by a network (ODT), given a gene tree $G$ and a network $N$ under the deep coalescence cost (DC). We propose a novel approach in which we define scenarios for embedding $G$ into $N$ using sets of reticulation edges from $N$, with a property that the score of a scenario approximates the displayed tree cost. In particular, we prove that the score of a scenario is a lower bound of the cost of the optimal displayed tree. In a particular case, when a scenario induces a non-conflicting set of reticulation edges, we provide the correspondence between a score of
this scenario and a cost of a displayed tree. Next, we propose an \( O(|G||N|) \) time dynamic programming (DP) algorithm to compute an optimal scenario. We show that an optimal scenario with no conflicts corresponds to a solution of ODT. Based on DP, we design a recursive algorithm to ODT by resolving conflicts in sets of reticulation edges. This algorithm has exponential time complexity \( O(2^r|G||N|) \), where \( r \) is the number of reticulation nodes in \( N \). We propose a similar \( O(2^k|G||N|) \)-time algorithm for level-\( k \) networks. We also show how the algorithms can be extended to a broader class of phylogenetic networks. Finally, we show experimental studies on random, simulated, and empirical datasets. We show that our algorithm has significantly improved runtime on simulated datasets by reducing the exponent from \( r \) to 0.543\( r \) on average.

2 Definitions

A network on a set of species \( X \) is a directed acyclic graph \( N = (V(N), E(N)) \) with a single root such that: (1) its leaves, i.e., nodes of indegree 1 and outdegree 0, are labeled by the species from \( X \), and (2) there is a path from the root to any other vertex. A network is binary if its leaves, root, and the remaining nodes have degrees 1, 2 and 3, respectively. A node is called a reticulation if it has indegree two and outdegree one, and a tree node if it has indegree at most one and outdegree two. A network is semi-binary, if additionally, it may contain semi-binary nodes of indegree at most one and outdegree one, which includes the root having exactly one child. We can contract a semi-binary node \( v \) of indegree one as follows: (1) remove \( v \), (2) remove both edges incident with \( v \), and (3) insert a new edge connecting the unique parent of \( v \) with the only child of \( v \). Similarly, if \( v \) has indegree zero we remove \( v \), and the child of \( v \) becomes a new root.

If \( \langle v, w \rangle \in E(N) \), then \( v \) is a parent of \( w \) and \( w \) is a child of \( v \), denoted \( w.\text{parent} = v \) if \( w \) is a non-root tree node or a leaf. We write \( v.\text{sibling} = w \) if \( v \neq w \) have the same parent. We write \( v \geq w \) if there is a directed path from \( v \) to \( w \), and \( v > w \) if \( v \geq w \) and \( v \neq w \). The set of all leaves in a network is denoted \( L(N) \), by \( R(N) \subset V(N) \) we denote the set of reticulation nodes in \( N \), and by \( E_R(N) \subset E(N) \) we denote the set of all reticulation edges in \( N \), that is, edges \( \langle v, r \rangle \in E(N) \) with \( r \in R(N) \). We say that a reticulation edge \( e \) is a sibling of a reticulation edge \( e' \) if they share the same bottom reticulation node. By \( \text{outdeg}_N(v) \) we denote the outdegree of \( v \) in \( N \).

A phylogenetic network is a binary network on \( X \) in which the leaves are labeled one-to-one with the species from \( X \).1 A species tree is a phylogenetic network without reticulation nodes. Similarly, a gene tree, or in short a tree, is a binary network without reticulation nodes. Note that the leaf labeling in a gene tree does not have to be one-to-one.

From now on, all phylogenetic networks are tree-child [4, 5, 6, 35] (except for Section 5.4 and 6.3), i.e., each non-leaf node has a child that is either a tree node or a leaf.

2.1 Deep Coalescence Cost: embedding a tree into a (displayed) tree

Given a gene tree \( G \) and a species tree \( S \) on \( X \), the lca-mapping \( M : V(G) \rightarrow V(S) \) is defined as follows: (1) if \( g \) is a leaf labeled \( x \in X \) then \( M(g) \) is the unique leaf labeled \( x \) in \( S \), and (2) if \( g \) has two children \( g' \) and \( g'' \), then \( M(g) \) is the lowest common ancestor of \( M(g') \) and \( M(g'') \) in \( S \). Embedding \( G \) into \( S \) is performed by mapping each edge \( \langle v, w \rangle \in E(G) \) to a

---

1 Note that in a binary network two leaves can be labeled by the same label, which is not allowed in a phylogenetic network.
We propose to embed a gene tree into a phylogenetic network using a more general approach whose bottom node is order, \( \sigma \). For a phylogenetic network \( N \) on \( X \) with \( k \) reticulations, the unfolded network \( \hat{N} = (\hat{X},\hat{Y}) \) is the tree \( \hat{N}_k \) obtained from \( N \) by a sequence of \( k \) unfolding operations defined on pairs \( (N_i, \sigma_i) \), such that \( N_i \) is a semi-binary network on \( X \), \( \sigma_i : V(\hat{N}_i) \to V(\hat{N}) \) defines the origin of a node from \( N_i \), and \( (N_0, \sigma_0) \) be a pair such that \( N_0 = N \) and \( \sigma_0(v) = v \) for each \( v \in V(\hat{N}) \). Then, for a sequence of all reticulation nodes \( r_1, r_2, \ldots, r_k \) from \( N \) in a reversed topological order, \( (N_i, \sigma_i) \) is obtained from \( (N_{i-1}, \sigma_{i-1}) \) by unfolding the reticulation \( r_i \) as follows:

- Let \( S_i \) be the copy of the subtree \( N_{i-1} \) rooted at \( r_i \).
- \( V(N_i) := V(N_{i-1}) \cup V(S_i) \) and \( E(N_i) := (E(N_{i-1}) \setminus \{(p, r_i)\}) \cup E(S_i) \cup \{(p, r_i')\} \), where \( p \) is an arbitrary parent of \( r_i \) and \( r_i' \) is the root of \( S_i \).
- \( \sigma_i(v) = \sigma_{i-1}(v) \) if \( v \in V(N_{i-1}) \); otherwise, it is \( \sigma_{i-1}(t) \), if \( v \) is a copy of \( t \) from \( N_{i-1} \).
Informally, for each reticulation node, we copy its subtree, detach the original subtree from one parent, and attach the copy to the same parent, without changing the labels. To avoid using $k$ directly, we set $\sigma$ to be $\sigma_k$.\footnote{We also use $\sigma$ with edges, e.g., $\sigma((v,w))$ denotes $\langle \sigma(v),\sigma(w) \rangle$.} Fig. 2 depicts an unfolded network.

\textbf{Lemma 2 (Correctness of unfolding).} The unfolded network $\hat{N}$ of $N$ is a semi-binary tree.

Let a leaf-root path be a directed path connecting a leaf with the root in a network.

\textbf{Theorem 3 (Unfolding Soundness).} There is a one-to-one correspondence between leaf-root paths in $N$ and leaf-root paths in $\hat{N}$.

It follows from Thm. 3 that $N$ and $\hat{N}$ have the same structure of leaf-root paths. A \textit{scenario} for $G$ and $N$ is a function $\xi : L(G) \rightarrow L(\hat{N})$ that preserves the leaf labeling: for every $g \in L(G)$, the labels of $g$ and $\xi(g)$ are equal. A scenario $\xi$ can be extended to the lca-mapping $M_\xi : V(G) \rightarrow V(\hat{N})$ such that for $g \in V(G)$, $M_\xi(g)$ is the lowest node $v$ in $\hat{N}$ such that $\xi(g') \leq v$, for each leaf $g' \preceq g$. Note that $M_\xi(g)$ is either a leaf or a tree node with two children.

\subsection{2.3 Deep Coalescence Score of Scenarios}

Having the lca-mapping determined by a scenario, we are ready to define the deep coalescence score, denoted $\DC$, to approximate deep coalescence events induced by scenarios in phylogenetic networks. Our goal is to deduce properties allowing us to approximate the DC cost to solve ODT. In particular, our approach differs from the approaches from [25, 27, 43], e.g., in the way how a cost of a path is defined, although the general concept of mapping a cost to solve ODT. In particular, our approach differs from the approaches from [25, 27, 43], e.g., in the way how a cost of a path is defined, although the general concept of mapping a cost to solve ODT.

For a scenario $\xi$, we say that $\langle v, w \rangle \in E(G)$ visits $\langle a, b \rangle \in E(\hat{N})$ if $M_\xi(v) \preceq a \succ b \geq M_\xi(w)$. Then, $\langle a, b \rangle$ has exactly one of the following types.

- Type I: $M_\xi(v) = a$, i.e., it is the first edge.
- Type II: $M_\xi(v) \succ a$, $\text{outdeg}_N(a) = 2$ and $\sigma(\text{b.sibling}) \notin R(N)$;
- Type III: $M_\xi(v) \succ a$, $\text{outdeg}_\xi(a) = 2$ and $\sigma(\text{b.sibling}) \in R(N)$; we say that $\xi$ bypasses the reticulation edge $\sigma((a, \text{b.sibling}))$
- Type IV: $\text{outdeg}_N(a) = 1$ (only if $\sigma(a) \in R(N)$).

In the above definition, type (I) is only for the first (i.e., the closest to the root) edge visited by a given edge from $G$, while for the remaining visited edges from $\hat{N}$ an edge has: Type (II) if the sibling of its bottom node is a tree node, Type (III) if the sibling of its bottom node is a reticulation, and Type (IV) if the top node of the edge is a reticulation.

By $\kappa_\xi(v, w)$ we denote the set of all edges of Type I or II visited by $\langle v, w \rangle$. Then, the \textit{deep coalescence score} for $G$, $N$ and a scenario $\xi$ is

$$\DC(G, N, \xi) = \sum_{\langle v, w \rangle \in E(G)} (|\kappa_\xi(v, w)| - 1). \quad (2)$$

Examples of scenarios and $\DC$ scores are depicted in Fig. 2. Finally, we can define \textit{Optimal Scenario Inference} problem, $\DC\text{-MinRec}$.

\textbf{Problem 4 (DC-MinRec).} \textit{Given a gene tree $G$ and a phylogenetic network $N$. Find an optimal scenario $\xi^*$ that minimizes $\DC(G, N, \xi)$ in the set of all scenarios $\xi$ for $G$ and $N$.}
In Section 4, we propose a dynamic programming algorithm that solves DC-MinRec in $O(|G| \cdot |N|)$ time. Note that the complexity depends on the size of $N$ (not on the potentially exponential size of $N$).

In a trivial case, the solution to DC-MinRec is induced by the classical DC cost.

**Lemma 5.** If $N$ is a phylogenetic network with no reticulation node then there is only one scenario $\xi$ for $G$ and $N$. Moreover, $\text{DC}(G, N, \xi) = \text{DC}(G, N)$.

### 3 Scores of scenarios vs. costs of displayed trees

In this Section, we present several theoretical results connecting our scoring functions. Note that the notion of a cost will be used only with the DC cost defined in (1) for trees and for phylogenetic networks in Problem 1, while for scenarios, we will use the notion of a (DC) score. To establish the correspondence, we first show that each perfect set $Y$ determines a scenario. Recall that $N_Y$ is obtained from $N/Y$ by contracting semi-binary nodes. Let $\hat{N}_Y$ be the graph obtained from $\tilde{N}$ by removing all edges $e$ such that $\sigma(e) \in E_R(N) \setminus Y$ and all subtrees whose root is the bottom node of $e$.

**Lemma 6.** $\hat{N}_Y$ and $N/Y$ are isomorphic, and the isomorphism is established by $\sigma|_{Y}(\hat{N}_Y)$.

![Figure 2](image_url)

**Figure 2** Left: The unfolded network $\tilde{N}$ of $N$ from Fig. 1 is shown with $\sigma$ values attached to nodes, where for the leaves, the index is inserted to distinguish leaves with the same labels/mappings. Middle: 6 scenarios for $G = ((a, b, c), d)$ shown as embeddings of $G$ to $\tilde{N}$. Numbers I-IV denote the type of a visited edge. Only $E_1$ is regular, while $E_1 - E_4$ are optimal. Right: DC score and types of used reticulation edges for each scenario $(Y|_I)$.

For a perfect set $Y$, we define a scenario $\xi_Y$ such that for each gene leaf $g$ labeled $x$, $\xi_Y(g)$ is the only leaf in $L(\tilde{N}_Y) \subseteq L(\tilde{N})$ labeled $x$. Correctness follows from Lemma 6. For example, in Fig. 2, if $Y = \{g, a, b, c\}$, then $Y$ is perfect and $N_Y = S_1$ from Fig. 1. Moreover, for $G = ((a, b, c), d)$, $\xi_Y$ maps $a$ to $a_1$, $b$ to $b_1$ $c$ to $c_1$ and $d$ to $d_1$ as depicted in $E_1$.

We say that $e \in E_R(N)$ is directly used by scenario $\xi$ if there is a visited edge $e'$ of Type I or II such that $\sigma(e') = e$. Similarly, we say that reticulation edge $e$ is potentially used by $\xi$ if the sibling edge of $e$ is bypassed by $\xi$. By $Y_\xi \subseteq E_R(N)$ we denote the set of reticulation edges used directly or potentially by $\xi$ (see Fig. 2).

We say that $Y \subseteq E_R(N)$ has a conflict if $Y$ contains two sibling edges. We say that $\xi$ is regular if $Y_\xi$ has no conflict. For instance, $Y_{E_4}$ for $E_4$ from Fig. 2 has two possible conflicts in $N$. Observe that $Y_{E_1}$ may not be perfect in general, even if $\xi$ is regular. For instance, if $G = (c, d)$ and $\xi$ maps $c$ to $c_3$ in the network from Fig. 2, then $Y_{E_4} = \{y, q\}$.

Now, we can state the crucial proposition that establishes a correspondence between regular scenarios and embedding to trees displayed by a network.

**Proposition 7 (Scenario-Displayed Tree Correspondence).** A scenario $\xi$ is regular, if and only if for every perfect set $Y$ such that $Y_\xi \subseteq Y$, $\text{DC}(G, N, \xi) = \text{DC}(G, N_Y)$. 
In the following proposition, we show that the cost of a tree displayed by a network using a perfect set is bounded from below by the cost of its corresponding scenario.

**Proposition 8.** If $Y$ is perfect, then $\text{DC}(G, N_Y) \geq \tilde{\text{DC}}(G, N, \xi_Y)$.

Finally, we show that the equality between the score and the cost holds only if the induced scenario is regular.

**Proposition 9.** If $Y$ is perfect, then $\text{DC}(G, N_Y) = \tilde{\text{DC}}(G, N, \xi_Y)$ if and only if $\xi_Y$ is regular.

The next theorem states that the cost of an optimal tree displayed by a network is bounded from below by the score of an optimal scenario.

**Theorem 10** (Lower Bound Property). If $S^*$ is an optimal tree displayed by $N$, and $\xi^*$ is an optimal scenario of $N$ then $\text{DC}(G, S^*) \geq \tilde{\text{DC}}(G, N, \xi^*)$.

In our example from Fig. 1 and Fig. 2, the cost of $S_1$ and the score of $E_1$ are equal. However, in general, a regular scenario may not exist. For instance, if $G = (a, d)$, there is only one scenario $\xi$ for $N$ from Fig. 2, where $a$ and $d$ are mapped to $a_1$ and $d_1$, respectively. Then, $\xi$ is not regular, and $0 = \text{DC}(G, N, \xi) < \text{DC}(G, N) = 1$ (for $S_1$ or $S_2$).

Finally, we present a crucial theoretical property used to solve ODT using solutions to instances of DC-MinRec.

**Theorem 11** (Regularity). Let $d$ be the score of an optimal scenario of $N$. A tree $S$ displayed by $N$ with $\text{DC}(G, S) = d$ exists, if and only if there is an optimal regular scenario of $N$.

### 4 Dynamic Programming (DP) Algorithm to solve DC-MinRec

Dynamic programming algorithms are commonly used in tree reconciliation, including models based on directed acyclic graphs (DAGs) [10, 16, 27, 37, 43], where a gene tree is mapped to a tree or a DAG through the lca-mapping or general mapping based on concepts close to our scenarios. Such approaches often lead to polynomial time solutions with square time complexity in the best case. Here, we present a dynamic programming solution to Problem 4 by providing formulas to compute the score of an optimal scenario.

Additional notation: By $v'$ and $v''$, we denote the children of a tree node $v$, and by $r'$ the child of a reticulation node $r$. For simplicity, instead of $\sigma(M_\xi(g))$ for a gene tree node $g$, we write $\xi_g$ (i.e., $\xi_{1|}$ is a mapping from $G$ to $N$).

By $G[g]$, we denote the subtree of $G$ rooted at $g$. The main component of dynamic programming is $\delta$ such that for $g \in V(G)$ and $s \in V(N)$, $\delta(g, s)$ is the minimum score for $G[g]$ in the set of all scenarios $\xi$ between $G[g]$ and $\hat{N}$ such that $\xi_g = s$. For simplicity, we ignore $-1$ from the $\text{DC}$ formula in the partial costs in $\delta$ as this yields a constant term dependent on the size of $G$. Let $\tau(s)$ be equal to 0 if $s$ is a reticulation, and 1 otherwise. Then, we have the following dynamic programming formula that solves DC-MinRec:

\[
\delta(g, s) = \begin{cases} 
\delta^f(g', s) + \delta^f(g'', s) & \text{g and s are tree nodes,} \\
\delta(g', s) + \delta(g'', s) & \text{g is a tree node and s is a leaf,} \\
0 & \text{g and s are leaves labeled by the same species,} \\
+\infty & \text{otherwise,}
\end{cases}
\]

(3)

\[
\delta^f(g, s) = \min(\delta(g, s), \tau(s') + \delta^f(g, s'), \tau(s'') + \delta^f(g, s''))
\]

(7)
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\begin{align*}
\delta^t(g,s) &= \begin{cases} 
\min(\delta(g,s), \tau(s')\tau(s'')) + \min(\delta^t(g,s'), \delta^t(g,s'')) & \text{if } s \text{ is a tree node,} \\
1 + \delta^t(g,s') & \text{if } s \in R(N), \\
\delta(g,s) & \text{if } s \text{ is a leaf.}
\end{cases} 
\end{align*}

In the next Lemma, we express properties satisfied by the above formulas.

\textbf{Lemma 12.} Let $g \in V(G)$, $s \in V(N)$ and all scenarios below are for $G$ and $N$.

\textbf{D1} $\delta(g,s)$ is equal to minimum number of Type I/II edges visited by edges from $E(G|g)$ among scenarios $\xi$ satisfying $\xi_g = s$.

\textbf{D2} If $c$ is a child of $g$ and $t$ is not a reticulation. Then, $\delta^t(c,t)$ is equal to minimum number of Type I/II edges visited by edges from $E(G|c)$ plus the number of edges $e' = \{a,b\}$ of Type II visited by $\{\{c,g\}\}$ with $t \geq \sigma(a)$ among scenarios $\xi$ such that $\xi_g = s \succ t \succeq \xi_c$.

\textbf{D3} If $c$ is a child of $g$ and $s$ is a tree node. Then, $\delta^t(c,s)$ is equal to minimum number of Type I/II edges visited by edges from $E(G|c) \cup \{\{c,g\}\}$ among scenarios $\xi$ satisfying $\xi_g = s$.

The optimal score is given by the following theorem, whose proof follows immediately from the definitions of $\delta$, $\text{DC}$ and Lemma 12.

\textbf{Theorem 13.} Given a gene tree $G$ and a phylogenetic network $N$. The score of an optimal scenario $\xi^*$ is $\text{DC}(G,N,\xi^*) = -|E(G)| + \min_{e \in V(N)} \delta(G.\text{root}, s)$.

To infer an optimal scenario, we apply standard backtracking based on values of $\delta$ array. Since there are three arrays, each of size $|G||N|$ and every cell of an array can be computed in $O(1)$ time, DP has $O(|G||N|)$ time and space complexity. Note that in implementation $\delta^t$ can be embedded into $\delta$ computation. Thus, the space may be reduced to two arrays.

4.1 Inferring used reticulations edges from DP

An optimal scenario can be inferred from DP formulas using standard backtracking. However, this scenario may not be perfect. To further utilize the results of DP, we infer the set of used reticulation edges. For two nodes $v$ and $w$, let $\rho(v,w) = \{\{v,w\}\}$ denote the one-element set with $\{v,w\}$ if the edge is a reticulation edge in $N$, and $\rho(v,w) = \emptyset$ otherwise. Similarly, by $\hat{\rho}(v,w)$ we denote the one-element set with the sibling edge of $e = \{v,w\}$ if $e$ is a reticulation edge in $N$, and $\hat{\rho}(v,w) = \emptyset$, otherwise. Then, DP components $\delta$, $\delta^f$ and $\delta^t$ are associated with reticulation edge usage rules $u$, $u^f$, and $u^t$, resp., as follows:

\begin{align*}
u(g,s) &= \left\{ \begin{array}{ll}
u^f(g',s) \cup u^f(g'',s) & \text{in (3),} \\
\emptyset & \text{in (4)-(6),} \end{array} \right.
\end{align*}

\begin{align*}
u^f(g,s) &= \left\{ \begin{array}{ll}
u(g,s) & \text{if } \delta^f(g,s) = \delta(g,s) \text{ in (7),} \\
u^t(g,c) \cup \rho(s,c) & \text{if } \delta^f(g,s) = \tau(c) + \delta^t(g,c) \text{ for some } c \in \{s',s''\} \text{ in (7),} \end{array} \right.
\end{align*}

\begin{align*}
u^t(g,s) &= \left\{ \begin{array}{ll}
u(g,s) & \text{if } \delta^t(g,s) = \delta(g,s) \text{ in (8) or (10),} \\
u^f(g,c) & \text{in (9),} \\
u^t(g,c) \cup \rho(s,c) \cup \hat{\rho}(s,c.\text{sibling}) & \text{if } \delta^t(g,s) = \tau(s')\tau(s'') + \delta^t(g,c) \text{ for some } c \in \{s',s''\} \text{ in (8).} \end{array} \right.
\end{align*}

The correctness of above formulas follows from the next lemma.

\textbf{Lemma 14.} If the backtracking of DP results in a scenario $\xi$, then $\Upsilon_{\xi} = u(G.\text{root}, \xi_G.\text{root})$. 
5 Inferring Optimal Displayed Trees

In this Section, we propose algorithms to solve ODT and its variants. We also answer whether the problem can be analogously solved for level-\(k\) networks and for broader classes of phylogenetic networks.

5.1 Solution to ODT

Thm. 11 motivates the following general branching algorithm to solve ODT. Suppose DP returns a solution with a conflict. Then, such a conflict can be resolved by branching and solving two sub-instances of the problem with phylogenetic networks induced from the input phylogenetic network by removing exactly one edge from the conflict. Let \(N_e\) be the phylogenetic network obtained from \(N/\{e\}\) by contracting all semi-binary nodes\(^3\). Alg. 1 details the procedure to infer an optimal tree displayed by a given network. Here, branching occurs when there is a conflict in the set of used reticulation edges. Thus, if the number of conflicts is low, e.g., when \(G\) and \(N\) are similar, we expect a small number of DP invocations.

Algorithm 1 Optimal displayed tree inference: a solution to ODT.

1: Input: a gene tree \(G\) and a phylogenetic network \(N\).
2: Output: an optimal tree displayed by a network \(N\).
3: Compute \(\Upsilon_{\xi^*}\) (see Thm. 14) for some optimal scenario \(\xi^*\) for \(G\) and \(N\) inferred by DP.
4: Optimization: Return the empty tree with \(+\infty\) score if the score of \(\xi^*\) is larger or equal to the currently known best score of a regular scenario (if already computed in a recursive call).
5: If \(\Upsilon_{\xi^*}\) has no conflict Then Return \(N_Y\) for some perfect set \(Y \supseteq \Upsilon_{\xi^*}\).
6: Otherwise \(\Upsilon_{\xi^*}\) has a conflict, i.e., there are two sibling edges, say \(e\) and \(e'\) in \(\Upsilon_{\xi^*}\).
7: Recursively compute two optimal trees displayed by networks \(N_e\) and \(N_{e'}\), resp.
8: Return the tree with the lower cost.

Correctness of Algorithm 1 follows from Thm. 11 and the following theorem.

Theorem 15. If \(e, e' \in E_R(N)\) are sibling edges then \(DC(G,N) = \min\{DC(G,N_e), DC(G,N_{e'})\}\). Moreover, \(T\) is an optimal tree displayed by \(N\) if and only if \(T\) is an optimal tree displayed by a network \(N_e\) or \(N_{e'}\) with minimum cost.

In the worst case, we need to branch for every reticulation twice, which gives \(2^{r+1} - 1\) invocations of DP. Thus, Alg. 1 has time complexity \(O(2^r|G||N|)\) in the worst case. However, as mentioned previously, we expect Alg. 1 to behave better than worst complexity in practice. See also our experimental evaluation in Section 6.

5.2 Lower and upper bounds of the optimal cost of a displayed tree

In applications where only the optimal cost is needed, for instance, in problems of network inference, we can use the Lower Bound Theorem 10. As the cost of an optimal displayed tree is bounded below by the score from DP, we can also compute the upper bound using regular scenarios returned from multiple invocations of DP. See details in Alg. 2.

Lemma 16. For \(G\) and \(N\), Alg. 2 returns \(l\) and \(u\) such that \(l \leq DC(G,N) \leq u\).

---

\(^3\) Recall that \(N/X\) is the network obtained from \(N\) by removing all edges from \(X\).
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Algorithm 2: Branch and bound algorithm to approximate DC(G, N).
1: **Input**: a gene tree G, a phylogenetic network N, the maximal depth of recursion d ≥ 0.
2: **Output**: a pair: lower and upper bounds of the cost of an optimal displayed tree for G and N.
3: Compute $\mathcal{T}_{c}$ and the optimal score $c^*$ for some optimal scenario $\xi^*$ for G and N.
4: If $\mathcal{T}_{c}$ has no conflict Then Return $(c^*, c^*)$. // Regular scenario; report the exact cost
5: If the depth d of recursive invocations is reached Then Return $(c^*, +\infty)$. // Lower bound only
6: Recursively compute bounds $(l, u)$ and $(l', u')$ for G and $N_c$ and $N_{c'}$, respectively, where $e$ and $e'$ are two conflicting sibling edges from $\mathcal{T}_{c^*}$.
7: Return $(\min(l, l'), \min(u, u'))$. // Combine results from two invocations

5.3 Inferring optimal trees displayed by level-k networks

Our results can also be extended to level-k networks. The definition and properties are adopted from [9, 12, 43]. A level-k network is a phylogenetic network in which every biconnected component has at most k reticulation nodes [9]. If B is a biconnected component of N, then by B.root we denote the unique node in B with no ancestors in B. Using the notation from [43], by bc(N) we denote the tree obtained from N by contracting all its biconnected components. Let Lab(N) denote the set of species present in N as leaf labels.

Algorithm 3: Optimal displayed tree for level-k network.
1: **Input**: a gene tree G, a phylogenetic network N.
2: **Output**: the cost of optimal tree displayed by N.
3: $c = 0$. // The cost variable
4: For each biconnected component B from bc(N) in postfix order:
5: If Lab(G) ⊆ Lab(B) Then Return $c + DC(G, B)$. // The case of root and the top component
6: Let F be a collection of all maximal subtrees of G rooted at g such that Lab(G[g]) ⊆ Lab(B).
7: $c := c + \sum_{G'[g] \in F} DC^\uparrow(G', B)$. // DC^\uparrow is a “$\delta^\uparrow$” variant of DC; see def. in Section 5.3
8: Let $s_B$ be a new species label representing the component B.
9: Replace B in N, and every $G' \in F$, by a leaf labeled $s_B$. // Contract B and subtrees of G
10: Return $c$

In Alg. 3, edges visited by subtrees of G have to be connected in the embedding. Therefore, for each non-root component B in b(N), we minimize the score using the additional costs of a path to the root of B. Formally, $DC^\uparrow(G, N)$ is the minimum value of $DC(G, S) + ||M(G, root), S, root||$ in the set of all displayed trees S of N. Computing the value (almost) does not require modification of our algorithms. Here, instead of the formula from Thm. 13, we compute $DC^\uparrow(G, N)$ using $-|E(G)| + \delta^\uparrow(G, root, S, root)$. The correctness follows from a case of D2. The formula can be easily embedded into Alg. 1. The time complexity of Alg. 3 is $O(2^k|G||N|)$.

5.4 Beyond tree-child networks

DP can be extended to analyse a broader class of networks, which is more beneficial from a practical point of view. Assume that instead of a tree-child network condition, our class of networks satisfies a relaxed condition: a node has at most one reticulation child. This assumption admits the child of reticulation to be a reticulation, which is not allowed in tree-child networks. Then, in DP, we have the following modification in (9): $\tau(s') + \delta^\uparrow(g, s')$, and in usage rules in the 2nd case of $u^\uparrow$ referring to (9): $u^\uparrow(g, s) \cup \rho(s, c)$, which is needed when the child is also a reticulation. Under this modification, Alg. 1 returns a correct optimal displayed tree. We omit details for brevity.
We also analysed a general class of binary networks, i.e., in which a tree node may have two reticulation children. However, DP cannot correctly analyse such networks. When embedding a gene tree \((a, b)\) into the network \(N\) from Fig. 3, we see that the optimal displayed tree is \(S = ((a, b), c)\) with the cost 0. Here, \(S\) is constructed by removing a node \(x\) and all three incident edges, and a tree node \(x\text{.parent}\) with two children is also contracted. In the current DP, when a gene edge \(\langle a\text{.parent}, a \rangle\) from \(G\) visits \(x\text{.parent}\) DP will increase the cost. Therefore, the lower bound property is not satisfied in this case unless a solution in which such removed tree nodes are detected is implemented. It remains open whether it can be done in polynomial time without checking all variants of displayed trees.

6 Experimental evaluation

In this Section, we present the experimental evaluation using our prototype implementation of DP, Alg. 1 and Alg. 2 called EmbRetNet written in Python 3. The algorithms were extended to analyse the class of networks described in Section 5.4. The software package is available from https://bitbucket.org/pgor17/embretnet.

Performance of inferring optimal displayed trees

Our Alg. 1 is exponential in the worst case; however, we expect better performance when the gene tree is similar to the network, which is expected for empirical data. In this Section, we summarize the results of several experiments to compare the performance of our implementation of Alg. 1 to the naïve implementation in which all trees displayed by a given network are generated, and then, the costs are computed using a linear time solution from [48]. Note that both algorithms have exponential time complexity; however, the naïve algorithm always has the same number of steps, proportional to \(2^r(|G| + |N|)\), where \(r\) is the number of reticulations in \(N\). Experiments were conducted on a Ubuntu server with Intel(R) Xeon(R) CPU E5-2698 v4@2.20GHz (80 cores) and 500 GB of RAM.

6.1 Evaluation on random datasets

Data preparation: To generate random tree-child phylogenetic networks, we used an algorithm from [26] and its implementation in Python from GitHub with a slight modification to generate only binary networks. Random gene trees with one-to-one labeling of leaves were generated using the Yule-Harding model. Then, we generated datasets R1, R2, and R3, each consisting of \(2 \cdot 10 \cdot 100\) pairs of random gene trees and networks. For each \(n \in \{12, 20\}\) and \(r \in \{1, 2, \ldots, 10\}\), we generated 100 pairs \((G, N)\), such that \(N\) is a network with \(n\) leaves and \(r\) reticulations and in dataset R1 \(|L(G)| = n\), in R2 the number of leaves in \(G\) is sampled uniformly from the interval \([2, n]\), and in R3 \(G\) is a randomly chosen tree displayed by \(N\).

Discussion: In the two left panels of Fig. 4, we summarize the experimental evaluation results of R1 and R3, where G and N were generated independently. Since these datasets represent extremes, in which G and N are highly different, our algorithm frequently inferences
conflicted sets of reticulation edges by visiting almost every possible scenario, thus achieving nearly the pessimistic exponential complexity. In consequence, it is noticeably slower than the naïve one for R1. On the contrary, with data from R3 the algorithm rarely branches, and its average runtime matches the complexity of DP, i.e., $O(|G||N|)$. Even with a larger constant factor, we outperform the naïve algorithm for $r > 4$, achieving >15 times speedup for $r = 10$.

6.2 Evaluation on simulated datasets

Our simulation procedure can be divided into three major phases: (i) simulating tree-child phylogenetic networks, (ii) simulating gene trees, and (iii) introducing errors to the gene trees. The selection of the parameters in all three phases is mainly based on the simulation study conducted by Molloy and Warnow [34], which uses parameters derived from a fungal dataset presented by Rasmussen and Kellis [36]. See Appendix A.2 for more details.

(i) Simulating tree-child phylogenetic networks. First, we simulated species trees using a general sampling approach implemented in R package TreeSim version 2.4 [21] with the parameters from [34]. The number of leaves was set to 12 or 20. Next, we inferred a network with $r$ reticulations from each of the simulated species trees, where $r$ was uniformly sampled from $[1, 10]$. We followed a popular study by Solís-Lemus and Ané [39]. To add $r$ reticulations, we started by randomly choosing $r$ pairs of edges in the species tree. We then subdivided both edges in a pair, making two new vertices. Finally, we added a reticulation edge between the vertices. This method generates networks belonging to the tree-based class [14]. Similarly to [31], the networks were constrained to be tree-child.

(ii) Simulating gene trees. For each phylogenetic network, we randomly chose one of its displayed trees, obtaining one of the possible trees, along which gene families evolve. We simulated one gene tree per displayed tree using SimPhy version 1.0.2 [30]. Similarly to [34], we used three rates of duplication/loss (DL) $\{10^{-10}, 2 \cdot 10^{-10}, 5 \cdot 10^{-10}\}$ and two values of the effective population size $\{10^7, 5 \cdot 10^7\}$, corresponding respectively to a low and a medium level of incomplete lineage sorting (ILS). Altogether, we used six sets of simulation parameters, which allowed us to obtain a diversified set of gene trees. Additionally, we set the minimum number of leaves to 3.
(iii) Simulating sequences and estimating gene trees. To introduce errors to the generated gene trees, we simulated sequences along with them and estimated gene trees from multiple sequence alignments using the maximum-likelihood method (MLE). DNA sequences were simulated by INDELible v1.03 [13] and SimPhy [30]. Again, we followed the parameters proposed in [34]. The alignment length was set to 1000 bp. To estimate gene trees, we used a true alignment returned by INDELible. Then, we inferred ML-trees by PhyML v.3.1 [19] using GTR+Γ model. Finally, to obtain a rooted gene tree from an unrooted ML-tree, we conducted midpoint-plateau rooting implemented in URec [17] using the corresponding displayed tree inferred in step (ii) of our pipeline.

Finally, for each set of parameters of duplication-loss rates, population sizes, reticulation values, and leaf-set sizes we simulated 100 networks and 100 corresponding gene trees. The simulations were run in parallel on 10 cores and the total simulation time was under 8 hours. The algorithm took 2 hours to process all datasets, and it took, on average, 45 seconds to run 100 instances with 20 leaves and 10 reticulations for low ILS and low DL.

Discussion. In Fig. 5, we present diagrams showing the results of evaluations for two datasets. The results for the remaining datasets are similar (please refer to Appendix). The way we simulated data makes trees and networks more similar to each other. Thus, we can see significant improvements vs. random datasets. Regardless of parameter choices, we start to outperform the naïve solution for \( r > 9 \). For simulated data closest to reality (low ILS, low DL), we achieved better results for \( r > 7 \). The results suggest a hybrid approach in Alg. 1: enumerate all displayed trees to compute DC costs directly if the network has a low number of reticulations (e.g., \( r < 9 \)).

To estimate the average runtime of our algorithm, we first calculated the depths \( d \) of the recursive calls as \( \log_2 \) of the number of DP invocations from each experiment. Then, we found that for all points \((r,d)\) from our experiments, \( d = 0.543r - 0.1135 \) is the fitted least squares regression line having the standard error of .011 (see the rightmost diagram in Fig. 5). We conclude that, despite the worst case theoretical complexity, i.e., \( O((2^r + 1 - 1)|G| |N|) \), the real runtime of our implementation on simulated data is proportional to \( 2^{0.543r}|G| |N| \) and outperforms the naïve approach starting from small \( r \)'s. We claim that a similar statement holds for the algorithm with level-\( k \) networks. In other words, it is possible to analyse empirical networks even with \( r = k = 40 \), since the exponent can be reduced by half.
6.3 Empirical tests

Our final experiment was conducted using real data. We revisited research presented in [29] concerning coronavirus (CoV) phylogeny. In the cited paper, the authors investigated the origins of the SARS-CoV-2 virus which causes a severe respiratory disease. They validated the hypothesis that the appearance of this new coronavirus is a consequence of several recombination events that occurred between some evolutionarily close CoV species. The results showed that both intergenic and intragenic recombination played a significant role in the SARS-CoV-2 evolution.

The goal of our study was to test whether scenarios with the lowest DC cost inferred for the phylogenetic network from [29] and individual gene trees confirm recombinations identified in the cited paper. In our experiment, we focused on intergenic recombinations, in which a whole gene is transferred from one species and integrated into another species genome.

Data preparation: In the gene trees inference step, we followed the cited work. We selected 15 out of 25 examined coronavirus species, omitting a few species to avoid multifurcations. As representatives of SARS-Cov-2, two variants were used. One was sampled from a patient from Wuhan (Hu-Wuhan), the origin of the pandemic spread of coronavirus, and the other was collected in Italy (Hu-Italy). Other selected species were RaTG13 bat CoV from *R. affinis* which, at first, was considered the only close relative of SARS-CoV-2, bat CoV ZC45 and ZXC21 strains from Zhejiang province of China (Bat-CoVZC45, and Bat-CoVZXC21), bat coronaviruses collected from species found in several provinces of China and from Bulgaria (Rf1, HKU3-12, BatCoV273, BatCoV279, and BM48-31 BGR), two CoV strains from Guangdong and Guangxi pangolins (Guangdong-Png, Guangxi-Png-P2V), and three SARS CoV related species (SARS, SARS-BJ182-4, and Rs3367). For the list of full names please refer to Appendix A.4. Coronavirus sequences were obtained from GenBank [2] at https://www.ncbi.nlm.nih.gov/ and GISAID [38] databases. In the studied phylogenetic network, recombinations were found in the case of the genes M, ORF1ab, ORF3a, ORF6, ORF8, and ORF10; therefore, our research was focused on this set of genes. Multiple sequence alignments for the gene families were performed with MUSCLE [11] and corrected by GBlocks [7] with less stringent correction option. The ML gene trees were inferred using RAxML [40] with parameters described in [29]. All species were present in all gene families except ORF8, which lacks the BM48-31-BGR species.

Phylogenetic networks: The coronavirus tree with marked intergenic recombinations (*H1-H7*) identified in [29] is depicted in Fig. 6. Since the direction of three out of seven recombinations was not certain, we prepared 8 networks corresponding to all combinations of the directions of gene transfers. Each network is named with three letters *L/R* responding to the direction of *H5, H6* and *H7*, respectively, i.e. in the *LRL* network *H5* and *H7* are directed left and *H6* is directed right. Please note that the inferred networks are not tree-child and therefore in this experiment we use the extended version of our algorithm described in Section 5.4.

Discussion: The results of the experiment are depicted in Fig 6. For each gene family, we checked whether the expected reticulation edge was used by the inferred scenario with the lowest DC cost. We can distinguish three possibilities for reticulation edge *e*: 1. *e* was used by the expected gene, 2. *e* was used by one or more extra genes, and 3. the expected gene didn’t use *e*. We were able to confirm most of the reticulations except two: *H2* that was reported in [29] with the lowest support wasn’t confirmed by any of the networks, and *H7*...
was confirmed only by networks with $H_6$ directed right. The most extra uses were found for $H_5$ and gene ORF10 which gene tree had low support values. Further research might be performed for these cases. The least extra uses were present in $RLL(5)$ and $LLL(6)$, which may be some lead when investigating the direction of $H_6$ and $H_7$.

We observed that, for a fixed gene tree, the set of optimal displayed trees inferred by our algorithm and their cost, is independent of the network variant. This phenomenon needs further theoretical investigation. Costs for each gene tree have the following values: ORF3a: 0, ORF10: 5, ORF6: 1, M: 3, ORF8: 2, ORF1ab: 2. This observation may lead to discovering some important property and can be a subject for further investigation.

7 Conclusions

In this work, we have investigated the problem of inferring an optimal tree displayed by a network under the deep coalescence cost and proposed a new score to approximate the cost. We have shown that the score has nice mathematical and computational properties allowing us to bound the cost of an optimal displayed tree from below. We have proposed a polynomial-time dynamic programming (DP) algorithm to compute the score together with the set of used reticulation edges that yielded the score. Then, we have proposed a new way to infer a displayed tree by a recursive procedure resolving conflicts detected in multiple invocations of DP. In the worst case, our algorithm to infer an optimal tree requires $2^{r+1} \cdot 1$ DP invocations, where $r$ is the number of reticulations. However, numerous tests on simulated data have indicated that the exponent may be reduced by half on average. This phenomenon is explained by similarity, i.e., we expect a low number of conflicts if a gene tree is more congruent with its network. In other words, the average runtime of $\Omega(2^{0.543r}|G||N|)$ can compete on empirical datasets with exhaustive enumeration strategies (either on the level of a whole network or each biconnected component independently) commonly used in alternative approaches to scoring tree-network pairs [25, 27, 43]. We also claim that the statement holds for level-$k$ networks by replacing $r$ by $k$ in the formula. We conclude that our conflict resolution algorithm enables analyses of complex networks with dozens of reticulation events. We also claim that resolving conflicts returned by dynamic programming is a new alternative towards designing efficient algorithms that utilize internal similarities of empirical datasets.
Future Outlooks. Resolving conflicts in the usage of reticulation edges can be naturally generalized to other cost functions, e.g., gene duplication cost. Also, it is not difficult to extend DP to analyze unrooted gene trees. Another critical question is whether the runtime exponent can be further reduced, e.g., by choosing optimal scenarios with the smallest possible sets of conflicted reticulation edges. Furthermore, we would like to test the efficiency and accuracy of the branch and bound algorithm to approximate the optimal cost. Also, we plan to apply the methods in computationally demanding problems of network inference from sets of gene trees, which may require reimplementation in a low-level programming language (e.g., C/C++).
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A Experimental evaluation

A.1 Random datasets results

Figure 7 presents complete set of diagrams for random datasets.

A.2 Simulated data preparation

A.2.1 Species trees parameters

To simulate species trees, we ran sim.bd.taxa.age function implemented in R package TreeSim version 2.4 [21] with the following parameters: tree height = 180000337.5 years, speciation rate = \(1.8 \times 10^{-9}\) events/year and extinction rate = 0 events/year. The number of taxa was set to either 12 or 20.

A.2.2 Inferring networks from species trees

After simulating a species tree using the general sampling approach, we assigned a time value to each of its nodes, corresponding to a length of a path connecting the root with the node. Note that the general sampling approach produces ultrametric species trees, therefore time values assigned to the leaves were equal.

Then we inferred a tree-child phylogenetic network with \(r\) reticulations from each of the species trees. We added \(r\) reticulations one by one by repeating the following procedure. To add a reticulation edge to a species tree/network, we start by randomly choosing a pair of branches and subdivide them, making two new vertices. We then sample a time value for each of the vertices from uniform(vertex.parent.time, vertex.child.time). Finally, we add a
reticulation edge from the vertex with the lower time value \( t_l \) to the vertex with the higher time value \( t_h \). If the addition disturbs the tree-child property, we delete the reticulation edge and contract the vertices. Otherwise, we set the length of the reticulation edge to \( t_h - t_l \).

Note that this way of introducing reticulation edges does not change time values of the leaves, hence all displayed trees of the resulting network are ultrametric and have equal heights.

### A.2.3 Gene trees parameters

To simulate a gene tree from a randomly chosen displayed tree we ran SimPhy [30] with the following command:

```
$ simphy_lnx64 -sr <displayed tree> -rg 1 -rl 1 -si F:1 \ 
  -sp F:$ps su F:0.0000000004 -lb F:$dl -ld F:1b -ll 3\ 
  -hg LN:1.5,1 -oc 1 -o <output folder> -v 0 -cs 22
```

where `<displayed tree>` is a nexus file containing the randomly chosen displayed tree, `$ps` is a population size and `$dl` is a duplication/loss rate.

### A.2.4 Sequences parameters

The sequences were simulated using INDELible v1.03 [13] by running a perl script INDELible_wrapper.pl included in SimPhy [30]. We used GTR model with substitution rates (AC, AG, AT, CG, CT and GT respectively) sampled for each gene tree from Dirichlet(12.776722, 20.869581, 5.647810, 9.863668, 30.679899, 3.199725). The nucleotide frequencies (T, C, A and G respectively) were sampled from Dirichlet (113.48869, 69.02545, 78.66144, 99.83793), whilst \( \alpha \) parameter was sampled from Lognormal(-0.470703916, 0.348667224). The alignment length was set to 1000 bp.
A.3 Simulated datasets results

Figures 8 and 9 present the complete set of diagrams.

**Figure 8** Performance of Alg. 1 vs naïve approach for six simulated datasets.

**Figure 9** Top: Average number of DP invocations necessary to calculate an answer for datasets with low ILS. Bottom: Average number of DP invocations necessary to calculate an answer for datasets with medium ILS. Recall that blue line represents coefficients calculated by linear regression for data with low and medium ILS combined.
### A.4 Empirical experiment dataset

Organism names and database accession numbers of all species used in our research are listed in Table 1.

<table>
<thead>
<tr>
<th>Abbreviated name</th>
<th>Organism name</th>
<th>Accession Number (GenBank/GISAID)</th>
<th>Host organism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hu-Wuhan</td>
<td>BetaCoV Wuhan-Hu-1</td>
<td>NC_045512.2</td>
<td>Human</td>
</tr>
<tr>
<td>Hu-Italy</td>
<td>hCoV-19/Italy/ABR-IZSGC-TE4836/2020</td>
<td>EPI_ISL_418260</td>
<td>Human</td>
</tr>
<tr>
<td>RaTG13</td>
<td>Bat CoV RaTG13</td>
<td>MN996532.1</td>
<td>Bat</td>
</tr>
<tr>
<td>Guangdong-Png</td>
<td>hCoV-19/pangolin/Guangdong/1/2019</td>
<td>EPI_ISL_410721</td>
<td>Pangolin</td>
</tr>
<tr>
<td>Guanxi-Png-P2V</td>
<td>Pangolin CoV isolate PCoV_GX-P2V</td>
<td>MT072864</td>
<td>Pangolin</td>
</tr>
<tr>
<td>Bat-CoVZC45</td>
<td>Bat SARS-like CoV isolate bat-SL-CoVZC45</td>
<td>MG772933.1</td>
<td>Bat</td>
</tr>
<tr>
<td>Bat-CoVZXC21</td>
<td>Bat SARS-like CoV isolate bat-SL-CoVZXC21</td>
<td>MG772934.1</td>
<td>Bat</td>
</tr>
<tr>
<td>Bat-CoV273</td>
<td>Bat CoV BtCoV/273/2005</td>
<td>DQ648856.1</td>
<td>Bat</td>
</tr>
<tr>
<td>Bat-CoV 279</td>
<td>Bat CoV BtCoV/279/2005</td>
<td>DQ648857.1</td>
<td>Bat</td>
</tr>
<tr>
<td>HKU3-12</td>
<td>Bat SARS CoV HKU3-12</td>
<td>GQ153547.1</td>
<td>Bat</td>
</tr>
<tr>
<td>Rf1</td>
<td>Bat SARS CoV Rf1</td>
<td>DQ412042.1</td>
<td>Bat</td>
</tr>
<tr>
<td>SARS</td>
<td>SARS CoV BJ01</td>
<td>AY278488.2</td>
<td>Human</td>
</tr>
<tr>
<td>SARS-BJ182-4</td>
<td>SARS CoV BJ182-4</td>
<td>EU371562</td>
<td>Human</td>
</tr>
<tr>
<td>Rs3367</td>
<td>Bat SARS-like CoV Rs3367</td>
<td>KC881006.1</td>
<td>Bat</td>
</tr>
<tr>
<td>BM48-31-BGR</td>
<td>Bat CoV BM48-31/BGR/2008</td>
<td>GU190215.1</td>
<td>Bat</td>
</tr>
</tbody>
</table>
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Abstract

Large-scale genome rearrangements occur frequently in species evolution and cancer evolution. While the computation of evolutionary distances is tractable for balanced rearrangements, such as inversions and translocations, computing distances involving duplications and deletions is much more difficult. In the recently proposed Copy Number Distance (CND) model, a genome is represented as a Copy Number Profile (CNP), a sequence of integers, and the CND between two CNPs is the length of a shortest sequence of deletions and amplifications of contiguous segments that transforms one CNP into the other. In addition to these segmental events, genomes also undergo global events such as Whole Genome Duplication (WGD) or polyploidization that multiply the entire genome content. These global events are common and important in both species and cancer evolution. In this paper, we formulate the genome halving problem of finding a closest preduplication CNP that has undergone a WGD and evolved into a given CNP under the CND model. We also formulate the analogous genome aliquoting problem of finding the closest prepolyploidization CNP under the CND distance. We give a linear time algorithm for the halving distance and a quadratic time dynamic programming algorithm for the aliquoting distance. We implement these algorithms and show that they produce reasonable solutions on simulated CNPs.

1 Introduction

Genomes evolve over time through many types of mutations ranging from single-nucleotide mutations through large-scale alterations that affect both the order and the amount of genetic material. Such large-scale changes, termed genome rearrangements, are observed both in the evolution of species and of cancer cells [38, 28, 37, 10, 6, 23, 16]. Genome rearrangements can be categorized into two classes: structural rearrangements such as reversals, translocations and transpositions that change the order of DNA segments but not their quantity; and numerical rearrangements such as duplications and deletions that either create new copies of existing DNA segments or remove segments of the genome. The result of one genome evolving into another by a series of genome rearrangements is a new genome having a different structure and amount of DNA.
Computational models of genome rearrangements aim to calculate the minimum number of rearrangement events that transform one genome into the other, also called the genome rearrangement distance. Several types of rearrangement models have been proposed for structural events including the breakpoint (BP) distance [32, 31, 39], single-cut-or-join (SCJ) [13], the Hannenhalli-Pevzner model (HP) [18, 19] and the more general double-cut-and-join (DCJ) model [43, 3]. Representing the genome in these models requires the identification of homologous segments between the two genomes analyzed and determining the adjacencies between these segments in each genome. However, while these models admit polynomial time algorithms for the rearrangement distance when each genomic segment has a single copy in each genome, allowing for multiple copies often results in NP-hard problems [14].

Besides local rearrangement events, whole genome duplication (WGD) or polyploidization (>2 multiplication) events are viewed as a fundamental step in genome evolution as the multiplication of the genomic contents allows greater diversification of gene functions. In species evolution there has been strong evidence for WGD events reported for vertebrates [21], yeast [42] and for many plant genomes [5]. In fact, all angiosperms have undergone at least one WGD event in their evolutionary history and polyploidization is recognized as a major driving force for plant speciation [29]. In addition to species evolution, WGD is also a frequent event in cancer evolution with an estimated frequency of more than 30% in recent cancer studies [7, 45, 4, 9]. Furthermore, WGD is associated with poor prognosis across cancer types [4].

A basic question in the computational analysis of WGD is to reconstruct a closest ancestral preduplicated genome for a given extant genome. Namely, given a genome $G$ and a rearrangement distance $d(\cdot, \cdot)$, the genome halving problem seeks to find an ancestral genome $A$ such that the rearrangement distance $d(2A, G)$ between the duplicated genome $2A$ and the extant genome $G$ is minimized [12]. The genome halving problem can be solved in linear time for the BP distance [39, 22], the SCJ distance [13], the HP distance [1] and the DCJ distance [25, 40, 2]. A generalization of the halving problem for polyploidization, i.e. finding a closest premultiplication ($p > 2$) genome is called the genome aliquoting problem [40]. The genome aliquoting problem can be solved in polynomial time for the BP distance [41] and the SCJ distance [13], while the complexity of the problem is not resolved for the DCJ distance, though a 2-approximation algorithm exists [41]. Apart from finding a preduplication genome, the genome halving and aliquoting problems also measure how close the extant genome is to a duplicated genome. By comparing different values of $p$, this allows us, for example, to distinguish if a genome has undergone duplication or triplication.

Motivated by applications in cancer evolution, alternative genome rearrangement models that focus on numerical rearrangement have recently been introduced [34, 8]. These models represent a genome as a copy number profile (CNP), a vector of integers indicating the number of copies of each segment from a reference genome. Thus, unlike structural rearrangement models, CNPs do not model the sequence of rearranged segments, but only the number of copies of segments of the reference genome. Therefore, genomes with different order of the segments may have the same CNP. However, the CNP representation is useful because it can be readily derived from DNA sequencing data or microarrays [7, 26, 17, 27, 35, 15]. The Copy Number Transformation (CNT) model models the evolution of CNPs by amplifications and deletions [34]. In this model an amplification (resp. deletion) increases (resp. decreases) the entries in a contiguous interval of the CNP. The Copy Number Distance (CND) between two profiles is defined as the length of a shortest sequence of amplifications and deletions that transform one profile into the other. The CND can be computed in linear time [46], and has
been used to analyze evolution of the genomes of multiple cancer types [34, 33, 36, 24, 44]. However, the CND does not adequately model WGD and polyploidization events, which are frequent in cancer.

In this paper, we formulate the genome halving and genome aliquoting problems for CNPs under the CND model and give polynomial time algorithms for both problems. Similar to other rearrangement models, we define the halving and aliquoting distances under the CND model as the minimum CND from some duplicated CNP to a given extant CNP. For the copy number halving distance problem, we give a very simple linear time algorithm for finding a closest preduplicated CNP of an extant CNP. Moreover, we show that we can find a closest preduplicated CNP such that the CND to the extant profile contains only deletions or a maximum number of amplifications. WGD followed by massive loss of genes is commonly known in evolution and thus finding a preduplication profile having such that after WGD there are only deletions is biologically reasonable [20]. For the copy number aliquoting problem we give a quadratic time dynamic programming algorithm. To this end we show that there exists a preduplicated CNP where each position in the profile is either amplified or deleted, and the number of new operations starting at each position is bounded. Furthermore, we show that each row in the dynamic programming table is a non-decreasing function, thus enabling the calculation of each entry in constant time. We implement our algorithms and show on simulated data they are able to reconstruct a preduplication profile.

2 Preliminaries

In this section we present the CND model (Section 2.1) and formulate the halving and aliquoting problem under this model (Section 2.2).

2.1 Copy number profiles and distance

A copy number profile (CNP) \( V = \langle v_1, \ldots, v_n \rangle \) is a vector of non-negative integers. We refer to each coordinate in a copy number profile as a gene although more generally these entries correspond to genomic segments or synteny blocks. Each entry of a copy number profile gives the number of copies of the gene in the genome. For example, \( V = \langle 0, 10, 15, 30 \rangle \) is a CNP with four genes, where the second gene of \( V \) has 10 copies.

For integers \( i, j \) with \( i \leq j \) let \( [i, j] = [i, i+1, i+2, \ldots, j] \) denote the interval of integers from \( i \) to \( j \). A copy number operation (CNO) is a triple \( (\ell, h, w) \) where \( \ell, h \in [1, n] \) denote two genes, and \( w \in \{-1, 1\} \) denotes whether the CNO is a deletion or an amplification, respectively. We call \( \ell \) and \( h \) the start and end genes (inclusive) of the contiguous segment \([\ell, h] \) of the CNP onto which the CNO is applied. When a CNO \( c = (\ell, h, w) \) is applied to a CNP \( V = \langle v_i \rangle_{i=1}^n \), the result is a new CNP \( c(V) = U = \langle u_i \rangle_{i=1}^n \) defined as follows:

\[
    u_i = \begin{cases} 
    v_i & i \notin [\ell, h] \\
    0 & v_i = 0 \text{ and } i \in [\ell, h] \\
    v_i + w & v_i > 0 \text{ and } i \in [\ell, h]
    \end{cases}
\]

We say that a gene \( i \) is targeted by a CNO \( c = (\ell, h, w) \) if \( \ell \leq i \leq h \).

A copy number transformation (CNT) is a vector \( C = \langle c_1, c_2, \ldots, c_m \rangle \) of CNOs. We apply a CNT \( C \) on a CNP \( U \) in order, i.e., \( C(U) = c_m(c_{m-1}(\ldots c_2(c_1(U))\ldots)) \). The cardinality or size of a CNT is the number of CNOs, and is denoted \(|C|\). We say that a CNT \( C \) has direction \( U \rightarrow V \) if \( C(U) = V \).
Given two CNPs $U$ and $V$ of $n$ genes, the copy number distance (CND) $d(U, V)$ is the smallest integer $t$ such that there exists some CNT $C$ where $|C| = t$ and $C(U) = V$, i.e. $t$ is the minimum number of CNOs required to transform $U$ into $V$. While we use the term distance for CND, note that the CND is neither symmetric nor satisfies the triangle inequality. We call a CNT $C$ optimal for the direction $U \rightarrow V$ if $|C| = d(U, V)$ and $C(U) = V$. For example, $d((2, 1, 0, 1, 2, 2), (4, 0, 0, 0, 3, 4)) = 3$ and an optimal transformation includes one deletion and two amplifications (Figure 1a). If no CNT of any size exists between $U$ and $V$, then the distance $d(U, V) = \infty$. For instance, there is no transformation for the reverse direction $(4, 0, 0, 0, 3, 4) \rightarrow (2, 1, 0, 1, 2, 2)$ in the previous example (Figure 1a).

In addition to CNOs that increase or decrease the CNs of a CNP by 1, we introduce here a new operation for multiplying a CNP by a scalar. For a CNP $S$ and an integer $p > 1$, we denote by $pS = (ps_1, ps_2, \ldots, ps_n)$ a duplicated CNP where each gene is multiplied by $p$. We call $S$ the preduplicated CNP of duplicated CNP $pS$.

**Figure 1** (a) A copy number transformation from $(2, 1, 0, 1, 2, 2)$ to $(4, 0, 0, 0, 3, 4)$ includes one deletion (red dotted line) and two amplifications (green solid lines). (b) Schematic overview of the aliquoting problem. Given a CNP $T = (t_1, \ldots, t_n)$ (bold) and integer $p \geq 2$, find a preduplication profile $S = (s_1 \ldots s_n)$ that minimizes $d(pS, T)$. (c-d) The halving and aliquoting ($p = 3$) solutions for CNP $(3, 2, 4, 5, 1, 6)$.

### 2.2 Copy number halving and aliquoting problems

Given a CNP $T$, we define the **CNP halving distance** $\eta_2(T)$ as the minimum CND between a doubled profile $2S$ and $T$:

$$\eta_2(T) = \min_{S} d(2S, T)$$

Similarly, for a CNP $T$ and an integer $p \geq 2$, we define the **CNP aliquoting distance** $\eta_p(T)$ as the minimum CND between a duplicated profile $pS$ and $T$:

$$\eta_p(T) = \min_{S} d(pS, T)$$

We say that $\hat{S}$ is an optimal preduplicated CNP of an extant CNP $T$ for the halving (aliquoting resp.) problem if $\eta_2(T) = d(2\hat{S}, T)$ ($\eta_p(T) = d(p\hat{S}, T)$ resp.). We formulate the problems of finding an optimal preduplicated CNP as follows (Figure 1b).

**Copy Number Profile Halving Problem.** Given a CNP $T$, compute the halving distance $\eta_2(T)$ and find an optimal preduplication profile $\hat{S}$.

**Copy Number Aliquoting Halving Problem.** Given a CNP $T$ and an integer $p$, compute the aliquoting distance $\eta_p(T)$ and find an optimal preduplication profile $\hat{S}$. 
For example, for the CNP $T = \langle 3, 2, 4, 5, 1, 6 \rangle$ the halving distance is $\eta_2(T) = 2$ using a preduplication profile $\hat{S} = \langle 2, 1, 2, 3, 1, 1 \rangle$ (Figure 1c) whereas the aliquoting distance is $\eta_3(T) = 3$ using a preduplication profile $\hat{S} = \langle 1, 1, 2, 2, 1, 2 \rangle$ (Figure 1d). Therefore under parsimony assumption, $T$ is more likely to have originated from whole genome duplication than triplication.

## 3 Algorithms

In this section we give algorithms for the CNP halving and aliquoting problems. We begin by showing several properties that enable us to reduce the problem size and limit the search space of possible preduplication profiles (Section 3.1). Then we give a simple linear time algorithm for the halving problem in Section 3.2 and a quadratic dynamic programming algorithm for the aliquoting problem in Section 3.3.

### 3.1 Properties of aliquoting solutions

Here, we show a few properties that will simplify the halving and aliquoting problems. We first show that we may assume without loss of generality that the input CNP $T$ has no zeroes and that $T$ has no two adjacent genes that are congruent mod $p$. Therefore we can preprocess an $T$ to remove such positions and reduce the profile size.

We start by showing we can remove genes with zero copy number without changing the halving/aliquoting distance. For brevity, we refer the reader to Appendix Section S1.1.1 for the full proof.

**Lemma 1.** For any optimal preduplication profile $\hat{S}$ there exists an optimal transformation $C$ for $p\hat{S} \rightarrow T$ such that $C$ is disjoint.
Proof. As noted above, we assume that $\hat{S}, T$ have strictly positive values. We prove the claim by induction on the number of pairs of amplifications and deletions that overlap. In the base case, we show that one such pair can be replaced by two operations that do not overlap. Let $(i, j, 1)$ be an amplification event, and let $(k, \ell, -1)$ be a deletion event, such that $a = [i, j]$ and $d = [k, \ell]$ intersect.

(a) If $a \subseteq d$, then we can replace the pair with two deletions, where each targets one of the two (contiguous) segments of $d \setminus a$ (Figure 2a). If $d \subseteq a$, vice versa. One or both of the subsequent segments may be empty; we can delete those operations because they do not affect any gene.

(b) If $a \nsubseteq d$, then replace the pair with one amplification targeting $a \setminus d$ and one deletion targeting $d \setminus a$ (Figure 2b).

Since we assume $\hat{S}, T$ are strictly positive, by Observation 1 we only require that the number of amplifications minus the number of deletions stays the same at each gene. Hence, validity is preserved for all genes, and we have eliminated a pair of overlapping amplification and deletion events.

For the inductive case, we can apply the same modification to eliminate a pair of overlapping amplification and deletion events. To complete this case, it only remains to show that we decreased the number of such overlapping pairs. This is easy to see because each new operation targets a segment which is a subset of the segment of some operation of the same type that it replaced, so any overlapping pairs after the modification would have been overlapping pairs before the modification. ▶

![Figure 2](modified-pairs-of-overlapping-operations-to-obtain-a-disjoint-transformation.png)

Figure 2 Modifying pairs of overlapping operations to obtain a disjoint transformation.

In conjunction with Observation 1, Lemma 1 implies that given $t_i$, the value of $\hat{s}_i$ determines how many events (either all amplifications or all deletions) target gene $i$ in some optimal transformation. Conversely, the number of amplifications or deletions that affect each $i$ uniquely determines the preduplication profile $s_i$. So, it suffices to find an optimal preduplication profile for $\eta_p(T)$, which induces an optimal disjoint transformation.

Finally, we bound the number of events in affecting each gene in any optimal disjoint transformation for $\eta_p(T)$, which also bounds how many preduplication profiles we need to consider to find an optimal one.

▶ Lemma 2. For all CNPs $T$ and $p \geq 2$, $\eta_p(T) \leq np$.

Proof. Pick $S = \lceil T/p \rceil$, which may not be optimal in general. Then, for each of the $n$ genes, we will need $p[t_i/p] - t_i \leq p$ deletion events. Assuming for an upper bound that each event targets exactly gene $i$, we can build a transformation for $pS \rightarrow T$ with $\leq np$ events. ▶

▶ Corollary 1. For any CNP $T$ and integer $p \geq 2$, there is an optimal preduplication profile with an optimal disjoint transformation in which every gene is affected by at most $np$ deletions or at most $np$ amplifications.
3.2 CNP halving

In this section, we derive a simple algorithm for the CNP halving problem. We note that some cases of CNP halving are easy. For instance, if every value of \( T \) is even, then the CNP halving distance is zero because \( \hat{S} = T/2 \) is an optimal preduplication profile, and we need no CNOs at all since \( 2\hat{S} = T \). On the other hand if every value of \( T \) is odd, then the CNP halving distance is always 1 by setting \( \hat{S} = [T/2] = (T + 1)/2 \) as a preduplication profile and applying one CNO \((1,n,-1)\), which decrements by one. We will show here how to generalize this result to CNPs that contain both even and odd numbers.

To derive an algorithm for CNP halving, we make a few observations. We define an odd run in a CNP as a maximal-length contiguous segment of genes such that all of the gene values are odd. Similarly, an even run of a CNP is a maximal-length contiguous segment of genes such that all of the gene values are even. For example, in the CNP \((1,2,4,3,5)\) there are two odd runs, \((1)\) and \((3,5)\), and one even run \((2,4)\). We denote by odd\((V)\) (even\((V)\)) the number of odd (even resp.) runs in a CNP \( V \). We first show in the following proposition how each CNO affects the number of odd runs in a profile.

**Proposition 3.** Let \( V \) be a CNP and let \( c = (l,h,w) \) be a CNO such that \( \forall i, c(V)_i \geq 1 \). Then, \( \text{odd}(c(V)) \leq \text{odd}(V) \).

**Proof.** Denote by \( \Delta_o = \text{odd}(c(V)) - \text{odd}(V) \) and \( \Delta_e = \text{even}(c(V)) - \text{even}(V) \), the difference in odd and even runs respectively between \( c(V) \) and \( V \). Notice that amplifications and deletions affect the parity of each value in the CNP in the same way and therefore our proof is invariant to the operation type. We first observe that for any run \([i,j]\) fully contained within the target segment \([l,h]\), the parity of the run in \( c(V) \) is toggled. Thus a fully contained odd run becomes and even run and vice versa. This enables us to separate our analysis into two cases: (a) operations that start and end in runs with the same parity, and (b) operations that start and end in runs with opposite parities (Figure 3ab). We divide each such case into five sub-cases: (I) the start and end of the operation are strictly within a run, (II) one side of the operation is bordering the next run and the other not, (III) one side of the operation is bordering the next run and the other is bordering the end of the profile, (IV) both sides of the operation are bordering the ends of the profile, and (V) both sides of the operation are bordering adjacent runs (Figure 3I-V).

We see that in all cases analyzed, both \( \Delta_o \leq 1 \) and \( \Delta_e \leq 1 \) (Figure 3). Notice that although all operations in case (a) affect only even runs, the complement operations that affect only odd runs are symmetrical by replacing each odd run with an even run. We conclude that each operation can increase the number of odd runs in a profile by at most 1.

We now use this property to solve the CNP halving problem in linear time.

**Theorem 1.** \( \eta_2(T) = \text{odd}(T) \) and \( \hat{S} = \lceil T/2 \rceil \) is an optimal preduplicated CNP for a profile \( T \).

**Proof.** First, we show that \( \eta_2(T) \leq d(2\hat{S},T) \leq \text{odd}(T) \). Note that \( 2\hat{s}_i = t_i \) if and only if \( t_i \) is even, so we need CNOs to correct the odd genes. We can do this with odd\((T)\) deletions, one for each odd run. Each deletion decrements the genes in one odd run, and the deletions target pairwise disjoint segments because each odd run is a maximal segment. Hence, \( \eta_2(T) \leq d(2\hat{S},T) \leq \text{odd}(T) \).

Next, we show that \( \text{odd}(T) \leq \eta_2(T) \). Any duplicated profile \( 2S \) has no odd runs, while \( T \) has odd\((T)\) odd runs. On the hand, by Proposition 3, each CNO can increase the number of odd runs in a profile by at most 1. Therefore, it takes at least odd\((T)\) CNOs to transform a doubled profile \( 2S \) into \( T \) showing that \( d(2S,T) \geq \text{odd}(T) \) for any CNP \( S \). Specifically we have \( \eta_2(T) = \min_S d(2S,T) \geq \text{odd}(T) \).
CND Halving and Aliquoting

Notice that an optimal preduplication profile for the halving problem is not unique. For example, \( \hat{S} = (1) \) and \( \hat{S} = (2) \) are both optimal preduplication profiles for \( T = (3) \). One way to distinguish between optimal preduplication profiles is to look at the transformation they induce to the extant profile. For instance, Theorem 1 gives us the following corollary:

\[ \textbf{Corollary 2.} \quad \hat{S} = \lceil T/2 \rceil \text{ is an optimal preduplicated CNP for a profile } T \text{ and the transformation } \hat{S} \to T \text{ uses only deletions.} \]

On the other hand, in the following proposition we show how to select an optimal preduplication profile such that the transformation will use a maximum number of amplifications.

\[ \textbf{Proposition 4.} \quad \text{The maximum number of amplifications in a transformation from an optimal duplicated genome } 2\hat{S} \text{ to } T \text{ is odd}(T) \text{ if there is no } t_i = 1 \text{ and odd}(T) - 1 \text{ if there is some } t_i = 1. \]

\[ \textbf{Proof.} \quad \text{First, suppose there is no } i \text{ such that } t_i = 1. \text{ In this case we use } \hat{S} = \lceil T/2 \rceil. \text{ We define a transformation } \hat{S} \to T \text{ that uses odd}(T) \text{ amplifications by applying one amplification on every odd run. For every even } t_i \text{ value we have that } 2\hat{s}_i = t_i \text{ and therefore this genes do not need to be modified. On the other hand, for odd } t_i \text{ values we have that } 2\hat{s}_i = t_i - 1 \text{ and therefore one amplification on every odd runs transform } 2\hat{S} \text{ into } T. \]

\[ \text{Conversely, suppose there is a gene } i \text{ having } t_i = 1. \text{ For any CNP } S, \text{ a duplicated CNP } 2S \text{ has only values greater or equal to } 2. \text{ Hence any transformation from a duplicated profile } 2S \text{ to an extant profile } T \text{ containing a value must use at least one deletion. We define } \hat{S} = \lceil T/2 \rceil \text{ and show how to construct a transformation } \hat{S} \to T \text{ that uses one deletion and odd}(T) - 1 \text{ amplifications. Let } \hat{i} \text{ be the leftmost gene of the leftmost odd run and let } \hat{j} \text{ be the rightmost gene of the rightmost odd run. We apply one deletion } (\hat{i}, \hat{j}, -1) \text{ which adjusts every odd value to its value in } T. \text{ However, now we need to adjust the even runs in } [\hat{i}, \hat{j}]. \text{ We do so by applying one amplification on each even run of } T \text{ in } [\hat{i}, \hat{j}]. \text{ Since } [\hat{i}, \hat{j}] \text{ covers all odd runs, there are odd}(T) - 1 \text{ even runs in that segment.} \]

\[ \text{◼} \]
As we showed in Corollary 1, we can limit our search to finding an optimal preduplication profile \( \hat{S} \) with an optimal preduplication profile \( \hat{S} = \langle 1, 1, \ldots, 1 \rangle \). For genes 5, 6 and 7 (with copy numbers 10, 11, and 10 in \( T \), respectively), \( \hat{s}_i \notin \langle \lceil t_i/p \rceil, \lfloor t_i/p \rfloor \rangle \).

### 3.3 CNP aliquoting

In this section we derive an algorithm for the CNP aliquoting problem. While CNP halving is equivalent to CNP aliquoting with \( p = 2 \), generalizing the solution to CNP halving for \( p > 2 \) by rounding \( T/p \) up or down does not work with CNP aliquoting. Namely, there are instances \( T, p \) for the aliquoting problem where the genes of an optimal preduplication profile are not necessarily \( \lceil t_i/p \rceil \) nor \( \lfloor t_i/p \rfloor \). Moreover, even for genes where \( t_i \equiv 0 \mod p \), the optimal preduplication may not contain \( t_i/p \) in the \( i \)’th gene. For example, let \( p = 5 \) and consider the following “triangle” CNP \( T = \langle 6, 7, 8, 9, 10, 11, 10, 9, 8, 7, 6 \rangle \) (Figure 4). Using a preduplication profile \( [T/p] = \langle 2, 2, 2, 2, 2, 2, 2, 2, 2, 2 \rangle \), the CN distance \( d(p[T/p], T) \) is 12. Similarly, using a preduplication profile \( [T/p] = \langle 1, 1, 1, 1, 2, 2, 2, 1, 1, 1, 1 \rangle \) the CN distance \( d(p[T/p], T) \) is 9. On the other hand, if we use the preduplication profile \( \hat{S} = \langle 1, 1, \ldots, 1 \rangle \), we have that \( d(p\hat{S}, T) = 6 \) using a “triangle” of amplification CNOs (Figure 4):

\[
(1, 11, +1), (2, 10, +1), (3, 9, +1), \ldots, (6, 6, +1)
\]

Each successive amplification targets two fewer genes than the previous amplification. For this example \( \eta_p(T) \leq 6 \), which is also the best possible distance (proof omitted) and therefore \( \hat{S} \) is an optimal preduplication profile.

We begin by proposing a simple dynamic programming algorithm (Section 3.3.1). Then, we refine it with additional observations that enables us to improve the run time (Section 3.3.2).

#### 3.3.1 An \( O(n^3) \) dynamic programming algorithm

As we showed in Corollary 1, we can limit our search to finding an optimal preduplication profile \( \hat{S} \) where we have \( \leq 2n \) choices for the value of each \( s_i \). We explicitly enumerate these choices:

- We use \( \leq np \) deletions at gene \( i \) to reach \( t_i \) from \( \hat{s}_i \). In this case, \( p\hat{s}_i \geq t_i \) and \( p\hat{s}_i - t_i \leq np \).
- Let \( b^{-}_i \) be the “base” number of deletions, i.e., the minimum number of deletions needed to reach \( t_i \) from any choice of \( p\hat{s}_i \).

\[
b^{-}_i = p - t_i \mod p = -t_i \mod p
\]

This equation holds because \( p\hat{s}_i \) must be a multiple of \( p \), and so we calculate the minimum number of deletions we need to reach \( t_i \) from any multiple of \( p \). Now, gene \( i \) could be subject to either \( b^{-}_i \) deletions, \( b^{-}_i + p \) deletions, etc. until we reach our bound of \( \leq np \) deletions. Each of these choices for number of deletions corresponds to a unique value for \( \hat{s}_i \). We denote the set of possible number of deletion of gene \( i \) as:

\[
D_i = \{b^{-}_i + kp \mid k \geq 0 \land b^{-}_i + kp \leq np\} = \{b^{-}_i, b^{-}_i + p, \ldots, b^{-}_i + (n-1)p\}
\]

Notice that \( |D_i| = n \).
Alternatively, we use \( \leq np \) amplifications at gene \( i \) to reach \( t_i \). However, unlike the deletion case where we could always increase \( \hat{s}_i \) in order to accommodate more deletions at a gene, for amplifications, we must decrease \( \hat{s}_i \) to add more amplifications. At the same time, we must have \( \hat{s}_i \geq 1 \) since \( t_i \neq 0 \). This bounds the maximum number of amplifications we can have at each gene. For example, if \( t_i < p \) then we cannot reach \( t_i \) using amplifications.

Similar to deletions, we can also define a base number of amplification, corresponding to the minimum number of amplifications required to reach \( t_i \) for some choice of \( \hat{s}_i \):

\[
b_i^+ = t_i \mod p
\]

In addition, we define the set of choices for the number of amplifications of gene \( i \) as follows:

\[
A_i = \{ b_i^+ + kp \mid k \geq 0 \land b_i^+ + kp \leq np \land t_i - b_i^+ - kp \geq p \}.
\]

Note that \( p\hat{s}_i \geq p \) since \( \hat{s}_i \geq 1 \), which is where we derive the additional condition in the set. Therefore, \( |A_i| = \min\{n, \lfloor t_i/p \rfloor \} \) and in the case \( t_i < p \) we have \( A_i = \emptyset \).

We define the following dynamic programming tables. For every \( 1 \leq i \leq n \) and every \( x \in D_i \), \( D[i, x] \) will hold \( \min_{S} d(pS, (t_1, \ldots, t_i)) \) such that \( ps_i - x = t_i \), i.e there is a disjoint transformation that applies exactly \( x \) deletions on the \( i \)th gene. Similarly, for every \( 1 \leq i \leq n \) and every \( x \in A_i \), \( A[i, x] \) will hold \( \min_{S} d(pS, (t_1, \ldots, t_i)) \) such that \( ps_i + x = t_i \), i.e there is a disjoint transformation that applies exactly \( x \) amplifications on the \( i \)th gene. There are at most \( 2n^2 \) values in the arrays \( A \) and \( D \) put together, because there are \( \leq n \) choices for \( x \) in each table and \( n \) for each coordinate \( i \), each corresponds to a value for \( s_i \). We now show how to calculate each value in the tables in \( O(n) \) time, using the values for the previous gene. For completeness, we initialize the tables using \( D[0, 0] = A[0, 0] = 0 \).

**Theorem 2.** The following hold:

\[
D[i, x] = \min \left\{ \min_{y \in D_{i-1}} \left\{ D[i-1, y] + \max\{0, x-y\} \right\}, \min_{y \in A_{i-1}} \left\{ A[i-1, y] + x \right\} \right\}
\]

\[
A[i, x] = \min \left\{ \min_{y \in A_{i-1}} \left\{ A[i-1, y] + \max\{0, x-y\} \right\}, \min_{y \in D_{i-1}} \left\{ D[i-1, y] + x \right\} \right\}
\]

**Proof.** We prove the result for \( D[i, x] \); an analogous proof works for \( A[i, x] \). We show our result by induction on \( i \). For an empty CNP the property holds by our initialization \( D[0, 0] = A[0, 0] = 0 \). Assume now that the theorem holds up to \( i - 1 \).

First, we show that \( D[i, x] \leq \text{RHS}(1) \), the right hand side of Equation 1:

\[
\min_{y \in D_{i-1}} \left\{ D[i-1, y] + \max\{0, x-y\} \right\}, \min_{y \in A_{i-1}} \left\{ A[i-1, y] + x \right\}
\]

This is because we can assemble a solution for \( D[i, x] \) using the following three cases (Figure 5):

(a) We select \( y \in D_{i-1} \) such that \( y \geq x \) and look at the transformation corresponding to \( D[i-1, y] \). In this case, we do not need to add any new operations, because we can pick \( x \) arbitrary deletions that target coordinate \( i - 1 \) and extend them to also target coordinate \( i \) (Figure 5a). Hence,

\[
D[i, x] \leq \min_{y \in D_{i-1}} \left\{ D[i-1, y] \right\}
\]
(b) We select $y \in D_{i-1}$ such that $y \leq x$ and look at the transformation corresponding to $D[i-1, y]$. Then, we extend all of the deletions at $i - 1$ to also affect coordinate $i$, and add $x - y$ new deletions at coordinate $i$ (Figure 5b). We have,

$$D[i, x] \leq \min_{y \in D_{i-1}, y \leq x} \{D[i-1, y] + (x - y)\}$$

(c) Finally, we select $y \in A_{i-1}$ and look at the transformation corresponding to $A[i-1, y]$. We always need to introduce $x$ new deletions because we cannot make use of any of the existing operations at $i - 1$ since they are all amplifications and the transformation we are looking for is disjoint (Figure 5c). Therefore,

$$D[i, x] \leq \min_{y \in A_{i-1}} \{A[i-1, y] + x\}$$

Taking the min of all three cases gives us $\text{RHS}(1)$.

To complete the proof, suppose for contradiction that $D[i, x] < \text{RHS}(1)$. Then, there exists some optimal transformation for the $i$th prefix where coordinate $i$ is affected by $x$ deletions and coordinate $i - 1$ is affected by $y^*$ operations (either amplifications or deletions).

- If $i - 1$ is affected by $y^*$ amplifications, then removing the $x$ deletions at $i$ gives a copy number transformation for the $(i - 1)$th prefix with $y^*$ amplifications at coordinate $i - 1$. But, $D[i, x] - x < \min_y \{A[i-1, y] + x\} - x = \min_y \{A[i-1, y]\}$ which is a contradiction.

- Similarly, if $i - 1$ is affected by $y^*$ deletions, we can remove either zero or $x - y^*$ deletions to get a copy number transformation for the $(i-1)$th prefix with $y^*$ deletions at coordinate $i - 1$ that is better than $D[i - 1, y^*]$, which is a contradiction.

In all cases we get a contradiction, which completes the proof. □

**Figure 5** Illustration of different cases in the dynamic programming algorithm to compute $D[i, x]$, (Theorem 2).

Tables $D$ and $A$ can be populated in time $O(n^3)$, by trying each of the $O(n)$ values for $D[i-1, y]$ and $A[i-1, y]$ in order to calculate $D[i, x]$ or $A[i, x]$. Once all the values are calculated, we can find the aliquoting distance $\eta_p(T) = \min \{ \min_x \{D[n, x]\}, \min_x \{A[n, x]\} \}$,
which takes time $O(n)$. We also record the argmin that we use to populate each entry of $D$ and $A$, which allows us to backtrack in order to compute the optimal pre-duplication profile. Hence, the entire algorithm works in time $O(n^3)$ and $O(n^2)$ space. Notice however that due to Propositions 1 and 2, the length of the profile $n$ that we solve the problem for can be smaller than the original input profile.

### 3.3.2 An improved $O(n^2)$ dynamic programming algorithm

Here, we show that we only need to check $O(1)$ possibilities to calculate each entry of $D$ and $A$, which reduces the run time of the algorithm to $O(n^2)$, the number of entries in both tables. First, we note that $D[i, x]$ and $A[i, x]$ are non-decreasing as we increase the number of operations $x$.

**Lemma 3.** If $\{ x, x + p \} \subseteq D_i$, then $D[i, x + p] \geq D[i, x]$ (similarly, if $\{ x, x + p \} \subseteq A_i$, $A[i, x + p] \geq A[i, x]$).

**Proof.** We prove the statement for $A$ (a similar proof works for $D$). Suppose that $\{ x, x + p \} \subseteq A_i$. Then, we show we can take a disjoint transformation for the $i$'th prefix that has $A[i, x + p]$ events, including $x + p$ amplifications at gene $i$, and modify it to get a transformation that has $\leq A[i, x + p]$ events but has $x$ amplifications at gene $i$. This implies that $A[i, x] \leq A[i, x + p]$.

To do so, we can pick $p$ arbitrary amplifications that target gene $i$, and shrink each of them by decrementing the end index of their segments, so that they no longer target gene $i$, but that they still target all of the genes other than $i$ that it targeted before (Figure 6). Note that this implies that we increment the preduplication gene $s_i$, because we have shown that the number of events at a gene implies the value of the preduplication gene there, and vice versa. In addition, since we are only considering the $i$'th prefix, this modification preserves the contiguity of every amplification.

Moreover, we now show we can bound the increase in aliquoting distance when we increase the number of deletions/amplifications on a gene.

**Lemma 4.** If $\{ x, x + p \} \subseteq A_i$, then $A[i, x + p] - A[i, x] \leq p$ (and similarly, $D[i, x + p] - D[i, x] \leq p$).

**Proof.** We prove the statement for $A$ (a similar proof works for $D$). We can always add $p$ new operations to $A[i, x]$ to get a solution for $A[i, x + p]$ if $x + p \in A_i$, so $A[i, x + p] \leq A[i, x] + p$.

Using these results, we improve the performance of the dynamic programming algorithm. First, at the end of the algorithm we return either $D[n, b_n^-]$ or $A[n, b_n^+]$ (base number of deletions or amplifications) instead of checking each entry in $D[n, \ldots]$ and $A[n, \ldots]$, since larger number of operations at coordinate $n$ will have at least as large aliquoting distances. However, this does not improve the overall asymptotic time complexity of the algorithm. To achieve our improved time complexity, we show that we only need to try $O(1)$ possibilities
to calculate each entry in $D$ and $A$. To accomplish this, we prove that the minimum of $O(n)$
y values in RHS(1) and RHS(2) in Theorem 2 can be expressed as the minimum of $O(1)$
values. To that end we define the following functions for every $i$ and $x$:

$$y_1(x) := \min\{ y \in D_{i-1} \mid y \geq x \}; \quad y_2(x) := \max\{ y \in D_{i-1} \mid y \leq x \};$$

$$y_1'(x) := \min\{ y \in A_{i-1} \mid y \geq x \}; \quad y_2'(x) := \max\{ y \in A_{i-1} \mid y \leq x \};$$

\[\textbf{Theorem 3. The following hold:}\]

$$D[i, x] = \min \{ D[i - 1, y_1(x)], D[i - 1, y_2(x)] + (x - y_2(x)), A[i - 1, b_{i-1}^+] + x \}$$

$$A[i, x] = \min \{ A[i - 1, y_1'(x)], A[i - 1, y_2'(x)] + (x - y_2'(x)), D[i - 1, b_{i-1}^-] + x \}$$

\textbf{Proof.} We prove the result for $D[i, x]$ with $y_1(x)$ and $y_2(x)$; an analogous proof works for
$A[i, x]$ together with $y_1'(x)$ and $y_2'(x)$. We rearrange equation (1) in Theorem 2 as follows:

$$D[i, x] = \min \left\{ \min_{y \in D_{i-1}} \{ D[i - 1, y] + \max\{0, x - y\} \}, \min_{y \in A_{i-1}} \{ A[i - 1, y] + x \} \right\}$$

$$= \min \left\{ \min_{y \geq x} \{ D[i - 1, y] \}, \min_{y \leq x} \{ D[i - 1, y] + (x - y) \}, \min_{y \in A_{i-1}} \{ A[i - 1, y] + x \} \right\}$$

(3)

Now, we show that each of the three inner min expressions in equation (3) can be replaced
with a single term (Figure 7).

(a) If there exists at least one $y \in D_{i-1}$ such that $y \geq x$ (Figure 7a), then

$$\min_{y \geq x} \{ D[i - 1, y] \} = D[i - 1, y_1(x)]$$

This is because the non-decreasing property from Lemma 3 implies that we can check
the entry for the minimum $y$ to get the smallest value. So, we can replace the first min
terms in equation (3) with $D[i - 1, y_1(x)]$.

(b) If there exists $y \in D_{i-1}$ such that $y \leq x$ (Figure 7b), then

$$\min_{y \leq x} \{ D[i - 1, y] + (x - y) \} = D[i - 1, y_2] + (x - y_2)$$

(4)

Let $y_2 = y_2(x)$ for conciseness. Suppose by contradiction there is some other value in
$D_{i-1}$ (which we can express as $y_2 - kp$ for $k \geq 1$) minimizes equation (4): $D[i - 1, y_2 - kp] + (x - (y_2 - kp)) < D[i - 1, y_2] + (x - y_2)$. Rearranging, we get

$$D[i - 1, y_2] > D[i - 1, y_2 - kp] + kp$$

which contradicts Lemma 4. Hence, we can replace the second min terms in equation (3)
with $D[i - 1, y_2] + (x - y_2)$.

(c) Finally, the following equation hold (Figure 7c):

$$\min_{y \in A_{i-1}} \{ A[i - 1, y] + x \} = \min_{y \in A_{i-1}} \{ A[i - 1, y] \} + x = A[i - 1, b_{i-1}^+] + x$$

This follows from Lemma 3; we pick the smallest $y$ to get some min of $A[i - 1, \cdot]$. So, we
can replace the third min terms in equation (3) with $A[i - 1, b_{i-1}^+] + x$. ▶
Since \( y_1, y_1', y_2, y_2' \) are computable in \( O(1) \) time (Supplemental Proposition S5), we can leverage Theorem 3 to populate each table entry in \( O(1) \) time, because we can figure out which three values we need to check using \( y_j, y_j' \) and take the minimum of these values. In conclusion, we can populate \( D \) and \( A \) in \( O(n^2) \) time \( O(n^2) \) space. However, if we are just interested in calculating the aliquoting distance without finding an optimal preduplication profile, we can use only \( O(n) \) space since we simply need \( D[i-1, \cdot] \) and \( A[i-1, \cdot] \) to compute \( D[i, \cdot] \) and \( A[i, \cdot] \).

\[
\begin{align*}
\text{(a) } & \forall y \in D_{i-1} \text{ such that } y \geq x, \text{ since we extend } x \text{ of the existing deletions, Lemma 3 shows us we should keep } y \text{ to minimum (i.e. } y_1(x)). \\
& \begin{array}{l}
\cdots \cdots p_{k_{i-1}} p_{k_i} \cdots \\
\text{ } y_1(x) \text{ (possible)} \\
\cdots \cdots t_{i-1} t_i \cdots \\
\end{array} \\
& \leq \\
& \begin{array}{l}
\cdots \cdots p_{k_{i-1}} p_{k_i} \cdots \\
\text{ } y_1' \text{ (possible)} \\
\cdots \cdots t_{i-1} t_i \cdots \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{(b) } & \forall y \in D_{i-1} \text{ such that } y \leq x, \text{ since we add } x - y \text{ new deletions, } y \text{ should be as large as possible (i.e. } y_2(x)) \text{ to minimize the number of additional deletions due to Lemma 4.} \\
& \begin{array}{l}
\cdots \cdots p_{k_{i-1}} p_{k_i} \cdots \\
\text{ } y_2(x) \text{ (possible)} \\
\cdots \cdots t_{i-1} t_i \cdots \\
\end{array} \\
& \leq \\
& \begin{array}{l}
\cdots \cdots p_{k_{i-1}} p_{k_i} \cdots \\
\text{ } y_2' \text{ (possible)} \\
\cdots \cdots t_{i-1} t_i \cdots \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{(c) } & \forall y \in A_{i-1}, \text{ since we start } x \text{ new deletions, we should pick the smallest } y \text{ possible (i.e. } b_{i-1}^-) \text{ due to Lemma 3.} \\
& \begin{array}{l}
\cdots \cdots p_{k_{i-1}} p_{k_i} \cdots \\
\text{ } b_{i-1}^- \text{ (possible)} \\
\cdots \cdots t_{i-1} t_i \cdots \\
\end{array} \\
& \geq \\
& \begin{array}{l}
\cdots \cdots p_{k_{i-1}} p_{k_i} \cdots \\
\text{ } y_2' \text{ (possible)} \\
\cdots \cdots t_{i-1} t_i \cdots \\
\end{array}
\end{align*}
\]

\begin{itemize}
\item Figure 7 The cases for computing \( D[i, x] \) for the improved dynamic programming algorithm (Theorem 3).
\end{itemize}

\section{4 Experiments}

We evaluated our halving and aliquoting algorithms on simulated CNPs in order to assess their ability to recover preduplication profiles. In each simulation, we generate a random preduplication profile \( S \in \{1, \ldots, 5\}^n \), multiply each entry by \( p \) and then apply \( k \) amplifications and deletions to create an extant profile \( T \). We then use the aliquoting algorithm on \( T \) to estimate the aliquoting distance \( \eta_0(T) \) and find a preduplication profile \( \hat{S} \). We run simulations for profile lengths \( n \in \{100, 200, 300\} \), polyplody \( p \in \{2, 3, 4\} \) and \( k \in \{5, 10, 15\} \) events after polyploidization. To simulate events, we apply \( k \) random CNOs with uniform length and position, and with a ratio of deletions/amplifications of 3 to 1. We also make sure that the profiles \( pS \) and \( T \) generated have no zeros. We implemented the halving and aliquoting algorithms in Python 3, and we ran the simulations on a Thinkpad T470 computer with an Intel i7-7600U processor running Linux 5.11.10. For each configuration \( n, p, k \), 100 instances were simulated.
We use several metrics to measure the algorithm performance. First, we evaluate $d(S, \hat{S})$ to measure how close the aliquoting preduplication profile is to the actual preduplication profile. However, there may exist multiple duplicated profiles with the same copy number distance from $T$. Therefore, we also compare $\Delta \eta_p(T) := d(pS, T) - \eta_p(T) = d(pS, T) - d(p\hat{S}, T)$, to measure how close the estimated aliquoting distance was from the actual copy number distance between the true duplicated profile $pS$ and $T$. This is a measure of how accurately we can recover the number of events that have occurred after polyploidization. Finally, we assess the effective run time of our algorithms as we increase the profile sizes.

We find that CNP aliquoting is more accurate than halving (Figures 8, S2 and S2). When aliquoting $p \geq 3$, we have $\Delta \eta_p(T) \leq 2$ and $d(S, \hat{S}) \leq 4$ for every simulated CNP, which suggests that not only are we are able to estimate the number of post-polyploidization events, but we can also recover a very close profile to the original preduplication profile $S$ by solving the aliquoting problem. On the other hand, for halving ($p = 2$), $\Delta \eta_2(T)$ and $d(S, \hat{S})$ are larger, which is likely because there are many different preduplication profiles for halving. For instance, in Corollary 2 we show that there exists a preduplication profile that maximizes the number of deletions in the optimal transformation, but in Proposition 4 we prove that there exists a different preduplication profile that maximizes the number of amplifications. Notice however, that as the length of the profile increases, we do estimate the number of post-duplication events more accurately. This is partially because with larger CNPs, there is a smaller chance for events to cancel one another.

Finally, we measured the running time of our halving and aliquoting algorithms from Theorem 1 and Theorem 3, respectively (Figures 8c, S2c, and S3c). Notice that our implementation of the aliquoting algorithm contracts runs that have the same value modulo $p$, using Proposition 2. This preprocessing is done in linear time and does not affect the overall worst-case asymptotic time complexity. However, we find that in practice, it improves the run time significantly. Although the aliquoting dynamic programming algorithm is quadratic in the worst case, we see that on simulated profiles, the increase in running time is much lower. This is because the effective profile length for which we solve the problem depends on the number of runs modulo $p$ and not the original length of the profile.

5 Discussion

In this paper, we formulate and solve the genome halving and genome aliquoting problems for CNPs under the CNT model. For the halving distance we derive a simple linear time algorithm and show how to obtain preduplicated genomes having a transformation with maximum number of deletions or amplifications. For the CNP aliquoting distance we derive a quadratic time dynamic programming algorithm by showing several properties of an optimal preduplication profile and carefully analyzing aliquoting sub problems. We further note that with $O(n)$ time preprocessing and postprocessing, the latter algorithm is quadratic in the number of distinct runs modulo $p$ which can be effectively quite lower than the length of the profile, as we show on simulated CNPs. Finally, our simulations show that we are able accurately estimate the number of events post-duplication.

There are several directions for further research. First, for some CNPs there be many optimal preduplication profiles and our algorithm will not distinguish between these solutions, selecting one arbitrarily based on the implementation. It is therefore interesting to further explore the space of optimal preduplication profiles. Similar ambiguity in selecting a preduplication genome arises in other rearrangement distances, and one solution is to use an out-group in order to further constrain the preduplication genome. This modification, called
the *guided genome halving problem*, seeks to find a preduplication genome that minimizes the distance to a given out-group plus the distance from the duplicated genome to the extant genome [47]. An alternative solution which might be more biologically relevant in some cases such as cancer samples is to extend the copy number distance to also include a WGD event [30]. In this case, the copy number distance between a pair of profiles would be the minimum number of amplifications, deletions and WGDs that transform profile into the other. Third, these algorithms could be extended to address the issues of normal cell admixture and subclonality that arise in analyzing cancer sequencing data as has been previously done for CNPs [11, 44]. Finally, applying our algorithms to real cancer genomes with high tumor ploidy could help identify genomes with strong evidence for polyploidization during cancer evolution and provide new insights into highly aneuploid cancer genomes.

**Figure 8** Simulation results for using $k = 10$ events after duplication. (a) $d(S, \hat{S})$ - the distance between simulated and estimated preduplication profiles. (b) $\Delta \eta_p(T)$ - the difference between the simulated and estimated number of events after duplication. (c) running time in seconds.
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S1 Appendix

S1.1 Reducing input profile size

In order to show these Proposition 1 and Proposition 2, we define two ways of modifying profiles that “preserve” the validity of a transformation between them. Let \( S = \langle s_i \rangle \) and \( T = \langle t_i \rangle \) be CNPs with \( n \) genes, and let \( C \) be a transformation for \( S \rightarrow T \). We remove a gene \( i \) from \( S \) and \( T \) to obtain new CNPs \( S' \) and \( T' \), where

\[
S' = \langle s_1, s_2, \ldots, s_{i-1}, s_{i+1}, \ldots, s_n \rangle \\
T' = \langle t_1, t_2, \ldots, t_{i-1}, t_{i+1}, \ldots, t_n \rangle
\]

Then, we can modify \( C \) to obtain a new transformation \( C' \) for \( S' \rightarrow T' \), where \( |C'| \leq |C| \), because we can modify each event in \( C \) to “skip” gene \( i \) (Figure S1a).

Similarly, we can insert a gene \( i \) to \( S \) and \( T \) to get \( S^* \) and \( T^* \), such that

\[
S^* = \langle s_1, s_2, \ldots, s_i, s_{i+1}, \ldots, s_n \rangle \\
T^* = \langle t_1, t_2, \ldots, t_i, t_{i+1}, \ldots, t_n \rangle
\]

That is, we create a new gene next to gene \( i \), with the same value as the gene at \( i \). Then, we can modify a transformation \( C \) for \( S \rightarrow T \) to create a transformation \( C^* \) for \( S^* \rightarrow T^* \), where \( |C^*| \leq |C| \), because we can modify each event in \( C \) to “stretch over” a new gene at \( i \) (Figure S1b).

![Figure S1](image.png)

(a) Removing gene 2. (b) Inserting gene 1.

\section*{S1.1.1 Proof of Proposition 1}

\textbf{Proof.} Let \( \hat{S} \) be an optimal preduplication profile for \( \eta_p(T) \) and let \( C \) be a transformation for \( p\hat{S} \rightarrow T \) of size \( \eta_p(T) \). We can delete gene \( i \) from \( \hat{S} \) to get \( \hat{S}' \) and since \( T' \) can be formed from \( T \) by also removing gene \( i \), we can obtain a transformation \( C' \) for \( p\hat{S}' \rightarrow T' \) such that \( |C'| \leq |C| \). This implies \( \eta_p(T') \leq \eta_p(T) \).

To show the other direction, we insert a gene at \( i \) into \( \hat{S}' \) and \( T' \) to get \( \hat{S}^* \) and \( T^* \), respectively. Then, we have some transformation \( C^* \) for \( p\hat{S}^* \rightarrow T^* \) such that \( |C^*| \leq |C'| \). Finally, we can set \( \hat{s}_i^* = 0 \) and \( \hat{t}_i^* = 0 \), such that \( \hat{S}^* \) is now equal to \( \hat{S} \) and \( T^* \) is now equal to \( T \). But, \( C^* \) is still valid for \( p\hat{S} \rightarrow T \), because modifying \( \hat{S}^* \) in such a manner does not affect any other gene, and preserves the validity of \( C^* \) at gene \( i \), which has value zero in both \( p\hat{S} \) and \( T \). So, \( \eta_p(T) \leq \eta_p(T') \), which completes the proof. ▶
S1.1.2 Proof of Proposition 2

Proof. First, we show \( \eta_{p}(T') \leq \eta_{p}(T) \). Let \( \hat{S} \) be an optimal preduplication profile for \( \eta_{p}(T) \), and let \( C \) be a transformation \( p\hat{S} \rightarrow T \). We can remove gene \( i + 1 \) from \( \hat{S} \) to get \( \hat{S}' \), and so there is a valid transformation \( C' \) for \( p\hat{S'} \rightarrow T' \) that is no larger than \( C \). This implies that \( \eta_{p}(T') \leq \eta_{p}(T) \), and that we can get an optimal preduplication profile for \( T' \) by deleting a gene of \( T \).

Next, we show \( \eta_{p}(T') \geq \eta_{p}(T) \). Let \( \hat{S}' \) be an optimal preduplication profile (with \( n-1 \) genes) for \( \eta_{p}(T') \), and let \( C' \) be a transformation \( p\hat{S'} \rightarrow T' \) of size \( \eta_{p}(T') \). Then, we can insert a gene at \( i \) into \( \hat{S}' \) to get \( \hat{S} \). Similarly, we can insert a gene at \( i \) into \( T' \) to get \( T \). Then, we obtain a transformation \( C^* \) for \( p\hat{S} \rightarrow T^* \) such that \( |C^*| \leq |C'| \). Finally, because \( t_{i+1} \geq t_i \), we need to modify \( \hat{S} \) and \( T^* \) such that \( T^* = T \), while preserving the validity of \( C^* \) for \( p\hat{S} \rightarrow T^* \). Note that because \( t_i \equiv t_{i+1} \mod p \), and \( t_i \leq t_{i+1} \), it follows that \( t_{i+1} = k \) for some \( k \geq 0 \). Since \( S^* \) and \( T^* \) are a result of gene insertion at \( i \), we have \( \hat{s}_i = \hat{s}_i' \neq 0 \) and \( t_i = t_i' = 0 \). Thus, we can increase \( \hat{s}_i \) by \( k \) and increase \( t_i \) by \( kp \) to get two new profiles, \( \hat{S} \) and \( \hat{T} \). After doing so, \( C^* \) is still a valid transformation for \( p\hat{S} \rightarrow \hat{T} \) because:

- We did not change the values of genes other than \( i + 1 \) in either profile and we did not modify \( C^* \), so \( C^* \) is still valid at these genes.
- Consider gene \( i + 1 \). Before modifying \( \hat{S}^* \) and \( T^* \), we had that \( \hat{s}_i = \hat{s}_i' \neq 0 \) and \( t_i = t_i' \neq 0 \). Hence, by Observation 1, if \( a \) is the number of amplifications in \( C^* \) that target gene \( i + 1 \) and if \( d \) is the number of deletions that target gene \( i + 1 \), then

\[
\hat{t}_i = p\hat{s}_i + a - d
\]

Now, when we modify \( \hat{S} \) and \( T \) to get \( \hat{S} \) and \( \hat{T} \), we set \( \hat{t}_i = \hat{s}_i + k \) and \( \hat{i}_i = t_i + kp \).

Note that \( \hat{t}_i = p\hat{s}_i + a - d \), because we can add \( kp \) to both sides of the previous equation. In addition, both \( \hat{t}_i \) and \( \hat{s}_i \) are nonzero, so \( C^* \) is valid at gene \( i + 1 \).

Together, we have \( T^* = T \), a preduplication profile \( \hat{S}^* \) and transformation \( p\hat{S}^* \rightarrow T \) of size \( \eta_{p}(T') \). This implies \( \eta_{p}(T) \leq \eta_{p}(T') \).

S1.2 Computing \( y_1(x) \), \( y_1'(x) \), \( y_2(x) \), \( y_2'(x) \)

\( y_1(x) \), \( y_1'(x) \), \( y_2(x) \), \( y_2'(x) \) are all computable in \( O(1) \) time.

Proof. We show each computation separately.

- To compute \( y_1(x) \), note that

\[
y_1(x) = \min\{y \mid y \in D_{i-1}, \, y \geq x\}
\]

\[
= \min\{b^{-1}_{i-1} + kp \mid k \geq 0 \land b^{-1}_{i-1} + kp \leq np \land b^{-1}_{i-1} + kp \geq x\}
\]

\[
= b^{-1}_{i-1} + p \cdot \min\{k \geq 0 \mid np \geq b^{-1}_{i-1} + kp \geq x\}
\]

So, we can find the min \( k \) that satisfies these conditions in order to compute \( y_1 \).

\[
b^{-1}_{i-1} + kp \geq x
\]

\[
kp \geq x - b^{-1}_{i-1}
\]

\[
k \geq (x - b^{-1}_{i-1}) / p
\]

We can compute the right hand side, take the ceiling; the result is always non-negative because \( |x - b^{-1} i - 1| \) cannot exceed \( p \). Afterwards, we double check that this satisfies the bound \( b^{-1}_{i-1} + kp \leq np \) that we get from bounding the number of total events. If it does, we have all we need to compute \( y_1(x) \). If it does not, then \( y_1(x) \) does not exist, and we ignore its term in the \( \min\{\ldots\} \) when computing \( D[i, x] \).
To compute $y_2(x)$, we use a similar approach.

$$y_2(x) = \max \{ y \mid y \in D_{i-1}, y \leq x \}$$
$$= \max \{ b_{i-1}^- + kp \mid k \geq 0 \land b_{i-1}^- + kp \leq \text{np} \land b_{i-1}^- + kp \leq x \}$$
$$= b_{i-1}^- + p \cdot \max \{ k \geq 0 \mid b_{i-1}^- + kp \leq \text{np} \land b_{i-1}^- + kp \leq x \}$$

So, we can find the max $k$ that satisfies the conditions to compute $y_2$.

$$b_{i-1}^- + kp \leq x$$
$$kp \leq x - b_{i-1}^-$$
$$k \leq (x - b_{i-1}^-)/p$$

We can pick the max $k$ that works by computing the right hand side and taking the floor to get $k$. We do not need to check that $b_{i-1}^- + kp \leq \text{np}$, because we get this from $x \leq \text{np}$, but we do need to be careful to check if $k \geq 0$; if not, then $x$ is small enough that no choice of $k$ works. If such a $k$ exists, then $y_2(x) = b_{i-1}^- + kp$. Note that $y_2(x) = y_1(x) - p$, because $y_2$ and $y_1$ are computed from the closest multiples of $p$ that “sandwich” $x$.

Computing $y_1'(x)$ is similar to computing $y_1(x)$, with the additional condition that $t_{i-1} - b_{i-1}^+ - kp \geq p$ to ensure that $\hat{s}_{i-1} \geq 1$.

$$y_1'(x) = \min \{ y \mid y \in A_{i-1}, y \geq x \}$$
$$= \min \{ b_{i-1}^+ + kp \mid k \geq 0 \land b_{i-1}^+ + kp \leq \text{np} \land b_{i-1}^+ + kp \geq x \land t_{i-1} - b_{i-1}^+ - kp \geq p \}$$
$$= b_{i-1}^+ + p \cdot \min \{ k \geq 0 \mid \text{np} \geq b_{i-1}^+ + kp \geq x \land t_{i-1} - b_{i-1}^+ \geq (k + 1)p \}$$

So, we can find the min $k$ that satisfies the first condition in the same way that we computed $y_1(x)$, and check that this $k$ satisfies the additional condition which enforces $\hat{s}_{i} \geq 1$.

Computing $y_2'(x)$ is similar to computing $y_2(x)$, with the additional condition as mentioned in the case for $y_1'(x)$.

$$y_2'(x) = \max \{ y \mid y \in A_{i-1}, y \leq x \}$$
$$= \max \{ b_{i-1}^+ + kp \mid k \geq 0 \land b_{i-1}^+ + kp \leq \text{np} \land b_{i-1}^+ + kp \leq x \land t_{i-1} - b_{i-1}^+ - kp \geq p \}$$
$$= b_{i-1}^+ + p \cdot \max \{ k \geq 0 \mid \text{np} \geq b_{i-1}^+ + kp \leq \text{np} \land b_{i-1}^+ + kp \leq x \land t_{i-1} - b_{i-1}^+ \geq (k + 1)p \}$$

We compute the max $k$ that satisfies all but the last condition in the same way that we computed $y_2(x)$. Then, compute the max $k$ that satisfies the second condition, which is an upper bound on $k$. We can take the min of these two values to get the max $k$ that satisfies both.
S1.3 Supplemental results

Figure S2 Simulation results for using $k = 5$ events after duplication. (a) $d(S, \hat{S})$ - the distance between simulated and estimated preduplication profiles. (b) $\Delta \eta_p(T)$ - the difference between the simulated and estimated number of events after duplication. (c) running time in seconds.

Figure S3 Simulation results for using $k = 15$ events after duplication. (a) $d(S, \hat{S})$ - the distance between simulated and estimated preduplication profiles. (b) $\Delta \eta_p(T)$ - the difference between the simulated and estimated number of events after duplication. (c) running time in seconds.
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1 Introduction

Diploid organisms such as humans inherit two copies of chromosomes, one from each parent. Each haplotype sequence of the two copies of a chromosome can be represented as a long string. Haplotype matches are usually considered to be binary and the matches between any pair of haplotypes may be due to a common ancestor or natural selection. While short
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matches between two individuals may have been caused by chance, a match shared between several haplotypes or individuals are more informative since it is less likely that the matches occurred by random. The lower the probability of haplotype matches by chance, the stronger the evidence that the segments have been inherited from a common ancestor [14].

The availability of large-scale genetic data has promoted the need for efficient algorithms and methods. Positional Burrows-Wheeler Transform (PBWT) [5] proposed by Richard Durbin, provides an efficient data structure for compression and searching for matches in large haplotype sequences. The underlying idea of PBWT is to sort the haplotype sequences at each variant site $k$ by their reversed prefix order. An additional array, called the divergence array, keeps track of the reverse prefix match between adjacent haplotypes in sorted order. The presented algorithms in PBWT provide an efficient approach to find all pairwise matches between haplotype sequences ending at each variant site.

PBWT data structure has already been utilized to find matching blocks in large haplotype panels [4,1,11]. A matching block contains several haplotype sequences that share a common reverse prefix of length $L$ at a site. The concept of a matching block is a direct extension of pairwise matches to multi-way matches due to transitivity. Instead of a sequence with a minimum length of $L$ shared by only two haplotypes, a block of matches is defined by a minimum number of haplotypes or individuals ($W$), where $W \geq 2$.

For the sake of memory efficiency, the PBWT algorithms are typically a scan across a haplotype panel from the first variant site in a forward direction. At each variant site during the pass, the panel is sorted by the reversed prefix order while updating the divergence values for each haplotype. The computed values are only kept transiently and only the active array at the current variant site $k$ is kept in memory. As a result, the memory usage for PBWT algorithms will be only $O(M)$, where $M$ denotes the number of haplotypes. This, however, comes with the cost of only being able to access data at a single site and only from one direction. While the forward-only PBWT sweep is sufficient for identifying pairwise matches between any two haplotypes or matching blocks, it is not efficient in determining the boundaries of the matching blocks nor does it facilitate the tracking of changes in matching blocks. As a result, no mismatch will be allowed in otherwise long matching blocks and recombination events cannot be observed between blocks of haplotypes around a site.

Here, we present an extension to Durbin’s PBWT by allowing the information at both directions from site $k$ to be accessible. This is enabled by a memory-efficient two-pass sweep: first, a reverse pass storing all PBWT data structures in an intermediate file and then a forward pass creating a transient forward PBWT. In the forward PBWT, we have random access to the reverse PBWT at each variant site and observe the potential changes beyond the variant site using the pre-computed reverse PBWT.

The bi-directional PBWT can be used to efficiently track haplotype sequences across the matching blocks at both the forward and the reverse PBWTs. Since the matching blocks at either side of a variant site define the partition of the sequence indices, the correspondence between the forward matching blocks and the reverse matching blocks can be expressed as the intersection of their partitions. In the context of PBWT, we formulate the problem as the all partition matching problem, where all matching partitions are enumerated, and the large partition matching problem, where only sufficiently large partitions are reported. Both problems can be solved by efficient $O(M)$ algorithms. In doing so, bi-directional PBWT allows integration of the changes within a matching block.

We demonstrate two potential applications of the haplotype block matching algorithm using bi-directional PBWT. The first application involves the identification of matching blocks allowing mismatches. Additionally, the blocks of matches that undergo changes around a site may indicate phasing errors or recombination events. Preliminary results of these applications are shown using UK Biobank and 1000 Genomes project data [3].
2 Methods

2.1 Background and notation

Following Durbin’s notation [5], we define a panel of haplotype sequences as $X \in \{0, 1\}^{M \times N}$, a two-dimensional matrix of binary values, where $M$ denotes the number of haplotype sequences and $N$ the number of variant sites. Each row is a haplotype sequence and each column $X_k, k = 0, \ldots, N - 1$ is an array representing the values of haplotypes at the site $k$. If $s$ and $t$ are two haplotype sequences, and $s[j, k)$ and $t[j, k)$ denote their subsequences from site $j$ to site $k - 1$, then there is a match between $s$ and $t$ from $j$ to $k$ if $s[j, k) = t[j, k)$.

The concept of haplotype match can be defined over blocks [4, 1, 11]. Assume $C$ is the set of sequence indices: $C = \{0, \ldots, M - 1\}$. We can define a haplotype matching block or a block as a tuple $(c, j, k)$, $j < k$, where $c \subseteq C$ is a subset of sequence indices and $j$ and $k - 1$ denote the starting and ending sites of the match, respectively. The length of a block is defined as $l = k - j$, and the width of a block is $w = |c|$. If $l \geq L$ and $w \geq W$, we call the block a $(L, W)$-block. In particular, a block is called width maximal at each site $k$ if the number of sequences sharing a substring with a length $\geq L$ cannot be increased. A block is called length maximal if one or multiple sequences in the block have a different value at the site $k$ resulting in less than $W$ haplotypes in the block. Width and length maximal blocks can be found in $O(NM)$ time in Positional Burrows-Wheeler Transform (PBWT) [4, 1, 11].

The basic idea using PBWT to find matching blocks is that at any site $k$, all matching haplotype sequences with a length $\geq L$ are adjacent to each other in the PBWT panel [11]. In other words, if a set of haplotypes builds a block of matches with a length $L$, they will be contiguous in the PBWT panel.

2.1.1 PBWT data structures: PBWT matrix, positional prefix array, and divergence array

The underlying idea of the Positional Burrows-Wheeler Transform (PBWT) is to store haplotype sequences based on their reversed prefix order. It also enables efficient algorithms for identifying matches by introducing additional data structures augmenting the original haplotype panel $X$. The positional prefix array $a_k$ contains the sequence indices sorted based on their reversed prefix order. The PBWT array $y_k$ stores the values of haplotype sequences in the reversed prefix order at each site ($y_k[i] = X_k[a_k[i]]$). The divergence array $d_k$ at the variant site $k$ for each haplotype stores the starting position of the match between the haplotype with its preceding haplotype sequence in the reversed prefix order. In other words, the divergence value keeps track of the starting site index of the longest match for each haplotype. We refer to the value of the divergence array for each haplotype as its divergence value. $d_k$ is utilized to both identify a long match with a length $\geq L$ and determine the starting position of the match.

Note that in a typical PBWT all-versus-all matching algorithm, the haplotype panel is swept from left to right and the data structures $a_k$, $y_k$, and $d_k$ can be built transiently, thus enabling an efficient memory footprint of $O(M)$. Indeed this is the primary mode that PBWT can be used in large data sets. However, such sweeping algorithm precludes access to information from both sides of the site $k$, and thus limiting the investigation of changes of haplotype blocks.
2.2 Bi-directional PBWT

2.2.1 Overview

Here, we assume that PBWT data structures for both forward and reverse directions are available at each site. Figure 1 shows the bi-directional PBWT data structures using a simple example of a haplotype panel. Given a minimum length $L$, width maximal blocks ending at site $k$ define a partition of the set of indices $C$ for either side. Assume the block set $S(k, L)$ represents a set of blocks of matching haplotypes in the forward PBWT ending at a variant site $k$. In other words, $S(k, L)$ is a partition of the set of sequence indices $C$.

Similarly, we define the block set $T(k, L)$ for the reverse PBWT at site $k$, another partition of $C$. For the sake of simplicity, we omit the $k$ and $L$ and denotes the partitions as $S$ and $T$.

It is of our interest to find the matching between these two block sets, where the matching is defined over all subsets shared by $S$ and $T$, also known as the intersection of partitions $U(S, T) = \{s \cap t | s \in S \land t \in T\} \setminus \{\emptyset\}$. Additionally, the forward and the reverse PBWTs do not have to be back-to-back and a small gap may be allowed. I.e., we can consider the matching between $S(k, L)$ and $T(k + g, L)$, where $g$ is the size of the gap.

Here, we define two versions of the matching problems, the all-block matching problem and the $W$-width block matching problem. For the all-block matching problem, the goal is to enumerate all possible blocks in $U(S, T)$. In the case of haplotype sequences from population genotyping data, we expect there will be a strong correlation between the blocks of $S$ and $T$. This can be quantified by the mutual information (MI) between the sets of matching blocks in forward ($S$) and reverse ($T$) directions:

$$MI(S, T) = \sum_{s \in S} \sum_{t \in T} p(S \cap T)(s, t) \log \left( \frac{p(S \cap T)(s, t)}{p_S(s)p_T(t)} \right),$$

where $p(S \cap T)(s, t)$ is the joint probability function of $S$ and $T$, which can be calculated by enumerating the blocks in $U(S, T)$.

For the $W$-width block matching problem, the goal is the find all the matching blocks in $U(S, T)$ that contain $\geq W$ haplotypes. This may sound like yet another way of solving the $(2L + g, W)$-block problem. However, the benefit of defining the problem as such is that it would allow mismatches in the gap region of an otherwise exact matching block.

Our approach for finding blocks of matches using bi-directional PBWT can be split into three subroutine algorithms: 1) Finding blocks of matches exceeding the given length and width cut-off using bi-directional PBWT. 2) Matching blocks from both sides. 3) Extracting the length of matches, in the case of finding $(2L + g, W)$-blocks. Figure 1 shows a simple schematic of our method for detecting clusters around the site $k$. The matching blocks from both sides are considered around a given gap in terms of sites.

2.2.2 Algorithm 1: Find width maximal blocks

We start by independently finding width maximal blocks ($(W, L)$-blocks) on both sides at each site $k$ that contain at least $W$ sequences and include at least $L$ sites. This will output the block sets $S(k, L)$ and $T(k, L)$ for each site $k$. Using the divergence arrays for each side, we can easily find blocks that extend for at least $L$ matching sites. Blocks form contiguous segments in the positional prefix array and are capped off at both ends by large divergence values. Blocks of matches are separated by a sequence $j$ where $d_j > k - L$. We can separate blocks of matches at each site and assign a unique ID to each block. For each sequence, we store its corresponding block ID in an array for lookup in Algorithm 2. Algorithm 1 has
time complexity of $O(M)$ since we only iterate through the divergence array at each site. Figure 2 illustrates the process for finding width maximal blocks and Algorithm 1 outlines the pseudo-code for finding width maximal blocks on one side of the site.

2.2.3 Algorithm 2: Match blocks by enumerating intersection of partitions

Recall from Algorithm 1 that width maximal blocks represent a set of sequences that match for at least $L$ sites. In Algorithm 2, we solve the $W$-width block matching problem by enumerating the intersection of block sets that exceed the minimum number of haplotypes ($W$) on both sides. Note that the all-block matching problem can be solved similarly by simply ignoring the minimum number of haplotypes $W$.

We define an array $link$ where $link[i]$ is the pair $<\text{forward block ID of haplotype i}, \text{reverse block ID of haplotype i}>$. After sorting $link$, haplotypes in the same forward and reverse blocks will be adjacent to each other and form contiguous sections in the array. Each section in the array that has the same two-block pair becomes a candidate for a matching block.

**Figure 1** Bi-directional PBWT data structures. The standard PBWT data structures for the forward and the reverse PBWTs are shown at both sides. For $L = 5$, the $L$-block set at the forward PBWT, $S = \{s_1 = \{0, 1, 2, 3, 4, 5, 6, 7\}, s_2 = \{8, 9\}\}$ and the $L$-block set at the reverse PBWT, $T = \{t_1 = \{1, 2, 3, 4, 5, 6\}, t_2 = \{0, 8, 9\}, t_3 = \{7\}\}$, are integrated to form $U = U(S, T) = \{u_1 = \{0\}, u_2 = \{1, 2, 3, 4, 5, 6\}, u_3 = \{7\}, u_4 = \{8, 9\}\}$. The arrows on the sides mark the boundaries of matching blocks.

**Figure 2** A simple schematic of bi-directional PBWT for finding blocks of matches before and after the site $k$: 1. Finding blocks of matches exceeding a given length in terms of sites $L \geq 6$ and haplotypes $W \geq 3$ at both sides separately (a). 2. Merging the blocks of matches from both sides (b). 3. Determination of the length in terms of sites ($L$) of continuous matching blocks (c). The length in terms of the number of sites in the matching block in green increases since the 6th sequence is discarded.
Algorithm 1: Find width maximal blocks at site $k$.

1: $blockID \leftarrow 1$
2: $start \leftarrow -1$
3: $for~i \leftarrow 0, M - 1~do$
4: \quad if $d[i] > k - L$ then
5: \quad \quad assign $blockID$ to sequences in $[start, i - 1]$
6: \quad $blockID = blockID + 1$
7: \quad $start \leftarrow i$
8: \quad $end~if$
9: $end~for$

with the only criteria left to check being if the size of the block candidate is greater than or equal to $W$. Note that since the pairs in the $link$ array only contain block ID values from $1 - M$, we can utilize a radix sort. Algorithm 2 has a time complexity of $O(M)$ time due to the radix sort and a memory complexity of $O(M)$. Figure 2 illustrates the process for merging blocks and Algorithm 2 outlines the pseudo-code for merging blocks.

Algorithm 2: Match blocks in forward and reverse PBWT at position $k$.

1: $link \leftarrow []$
2: $for~i \leftarrow 0, M - 1~do$
3: \quad $link[i] \leftarrow <forward~block~ID~of~haplotype~i,~reverse~block~ID~of~haplotype~i> 4: $end~for$
5: $radixSort(link)$
6: $start \leftarrow 0$
7: $for~i \leftarrow 1, M - 1~do$
8: \quad if $link[i] \neq link[i - 1]$ then
9: \quad \quad if $i - start \geq W$ then $\triangleright$ Check if the block’s width is at least $W$
10: \quad \quad \quad $report~width-maximal~matching~block~from~[start, i - 1]$
11: \quad \quad $end~if$
12: \quad $start \leftarrow i$
13: $end~if$
14: $end~for$

2.2.4 Algorithm 3: Report block length

Recall that Algorithm 1 only checks that a block matches for a minimum of $L$ sites and doesn’t compute how much further the block matches past those $L$ sites. Once a block candidate from Algorithm 2 has met the size requirement of containing at least $W$ sequences, we utilize Algorithm 3 to find the length of the block on both sides of site $k$. If on the left side, a block includes sequences at positions $x_0, x_1, \ldots, x_j$ in the positional prefix array, then we define $minPos$ as the $\min_{0 \leq i \leq j} x_i$ and the $maxPos$ as the $\max_{0 \leq i \leq j} x_i$. The length that the block extends to the left can then be represented by $k - \max_{minPos \leq i \leq maxPos} d_i$. The same logic can be applied to find the length of the block on the right side. Note that we do not include $minPos$ in the query range since the definition of the divergence array states that $d_i$ is a comparison between string $i$ and string $i - 1$ in the positional prefix array. To be able to compute the expression $\max_{minPos \leq i \leq maxPos} d_i$ efficiently, we can utilize a range query data structure. Since we do not need to perform range updates, sparse table
provides a lightweight data structure that can be built in $O(M)$ time by dividing the data into blocks of size $b$ ($b \in \Theta(\log(M))$) and computing the sparse table over the maximums in each block. For each query, there will be a maximum of two $b$-sized blocks that will not be completely encapsulated by the range query. These two $b$-sized blocks will be found at the two boundaries of the range query and the maximum for these two blocks can be computed manually and efficiently using bitwise operations. Each range query can be performed in $O(b)$ where $b$ is a small constant factor. Alternatively, Cartesian trees can be used which guarantees the time complexity of $O(M)$ for pre-processing and $O(1)$ for range queries. In practice, however, we found that using sparse tables with the block technique seemed to be faster than Cartesian trees in both precomputation and query runtimes. Since each sequence is only included in a single query and queries take $O(1)$ time, it takes $O(M)$ time to complete all queries. Thus, Algorithm 3’s runtime is dominated by building the sparse table, which takes $O(M)$ time and $O(M)$ memory to construct. Figure 3 illustrates the process for reporting block length and Algorithm 3 outlines the pseudo-code for finding the length of a block reported in Algorithm 2.

**Algorithm 3** Report block length.

```plaintext
1: for all blocks reported in Algorithm 2 do
2: \( l_f = k - \max_{\minPos < i < \maxPos} d_f[i] \) \( \triangleright \) report forward length
3: \( k' = k + g - 1 \)
4: \( l_r = \max_{\minPos < i < \maxPos} d_r[i] - k' \) \( \triangleright \) report reverse length
5: end for
```

**Figure 3** A simple example illustrating Algorithm 3 – Report Cluster Length. To find the length of the cluster on both sides, we identify $\minPos$ and $\maxPos$ on both sides and perform a maximum range query on the divergence arrays.

### 2.2.5 Efficient implementation of bi-directional PBWT

To compute a bi-directional PBWT efficiently, we must be able to efficiently read a VCF file in reverse order (from the last site to the first site). In our implementation, we utilized the C++ method `seekg()` to manipulate the position of the input stream pointer. We begin by reading the first site in the VCF file and extracting the number of individuals, $M$, by counting the number of “|”. We then jump to the end of the file and start the process of
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reading the VCF file in reverse order line by line. To extract each line from the end of the file, we use `seekg()` to move the input stream pointer back one position at a time until we reach a newline character. Since we already know \( M \), we can optimize this process by initially moving the input stream pointer back \( 4 \times M \) positions since we know each individual in the VCF file takes up 4 characters. Then we only need to move the input stream pointer back one character at a time through the fixed fields which usually comprise less than 500 characters. By doing this, we can compute the reverse PBWT with comparable efficiency to the forward PBWT.

Bi-directional PBWT builds off of Durbin’s algorithms 1 and 2. In these 2 algorithms, Durbin iterates through all \( N \) sites while maintaining a positional prefix array (i.e. a sorted array of binary strings) and a divergence array (\( d_i \) stores the smallest value \( j \) such that the haplotype sequences in the prefix array positions \( i \) and \( i - 1 \) match from site \( j \) to the current site). Before running the aforementioned algorithms, we create the PBWT data structure for reverse sequences first and then use the stored values while scanning the panel in the forward direction. Note that we only need to store values from the reverse PBWT since we can simultaneously compute blocks and the forward PBWT at the same time. Source code is available at https://github.com/ZhiGroup/bi-PBWT.

3 Results

3.1 Runtime and memory usage

We evaluated the run time and memory usage of bi-directional PBWT on large-scale haplotype panels. The scalability of bi-directional PBWT was evaluated with respect to the size of the input data and the length parameter. Table 1 shows the resource consumption when running bi-directional PBWT (both forward and reverse combined) on chromosome 21 of the UK Biobank panel comprising 974,818 haplotypes with the parameters of \( L = 0.5 \) Mbps and \( W = 100 \). Table 2 shows the runtime growth of bi-directional PBWT with respect to the input size \( M \) when all other variables are held constant. From Table 2, we can observe that our method has an asymptotic runtime of \( O(M) \) with respect to \( M \). Table 3 shows the runtime growth of bi-directional PBWT with respect to input size \( N \) when all other variables are held constant. From Table 3, we can see that the algorithm has an asymptotic runtime of \( O(N) \) with respect to \( N \). Table 4 shows the runtime growth of bi-directional PBWT with respect to the parameter \( L \) when all other variables are held constant. From Table 4, we can see that the asymptotic runtime of bi-directional PBWT is not affected by \( L \).

All experiments were carried out with a 2.10 GHz Intel Xeon E5-2620 v4 using a single core.

Table 1 Run time and memory usage of bi-directional PBWT on chromosome 21 of the UK Biobank.

<table>
<thead>
<tr>
<th>Run time</th>
<th>Peak memory</th>
<th>Peak disk usage</th>
<th>#Blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2 hrs</td>
<td>261.44 MB</td>
<td>73.1 GB</td>
<td>245,563</td>
</tr>
</tbody>
</table>

\( W = 100, \ L = 0.5 \) Mbps.

Table 2 Runtime growth with respect to the number of haplotypes \( M \).

<table>
<thead>
<tr>
<th>Size of M</th>
<th>50,000</th>
<th>100,000</th>
<th>200,000</th>
<th>400,000</th>
<th>800,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>607.1</td>
<td>1,432.54</td>
<td>3,000.11</td>
<td>5,971.03</td>
<td>11,284.42</td>
</tr>
</tbody>
</table>

\( N = 9793, \ W = 100, \ L = 0.5 \) Mbps.
Table 3  Runtime growth with respect to the number of sites $N$.

<table>
<thead>
<tr>
<th>Size of $N$</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>773.91</td>
<td>1,455.34</td>
<td>3,273.91</td>
<td>5,955.54</td>
<td>11,953.19</td>
</tr>
</tbody>
</table>

$M = 974818, W = 100, L = 0.5$ Mbps.

Table 4  Runtime growth with respect to the target length $L$.

<table>
<thead>
<tr>
<th>Size of $L$ (Mbps)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>0.8</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>12,090.35</td>
<td>12,336.94</td>
<td>13,727.56</td>
<td>13,471.45</td>
<td>13,957.97</td>
</tr>
</tbody>
</table>

$M = 974818, N = 9793$

The benchmarks show that the asymptotic runtime is linear with respect to the size of the input and that the asymptotic memory usage is $O(M)$.

![Figure 4](image_url)  Comparison of total areas covered by matching blocks using exact matches vs. allowing a mismatching site. The percentage increase in the total area covered by matching blocks is shown for different minimum target lengths.

3.2 Blocks of haplotype matches in UK Biobank

To establish the benefit of allowing mismatches in the otherwise perfect matching blocks, we ran bi-directional PBWT either with a tolerance of mismatch or with a perfect match in the gap region. We used a gap size of $g = 1$ and haplotypes of chromosome 21 in the UK Biobank data [2] to count the total sizes of matching blocks as the total area that is covered by any matching block. We used the total area to investigate the differences between exact matches and allowing only one mismatch (error) using bi-directional PBWT. The total area and the percentages of differences for exact matching blocks and error-tolerant mode are shown in Figure 4. The minimum number of haplotypes $W$ was set to 200. As shown in the figure, based on different cut-off values for the minimum length, the gain can vary from $\sim 3 - 43\%$. The percentage of additional area covered by matching blocks while allowing only 1 mismatch in the middle of blocks can result in $\sim 43\%$ more area compared to exact matches for $L = 500$.

We searched for haplotype matches using bi-directional PBWT in UK Biobank with a minimum length of 0.5 Mbps shared among at least 100 haplotypes using all individuals. Figure 5 shows the number of clusters at each site. Please note that there must be a mismatch...
Figure 5 Manhattan plot for the number of blocks allowing a mismatching site in the block using all autosomal chromosomes in the UK Biobank data. The minimum length for both sides was set to 0.5 Mbps.

at each site in the gap for the cluster to be counted. The minimum length should also hold for both sides of matches around each site. The plot shows the availability of such haplotype blocks across the chromosomes. There’s also a dip in chromosome 6 which covers the HLA region. Figure 6 shows the average number of haplotypes that have an alternating allele in each block at every site. As shown in the figure, there is a peak in chromosome 6 which again comprises the HLA region. The mismatches in each cluster are shared by several haplotypes and the sizes of the blocks in terms of the number of haplotypes are larger compared to other regions.

Figure 6 Manhattan Plot for the average number of mismatches in each block at every site using all autosomal chromosomes in the UK Biobank data.
3.3 Correlation between Mutual Information and Genetic Map

The mutual information was calculated for all sites in the UK Biobank data. Figure 7 shows the Manhattan plot for the mutual information at each site using all 22 autosomal chromosomes. The minimum length of the block was set to 0.5 Mbps. We also calculated the mutual information in 1000 Genomes Project data using the minimum length cutoff of 0.1 Mbps. Figure 8 shows the mutual information for each population in 1000 Genomes Project using chromosome 1 and the deCODE recombination rate (cM/Mbps) at 500k resolution. We also computed the correlation between the mutual information and deCODE recombination map using the UK Biobank data and 1000 Genomes Project data in chromosome 1 (L = 0.1 Mbps). The Spearman’s rank correlation coefficient for chromosome 1 of all participants was 0.85 and the European population in 1000 Genomes Project was 0.87. The correlation coefficient for the European population is slightly higher as expected when compared to the deCODE genetic map. For UK Biobank, the Spearman’s rank correlation coefficient was 0.82 using all participants. In general, the mutual information correlates with the recombination rate at low resolution.

4 Conclusions and Discussion

The PBWT data structure provides a concise representation of a haplotype panel which enables efficient exact haplotype matching. PBWT data structures have been used for genotype imputation [8, 12], building a representation of an ancestral recombination graph.
In this work, we presented an extension of the original PBWT data structure to bi-directional. To achieve the time and memory efficiency that is required for large biobank-scale data, we designed a set of efficient algorithms. Specifically, the algorithms aim to efficiently identify blocks of matches that are present in both directions of the PBWT instances around each variant site.

Bi-directional PBWT allows the investigation of matching blocks at each site beyond the currently active site in PBWT. Therefore, it provides flexibility in detecting matches in otherwise rigid exact haplotype matches in the original PBWT. In our results, we showed that allowing only one mismatching site will have some $\sim 3 - 43\%$ increase in the reported area involved in a matching block. The presented algorithms for allowing one mismatch can be extended to multiple mismatching sites occurring with a minimum distance. Assuming that blocks of matches are less likely to occur by random, the divergence values in the forward PBWT can be updated using the block information in the reverse PBWT. As a result, approximate haplotype matches can be enumerated in the forward PBWT. Therefore, it can provide an efficient haplotype matching solution that can tolerate genotyping errors.

We also showed that the mutual information (MI) obtained by bi-directional PBWT can be used to estimate recombination rates at low resolution. The Spearman correlation coefficient between the MI of the European samples in the 1000 Genomes Project and the deCODE genetic map was 0.87. The mutual information here certainly does not provide a fine resolution map, however, it does highlight another application of the bi-directional PBWT. Another approach to determine the recombination rates can be the calculation of edit distance of two block sets of matches in the forward and backward PBWT, where the edit distance is defined as the minimal number of sequence reassignments to achieve similar blocks in both directions.
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Abstract

Cell signaling pathways, which are a series of reactions that start at receptors and end at transcription factors, are basic to systems biology. Properly modeling the reactions in such pathways requires directed hypergraphs, where an edge is now directed between two sets of vertices. Inferring a pathway by the most parsimonious series of reactions then corresponds to finding a shortest hyperpath in a directed hypergraph, which is NP-complete. The state of the art for shortest hyperpaths in cell-signaling hypergraphs solves a mixed-integer linear program to find an optimal hyperpath that is restricted to be acyclic, and offers no efficiency guarantees.

We present for the first time a heuristic for general shortest hyperpaths that properly handles cycles, and is guaranteed to be efficient. Its accuracy is demonstrated through exhaustive experiments on all instances from the standard NCI-PID and Reactome pathway databases, which show the heuristic finds a hyperpath that matches the state-of-the-art mixed-integer linear program on over 99% of all instances that are acyclic. On instances where only cyclic hyperpaths exist, the heuristic surpasses the state-of-the-art, which finds no solution; on every such cyclic instance, enumerating all possible hyperpaths shows that the solution found by the heuristic is in fact optimal.

1 Introduction

Signaling pathways are cornerstones of molecular and cellular biology. They underly cellular communication, govern environmental response, and their perturbation has been implicated in the cause of many diseases. While signaling pathways have classically been modeled as ordinary graphs, using directed or undirected edges to link pairs of interacting molecules [31, 32], both Klamt, Haus and Theis [20] and Ritz, Tegge, Kim, Poirel and Murali [28] have shown that ordinary graphs cannot adequately represent cellular activity that involves the assembly and disassembly of protein complexes, and multiway reactions among such complexes.
Directed hypergraphs are generalizations of ordinary graphs, where an edge (now called a hyperedge) is directed from one set of vertices (called its tail) to another set of vertices (called its head), and have been used to model many cellular processes [25, 16, 6, 14, 20, 24, 33, 27, 28]. In particular, a biochemical reaction that involves multiple reactants – all of which must be present for the reaction to proceed – and that results in multiple products – all of which are produced upon its completion – is correctly captured by a single hyperedge, directed from its set of reactants to its set of products. Despite hypergraphs affording more faithful models of reaction networks, the lack of practical hypergraph algorithms has hindered their potential for correctly representing and reasoning about molecular reactions.

Biologically, a typical cell-signaling pathway consists of membrane-bound receptors that bind to extracellular ligands, triggering intracellular cascades of reactions, culminating in the activation of transcriptional regulators and factors [2]. Computationally, treating receptors as sources, and transcription factors as targets, finding the most efficient way to synthesize a particular transcription factor from a set of receptors maps to the shortest hyperpath problem we consider here: Given a cell-signaling network whose reactants and reactions are modeled by the vertices and weighted hyperedges of a directed hypergraph, together with a set of sources and a target, find a hyperpath consisting of hyperedges from the sources to the target of minimum total weight. We briefly summarize prior work on related problems next.

Related work

Hypergraphs have been studied in the algorithms community [18, 12, 4] and applied within systems biology to metabolic networks [8, 1, 3, 5] and cell-signaling networks [27, 26, 11, 30].

In the field of algorithms, Italiano and Nanni [18] first proved that finding a shortest source-sink hyperpath is NP-complete, even when hyperedges have a single head vertex. In a seminal paper that is the source for much of the subsequent work on hypergraphs, Gallo, Longo, Pallottino and Nguyen [12] explore special cases of hypergraphs, and define several versions of hyperpaths, including what they call a B-path (though see the correction of Nielsen and Pretolani [22]), which is essentially equivalent to our definition of hyperpath in Section 2. They show the vertices reachable from a source vertex in a hypergraph can be found in time linear in the total size of the tail and head sets of all hyperedges, give an efficient algorithm for a variant of shortest hyperpaths with a so-called additive cost function, and prove that finding a minimum cut in a hypergraph is NP-complete. Ausiello and Laura [4] survey results on hypergraphs whose hyperedges have singleton head sets, and note that a consequence of the NP-completeness reduction [18] for shortest hyperpaths from the set cover problem is that, unless $P = NP$, no approximation algorithm can exist for shortest hyperpaths on hypergraphs of $n$ vertices with approximation ratio $(1-o(1)) \ln n$.

In metabolic networks, Cottret, Milreu and Acuña et al. [8] examine the minimum precursor problem: given a hypergraph $G$, a set of sources $S$, and a set of targets $T$, find a source subset $P \subseteq S$ of minimum cardinality that has a hyperpath from $P$ to $T$. They show this problem is NP-complete, and give an algorithm that enumerates all minimal precursor sets whose hyperpath is acyclic. Acuña, Milreu and Cottret et al. [1] subsequently enumerate all minimal precursor sets allowing cycles. Andrade, Wannagat and Klein et al. [3] extend these algorithms to accommodate stoichiometry and conserve intermediate metabolites within the hyperpath. Carbonell, Fichera, Pandit and Faulon [5] give an efficient algorithm to find a source-sink hyperpath if one exists – irrespective of its length – and prove that finding any hyperpath that must contain a specified set of hyperedges is NP-complete. They also offer an approach to hyperpath enumeration that relies on solutions to this NP-complete problem, for which they employ a heuristic.
In cell-signaling networks, Ritz, Avent and Murali [27, 26] were the first to solve the shortest acyclic hyperpath problem by formulating it as a mixed-integer linear program (MILP) – the current state of the art for shortest hyperpaths – and showed that in practice optimal acyclic hyperpaths can be found even for large cell-signaling hypergraphs. Their formulation does not extend to hyperpaths with cycles, and requires exponential time in the worst-case (which may be unavoidable, as the acyclic problem remains NP-complete). Recently, Franzese, Groce, Murali and Ritz [11] defined a parameterized notion of connectivity that interpolates between hyperpath- and ordinary-path-connectivity, while Schwob, Zhan and Dempsey [30] modified the acyclic MILP of Ritz et al. [26] to include time-dependence among reactions.

Our contributions

In contrast to prior work, we give a heuristic for shortest hyperpaths that handles cycles, is worst-case efficient, and finds hyperpaths that are demonstrably optimal or close to optimal in real cell-signaling hypergraphs. In particular, we make the following contributions.

- We present an efficient heuristic for shortest hyperpaths, that on a hypergraph of size $\ell$, which measures the total cardinality of all hyperedge tail and head sets, with $m$ hyperedges that are doubly-reachable from the source and sink vertices, and $k$ defined analogously to $\ell$ over these doubly-reachable hyperedges, runs in $O(\ell + m^2k)$ time.

- We also give a practical algorithm for hyperpath enumeration that generates all possible hyperpaths, allowing us to tractably measure how close our heuristic is to the optimum.

- Our heuristic matches the state-of-the-art MILP for shortest acyclic hyperpaths on over 99% of all instances from two standard databases of cell-signaling pathways.

- Our heuristic surpasses the state-of-the-art on instances where every source-sink hyperpath is cyclic, and hence the MILP finds no solution. On all such cyclic instances, our hyperpath enumeration algorithm verified that the heuristic was in fact optimal.

To our knowledge, this heuristic is the first in the literature for shortest source-sink hyperpaths in general directed hypergraphs, where hyperedges have arbitrary tail and head sets, and the length of a hyperpath is the sum of the weights of its hyperedges.

Plan of the paper

The next section defines the shortest source-sink hyperpath problem. Section 3 then presents our heuristic for shortest hyperpaths, and analyzes its time complexity. Section 4 compares the heuristic, through experiments on all source-sink instances from standard databases, to the state-of-the-art MILP for acyclic instances, or to the optimum of all enumerated hyperpaths for cyclic instances, and discusses biological examples of cyclic shortest hyperpaths. Section 5 concludes, and Appendix A gives our algorithm for generating all hyperpaths.

2 Shortest hyperpaths in directed hypergraphs

A directed hypergraph is a generalization of an ordinary directed graph, where an edge, instead of touching two vertices, now connects two subsets of vertices. Formally, a directed hypergraph is a pair $(V, E)$, where $V$ is a set of vertices, and $E$ is a set of directed hyperedges. Each hyperedge $e \in E$ is an ordered pair $(X, Y)$, where both $X, Y \subseteq V$ are vertex subsets. Edge $e$ is directed from set $X$ to set $Y$. We call set $X$ the tail of $e$, and set $Y$ the head.
A hyperedge \( e \) with \( \text{tail}(e) = \{v_1, \ldots, v_k\} \) and \( \text{head}(e) = \{w_1, \ldots, w_\ell\} \). To use \( e \) in a hyperpath \( P \), every vertex \( v_i \in \text{tail}(e) \) must have a preceding hyperedge \( f \) on \( P \) with \( v_i \in \text{head}(f) \).

In ordinary directed graphs, a path from a vertex \( s \) to a vertex \( t \) is a sequence of edges starting from \( s \) and ending at \( t \), where for consecutive edges \( e \) and \( f \) in the sequence, the preceding edge \( e \) must enter the vertex that the following edge \( f \) leaves. We say \( t \) is reachable from \( s \) when there is such a path from \( s \) to \( t \).

In generalizing these notions to directed hypergraphs, the conditions both for when a hyperedge can follow another in a hyperpath, and when a vertex is reachable from another, become more involved. A hyperpath is again a sequence of hyperedges, but now for hyperedge \( f \) in a hyperpath, for every vertex \( v \in \text{tail}(f) \), there must be some hyperedge \( e \) that precedes \( f \) in the hyperpath for which \( v \in \text{head}(e) \). Reachability is captured by the following notion of superpath.

\textbf{Definition 1 (Superpath).} In a directed hypergraph \((V, E)\), an \( s, t \)-superpath, for vertices \( s, t \in V \), is an edge subset \( F \subseteq E \) such that the hyperedges of \( F \) can be ordered \( e_1, e_2, \ldots, e_k \), where

(i) \( \text{tail}(e_1) = \{s\} \),

(ii) for each \( 1 < i \leq k \),

\[ \text{tail}(e_i) \subseteq \{s\} \cup \bigcup_{1 \leq j < i} \text{head}(e_j), \]

(iii) and \( t \in \text{head}(e_k) \).

For an \( s, t \)-superpath, we call \( s \) its source, \( t \) its sink, and we say \( t \) is reachable from \( s \).

We can now define hyperpaths in terms of superpaths. Recall that a set \( S \) is \textit{minimal} with respect to some property \( X \) if \( S \) satisfies \( X \), but no proper subset of \( S \) satisfies \( X \).

\textbf{Definition 2 (Hyperpath).} An \( s, t \)-hyperpath is a minimal \( s, t \)-superpath.

In other words, a hyperpath \( P \) is a superpath for which removing any edge \( e \in P \) leaves a subset \( P - \{e\} \) that is no longer a superpath. Essentially, hyperpaths eliminate unnecessary edges from superpaths. Figures 5 and 6 later show examples of hyperpaths.

We say a hyperpath \( P \) contains a \textit{cycle} if, for every ordering \( e_1, \ldots, e_k \) of its hyperedges satisfying properties (i)–(iii) in the definition of superpath, \( P \) contains some hyperedge \( f \) with a vertex in \( \text{head}(f) \) that also occurs in \( \text{tail}(e) \) for an earlier hyperedge \( e \) in the ordering. While in ordinary graphs a minimal \( s, t \)-path can never contain a cycle, in hypergraphs an \( s, t \)-hyperpath can in fact contain cycles, as shown in the examples discussed in Section 4.6.

We can now define the shortest hyperpath problem. For an edge weight function \( \omega(e) \), we extend \( \omega \) to edge subsets \( F \subseteq E \) by \( \omega(F) := \sum_{e \in F} \omega(e) \).
Definition 3 (Shortest Hyperpaths). The Shortest Hyperpaths problem is the following. Given a directed hypergraph \((V, E)\), a positive edge weight function \(\omega : E \rightarrow \mathbb{R}^+\), source \(s \in V\) and sink \(t \in V\), find an \(s, t\)-hyperpath \(P \subseteq E\) of minimum total weight \(\omega(P)\).

Note that for positive edge weights, Shortest Hyperpaths is equivalent to finding an \(s, t\)-superpath of minimum total weight.

Shortest Hyperpaths with a single source and sink vertex also captures more general versions of the problem with multiple sources and multiple sinks, as follows. To find a hyperpath that starts from a set of sources \(S \subseteq V\), simply add a new source vertex \(s\) to the hypergraph together with a single hyperedge \(\{s\}, S\) of zero weight, and equivalently find a hyperpath from the single source \(s\). To find a hyperpath that reaches all vertices in a set of sinks \(T \subseteq V\), add a new sink vertex \(t\), a zero-weight hyperedge \((T, \{t\})\), and equivalently find a hyperpath to the single sink \(t\). To find a hyperpath that reaches some vertex in a set of sinks \(T \subseteq V\), add new sink vertex \(t\), zero-weight hyperedges \((\{v\}, \{t\})\) from all \(v \in T\), and again equivalently find a hyperpath to the single sink \(t\). Thus versions of shortest hyperpaths with multiple sources and sinks can be reduced to the problem with a single source and sink.

Shortest Hyperpaths is NP-complete [18] (even for acyclic hypergraphs with singleton head sets), so we likely cannot efficiently compute shortest hyperpaths in the worst-case. The next section presents an efficient heuristic for shortest hyperpaths that is highly accurate at finding demonstrably optimal or near-optimal hyperpaths in real cell-signaling hypergraphs.

3. An efficient shortest hyperpath heuristic

We now give a fast heuristic for Shortest Hyperpaths that always finds an \(s, t\)-hyperpath if one exists. While the heuristic is not guaranteed to find a shortest \(s, t\)-hyperpath, our later experiments on real cell-signaling hypergraphs show it quickly finds a hyperpath that is optimal or remarkably close to optimal on the overwhelming majority of instances from exhaustive experiments over the two standard cell-signaling databases in the literature. We present detailed pseudocode for the heuristic at a level that can be directly implemented, as the heuristic is carefully designed and many of its component algorithms are surprisingly tricky to implement correctly. After describing the heuristic, we give a time analysis that shows it is always efficient.

The pseudocode accesses a hypergraph \(G\) through fields \(G\.vertices\) and \(G\.edges\). We access the tail-set and head-set of a hyperedge edge \(e\) through fields \(e\.head\) and \(e\.tail\). We access the set of in-edges and out-edges of a vertex \(v\) through fields \(v\.in\) and \(v\.out\). For a list \(Q\) that is handled as a queue, operation \(Q\.Put(x)\) appends item \(x\) to the rear of \(Q\), while operation \(Q\.Get()\) removes and returns the item at the front of \(Q\). For a min-heap \(H\), operation \(H\.Insert(x, k)\) inserts item \(x\) with key \(k\) into \(H\), and returns a reference \(p\) to the heap node containing this pair \((x, k)\) in \(H\); operation \(H\.Extract()\) removes and returns the item in \(H\) with minimum key; and operation \(H\.Decrease(p, k)\) takes a reference \(p\) to a heap node in \(H\) and decreases its key to \(k\) if \(k\) is smaller than its current key. All functions assume hypergraph \(G\) is passed by reference.

The heuristic builds on fast algorithms for computing reachability in a hypergraph, and we discuss these algorithms first. In general, vertex \(v\) is forward reachable from source \(s\) in hypergraph \(G\) if there is an \(s, v\)-hyperpath in \(G\). A hyperedge \(e\) is forward reachable from \(s\) if all vertices \(v \in \text{tail}(e)\) are forward reachable from \(s\). When \(e\) is forward reachable from \(s\), an \(s, e\)-hyperpath is a hyperpath from \(s\) to \(\text{tail}(e)\) followed by \(e\). A vertex \(v\) is backward traceable from sink \(t\) if \(v = t\), or recursively if \(v \in \text{tail}(e)\) for an edge \(e\) where some \(w \in \text{head}(e)\) is backward traceable from \(t\). A hyperedge \(e\) is backward traceable from \(t\) if some \(v \in \text{head}(e)\) is backward traceable from \(t\)
Figure 2 gives pseudocode for the functions ForwardReachable and BackwardTraceable. Function ForwardReachable returns the set of all hyperedges that are forward reachable from source $s$, while function BackwardTraceable returns the set of hyperedges that are backward traceable from sink $t$. Function ForwardReachable uses Boolean vertex field $v$ reached, and integer edge field $e$.count, which it assumes have already been initialized to the values $v$ reached $= \text{false}$ for all $v \in V$ and $e$.count $= |\text{tail}(e)|$ for all $e \in E$. Function BackwardTraceable also uses Boolean edge field $e$.marked, which it similarly assumes is initialized to false for all $e$. (This initialization will be done once for hypergraph $G$ in the shortest hyperpath heuristic, which allows these functions when called repeatedly to run in time bounded by just the size of the forward-reachable or backward-traceable subgraphs.) Function ForwardReachable uses field $e$.count to detect when all vertices in $\text{tail}(e)$ have been reached from $s$, and hence $e$ is now reached from $s$. Function BackwardTraceable performs a similar but simpler computation in reverse from sink $t$. The worst-case time for both these functions is linear in the size of the subgraph they explore, as analyzed in Section 3.1.

Figure 3 gives pseudocode for function ShortestHyperpathHeuristic, our heuristic. Like Dijkstra's algorithm for shortest paths in an ordinary graph (see [7, pp. 658–663]), this function maintains a heap $H$, but in contrast to Dijkstra's algorithm this is now a heap of hyperedges $e$ (rather than a heap of vertices), which are prioritized by keys that are the best known estimate of the length of a shortest $s, e$-hyperpath. We refer to this estimate as the current path length for $e$. The heuristic starts from the out-edges of source $s$, and in a reaching computation repeatedly extracts from heap $H$ the hyperedge $e$ with minimum key. When hyperedge $e$ is removed from $H$, the estimated path length for $e$ is evaluated, and stored in field $e$.length. To compute this length estimate, it must construct the best $s, e$-hyperpath it can find, and evaluate its total weight. Of course, computing an optimal $s, e$-hyperpath is NP-complete, so it uses a greedy heuristic to construct this path by function RecoverShortPath. This path-construction heuristic consists of two steps: (1) recovering an $s, e$-superpath by recursively backward-traversing hyperedges that enter $\text{tail}(e)$, and (2) finding a minimal subset of this superpath that is an $s, e$-hyperpath while attempting to minimize its weight.

Figure 4 gives pseudocode for function RecoverShortHyperpath that implements this greedy path-construction heuristic. For the first step, recovering the $s, e$-superpath $S$ is done by recursively backward-traversing what we call in-edges: those hyperedges whose head-sets intersect the tail-set of a given hyperedge. Function ShortestHyperpathHeuristic maintains for a hyperedge $e$ the field $e$.inedges, which stores the subset of the in-edges to $e$ whose length field has been determined.

For the second step, function RecoverShortHyperpath attempts to find the minimum weight subset of $S$ that is still a superpath by greedily considering hyperedges $f \in S$ for removal in decreasing order of $f$.length. This repeatedly tests whether $\text{tail}(e)$ is still reachable from $s$ on removing $f$ by calling Boolean function IsReachable. Pseudocode for IsReachable is not given, but it simply implements a version of function ForwardReachable that halts and returns true as soon as it adds $e$ to the set of hyperedges reachable from $s$, or returns false after collecting the entire reachable set without encountering $e$.

To summarize, the shortest hyperpath heuristic proceeds greedily like Dijkstra's algorithm, but with some important differences: it maintains a heap of hyperedges prioritized by estimated shortest path lengths to tail-sets, records a set of potential in-edges to a given hyperedge used for recovering a hyperpath to the hyperedge, and recovering such a hyperpath now involves another greedy heuristic to find a minimal superpath of small total weight.
function ForwardReachable \( s, G \) begin

\begin{itemize}
  \item Find all edges forward-reachable from source \( s \) in \( G \)
  \item Initialize a queue of reached vertices
  \item Create queue \( Q \)
  \item \( Q.\text{Put}(s) \)
  \item \( s.\text{reached} := \text{true} \)
  \item \( (F, R) := (\emptyset, \emptyset) \)
  \item while not \( Q.\text{Empty()} \) do begin
    \item \( v := Q.\text{Get}() \)
    \item \( F \cup := \{v\} \)
    \item for each \( e \in v.\text{out} \) do begin
      \item \( e.\text{count} := 1 \)
      \item if \( e.\text{count} = 0 \) then begin
        \item \( F \cup := \{e\} \)
        \item for each \( w \in e.\text{head} \) do begin
          \item if not \( w.\text{reached} \) then begin
            \item \( Q.\text{Put}(w) \)
            \item \( w.\text{reached} := \text{true} \)
          \end
        \end
      \end
    \end
  \item for each \( v \in R \) do begin
    \item \( v.\text{reached} := \text{false} \)
  \end
  \item return \( F \)
\end{itemize}

\section*{Figure 2} Reachability computations. Function \texttt{ForwardReachable}, given source vertex \( s \) in hypergraph \( G \), returns all hyperedges \( e \) for which \( \text{tail}(e) \) is reachable by a hyperpath from \( s \). Function \texttt{BackwardTraceable}, given sink vertex \( t \) in \( G \), returns all hyperedges \( e \) for which some vertex \( v \in \text{head}(e) \) is backward-traceable from \( t \). These functions assume fields \( v.\text{reached} \), \( e.\text{marked} \), and \( e.\text{count} \) have been initialized to \text{false}, \text{false}, and \(|\text{tail}(e)|\), respectively, for all \( v \) and \( e \) in \( G \).
function ShortestHyperpathHeuristic (s, t, G, ω) begin

• Find a short s,t-hyperpath in G
• Initialize fields
for \( v \in G.\)vertices do
  \((v.\text{reached}, v.\text{removed}) := \text{false, false}\)
for \( e \in G.\)edges do
  \((e.\text{count}, e.\text{marked}, e.\text{node}, e.\text{inedges}) := |e.\text{tail}|, \text{false, nil, } \emptyset\)

\(D := \text{ForwardReachable}(s, G) \cap \text{BackwardTraceable}(t, G)\)

Restrict G to doubly-reachable edges \(D\)
Remove from G all edges not in \(D\)
Create min-heap \(H\)

• Initialize edge heap \(H\)

for \( e \in s.\)out with \(e.\text{tail} = \{s\}\) do
  \(e.\text{node} := H.\text{Insert}(e, \omega(e))\)

\(s.\text{reached} := \text{true}\)

while not \(H.\text{Empty}()\) do begin

• Process reached hyperedges by their path lengths
  \(e := H.\text{Extract}()\)
  \(e.\text{removed} := \text{true}\)

\(P := \text{RecoverShortHyperpath}(s, e, G)\)

• Recover a short hyperpath to \(e\), and its path length
  \(e.\text{length} := \omega(P)\)

\(F := \emptyset\)

• Collect for \(e\) its out-edges \(F\), and detect which are now reached
  for \(v \in e.\text{head} \) do begin
    for \(f \in v.\)out do begin
      if not \(v.\text{reached}\) and not \(f.\text{marked}\) then
        \(f.\text{count} := 1\)
      if not \(f.\text{marked}\) then begin
        \(F := \{f\}\)
        \(f.\text{marked} := \text{true}\)
      end
    end
  end
  \(v.\text{reached} := \text{false}\)

for \(f \in F \) do
  \(f.\text{marked} := \text{false}\)

for \(f \in F \) do begin

• Update path lengths, in-edges, and add reached edges to \(H\)
  \(f.\text{inedges} := \{e\}\)
  if \(f.\text{node} \neq \text{nil}\) and not \(f.\text{removed}\) then
    \(H.\text{Decrease}(f.\text{node}, \omega(\text{RecoverShortHyperpath}(s, f, G)))\)
  else if \(f.\text{node} = \text{nil}\) and \(f.\text{count} = 0\) then
    \(f.\text{node} := H.\text{Insert}(f, \omega(\text{RecoverShortHyperpath}(s, f, G)))\)
end

\((P^*, L^*) := (\emptyset, \infty)\)

• Recover the best s,t-hyperpath \(P^*\)

for \(e \in t.\)in do
  if \(e.\text{node} \neq \text{nil}\) then begin
    \(P := \text{RecoverShortHyperpath}(s, e, G)\)
    if \(\omega(P) < L^*\) then
      \((P^*, L^*) := (P, \omega(P))\)
  end

Restore to G all edges not in \(D\)

• Unrestrict G, and return the best hyperpath \(P^*\)
end

Figure 3 Efficient heuristic for shortest source-sink hyperpaths. Given source \(s\), sink \(t\), and edge weights \(\omega\), function \text{ShortestHyperpathHeuristic} finds an \(s,t\)-hyperpath in hypergraph \(G\), attempting to minimize its length. If no \(s,t\)-hyperpath exists, the empty path is returned. For doubly-reachable hyperedges \(e\), the heuristic maintains fields \(e.\text{length}\) (the total weight of the shortest hyperpath found to \(e\)), and \(e.\text{inedges}\) (the subset of edges \(f\) with \(\text{head}(f)\) touching \(\text{tail}(e)\) where \(f.\text{length}\) is known), which are used in \text{RecoverShortHyperpath} to recover a short hyperpath to \(e\).
function RecoverShortHyperpath (s, e, G) begin

• Recover a short s, e-hyperpath in G
Create queue Q
for f ∈ e.inedges do begin
  Q.Put(f)
  f.marked := true
end

S := {e}  • Initialize a queue with the in-edges entering e
while not Q.Empty() do begin
  f := Q.Get()
  S := S ∪ {f}
  for g ∈ f.inedges do
    if not g.marked then begin
      Q.Put(g)
      g.marked := true
    end
  end
for f ∈ S do
  f.marked := false

Remove from G all edges not in S  • Greedily construct an s, e-hyperpath P ⊆ S
S := {e}
P := {e}
for f ∈ S in decreasing order of f.length do begin
  Remove f from G
  if not IsReachable(s, e, G) then begin
    Restore f back to G
    P := P ∪ {f}
  end
end

Restore back to G all edges removed  • Restore G, and return hyperpath P
return P
end

Figure 4 Recovering a short hyperpath from the source to a hyperedge. Given source vertex s and hyperedge e, function RecoverShortHyperpath returns an s, e-hyperpath P in hypergraph G, attempting to minimize its length. The edges of hyperpath P are greedily selected from an s, e-superpath S that is guaranteed to exist in G, where S is recovered by tracing backward from e.

We note for this heuristic that the inapproximability of the shortest hyperpath problem [4], together with the polynomial time analysis of the following section, imply that unless \(P = \text{NP}\), the heuristic cannot be a constant-factor approximation algorithm for shortest hyperpaths.

3.1 Time complexity

We now bound the time complexity of our shortest hyperpath heuristic. To obtain the overall running time of function ShortestHyperpathHeuristic, we analyze in turn its component functions ForwardReachable, BackwardTraceable, and RecoverShortHyperpath.

Our analysis is in terms of the following parameters measured on a hypergraph (or an induced subgraph). For a hypergraph G with vertices V and hyperedges E, we denote its number of vertices and edges by \(n := |V|\) and \(m := |E|\). We also use the size parameter

\[
\ell := \sum_{e \in E} \left( |\text{tail}(e)| + |\text{head}(e)| \right),
\]

and degree parameter

\[
d := \max_{v \in V} \left\{ |\text{in}(v)|, |\text{out}(v)| \right\}.
\]
We assume all tail and head sets are nonempty, and every vertex is touched by a hyperedge, which implies \( m + n = O(\ell) \). When we need to refer to these measures for a particular hypergraph \( G \), such as on an induced subgraph, we explicitly subscript the parameters by the specific hypergraph, such as \( n_G, \ldots, d_G \), where these parameters are then measured in terms of the vertices and edges of subscripted hypergraph \( G \).

For the reachability computations \texttt{ForwardReachable} and \texttt{BackwardTraceable}, their running time can be expressed in an output-sensitive way, in terms of the size of the edge sets they return (or equivalently the size of the subgraph of \( G \) they explore). For \texttt{ForwardReachable}, let \( R \subseteq V \) be the set of vertices reachable from source \( s \), and \( F \subseteq E \) be the set of hyperedges reachable from \( s \) that are returned. The total time for \texttt{ForwardReachable} is dominated by the time for its main while-loop, which takes time \( \Theta(\sum_{v \in R} |\text{out}(v)| + \sum_{e \in F} |\text{head}(e)|) \), or equivalently, \( \Theta(\sum_{e \in E} |\text{tail}(e) \cap R| + \sum_{f \in F} |\text{head}(f)|) \). In terms of input hypergraph \( G \), this is \( O(\ell_G) \). For \texttt{BackwardTraceable}, let \( B \subseteq V \) be the set of vertices it reaches from sink \( t \), and \( F \subseteq E \) be the set of hyperedges traceable from \( t \) that are returned. A similar analysis shows the time for \texttt{BackwardTraceable} is \( \Theta(\sum_{e \in E} |\text{head}(e) \cap B| + \sum_{f \in F} |\text{tail}(f)|) \), which is again \( O(\ell_G) \). So the time for both \texttt{ForwardReachable} and \texttt{BackwardTraceable} is \( O(\ell_G) \), but can be bounded more tightly in terms of the subgraph they actually explore.

For function \texttt{RecoverShortHyperpath}, all its computations are performed on \( G \) restricted to edge subset \( D \subseteq E \); the doubly-reachable edges that are both forward-reachable from \( s \) and backward-traceable from \( t \). Let us call the doubly-reachable subgraph of \( G \) induced by \( D \), that \texttt{RecoverShortHyperpath} computes over, hypergraph \( H \). The time to collect \( s \), \( e \)-superpath \( S \) by tracing back from \( e \) is at most \( O(\sum_{f \in S} \sum_{v \in \text{tail}(f)} |\text{in}(v)|) \), which is \( O(d_H \ell_H) \). The time to greedily construct the \( s \), \( e \)-hyperpath \( P \subseteq S \), in terms of its cardinality \( k = |S| \), is at most \( O(m_H + k \log k + k \ell_H) \), which is \( O(k \ell_H) \). Thus the total time for \texttt{RecoverShortHyperpath} is \( O(d_H \ell_H) + O(k \ell_H) \), which is \( O(\ell_G m_H) \). For function \texttt{ShortestHyperpathHeuristic}, we break its time down as follows. The time for the initialization, collecting the doubly-reachable edges \( D \) by calling \texttt{ForwardReachable} and \texttt{BackwardTraceable}, and restricting \( G \) to its subgraph \( H \) induced by \( D \), is \( O(\ell_G) \). The main while-loop executes for \( m_H \) iterations, and spends \( O(m_H \log m_H) \) time for all Extracts. The total time across all iterations to compute \( s \), \( e \)-hyperpath \( P \) for all extracted edges \( e \) by calling \texttt{RecoverShortHyperpath} is \( O(\ell_G m_H^2) \). The total time to collect the out-edges \( F \) for extracted \( e \) across all iterations is \( O(\sum_{e \in D} \sum_{v \in \text{head}(e)} |\text{out}(v)|) = O(d_H \ell_H) \). The total time across all iterations for \texttt{Decrease} and \texttt{Insert}, which take \( O(1) \) amortized time per edge in \( P \) using a Fibonacci heap (see [7, pp. 510–522]), is also \( O(d_H \ell_H) \). The time to recover the best \( s \), \( t \)-hyperpath \( P^* \) is \( O(d_H \ell_H m_H) \). Adding up these bounds, the total time for \texttt{ShortestHyperpathHeuristic} is \( O(\ell_G) + O(m_H \log m_H) + O(\ell_H m_H^2) + O(d_H \ell_H) + O(d_H \ell_H m_H) \), which is \( O(\ell_G + \ell_H m_H^2) \).

Notice that the overall running time of the heuristic is dominated by the total time to recover short hyperpaths, which requires invoking \texttt{RecoverShortHyperpath} whenever the path length to a hyperedge is updated. This is necessary in hypergraphs, since in contrast to ordinary graphs the length of the hyperpath to a hyperedge can no longer be expressed as a simple function (like a sum or a minimum) of the lengths of the hyperpaths to its in-edges.

To summarize, the \textit{time complexity} of the shortest \( s \), \( t \)-hyperpath heuristic, in terms of the number of hyperedges \( m \) and size parameter \( \ell \), measured on both the input hypergraph \( G \) and its restriction to the doubly-reachable subgraph \( H \) of hyperedges that are simultaneously forward-reachable from source \( s \) and backward-traceable from sink \( t \), is

\[
O(\ell_G + \ell_H m_H^2).
\]
As demonstrated in Section 4, for real biological instances the size of the doubly-reachable subgraph $H$ is significantly smaller than the full input hypergraph $G$, so designing the heuristic to compute mainly over $H$ yields a large speedup in practice.

The next section shows this heuristic is remarkably close to optimal on real cell-signaling hypergraphs. Given that no practical exact algorithm exists for general shortest hyperpaths, we determine the optimum by enumerating all $s,t$-hyperpaths, and taking the minimum of their lengths. Appendix A gives our algorithm for generating all source-sink hyperpaths.

### 4 Experimental results

We now present results from computational experiments on real pathway databases comparing our heuristic to the optimum, study the prevalence of cyclic instances of shortest hyperpaths, report actual running times, and discuss biological examples of cyclic hyperpaths.

#### 4.1 Datasets

We evaluate the quality of our heuristic on four datasets built by combining different annotated signaling pathways from two pathway databases, NCI-PID and Reactome. NCI-PID [29] is a curated human-pathway database containing biochemical reactions for complex assembly, cellular transport, and transcriptional regulation. Reactome [19] also contains curated human signaling pathways, and is actively maintained with new reactions being continuously added. We constructed hypergraphs from three subsets of NCI-PID pathways used in Ritz et al. [28], named the Small, Medium, and Large datasets. The Small dataset is a small Wnt signaling pathway consisting of the union of two pathways: “degradation of $\beta$-catenin” and “canonical Wnt signaling”. The Medium dataset is a larger Wnt signaling pathway including four additional pathways: “noncanonical Wnt signaling”, “Wnt signaling network”, “regulation of nuclear $\beta$-catenin”, and “presenilin action in Notch and Wnt signaling”, which correspond to non-canonical branches of Wnt signaling. The Large dataset contains all NCI-PID pathways. Similarly, the Reactome dataset is the union of all Reactome pathways. The NCI-PID and Reactome pathways were downloaded in the BioPAX format [10] from Pathway Commons, and processed using a parser from Franzese et al. [11] built on PaxTools [9].

To construct the hypergraphs for each dataset, we mapped each entity (protein, small molecule, and so on) to a vertex in the hypergraph. We parsed each complex as a unique vertex, different from the entities in the complex. Multiple forms of the same protein map to different vertices denoting compartmentalization and post-translational modifications, such as phosphorylation and ubiquitination. We treated each variant as a distinct entity because many pathways show the transportation of a protein from one cellular compartment to another, or a protein being marked for degradation by ubiquitination, so the corresponding vertices need to be distinct to reflect these variants. Each reaction was mapped to a hyperedge, where the reactants and positive regulators comprise the hyperedge tail, and the head contains the products. All hyperedges were given unit weight, even though the heuristic handles weighted edges, as many NCI-PID reactions have no reaction rate.

Table 1 gives statistics on these four signaling hypergraphs. The hypergraphs are very sparse: there are fewer hyperedges than vertices in all four datasets. The hypergraphs from the Large and Reactome datasets contain respectively 40 and 433 self-loops, showing that many cyclic hyperpaths are likely to exist. However, a small number of these self-loops are unreachable, due to an otherwise unreachable vertex appearing in both the head and tail of the hyperedge. The sources and targets in the experiments are respectively vertices with no in-edges (or whose only in-edge is an unreachable self-loop), and vertices with no out-edges.
Table 1 Dataset Summaries.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NCI-PID</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Reactome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertices</td>
<td>56</td>
<td>350</td>
<td>9,009</td>
<td>20,458</td>
<td></td>
</tr>
<tr>
<td>Hyperedges</td>
<td>36</td>
<td>228</td>
<td>8,456</td>
<td>11,802</td>
<td></td>
</tr>
<tr>
<td>Pathways</td>
<td>2</td>
<td>6</td>
<td>213</td>
<td>2,516</td>
<td></td>
</tr>
<tr>
<td>Sources</td>
<td>19</td>
<td>138</td>
<td>3,200</td>
<td>8,296</td>
<td></td>
</tr>
<tr>
<td>Targets</td>
<td>10</td>
<td>102</td>
<td>2,636</td>
<td>5,066</td>
<td></td>
</tr>
<tr>
<td>Self-loops</td>
<td>1</td>
<td>8</td>
<td>40</td>
<td>433</td>
<td></td>
</tr>
<tr>
<td>Unreachable self-loops</td>
<td>1</td>
<td>7</td>
<td>14</td>
<td>32</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tail size</td>
<td>1.8 3</td>
</tr>
<tr>
<td>Head size</td>
<td>1.3 3</td>
</tr>
<tr>
<td>Forward-reachable set</td>
<td>35 35</td>
</tr>
<tr>
<td>Backward-traceable set</td>
<td>28 28</td>
</tr>
<tr>
<td>Doubly-reachable set</td>
<td>27 27</td>
</tr>
<tr>
<td>In-degree</td>
<td>0.8 5</td>
</tr>
<tr>
<td>Out-degree</td>
<td>1.1 4</td>
</tr>
</tbody>
</table>

On average, hyperedges from all four hypergraphs have small head and tail sets, and the average in- and out-degree of vertices is low, reflecting the sparseness of the hypergraphs.

4.2 Experimental setup

To prepare hypergraphs from each dataset for our experiments, we parsed the union of the pathways in the dataset. We then connected a supersource to all source vertices (vertices without in-edges) by a single zero-weight hyperedge. We also connected vertices whose only in-edge was a self-loop to the supersource, as otherwise the hyperedge was not traversable. For each target (a vertex without out-edges), we connected the target to the sink by a zero-weight ordinary directed graph edge, giving us a target instance. Note that the supersource is the same for each instance. These vertices are reasonable choices for sources and targets, as they are the molecules at which biologists stopped annotating a given pathway.

For each target instance, we trimmed the hypergraph to the doubly-reachable set: the set of hyperedges that were both forward-reachable from the source, and backward-traceable from the sink. Table 1 gives the average and maximum size of the forward-reachable, backward-traceable, and doubly-reachable sets over all instances for a given dataset, which dramatically decrease the size of the hypergraph. For each instance, we found a hyperpath from the supersource to the sink using our shortest hyperpath heuristic, and compared its length to the solution of the MILP of Ritz et al. [26] if the heuristic hyperpath was acyclic. For each instance with a cyclic heuristic hyperpath, we exhaustively enumerated all supersource-to-sink hyperpaths, and compared the heuristic hyperpath to the shortest hyperpath. Enumerating all hyperpaths takes many hours in practice, and is not feasible to compute for all target instances.

4.3 Abundance of cyclic hyperpaths

Cyclic shortest hyperpaths appear in all four datasets. To take one example, in the Small and Medium datasets, the shortest – and only – hyperpath from ubiquitinated β-catenin to APC is cyclic, so for this target instance the acyclic shortest hyperpath MILP returns no
Table 2 Acyclic Instance Summaries.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Reactome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target instances</td>
<td>10</td>
<td>102</td>
<td>2,636</td>
<td>5,066</td>
</tr>
<tr>
<td>Reachable instances</td>
<td>10</td>
<td>90</td>
<td>2,220</td>
<td>2,432</td>
</tr>
<tr>
<td>Acyclic instances</td>
<td>9</td>
<td>89</td>
<td>2,182</td>
<td>2,210</td>
</tr>
<tr>
<td>Heuristic optimal</td>
<td>100% (9)</td>
<td>100% (89)</td>
<td>99% (2,159)</td>
<td>100% (2,210)</td>
</tr>
</tbody>
</table>

The abundance of cyclic hyperpaths in the NCI-PID and Reactome datasets demonstrates the importance of a shortest hyperpath algorithm that properly handles cycles. We discuss two examples of these cyclic shortest hyperpaths later in Section 4.6.

4.4 Quality of the hyperpath heuristic

To determine the quality of our hyperpath heuristic, we compared the length of the heuristic hyperpath to the optimal shortest hyperpath. On the target instances with cyclic heuristic hyperpaths, there is no practical exact algorithm for finding the shortest hyperpath. Therefore, to find the optimum we generated all source-sink hyperpaths and kept the shortest one, using the enumeration algorithm presented in Appendix A. On target instances where the heuristic returned an acyclic hyperpath, we compared its length to the hyperpath returned by the MILP for shortest acyclic hyperpaths. It is possible that a shorter cyclic hyperpath exists, but enumerating all hyperpaths is not practical for all instances.

Table 2 summarizes the quality of the heuristic on acyclic instances. On the Small, Medium, and Reactome datasets, the heuristic hyperpath is optimal on all target instances, meaning the heuristic hyperpath and the shortest acyclic hyperpath from the MILP have the same length. On the Large dataset, the heuristic is optimal on over 99% of the instances, demonstrating the quality of our heuristic on these biological datasets. On the small fraction of instances where our heuristic was suboptimal, the maximum length difference between the heuristic hyperpath and the MILP hyperpath was 6, while the median difference was 1.

Table 3 summarizes the quality of the heuristic on instances where it returned a cyclic hyperpath. On all these cyclic instances, the acyclic MILP returned no hyperpath, so we could not compare the heuristic to an optimal shortest hyperpath other than by exhaustively enumerating all hyperpaths and picking the shortest. Each cyclic instance from the Reactome dataset had many enumerated hyperpaths, with an average of 25.6 hyperpaths enumerated.

hyperpath. This particular source-target pair is specially selected to create a cyclic shortest hyperpath, as ubiquitinated β-catenin has an in-edge and APC has an out-edge, so they would not normally be considered sources and targets under our definition. Nevertheless, this demonstrates there are cyclic hyperpaths in the NCI-PID database, even in the union of just two pathways, that are missed by the state of the art when computing only acyclic shortest hyperpaths.

In the Large dataset, 38 instances have cyclic heuristic hyperpaths. Of these, 22 were cyclic because of a self-loop, and 16 were cyclic due to a non-trivial cycle. For all these instances, no acyclic hyperpath exists between the supersource and the sink. It is likely that even more cycles exist within the hypergraph from the Large dataset, as there were 8 self-loops that were not on any hyperpath found by the heuristic.

In the Reactome dataset, we found 22 targets with cyclic shortest hyperpaths, where only one of these targets was cyclic due to a self-loop. Reactome is much sparser than NCI-PID, and 432 of the 433 self-loops in Reactome are never used in a heuristic hyperpath.

The abundance of cyclic hyperpaths in the NCI-PID and Reactome datasets demonstrates the importance of a shortest hyperpath algorithm that properly handles cycles. We discuss two examples of these cyclic shortest hyperpaths later in Section 4.6.
Table 3 Cyclic Instance Summaries.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NCI-PID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
</tr>
<tr>
<td>Target instances</td>
<td>10</td>
</tr>
<tr>
<td>Reachable instances</td>
<td>10</td>
</tr>
<tr>
<td>Cyclic instances</td>
<td>1</td>
</tr>
<tr>
<td>Heuristic optimal</td>
<td>100%</td>
</tr>
<tr>
<td>Non-trivial cycles</td>
<td>1</td>
</tr>
<tr>
<td>Number of paths</td>
<td>mean</td>
</tr>
<tr>
<td>Path length range</td>
<td>0</td>
</tr>
</tbody>
</table>

per instance and a maximum of 136 hyperpaths. The hyperpaths also tended to have different lengths with a maximum difference between the heuristic hyperpath length and the longest enumerated hyperpath length of 15, with an average of 7.3. The cyclic instances from the Large dataset had even more alternate hyperpaths, with an average of 49.8 hyperpaths per instance, and a maximum of 364. These instances also had an even greater range of hyperpath lengths, with an average difference of 9.2, and one instance where the difference between the longest hyperpath and the shortest was 43 hyperedges. This demonstrates that the heuristic is discriminating between hyperpaths of different lengths and choosing the shortest hyperpath over worse hyperpaths, indicating the quality of the heuristic. For all cyclic target instances, the enumerated hyperpaths were cyclic, and many shared the same cycle, with most of their differences occurring in hyperedges outside this cycle.

4.5 Implementation and running time

The heuristic is implemented in Python 2.7.3, comprising around 500 lines of code. The parser used to convert the BioPAX format into hypergraphs is from [11]. For directed hypergraph representations and reachability calculations, we used Halp (github.com/Murali-group/halp/). All heuristic and enumeration source code is available at hyperpaths.cs.arizona.edu.

Experiments were run on a laptop with a 2.9 GHz Intel Core i5 CPU, and 16 GB of RAM. The running time of the hyperpath heuristic was 55 seconds on average for the instances from the Large and Reactome datasets, which have just under 1,000 hyperedges on average. Memory usage was low, taking less than 2 GB of memory for the heuristic.

4.6 Biological examples

We now discuss two instances with cyclic shortest hyperpaths from the Large and Reactome datasets. The hyperpath found by our heuristic for these two instances is optimal (as was the case for all instances where the heuristic found a cyclic path), and is drawn in Figures 5 and 6. We describe the hypergraph structure and constituent reactions for each instance.

Assembly of the JUP/DSP complex

The first example captures the assembly of the JUP/DSP complex from the Large dataset. Figure 5 shows the shortest hyperpath returned by our heuristic with the JUP/DSP complex as the target. All vertices at the top of the figure are connected to the supersource.
**Figure 5** The cyclic shortest hyperpath from the supersource to the JUP/DSP complex in the Large dataset. All vertices in the hyperpath connected to the supersource are shown at the top of the figure. The hyperedges in this hyperpath come from four different pathways, and show the different complexes JUP participates in until finally being free to bind with desmoplakin (DSP). Hyperedge $e_6$, shown in red, creates two separate cycles back to $\alpha$-catenin and $\delta$-catenin.

**Figure 6** The cyclic shortest hyperpath from the supersource to phosphorylated p53 in the Reactome dataset. All vertices in the hyperpath connected to the supersource are shown at the top of the figure. The hyperedges in this hyperpath show the transcription of STK11 and p53 (TP53) before NUAK1 (ARK5) participates in the phosphorylation of the p53 tetramer. Hyperedge $e_7$, shown in red, creates a cycle when the phosphorylation of p53 breaks up a complex, returning STK11 to its solitary state. Hyperedges $e_2$ and $e_3$ show transcription, and are drawn dotted.

This hyperpath includes seven hyperedges from four different NCI-PID pathways: “E-cadherin signaling in the nascent adherens junction” (hyperedges $e_1$ and $e_5$), “Posttranslational regulation of adherens junction stability and disassembly” (hyperedges $e_2$, $e_6$ and $e_7$), “Signaling events mediated by PRL” (hyperedge $e_3$), and “Signaling events mediated by hepatocyte growth factor receptor (c-Met)” (hyperedge $e_4$). We briefly describe the key events in this hyperpath. Protein $\gamma$-catenin (also known as junction plakoglobin or JUP) is initially complexed with Cadherin 1 (CDH1) in the tail of hyperedge $e_1$. In hyperedge $e_2$, the metalloprotease meprin$\beta$ cleaves E-cadherin (CDH1), releasing it from its complex with $\alpha$-catenin (CTNNA1) and $\delta$-catenin (CTNND1) [17]. The CDH1/JUP complex adds $\alpha$-catenin (CTNNA1, in hyperedge $e_1$) and CTNND1 and Ca$^{2+}$ (in hyperedge $e_5$) to form a five-member complex. Hepatocyte growth factor (HGF) activates the proto-oncogene tyrosine-protein kinase Src (hyperedge $e_4$) [23]. Src regulates the breakup of this complex into its individual components [21] (hyperedge $e_6$), freeing JUP to bind with DSP and creating the two cycles in this hyperpath via CTNNA1 and CTNND1. The hyperpath culminates in the formation of a complex between desmoplasm (DSP) and JUP.
The hypergraph for this instance is large, with 6,168 forward-reachable hyperedges, 2,642 backward-traceable hyperedges, and 1,665 doubly-reachable hyperedges. There is no acyclic hyperpath from the supersource to JUP/DSP. When enumerating all $s,t$-hyperpaths for this instance, there were 16 alternate hyperpaths, and the longest hyperpath had 3 more hyperedges than the heuristic path, which was verified to be optimal.

**Phosphorylation of p53**

The second example captures the phosphorylation of p53 by NUAK1 (ARK5) from the Reactome dataset. The heuristic hyperpath, which is optimal, is shown in Figure 6. All of the vertices at the top are connected to the supersource.

Hyperedge $e_1$ shows the complex formation of FOXO3 and FOXO4 with the STK11 gene, allowing for the transcription of the gene in hyperedge $e_2$. Hyperedges $e_3$ and $e_4$ deal with the transcription of protein p53 (TP53), and its formation into a homotetramer. The p53 tetramer then forms a complex with NUAK1 (ARK5) and STK11 in hyperedge $e_5$, allowing for the phosphorylation of NUAK1 via ATP in hyperedge $e_6$. Once NUAK1 is phosphorylated, it directly phosphorylates p53 [15], activating it and allowing it to assist in DNA damage repair. The final hyperedge $e_7$, shown in red, breaks apart the p53 tetramer/NUAK1/STK11 complex, resulting in a cycle of free STK11. This hyperpath features two transcriptional hyperedges $e_2$ and $e_3$, shown dotted.

This example from Reactome is slightly smaller than the example from the Large dataset, with only 4,645 forward-reachable edges, 7,021 backward-traceable edges, and 1,632 hyperedges in the doubly-reachable set. There was no acyclic hyperpath for this instance. In contrast to the first example, no alternate hyperpaths to the target exist in the hypergraph.

## Conclusion

We have presented the first heuristic for Shortest Hyperpaths in general directed hypergraphs with positive edge weights, where the length of a hyperpath is the sum of the weights of its hyperedges. The heuristic handles cycles, is guaranteed to be efficient, and is highly accurate in practice. It matches the state-of-the-art mixed-integer linear program for shortest acyclic hyperpaths on over 99% of all instances from the NCI-PID and Reactome databases, and surpasses the state-of-the-art on all instances where no acyclic hyperpath exists. Moreover, exhaustive enumeration of all source-sink hyperpaths demonstrates that on every cyclic instance from these databases, the heuristic was provably optimal.

### Further research

Given that we can quickly find hyperpaths that are close to optimal on real cell-signaling hypergraphs, several research directions beckon. While the inapproximability of Shortest Hyperpaths [4] rules out a constant-factor approximation unless $P = NP$, is there an approximation algorithm whose approximation ratio on hypergraphs with $n$ vertices matches the theoretical lower bound of $\ln n$? More practically, given that in our experiments our heuristic was suboptimal only on acyclic instances, is there a fast method for acyclic hyperpaths that outperforms our heuristic? Since a user would like to know how close to optimal a computed hyperpath is for their particular input graph, is there an efficient heuristic that, as well as giving an upper bound on the optimum through its hyperpath, also outputs a lower bound on the length of the shortest hyperpath? Many intriguing research avenues are open.
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A Appendix: Generating all source-sink hyperpaths

In this appendix, we give our algorithm for tractably generating all the hyperpaths in a hypergraph from a fixed source to a fixed sink.

The technique of inclusion and exclusion of Hamacher and Queyranne [13] provides a general method for generating all the solutions to any combinatorial optimization problem whose feasible solutions are subsets of a ground set – where in our context, hyperpaths are subsets of hyperedges from a hypergraph – but it relies on the ability to efficiently compute a feasible solution that is constrained to include a given \(\text{in-set}\) and exclude a given \(\text{out-set}\). Interestingly, for hyperpaths, Carbonell et al. [5] have shown that just determining whether an \(s,t\)-hyperpath exists that contains a specified \(\text{in-set}\) of hyperedges (regardless of the length of the hyperpath) is already NP-complete. Consequently, we cannot generate all \(s,t\)-hyperpaths using the standard inclusion-exclusion technique, as we cannot tractably solve the resulting subproblem that has both \(\text{in-}\) and \(\text{out-set}\) constraints.
function AllHyperpaths \(s, t, G\) begin

Create queue \(Q\)

Create queue \(Q\), \(Q\) := \(\emptyset\)

while not \(Q\).Empty() do begin

\(P := \text{OneHyperpath}(s, t, G)\)

if \(P \neq \emptyset\) and \(P \not\in A\) then begin

\(A \cup := \{P\}\)

\(K := \text{Keep}\)

for \(e \in P\) with \(e \not\in \text{Keep}\) do begin

\(Q\) := \(Q\) \((\text{Out} \cup \{e\}, K)\)

\(K \cup := \{e\}\)

end

end

end

return \(A\)

end

\begin{itemize}
\item Generate all \(s, t\)-hyperpaths in \(G\)
\item Initialize a queue of subproblems, and a set \(A\) of hyperpaths
\item Process all subproblems on the queue
\item Find an \(s, t\)-hyperpath excluding edges in \(Out\)
\item Save the new hyperpath
\item Add all child subproblems to the queue
\item Children cannot exclude edges in \(Keep\) ...
\item ... or edges excluded by prior siblings
\item Return the set \(A\) of all hyperpaths
\end{itemize}

Figure 7 Generating all source-sink hyperpaths. Function AllHyperpaths, given source vertex \(s\), sink vertex \(t\), and hypergraph \(G\), returns the set of all \(s, t\)-hyperpaths in \(G\). It calls a function OneHyperpath that returns an \(s, t\)-hyperpath not containing any hyperedge from a specified set \(Out\), and which returns the empty path if no such hyperpath exists.

Instead, we generate all hyperpaths through a simple and practical algorithm that only involves out-sets, given in Figure 7. Function AllHyperpaths returns a list of all \(s, t\)-hyperpaths in hypergraph \(G\), leveraging a function OneHyperpath that just has to return one \(s, t\)-hyperpath \(P\) in \(G\) that does not contain any hyperedges from set \(Out\) (so \(P \cap \text{Out} = \emptyset\)), or determine that no such hyperpath exists. This constrained hyperpath problem with only out-sets is easy to solve: remove all hyperedges in set \(Out\) from \(G\), collect all vertices \(R\) and hyperedges \(F\) reachable from \(s\) in this reduced hypergraph, and if \(t \in R\), then find any minimal subset \(P \subseteq F\) in which \(t\) is still reachable from \(s\); otherwise if \(t \not\in R\), no such hyperpath exists. Function OneHyperpath can efficiently find such an \(s, t\)-hyperpath \(P\) excluding set \(Out\) using repeated calls to ForwardReachable (given earlier in Figure 2).

Function AllHyperpaths uses a queue of subproblems. A subproblem is described by a pair \((\text{Out}, \text{Keep})\), which corresponds to finding an \(s, t\)-hyperpath excluding \(\text{Out}\), where any subsequent subproblems that arise from this given subproblem must not exclude any hyperedges from set \(\text{Keep}\) (though their solutions are not required to actually use edges from \(\text{Keep}\)). The purpose of this set \(\text{Keep}\) is to ensure that all subproblems ever placed on the queue have distinct \(\text{Out}\) sets. (So any given subproblem described by an out-set is only ever solved once.) A subproblem that arises from a given one we call a child subproblem (as the entire collection of subproblems conceptually forms a tree that is explored breadth-first using the queue). Each child subproblem excludes one edge from the hyperpath found for its parent subproblem; in this way, the children will generate hyperpaths that are distinct from their parent hyperpath, if they have a solution. (Once a subproblem becomes infeasible due to its out-set eliminating any \(s, t\)-hyperpath as a solution, it also does not generate further subproblems.) Though the whole approach never repeatedly solves the same subproblem, in contrast to the inclusion-exclusion technique it can generate the same hyperpath from different subproblems, so we check whether hyperpath \(P\) is distinct from those already found before adding it to the list \(A\) of all hyperpaths.
We bound the running time for AllHyperpaths as follows. Let $m$ be the number of hyperedges in hypergraph $G$, and $\ell$ be the size parameter for $G$ defined in Section 3.1. Solving a given subproblem by OneHyperpath involves at most $m$ calls to ForwardReachable, which takes $O(\ell m)$ time. Suppose AllHyperpaths terminates after solving $k$ subproblems from the queue. Its total time is then $O(k \ell m)$.

In the worst-case, this is $O(2^m \ell m)$ time, since the out-sets of subproblems are all distinct. In practice, though, typically $k \ll 2^m$, so the running time is much faster than the worst-case suggests. Function AllHyperpaths can tractably generate all source-sink hyperpaths for large hypergraphs, as shown in Section 4, since many of its subproblems quickly become infeasible for real cell-signaling networks.