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Abstract

Large-scale genome rearrangements occur frequently in species evolution and cancer evolution. While the computation of evolutionary distances is tractable for balanced rearrangements, such as inversions and translocations, computing distances involving duplications and deletions is much more difficult. In the recently proposed Copy Number Distance (CND) model, a genome is represented as a Copy Number Profile (CNP), a sequence of integers, and the CND between two CNPs is the length of a shortest sequence of deletions and amplifications of contiguous segments that transforms one CNP into the other. In addition to these segmental events, genomes also undergo global events such as Whole Genome Duplication (WGD) or polyploidization that multiply the entire genome content. These global events are common and important in both species and cancer evolution. In this paper, we formulate the \textit{genome halving problem} of finding a closest preduplication CNP that has undergone a WGD and evolved into a given CNP under the CND model. We also formulate the analogous \textit{genome aliquoting problem} of finding the closest prepolyplidization CNP under the CND distance.

We give a linear time algorithm for the halving distance and a quadratic time dynamic programming algorithm for the aliquoting distance. We implement these algorithms and show that they produce reasonable solutions on simulated CNPs.
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1 Introduction

Genomes evolve over time through many types of mutations ranging from single-nucleotide mutations through large-scale alterations that affect both the order and the amount of genetic material. Such large-scale changes, termed \textit{genome rearrangements}, are observed both in the evolution of species and of cancer cells [38, 28, 37, 10, 6, 23, 16]. Genome rearrangements can be categorized into two classes: structural rearrangements such as reversals, translocations and transpositions that change the order of DNA segments but not their quantity; and numerical rearrangements such as duplications and deletions that either create new copies of existing DNA segments or remove segments of the genome. The result of one genome evolving into another by a series of genome rearrangements is a new genome having a different structure and amount of DNA.
Computational models of genome rearrangements aim to calculate the minimum number of rearrangement events that transform one genome into the other, also called the genome rearrangement distance. Several types of rearrangement models have been proposed for structural events including the breakpoint (BP) distance \[32, 31, 39\], single-cut-or-join (SCJ) \[13\], the Hannenhalli-Pevzner model (HP) \[18, 19\] and the more general double-cut-and-join (DCJ) model \[43, 3\]. Representing the genome in these models requires the identification of homologous segments between the two genomes analyzed and determining the adjacencies between these segments in each genome. However, while these models admit polynomial time algorithms for the rearrangement distance when each genomic segment has a single copy in each genome, allowing for multiple copies often results in NP-hard problems \[14\].

Besides local rearrangement events, whole genome duplication (WGD) or polyploidization (>2 multiplication) events are viewed as a fundamental step in genome evolution as the multiplication of the genomic contents allows greater diversification of gene functions. In species evolution there has been strong evidence for WGD events reported for vertebrates \[21\], yeast \[42\] and for many plant genomes \[5\]. In fact, all angiosperms have undergone at least one WGD event in their evolutionary history and polyploidization is recognized as a major driving force for plant speciation \[29\]. In addition to species evolution, WGD is also a frequent event in cancer evolution with an estimated frequency of more than 30% in recent cancer studies \[7, 45, 4, 9\]. Furthermore, WGD is associated with poor prognosis across cancer types \[4\].

A basic question in the computational analysis of WGD is to reconstruct a closest ancestral preduplicated genome for a given extant genome. Namely, given a genome \(G\) and a rearrangement distance \(d(\cdot, \cdot)\), the genome halving problem seeks to find an ancestral genome \(A\) such that the rearrangement distance \(d(2A, G)\) between the duplicated genome \(2A\) and the extant genome \(G\) is minimized \[12\]. The genome halving problem can be solved in linear time for the BP distance \[39, 22\], the SCJ distance \[13\], the HP distance \[1\] and the DCJ distance \[25, 40, 2\]. A generalization of the halving problem for polyploidization, i.e. finding a closest premultiplication \((p > 2)\) genome is called the genome aliquoting problem \[40\]. The genome aliquoting problem can be solved in polynomial time for the BP distance \[41\] and the SCJ distance \[13\], while the complexity of the problem is not resolved for the DCJ distance, though a 2-approximation algorithm exists \[41\]. Apart from finding a preduplication genome, the genome halving and aliquoting problems also measure how close the extant genome is to a duplicated genome. By comparing different values of \(p\) this allows us, for example, to distinguish if a genome has undergone duplication or triplication.

Motivated by applications in cancer evolution, alternative genome rearrangement models that focus on numerical rearrangement have recently been introduced \[34, 8\]. These models represent a genome as a copy number profile (CNP), a vector of integers indicating the number of copies of each segment from a reference genome. Thus, unlike structural rearrangement models, CNPs do not model the sequence of rearranged segments, but only the number of copies of segments of the reference genome. Therefore, genomes with different order of the segments may have the same CNP. However, the CNP representation is useful because it can be readily derived from DNA sequencing data or microarrays \[7, 26, 17, 27, 35, 15\]. The Copy Number Transformation (CNT) model models the evolution of CNPs by amplifications and deletions \[34\]. In this model an amplification (resp. deletion) increases (resp. decreases) the entries in a contiguous interval of the CNP. The Copy Number Distance (CND) between two profiles is defined as the length of a shortest sequence of amplifications and deletions that transform one profile into the other. The CND can be computed in linear time \[46\], and has
been used to analyze evolution of the genomes of multiple cancer types [34, 33, 36, 24, 44]. However, the CND does not adequately model WGD and polyploidization events, which are frequent in cancer.

In this paper, we formulate the genome halving and genome aliquoting problems for CNPs under the CND model and give polynomial time algorithms for both problems. Similar to other rearrangement models, we define the halving and aliquoting distances under the CND model as the minimum CND from some duplicated CNP to a given extant CNP. For the copy number halving distance problem, we give a very simple linear time algorithm for finding a closest preduplicated CNP of an extant CNP. Moreover, we show that we can find a closest preduplicated CNP such that the CND to the extant profile contains only deletions or a maximum number of amplifications. WGD followed by massive loss of genes is commonly known in evolution and thus finding a preduplication profile having such that after WGD there are only deletions is biologically reasonable [20]. For the copy number aliquoting problem we give a quadratic time dynamic programming algorithm. To this end we show that there exists a preduplicated CNP where each position in the profile is either amplified or deleted, and the number of new operations starting at each position is bounded. Furthermore, we show that each row in the dynamic programming table is a non-decreasing function, thus enabling the calculation of each entry in constant time. We implement our algorithms and show on simulated data they are able to reconstruct a preduplication profile.

2 Preliminaries

In this section we present the CND model (Section 2.1) and formulate the halving and aliquoting problem under this model (Section 2.2).

2.1 Copy number profiles and distance

A copy number profile (CNP) \( V = \langle v_1, \ldots, v_n \rangle \) is a vector of non-negative integers. We refer to each coordinate in a copy number profile as a gene although more generally these entries correspond to genomic segments or synteny blocks. Each entry of a copy number profile gives the number of copies of the gene in the genome. For example, \( V = \langle 0, 10, 15, 30 \rangle \) is a CNP with four genes, where the second gene of \( V \) has 10 copies.

For integers \( i, j \) with \( i \leq j \) let \( [i, j] = [i, i+1, i+2, \ldots, j] \) denote the interval of integers from \( i \) to \( j \). A copy number operation (CNO) is a triple \( (\ell, h, w) \) where \( \ell, h \in [1, n] \) denote two genes, and \( w \in \{-1, 1\} \) denotes whether the CNO is a deletion or an amplification, respectively. We call \( \ell \) and \( h \) the start and end genes (inclusive) of the contiguous segment \([\ell, h]\) of the CNP onto which the CNO is applied. When a CNO \( c = (\ell, h, w) \) is applied to a CNP \( V = \langle v_i \rangle_{i=1}^n \), the result is a new CNP \( c(V) = U = \langle u_i \rangle_{i=1}^n \) defined as follows:

\[
\begin{align*}
  u_i &= \begin{cases} 
    v_i & i \notin [\ell, h] \\
    0 & \text{for } v_i = 0 \text{ and } i \in [\ell, h] \\
    v_i + w & \text{for } v_i > 0 \text{ and } i \in [\ell, h]
  \end{cases}
\end{align*}
\]

We say that a gene \( i \) is targeted by a CNO \( c = (\ell, h, w) \) if \( \ell \leq i \leq h \).

A copy number transformation (CNT) is a vector \( C = \langle c_1, c_2, \ldots, c_m \rangle \) of CNOs. We apply a CNT \( C \) on a CNP \( U \) in order, i.e., \( C(U) = c_m(c_{m-1}(\ldots c_2(c_1(U))\ldots)) \). The cardinality or size of a CNT is the number of CNOs, and is denoted \( |C| \). We say that a CNT \( C \) has direction \( U \to V \) if \( C(U) = V \).
Given two CNPs $U$ and $V$ of $n$ genes, the **copy number distance (CND)** $d(U, V)$ is the smallest integer $t$ such that there exists some CNT $C$ where $|C| = t$ and $C(U) = V$, i.e. $t$ is the minimum number of CNOs required to transform $U$ into $V$. While we use the term distance for CND, note that the CND is neither symmetric nor satisfies the triangle inequality. We call a CNT $C$ optimal for the direction $U \rightarrow V$ if $|C| = d(U, V)$ and $C(U) = V$. For example, $d((2,1,0,1,2,2),(4,0,0,0,3,4)) = 3$ and an optimal transformation includes one deletion and two amplifications (Figure 1a). If no CNT of any size exists between $U$ and $V$, then the distance $d(U, V) = \infty$. For instance, there is no transformation for the reverse direction $(4,0,0,0,3,4) \rightarrow (2,1,0,1,2,2)$ in the previous example (Figure 1a).

In addition to CNOs that increase or decrease the CNs of a CNP by 1, we introduce here a new operation for multiplying a CNP by a scalar. For a CNP $S$ and an integer $p \geq 1$, we denote by $pS = (ps_1, ps_2, \ldots, ps_n)$ a duplicated CNP where each gene is multiplied by $p$. We call $S$ the **preduplicated CNP** of duplicated CNP $pS$.

![Figure 1](a) A copy number transformation from $(2,1,0,1,2,2)$ to $(4,0,0,0,3,4)$ includes one deletion (red dotted line) and two amplifications (green solid lines). (b) Schematic overview of the aliquoting problem. Given a CNP $T = (t_1, \ldots, t_n)$ (bold) and integer $p \geq 2$, find a preduplication profile $S = (s_1, \ldots, s_n)$ that minimizes $d(pS, T)$. (c-d) The halving and aliquoting ($p = 3$) solutions for CNP $(3,2,4,5,1,6)$.

### 2.2 Copy number halving and aliquoting problems

Given a CNP $T$, we define the **CNP halving distance** $\eta_2(T)$ as the minimum CND between a doubled profile $2S$ and $T$: 

$$ \eta_2(T) = \min_S d(2S, T) $$

Similarly, for a CNP $T$ and an integer $p \geq 2$, we define the **CNP aliquoting distance** $\eta_p(T)$ as the minimum CND between a duplicated profile $pS$ and $T$:

$$ \eta_p(T) = \min_S d(pS, T) $$

We say that $\hat{S}$ is an optimal predicted CNP of an extant CNP $T$ for the halving (aliquoting resp.) problem if $\eta_2(T) = d(2\hat{S}, T)$ ($\eta_p(T) = d(p\hat{S}, T)$ resp.). We formulate the problems of finding an optimal preduplicated CNP as follows (Figure 1b).

- **Copy Number Profile Halving Problem.** Given a CNP $T$, compute the halving distance $\eta_2(T)$ and find an optimal preduplication profile $\hat{S}$.

- **Copy Number Aliquoting Halving Problem.** Given a CNP $T$ and an integer $p$, compute the aliquoting distance $\eta_p(T)$ and find an optimal preduplication profile $\hat{S}$.
For example, for the CNP $T = \langle 3, 2, 4, 5, 1, 6 \rangle$ the halving distance is $\eta_2(T) = 2$ using a preduplication profile $\hat{S} = \langle 2, 1, 2, 3, 1, 1 \rangle$ (Figure 1c) whereas the aliquoting distance is $\eta_3(T) = 3$ using a preduplication profile $\hat{S} = \langle 1, 1, 2, 2, 1, 2 \rangle$ (Figure 1d). Therefore under parsimony assumption, $T$ is more likely to have originated from whole genome duplication than triplication.

3 Algorithms

In this section we give algorithms for the CNP halving and aliquoting problems. We begin by showing several properties that enable us to reduce the problem size and limit the search space of possible preduplication profiles (Section 3.1). Then we give a simple linear time algorithm for the halving problem in Section 3.2 and a quadratic dynamic programming algorithm for the aliquoting problem in Section 3.3.

3.1 Properties of aliquoting solutions

Here, we show a few properties that will simplify the halving and aliquoting problems. We first show that we may assume without loss of generality that the input CNP $T$ has no zeroes and that $T$ has no two adjacent genes that are congruent mod $p$. Therefore we can preprocess an $T$ to remove such positions and reduce the profile size.

We start by showing we can remove genes with zero copy number without changing the halving/aliquoting distance. For brevity, we refer the reader to Appendix Section S1.1.1 for the full proof.

► Proposition 1. Let $T = \langle t_1, t_2, \ldots, t_{i-1}, 0, t_{i+1}, \ldots, t_n \rangle$ be a profile with $t_i = 0$ and let $T' = \langle t_1, t_2, \ldots, t_{i-1}, t_{i+1}, \ldots, t_n \rangle$ be the profile with gene $i$ removed. Then, $\eta_p(T) = \eta_p(T')$.

Next, we show that we can assume that no two consecutive genes in $T$ have the same value modulo $p$. We rely on the following observation proved in [46]. The full proof of Proposition 2 is omitted and given in Appendix Section S1.1.2.

► Observation 1. Let $S$ and $T$ be profiles whose entries are strictly positive and let $C$ be a CNP from $S \rightarrow T$. Let $a_i$ be the number of amplification events in $C$ that target gene $i$, and let $d_i$ be the number of deletion events that target gene $i$. Then, $t_i = s_i + a_i - d_i$.

► Proposition 2. Let $T = \langle t_1, t_2, \ldots, t_n \rangle$ be a CNP with $t_i \equiv t_{i+1} \mod p$ and $t_i, t_{i+1} \neq 0$. Without loss of generality, assume that $t_i \leq t_{i+1}$. Let $T' = \langle t_1, t_2, \ldots, t_{i-1}, t_{i+1}, \ldots, t_n \rangle$ be the CNP obtained by removing gene $i$ from $T$. Then, $\eta_p(T) = \eta_p(T')$.

By applying Propositions 1 and 2 repeatedly on $T$ we obtain a shorter CNP $T'$ such that $\eta_p(T) = \eta_p(T')$. Moreover, the proofs of Propositions 1 and 2 are also constructive, enabling us to obtain a preduplication profile for $T$ given a preduplication profile for $T'$. Therefore, we can now assume without loss of generality that for the input CNP $T$, $t_i > 0$ and $t_i \neq t_{i+1} \mod p$ for all $i$.

We now turn to showing properties of optimal preduplication profiles and transformations that will help us analyze the problems and reduce the search space. We say the CNP $C$ for $U \rightarrow V$ is disjoint if no gene is both amplified and deleted. We first show that there exists an optimal disjoint transformation for $\eta_p(T)$. This reduces the number of solutions we need to consider.

► Lemma 1. For any optimal preduplication profile $\hat{S}$ there exists an optimal transformation $\hat{C}$ for $p\hat{S} \rightarrow \hat{T}$ such that $C$ is disjoint.
Proof. As noted above, we assume that \( \hat{S}, T \) have strictly positive values. We prove the claim by induction on the number of pairs of amplifications and deletions that overlap. In the base case, we show that one such pair can be replaced by two operations that do not overlap. Let \((i, j, 1)\) be an amplification event, and let \((k, \ell, -1)\) be a deletion event, such that \(a = [i, j]\) and \(d = [k, \ell]\) intersect.

(a) If \(a \subseteq d\), then we can replace the pair with two deletions, where each targets one of the two (contiguous) segments of \(d \setminus a\) (Figure 2a). If \(d \subseteq a\), vice versa. One or both of the subsequent segments may be empty; we can delete those operations because they do not affect any gene.

(b) If \(a \nsubseteq d\), then replace the pair with one amplification targeting \(a \setminus d\) and one deletion targeting \(d \setminus a\) (Figure 2b).

Since we assume \(\hat{S}, T\) are strictly positive, by Observation 1 we only require that the number of amplifications minus the number of deletions stays the same at each gene. Hence, validity is preserved for all genes, and we have eliminated a pair of overlapping amplification and deletion events.

For the inductive case, we can apply the same modification to eliminate a pair of overlapping amplification and deletion events. To complete this case, it only remains to show that we decreased the number of such overlapping pairs. This is easy to see because each new operation targets a segment which is a subset of the segment of some operation of the same type that it replaced, so any overlapping pairs after the modification would have been overlapping pairs before the modification. ▶

![Figure 2](image-url) Modifying pairs of overlapping operations to obtain a disjoint transformation.

In conjunction with Observation 1, Lemma 1 implies that given \(t_i\), the value of \(\hat{s}_i\) determines how many events (either all amplifications or all deletions) target gene \(i\) in some optimal transformation. Conversely, the number of amplifications or deletions that affect each \(i\) uniquely determines the preduplication profile \(s_i\). So, it suffices to find an optimal preduplication profile for \(\eta_p(T)\), which induces an optimal disjoint transformation.

Finally, we bound the number of events in affecting each gene in any optimal disjoint transformation for \(\eta_p(T)\), which also bounds how many preduplication profiles we need to consider to find an optimal one.

▶ Lemma 2. For all CNPs \(T\) and \(p \geq 2\), \(\eta_p(T) \leq np\).

Proof. Pick \(S = \lceil T/p \rceil\), which may not be optimal in general. Then, for each of the \(n\) genes, we will need \(p[t_i/p] - t_i \leq p\) deletion events. Assuming for an upper bound that each event targets exactly gene \(i\), we can build a transformation for \(pS \rightarrow T\) with \(\leq np\) events. ▶

▶ Corollary 1. For any CNP \(T\) and integer \(p \geq 2\), there is an optimal preduplication profile with an optimal disjoint transformation in which every gene is affected by at most \(np\) deletions or at most \(np\) amplifications.
3.2 CNP halving

In this section, we derive a simple algorithm for the CNP halving problem. We note that some cases of CNP halving are easy. For instance, if every value of $T$ is even, then the CNP halving distance is zero because $\hat{S} = T/2$ is an optimal preduplication profile, and we need no CNOs at all since $2S = T$. On the other hand if every value of $T$ is odd, then the CNP halving distance is always 1 by setting $\hat{S} = \lceil T/2 \rceil = (T + 1)/2$ as a preduplication profile and applying one CNO $(1, n, -1)$, which decrements by one. We will show here how to generalize this result to CNPs that contain both even and odd numbers.

To derive an algorithm for CNP halving, we make a few observations. We define an odd run in a CNP as a maximal-length contiguous segment of genes such that all of the gene values are odd. Similarly, an even run of a CNP is a maximal-length contiguous segment of genes such that all of the gene values are even. For example, in the CNP $(1, 2, 4, 3, 5)$ there are two odd runs, $(1)$ and $(3, 5)$, and one even run $(2, 4)$. We denote by $\text{odd}(V)$ (even$(V)$) the number of odd (even resp.) runs in a CNP $V$. We first show in the following proposition how each CNO affects the number of odd runs in a profile.

**Proposition 3.** Let $V$ be a CNP and let $c = (\ell, h, w)$ be a CNO such that $\forall i, c(V)_i \geq 1$. Then, $\text{odd}(c(V)) - \text{odd}(V) \leq 1$.

**Proof.** Denote by $\Delta_o = \text{odd}(c(V)) - \text{odd}(V)$ and $\Delta_e = \text{even}(c(V)) - \text{even}(V)$, the difference in odd and even runs respectively between $c(V)$ and $V$. Notice that amplifications and deletions affect the parity of each value in the CNP in the same way and therefore our proof is invariant to the operation type. We first observe that for any run $[i, j]$ fully contained within the target segment $[\ell, h]$, the parity of the run in $c(V)$ is toggled. Thus a fully contained odd run becomes and even run and vice versa. This enables us to separate our analysis into two cases: (a) operations that start and end in runs with the same parity, and (b) operations that start and end in runs with opposite parities (Figure 3ab). We divide each such case into five sub-cases: (I) the start and end of the operation are strictly within a run, (II) one side of the operation is bordering the next run and the other not, (III) one side of the operation is bordering the next run and the other is bordering the end of the profile, (IV) both sides of the operation are bordering the ends of the profile, and (V) both sides of the operation are bordering adjacent runs (Figure 3I-V).

We see that in all cases analyzed, both $\Delta_o \leq 1$ and $\Delta_e \leq 1$ (Figure 3). Notice that although all operations in case (a) affect only even runs, the complement operations that affect only odd runs are symmetrical by replacing each odd run with an even run. We conclude that each operation can increase the number of odd runs in a profile by at most 1.

We now use this property to solve the CNP halving problem in linear time.

**Theorem 1.** $\eta_2(T) = \text{odd}(T)$ and $\hat{S} = \lceil T/2 \rceil$ is an optimal preduplicated CNP for a profile $T$.

**Proof.** First, we show that $\eta_2(T) \leq d(2\hat{S}, T) \leq \text{odd}(T)$. Note that $2\hat{s}_i = t_i$ if and only if $t_i$ is even, so we need CNOs to correct the odd genes. We can do this with odd$(T)$ deletions, one for each odd run. Each deletion decrements the genes in one odd run, and the deletions target pairwise disjoint segments because each odd run is a maximal segment. Hence, $\eta_2(T) \leq d(2\hat{S}, T) \leq \text{odd}(T)$.

Next, we show that $\text{odd}(T) \leq \eta_2(T)$. Any duplicated profile $2S$ has no odd runs, while $T$ has odd$(T)$ odd runs. On the hand, by Proposition 3, each CNO can increase the number of odd runs in a profile by at most 1. Therefore, it takes at least odd$(T)$ CNOs to transform a doubled profile $2S$ into $T$ showing that $d(2S, T) \geq \text{odd}(T)$ for any CNP $S$. Specifically we have $\eta_2(T) = \min_S d(2S, T) \geq \text{odd}(T)$.
Notice that an optimal preduplication profile for the halving problem is not unique. For example, $\hat{S} = (1)$ and $\hat{S} = (2)$ are both optimal preduplication profiles for $T = (3)$. One way to distinguish between optimal preduplication profiles is to look at the transformation they induce to the extant profile. For instance, Theorem 1 gives us the following corollary:

**Corollary 2.** $\hat{S} = [T/2]$ is an optimal preduplicated CNP for a profile $T$ and the transformation $\hat{S} \rightarrow T$ uses only deletions.

On the other hand, in the following proposition we show how to select an optimal preduplication profile such that the transformation will use a maximum number of amplifications.

**Proposition 4.** The maximum number of amplifications in a transformation from an optimal duplicated genome $2\hat{S}$ to $T$ is $\text{odd}(T)$ if there is no $t_i = 1$ and $\text{odd}(T) − 1$ if there is some $t_i = 1$.

**Proof.** First, suppose there is no $i$ such that $t_i = 1$. In this case we use $\hat{S} = [T/2]$. We define a transformation $\hat{S} \rightarrow T$ that uses $\text{odd}(T)$ amplifications by applying one amplification on every odd run. For every even $t_i$ value we have that $2\hat{s}_i = t_i$ and therefore this genes do not need to be modified. On the other hand, for odd $t_i$ values we have that $2\hat{s}_i = t_i − 1$ and therefore one amplification on every odd runs transform $2\hat{S}$ into $T$.

Conversely, suppose there is a gene $i$ having $t_i = 1$. For any CNP $S$, a duplicated CNP $2S$ has only values greater or equal to 2. Hence any transformation from a duplicated profile $2S$ to an extant profile $T$ containing a value one must use at least one deletion. We define $\hat{S} = [T/2]$ and show how to construct a transformation $\hat{S} \rightarrow T$ that uses one deletion and $\text{odd}(T) − 1$ amplifications. Let $\hat{i}$ be the leftmost gene of the leftmost odd run and let $\hat{j}$ be the rightmost gene of the rightmost odd run. We apply one deletion $(\hat{i}, \hat{j}, −1)$ which adjusts every odd value to its value in $T$. However, now we need to adjust the even runs in $[\hat{i}, \hat{j}]$. We do so by applying one amplification on each even run of $T$ in $[\hat{i}, \hat{j}]$. Since $[\hat{i}, \hat{j}]$ covers all odd runs, there are $\text{odd}(T) − 1$ even runs in that segment.
Figure 4 A non-trivial example of the aliquoting distance \( \eta_b(T) \) with an optimal preduplication profile \( \hat{S} = \{1, 1, \ldots, 1\} \). For genes 5, 6 and 7 (with copy numbers 10, 11, and 10 in \( T \), respectively), \( \hat{s}_i \not \in \{[t_i/p], [t_i/p] + 1\} \).

### 3.3 CNP aliquoting

In this section we derive an algorithm for the CNP aliquoting problem. While CNP halving is equivalent to CNP aliquoting with \( p = 2 \), generalizing the solution to CNP halving for \( p > 2 \) by rounding \( T/p \) up or down does not work with CNP aliquoting. Namely, there are instances \( T,p \) for the aliquoting problem where the genes of an optimal preduplication profile are not necessarily \([t_i/p]\) nor \([t_i/p] + 1\). Moreover, even for genes where \( t_i \equiv 0 \mod p \), the optimal preduplication may not contain \( t_i/p \) in the \( i \)’th gene. For example, let \( p = 5 \) and consider the following “triangle” CNP \( T = \{6, 7, 8, 9, 10, 11, 10, 9, 8, 7, 6\} \) (Figure 4). Using a preduplication profile \([T/p] = \{2, 2, 2, 2, 2, 2, 2, 2, 2, 2\} \), the CN distance \( d(p[T/p], T) \) is 12. Similarly, using a preduplication profile \([T/p] = \{1, 1, 1, 1, 2, 2, 2, 1, 1, 1\} \) the CN distance \( d(p[T/p], T) \) is 9. On the other hand, if we use the preduplication profile \( \hat{S} = \{1, 1, \ldots, 1\} \), we have that \( d(p\hat{S}, T) = 6 \) using a “triangle” of amplification CNOs (Figure 4):

\[
(1, 11, +1), \ (2, 10, +1), \ (3, 9, +1), \ldots, \ (6, 6, +1)
\]

Each successive amplification targets two fewer genes than the previous amplification. For this example \( \eta_b(T) \leq 6 \), which is also the best possible distance (proof omitted) and therefore \( \hat{S} \) is an optimal preduplication profile.

We begin by proposing a simple dynamic programming algorithm (Section 3.3.1). Then, we refine it with additional observations that enables us to improve the run time (Section 3.3.2).

#### 3.3.1 An \( O(n^3) \) dynamic programming algorithm

As we showed in Corollary 1, we can limit our search to finding an optimal preduplication profile \( \hat{S} \) where we have \( \leq 2n \) choices for the value of each \( s_i \). We explicitly enumerate these choices:

- We use \( \leq np \) deletions at gene \( i \) to reach \( t_i \) from \( \hat{s}_i \). In this case, \( p\hat{s}_i \geq t_i \) and \( p\hat{s}_i - t_i \leq np \).
  - Let \( b_i^- \) be the “base” number of deletions, i.e., the minimum number of deletions needed to reach \( t_i \) from any choice of \( p\hat{s}_i \).

\[
b_i^- = p - t_i \mod p = -t_i \mod p
\]

This equation holds because \( p\hat{s}_i \) must be a multiple of \( p \), and so we calculate the minimum number of deletions we need to reach \( t_i \) from any multiple of \( p \). Now, gene \( i \) could be subject to either \( b_i^- \) deletions, \( b_i^- + p \) deletions, etc. until we reach our bound of \( \leq np \) deletions. Each of these choices for number of deletions corresponds to a unique value for \( \hat{s}_i \). We denote the set of possible number of deletion of gene \( i \) as:

\[
\mathcal{D}_i = \{b_i^- + kp \mid k \geq 0 \land b_i^- + kp \leq np\} = \{b_i^-, b_i^- + p, \ldots, b_i^- + (n-1)p\}
\]

Notice that \( |\mathcal{D}_i| = n \).
Alternatively, we use \( \leq np \) amplifications at gene \( i \) to reach \( t_i \). However, unlike the deletion case where we could always increase \( \hat{s}_i \) in order to accommodate more deletions at a gene, for amplifications, we must decrease \( \hat{s}_i \) to add more amplifications. At the same time, we must have \( \hat{s}_i \geq 1 \) since \( t_i \neq 0 \). This bounds the maximum number of amplifications we can have at each gene. For example, if \( t_i < p \) then we cannot reach \( t_i \) using amplifications.

Similar to deletions, we can also define a base number of amplification, corresponding to the minimum number of amplifications required to reach \( t_i \) for some choice of \( \hat{s}_i \):

\[
b_1^i = t_i \mod p
\]

In addition, we define the set of choices for the number of amplifications of gene \( i \) as follows:

\[
A_i = \{ b_i^+ + kp \mid k \geq 0 \land b_i^+ + kp \leq np \land t_i - b_i^+ - kp \geq p \}
\]

Note that \( p \hat{s}_i \geq p \) since \( \hat{s}_i \geq 1 \), which is where we derive the additional condition in the set. Therefore, \( |A_i| = \min\{n, \lfloor t_i/p \rfloor\} \) and in the case \( t_i < p \) we have \( A_i = \emptyset \).

We define the following dynamic programming tables. For every \( 1 \leq i \leq n \) and every \( x \in D_i \), \( D[i,x] \) will hold \( \min_S d(pS,(t_1,\ldots,t_i)) \) such that \( ps_i - x = t_i \), i.e. there is a disjoint transformation that applies exactly \( x \) deletions on the \( i \)th gene. Similarly, for every \( 1 \leq i \leq n \) and every \( x \in A_i \), \( A[i,x] \) will hold \( \min_S d(pS,(t_1,\ldots,t_i)) \) such that \( ps_i + x = t_i \), i.e. there is a disjoint transformation that applies exactly \( x \) amplifications on the \( i \)th gene. There are at most \( 2n^2 \) values in the arrays \( A \) and \( D \) put together, because there are \( \leq n \) choices for \( x \) in each table and \( n \) for each coordinate \( i \), each corresponds to a value for \( s_i \). We now show how to calculate each value in the tables in \( O(n) \) time, using the values for the previous gene.

For completeness, we initialize the tables using \( D[0,0] = A[0,0] = 0 \).

**Theorem 2.** The following hold:

\[
D[i,x] = \min \left\{ \min_{y \in D_{i-1}} \{ D[i-1,y] + \max\{0,x-y\} \}, \min_{y \in A_{i-1}} \{ A[i-1,y] + x \} \right\} \tag{1}
\]

\[
A[i,x] = \min \left\{ \min_{y \in A_{i-1}} \{ A[i-1,y] + \max\{0,x-y\} \}, \min_{y \in D_{i-1}} \{ D[i-1,y] + x \} \right\} \tag{2}
\]

**Proof.** We prove the result for \( D[i,x] \); an analogous proof works for \( A[i,x] \). We show our result by induction on \( i \). For an empty CNP the property holds by our initialization \( D[0,0] = A[0,0] = 0 \). Assume now that the theorem holds up to \( i-1 \).

First, we show that \( D[i,x] \leq \text{RHS}(1) \), the right hand side of Equation 1:

\[
\min_{y \in D_{i-1}} \{ D[i-1,y] + \max\{0,x-y\} \}, \min_{y \in A_{i-1}} \{ A[i-1,y] + x \}.
\]

This is because we can assemble a solution for \( D[i,x] \) using the following three cases (Figure 5):

(a) We select \( y \in D_{i-1} \) such that \( y \geq x \) and look at the transformation corresponding to \( D[i-1,y] \). In this case, we do not need to add any new operations, because we can pick \( x \) arbitrary deletions that target coordinate \( i-1 \) and extend them to also target coordinate \( i \) (Figure 5a). Hence,

\[
D[i,x] \leq \min_{y \geq x} \{ D[i-1,y] \}
\]
(b) We select \( y \in D_{i-1} \) such that \( y \leq x \) and look at the transformation corresponding to \( D[i-1, y] \). Then, we extend all of the deletions at \( i-1 \) to also affect coordinate \( i \), and add \( x-y \) new deletions at coordinate \( i \) (Figure 5b). We have,

\[
D[i, x] \leq \min_{y \in D_{i-1}, y \leq x} \{D[i-1, y] + (x-y)\}
\]

(c) Finally, we select \( y \in A_{i-1} \) and look at the transformation corresponding to \( A[i-1, y] \). We always need to introduce \( x \) new deletions because we cannot make use of any of the existing operations at \( i-1 \) since they are all amplifications and the transformation we are looking for is disjoint (Figure 5c). Therefore,

\[
D[i, x] \leq \min_{y \in A_{i-1}} \{A[i-1, y] + x\}
\]

Taking the min of all three cases gives us RHS(1).

To complete the proof, suppose for contradiction that \( D[i, x] < \) RHS(1). Then, there exists some optimal transformation for the \( i \)th prefix where coordinate \( i \) is affected by \( x \) deletions and coordinate \( i-1 \) is affected by \( y^* \) operations (either amplifications or deletions).

- If \( i-1 \) is affected by \( y^* \) amplifications, then removing the \( x \) deletions at \( i \) gives a copy number transformation for the \( (i-1) \)th prefix with \( y^* \) amplifications at coordinate \( i-1 \). But, \( D[i, x] - x < \min_y \{A[i-1, y] + x\} - x = \min_y \{A[i-1, y]\} \) which is a contradiction.

- Similarly, if \( i-1 \) is affected by \( y^* \) deletions, we can remove either zero or \( x-y^* \) deletions to get a copy number transformation for the \( (i-1) \)th prefix with \( y^* \) deletions at coordinate \( i-1 \) that is better than \( D[i-1, y^*] \), which is a contradiction.

In all cases we get a contradiction, which completes the proof.

![Figure 5](image-url) Illustration of different cases in the dynamic programming algorithm to compute \( D[i, x] \) (Theorem 2).

Tables \( D \) and \( A \) can be populated in time \( O(n^3) \), by trying each of the \( O(n) \) values for \( D[i-1, y] \) and \( A[i-1, y] \) in order to calculate \( D[i, x] \) or \( A[i, x] \). Once all the values are calculated, we can find the aliquoting distance \( \eta_p(T) = \min \{ \min_x \{D[n, x]\}, \min_x \{A[n, x]\} \} \),
which takes time $O(n)$. We also record the argmin that we use to populate each entry of $D$ and $A$, which allows us to backtrack in order to compute the optimal pre-duplication profile. Hence, the entire algorithm works in time $O(n^3)$ and $O(n^2)$ space. Notice however that due to Propositions 1 and 2, the length of the profile $n$ that we solve the problem for can be smaller than the original input profile.

### 3.3.2 An improved $O(n^2)$ dynamic programming algorithm

Here, we show that we only need to check $O(1)$ possibilities to calculate each entry of $D$ and $A$, which reduces the run time of the algorithm to $O(n^2)$, the number of entries in both tables. First, we note that $D[i, x]$ and $A[i, x]$ are non-decreasing as we increase the number of operations $x$.

**Lemma 3.** If $\{x, x+p\} \subseteq A_i$, then $D[i, x + p] \geq D[i, x]$ (similarly, if $\{x, x + p\} \subseteq A_i$, $A[i, x + p] \geq A[i, x]$).

**Proof.** We prove the statement for $A$ (a similar proof works for $D$). Suppose that $\{x, x + p\} \subseteq A_i$. Then, we show we can take a disjoint transformation for the $i$’th prefix that has $A[i, x + p]$ events, including $x + p$ amplifications at gene $i$, and modify it to get a transformation that has $\leq A[i, x + p]$ events but has $x$ amplifications at gene $i$. This implies that $A[i, x] \leq A[i, x + p]$.

To do so, we can pick $p$ arbitrary amplifications that target gene $i$, and shrink each of them by decrementing the end index of their segments, so that they no longer target gene $i$, but that they still target all of the genes other than $i$ that it targeted before (Figure 6). Note that this implies that we increment the preduplication gene $\hat{s}_i$, because we have shown that the number of events at a gene implies the value of the preduplication gene there, and vice versa. In addition, since we are only considering the $i$’th prefix, this modification preserves the contiguity of every amplification.

Moreover, we now show we can bound the increase in aliquoting distance when we increase the number of deletions/amplifications on a gene.

**Lemma 4.** If $\{x, x + p\} \subseteq A_i$, then $A[i, x + p] - A[i, x] \leq p$ (and similarly, $D[i, x + p] - D[i, x] \leq p$).

**Proof.** We prove the statement for $A$ (a similar proof works for $D$). We can always add $p$ new operations to $A[i, x]$ to get a solution for $A[i, x + p]$ if $x + p \in A_i$, so $A[i, x + p] \leq A[i, x] + p$.

Using these results, we improve the performance of the dynamic programming algorithm. First, at the end of the algorithm we return either $D[n, b_n^{-}]$ or $A[n, b_n^{+}]$ (base number of deletions or amplifications) instead of checking each entry in $D[n, \ldots]$ and $A[n, \ldots]$, since larger number of operations at coordinate $n$ will have at least as large aliquoting distances. However, this does not improve the overall asymptotic time complexity of the algorithm. To achieve our improved time complexity, we show that we only need to try $O(1)$ possibilities
to calculate each entry in $D$ and $A$. To accomplish this, we prove that the minimum of $O(n) y$ values in RHS(1) and RHS(2) in Theorem 2 can be expressed as the minimum of $O(1)$ values. To that end we define the following functions for every $i$ and $x$:

$$
y_1(x) := \min\{y \in D_{i-1} \mid y \geq x\}; \quad y_2(x) := \max\{y \in D_{i-1} \mid y \leq x\};
$$

$$
y_1'(x) := \min\{y \in A_{i-1} \mid y \geq x\}; \quad y_2'(x) := \max\{y \in A_{i-1} \mid y \leq x\};
$$

**Theorem 3.** The following hold:

$$
D[i, x] = \min\{D[i - 1, y_1(x)], D[i - 1, y_2(x)] + (x - y_2(x)), A[i - 1, b^+_i - 1] + x\}
$$

$$
A[i, x] = \min\{A[i - 1, y_1'(x)], A[i - 1, y_2'(x)] + (x - y_2'(x)), D[i - 1, b^-_i - 1] + x\}
$$

**Proof.** We prove the result for $D[i, x]$ with $y_1(x)$ and $y_2(x)$; an analogous proof works for $A[i, x]$ together with $y_1'(x)$ and $y_2'(x)$. We rearrange equation (1) in Theorem 2 as follows:

$$
D[i, x] = \min\left\{\min_{y \in D_{i-1}} \{D[i - 1, y] + \max\{0, x - y\}\}, \min_{y \in A_{i-1}} \{A[i - 1, y] + x\}\right\}
$$

$$
= \min\left\{\min_{y \geq x} \{D[i - 1, y]\}, \min_{y \leq x} \{D[i - 1, y] + (x - y)\}\right\}, \min_{y \in A_{i-1}} \{A[i - 1, y] + x\}\right\}
$$

(3)

Now, we show that each of the three inner min expressions in equation (3) can be replaced with a single term (Figure 7).

(a) If there exists at least one $y \in D_{i-1}$ such that $y \geq x$ (Figure 7a), then

$$
\min_{y \geq x} \{D[i - 1, y]\} = D[i - 1, y_1(x)]
$$

This is because the non-decreasing property from Lemma 3 implies that we can check the entry for the minimum $y$ to get the smallest value. So, we can replace the first min terms in equation (3) with $D[i - 1, y_1(x)]$.

(b) If there exists $y \in D_{i-1}$ such that $y \leq x$ (Figure 7b), then

$$
\min_{y \leq x} \{D[i - 1, y] + (x - y)\} = D[i - 1, y_2] + (x - y_2)
$$

(4)

Let $y_2 = y_2(x)$ for conciseness. Suppose by contradiction there is some other value in $D_{i-1}$ (which we can express as $y_2 - kp$ for $k \geq 1$) minimizes equation (4): $D[i - 1, y_2 - kp] + (x - (y_2 - kp)) < D[i - 1, y_2] + (x - y_2)$. Rearranging, we get

$$
D[i - 1, y_2] > D[i - 1, y_2 - kp] + kp
$$

which contradicts Lemma 4. Hence, we can replace the second min terms in equation (3) with $D[i - 1, y_2] + (x - y_2)$.

(c) Finally, the following equation hold (Figure 7c):

$$
\min_{y \in A_{i-1}} \{A[i - 1, y] + x\} = \min_{y \in A_{i-1}} \{A[i - 1, y]\} + x = A[i - 1, b^+_i - 1] + x
$$

This follows from Lemma 3; we pick the smallest $y$ to get some min of $A[i - 1, y]$. So, we can replace the third min terms in equation (3) with $A[i - 1, b^+_i - 1] + x$.  

\[\blacktriangle\]
CND Halving and Aliquoting

Since $y_1, y'_1, y_2, y'_2$ are computable in $O(1)$ time (Supplemental Proposition S5), we can leverage Theorem 3 to populate each table entry in $O(1)$ time, because we can figure out which three values we need to check using $y_j, y'_j$ and take the minimum of these values. In conclusion, we can populate $D$ and $A$ in $O(n^2)$ time $O(n^2)$ space. However, if we are just interested in calculating the aliquoting distance without finding an optimal preduplication profile, we can use only $O(n)$ space since we simply need $D[i-1, \cdot]$ and $A[i-1, \cdot]$ to compute $D[i, \cdot]$ and $A[i, \cdot]$.

\[ \begin{array}{c|c|c|c|c|c|c|c}
\cdot & \cdot & p_{k-1} & p_{k1} & \ldots & p_{k} & \cdot \\
\hline
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
y_1(x) & & & & & & x \\
\hline
\cdot & \cdot & t_{k-1} & t_k & \ldots & t_1 & \cdot \\
\hline
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
\end{array} \leq \begin{array}{c|c|c|c|c|c|c|c}
\cdot & \cdot & p_{k-1} & p_{k1} & \ldots & p_{k} & \cdot \\
\hline
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
y_2(x) & & & & & & x \\
\hline
\cdot & \cdot & t_{k-1} & t_k & \ldots & t_1 & \cdot \\
\hline
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
\end{array} \]

(a) $\forall y \in D_{i-1}$ such that $y \geq x$, since we extend $x$ of the existing deletions, Lemma 3 shows us we should keep $y$ to minimum (i.e. $y_1(x)$).

\[ \begin{array}{c|c|c|c|c|c|c|c}
\cdot & \cdot & p_{k-1} & p_{k1} & \ldots & p_{k} & \cdot \\
\hline
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
y_2(x) & & & & & & x \\
\hline
\cdot & \cdot & t_{k-1} & t_k & \ldots & t_1 & \cdot \\
\hline
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
\end{array} \leq \begin{array}{c|c|c|c|c|c|c|c}
\cdot & \cdot & p_{k-1} & p_{k1} & \ldots & p_{k} & \cdot \\
\hline
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
y'_1(x) & & & & & & x \\
\hline
\cdot & \cdot & t_{k-1} & t_k & \ldots & t_1 & \cdot \\
\hline
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
\end{array} \]

(b) $\forall y \in D_{i-1}$ such that $y \leq x$, since we add $x - y$ new deletions, $y$ should be as large as possible (i.e. $y_2(x)$) to minimize the number of additional deletions due to Lemma 4.

\[ \begin{array}{c|c|c|c|c|c|c|c}
\cdot & \cdot & p_{k-1} & p_{k1} & \ldots & p_{k} & \cdot \\
\hline
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
b_{i-1}^- & & & & & & x \\
\hline
\cdot & \cdot & t_{k-1} & t_k & \ldots & t_1 & \cdot \\
\hline
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
\end{array} \leq \begin{array}{c|c|c|c|c|c|c|c}
\cdot & \cdot & p_{k-1} & p_{k1} & \ldots & p_{k} & \cdot \\
\hline
& \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
y'_1(x) & & & & & & x \\
\hline
\cdot & \cdot & t_{k-1} & t_k & \ldots & t_1 & \cdot \\
\hline
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\hline
\end{array} \]

(c) $\forall y \in A_{i-1}$, since we start $x$ new deletions, we should pick the smallest $y$ possible (i.e. $b_{i-1}^-$) due to Lemma 3.

Figure 7 The cases for computing $D[i, x]$ for the improved dynamic programming algorithm (Theorem 3).

4 Experiments

We evaluated our halving and aliquoting algorithms on simulated CNPs in order to assess their ability to recover preduplication profiles. In each simulation, we generate a random preduplication profile $S \in \{1, \ldots, 5\}^n$, multiply each entry by $p$ and then apply $k$ amplifications and deletions to create an extant profile $T$. We then use the aliquoting algorithm on $T$ to estimate the aliquoting distance $\eta_p(T)$ and find a preduplication profile $\hat{S}$. We run simulations for profile lengths $n \in \{100, 200, 300\}$, polyploidy $p \in \{2, 3, 4\}$ and $k \in \{5, 10, 15\}$ events after polyploidization. To simulate events, we apply $k$ random CNOs with uniform length and position, and with a ratio of deletions/amplifications of 3 to 1. We also make sure that the profiles $pS$ and $T$ generated have no zeros. We implemented the halving and aliquoting algorithms in Python 3, and we ran the simulations on a Thinkpad T470 computer with an Intel i7-7600U processor running Linux 5.11.10. For each configuration $n, p, k$, 100 instances were simulated.
We use several metrics to measure the algorithm performance. First, we evaluate \(d(S, \hat{S})\) to measure how close the aliquoting preduplication profile is to the actual preduplication profile. However, there may exist multiple duplicated profiles with the same copy number distance from \(T\). Therefore, we also compare \(\Delta \eta_p(T) := d(pS, T) - \eta_p(T) = d(pS, T) - d(p\hat{S}, T)\), to measure how close the estimated aliquoting distance was from the actual copy number distance between the true duplicated profile \(pS\) and \(T\). This is a measure of how accurately we can recover the number of events that have occurred after polyploidization. Finally, we assess the effective run time of our algorithms as we increase the profile sizes.

We find that CNP aliquoting is more accurate than halving (Figures 8, S2 and S2). When aliquoting \(p \geq 3\), we have \(\Delta \eta_p(T) \leq 2\) and \(d(S, \hat{S}) \leq 4\) for every simulated CNP, which suggests that not only are we are able to estimate the number of post-polyploidization events, but we can also recover a very close profile to the original preduplication profile \(S\) by solving the aliquoting problem. On the other hand, for halving \((p = 2)\), \(\Delta \eta_2(T)\) and \(d(S, \hat{S})\) are larger, which is likely because there are many different preduplication profiles for halving. For instance, in Corollary 2 we show that there exists a preduplication profile that maximizes the number of deletions in the optimal transformation, but in Proposition 4 we prove that there exists a different preduplication profile that maximizes the number of amplifications. Notice however, that as the length of the profile increases, we do estimate the number of post-duplication events more accurately. This is partially because with larger CNPs, there is a smaller chance for events to cancel one another.

Finally, we measured the running time of our halving and aliquoting algorithms from Theorem 1 and Theorem 3, respectively (Figures 8c, S2c, and S3c). Notice that our implementation of the aliquoting algorithm contracts runs that have the same value modulo \(p\), using Proposition 2. This preprocessing is done in linear time and does not affect the overall worst-case asymptotic time complexity. However, we find that in practice, it improves the run time significantly. Although the aliquoting dynamic programming algorithm is quadratic in the worst case, we see that on simulated profiles, the increase in running time is much lower. This is because the effective profile length for which we solve the problem depends on the number of runs modulo \(p\) and not the original length of the profile.

5 Discussion

In this paper, we formulate and solve the genome halving and genome aliquoting problems for CNPs under the CNT model. For the halving distance we derive a simple linear time algorithm and show how to obtain preduplicated genomes having a transformation with maximum number of deletions or amplifications. For the CNP aliquoting distance we derive a quadratic time dynamic programming algorithm by showing several properties of an optimal preduplication profile and carefully analyzing aliquoting sub problems. We further note that with \(O(n)\) time preprocessing and postprocessing, the latter algorithm is quadratic in the number of distinct runs modulo \(p\) which can be effectively quite lower than the length of the profile, as we show on simulated CNPs. Finally, our simulations show that we are able accurately estimate the number of events post-duplication.

There are several directions for further research. First, for some CNPs there be many optimal preduplication profiles and our algorithm will not distinguish between these solutions, selecting one arbitrarily based on the implementation. It is therefore interesting to further explore the space of optimal preduplication profiles. Similar ambiguity in selecting a preduplication genome arises in other rearrangement distances, and one solution is to use an out-group in order to further constrain the preduplication genome. This modification, called
the *guided genome halving problem*, seeks to find a preduplication genome that minimizes the distance to a given out-group plus the distance from the duplicated genome to the extant genome [47]. An alternative solution which might be more biologically relevant in some cases such as cancer samples is to extend the copy number distance to also include a WGD event [30]. In this case, the copy number distance between a pair of profiles would be the minimum number of amplifications, deletions and WGDs that transform profile into the other. Third, these algorithms could be extended to address the issues of normal cell admixture and subclonality that arise in analyzing cancer sequencing data as has been previously done for CNPs [11, 44]. Finally, applying our algorithms to real cancer genomes with high tumor ploidy could help identify genomes with strong evidence for polyploidization during cancer evolution and provide new insights into highly aneuploid cancer genomes.

![Figure 8](image-url) Simulation results for using $k = 10$ events after duplication. (a) $d(S, \hat{S})$ - the distance between simulated and estimated preduplication profiles. (b) $\Delta \eta_p(T)$ - the difference between the simulated and estimated number of events after duplication. (c) running time in seconds.
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S1 Appendix

S1.1 Reducing input profile size

In order to show these Proposition 1 and Proposition 2, we define two ways of modifying profiles that “preserve” the validity of a transformation between them. Let $S = \langle s_i \rangle$ and $T = \langle t_i \rangle$ be CNPs with $n$ genes, and let $C$ be a transformation for $S \rightarrow T$. We remove a gene $i$ from $S$ and $T$ to obtain new CNPs $S'$ and $T'$, where

$$S' = \langle s_1, s_2, \ldots, s_{i-1}, s_{i+1}, \ldots, s_n \rangle$$
$$T' = \langle t_1, t_2, \ldots, t_{i-1}, t_{i+1}, \ldots, t_n \rangle$$

Then, we can modify $C$ to obtain a new transformation $C'$ for $S' \rightarrow T'$, where $|C'| \leq |C|$, because we can modify each event in $C$ to “skip” gene $i$ (Figure S1a).

Similarly, we can insert a gene $i$ to $S$ and $T$ to get $S^*$ and $T^*$, such that

$$S^* = \langle s_1, s_2, \ldots, s_i, s_{i+1}, \ldots, s_n \rangle$$
$$T^* = \langle t_1, t_2, \ldots, t_i, t_{i+1}, \ldots, t_n \rangle$$

That is, we create a new gene next to gene $i$, with the same value as the gene at $i$. Then, we can modify a transformation $C$ for $S \rightarrow T$ to create a transformation $C^*$ for $S^* \rightarrow T^*$, where $|C^*| \leq |C|$, because we can modify each event in $C$ to “stretch over” a new gene at $i$ (Figure S1b).

Figure S1 Modifying profiles and transformations by removing and inserting genes.

S1.1.1 Proof of Proposition 1

Proof. Let $\hat{S}$ be an optimal preduplication profile for $\eta_p(T)$ and let $C$ be a transformation for $p\hat{S} \rightarrow T$ of size $\eta_p(T)$. We can delete gene $i$ from $\hat{S}$ to get $\hat{S}'$ and since $T'$ can be formed from $T$ by also removing gene $i$, we can obtain a transformation $C'$ for $p\hat{S}' \rightarrow T'$ such that $|C'| \leq |C|$. This implies $\eta_p(T') \leq \eta_p(T)$.

To show the other direction, we insert a gene at $i$ into $\hat{S}'$ and $T'$ to get $\hat{S}^*$ and $T^*$, respectively. Then, we have some transformation $C^*$ for $p\hat{S}^* \rightarrow T^*$ such that $|C^*| \leq |C'|$. Finally, we can set $\hat{s}_i^* = 0$ and $\hat{t}_i^* = 0$, such that $\hat{S}^*$ is now equal to $\hat{S}$ and $T^*$ is now equal to $T$. But, $C^*$ is still valid for $p\hat{S} \rightarrow T$, because modifying $\hat{S}^*$ in such a manner does not affect any other gene, and preserves the validity of $C^*$ at gene $i$, which has value zero in both $p\hat{S}$ and $T$. So, $\eta_p(T) \leq \eta_p(T')$, which completes the proof.
S1.1.2 Proof of Proposition 2

Proof. First, we show \( \eta_p(T') \leq \eta_p(T) \). Let \( \hat{S} \) be an optimal preduplication profile for \( \eta_p(T) \), and let \( C \) be a transformation \( pS \rightarrow T \). We can remove gene \( i + 1 \) from \( \hat{S} \) to get \( \hat{S}' \), and so there is a valid transformation \( C' \) for \( p\hat{S}' \rightarrow T' \) that is no larger than \( C \). This implies that \( \eta_p(T') \leq \eta_p(T) \), and that we can get an optimal preduplication profile for \( T' \) by deleting a gene of \( T \).

Next, we show \( \eta_p(T') \geq \eta_p(T) \). Let \( \hat{S}' \) be an optimal preduplication profile (with \( n - 1 \) genes) for \( \eta_p(T') \), and let \( C' \) be a transformation \( p\hat{S}' \rightarrow T' \) of size \( \eta_p(T') \). Then, we can insert a gene at \( i \) into \( \hat{S}' \) to get \( \hat{S}^* \). Similarly, we can insert a gene at \( i \) into \( T' \) to get \( T^* \). Then, we obtain a transformation \( C^* \) for \( p\hat{S}^* \rightarrow T^* \) such that \( |C^*| \leq |C'| \). Finally, because \( t_{i+1} \geq t_i \), we need to modify \( \hat{S}^* \) and \( T^* \) such that \( T^* = T \), while preserving the validity of \( C^* \) for \( p\hat{S}^* \rightarrow T^* \). Note that because \( t_i \equiv t_{i+1} \mod p \) and \( t_i \leq t_{i+1} \), it follows that \( (t_{i+1} - t_i) = kp \) for some \( k \geq 0 \). Since \( S^* \) and \( T^* \) are a result of gene insertion at \( i \), we have \( \hat{s}_{i+1}^* = \hat{s}_i^* \neq 0 \) and \( t_{i+1}^* = t_i^* \neq 0 \). Thus, we can increase \( s_{i+1}^* \) by \( k \) and increase \( t_{i+1}^* \) by \( kp \) to get two new profiles, \( \hat{S} \) and \( \hat{T} \). After doing so, \( C^* \) is still a valid transformation for \( p\hat{S} \rightarrow \hat{T} \): because:

- We did not change the values of genes other than \( i + 1 \) in either profile and we did not modify \( C^* \), so \( C^* \) is still valid at these genes.
- Consider gene \( i + 1 \). Before modifying \( \hat{S}^* \) and \( T^* \), we had that \( \hat{s}_{i+1}^* = \hat{s}_i^* \neq 0 \) and \( t_{i+1}^* = t_i^* \neq 0 \). Hence, by Observation 1, if \( a \) is the number of amplifications in \( C^* \) that target gene \( i + 1 \) and if \( d \) is the number of deletions that target gene \( i + 1 \), then \( t_{i+1}^* = p\hat{s}_{i+1}^* + a - d \). Now, when we modify \( \hat{S}^* \) and \( T^* \) to get \( \hat{S} \) and \( \hat{T} \), we set \( \hat{s}_{i+1} = \hat{s}_{i+1}^* + k \) and \( \hat{t}_{i+1} = \hat{t}_{i+1}^* + kp \). Note that \( \hat{t}_{i+1} = p\hat{s}_{i+1}^* + a - d \), because we can add \( kp \) to both sides of the previous equation.

Together, we have \( T^* = T \), a preduplication profile \( \hat{S}^* \) and transformation \( p\hat{S}^* \rightarrow T \) of size \( \eta_p(T') \). This implies \( \eta_p(T) \leq \eta_p(T') \).

S1.2 Computing \( y_1(x), y_1'(x), y_2(x), y_2'(x) \)

Proposition 5. \( y_1(x), y_1'(x), y_2(x), y_2'(x) \) are all computable in \( O(1) \) time.

Proof. We show each computation separately.

- To compute \( y_1(x) \), note that

\[
y_1(x) = \min \{ y \mid y \in D_{i-1}, \ y \geq x \}
\]

\[
= \min \{ b_{i-1}^- + kp \mid k \geq 0 \ \land \ b_{i-1}^- + kp \leq np \ \land \ b_{i-1}^- + kp \geq x \}
\]

\[
= b_{i-1}^- + p \cdot \min \{ k \geq 0 \mid np \geq b_{i-1}^- + kp \geq x \}
\]

So, we can find the min \( k \) that satisfies these conditions in order to compute \( y_1 \).

\[
b_{i-1}^- + kp \geq x
\]

\[
kp \geq x - b_{i-1}^-
\]

\[
k \geq (x - b_{i-1}^-)/p
\]

We can compute the right hand side, take the ceiling; the result is always non-negative because \( |x - b^- i - 1| \) cannot exceed \( p \). Afterwards, we double check that this satisfies the bound \( b_{i-1}^- + kp \leq np \) that we get from bounding the number of total events. If it does, we have all we need to compute \( y_1(x) \). If it does not, then \( y_1(x) \) does not exist, and we ignore its term in the \( \min \{ \ldots \} \) when computing \( D[i, x] \).
To compute $y_2(x)$, we use a similar approach.

$$y_2(x) = \max \{ y \mid y \in D_{i-1}, \ y \leq x \}$$

$$= \max \{ b_{i-1}^- + kp \mid k \geq 0 \land b_{i-1}^- + kp \leq np \land b_{i-1}^- + kp \leq x \}$$

$$= b_{i-1}^- + p \cdot \max \{ k \geq 0 \mid b_{i-1}^- + kp \leq np \land b_{i-1}^- + kp \leq x \}$$

So, we can find the max $k$ that satisfies the conditions to compute $y_2$.

$$b_{i-1}^- + kp \leq x$$

$$kp \leq x - b_{i-1}^-$$

$$k \leq \frac{x - b_{i-1}^-}{p}$$

We can pick the max $k$ that works by computing the right hand side and taking the floor to get $k$. We do not need to check that $b_{i-1}^- + kp \leq np$, because we get this from $x \leq np$, but we do need to be careful to check if $k \geq 0$; if not, then $x$ is small enough that no choice of $k$ works. If such a $k$ exists, then $y_2(x) = b_{i-1}^- + kp$. Note that $y_2(x) = y_1(x) - p$, because $y_2$ and $y_1$ are computed from the closest multiples of $p$ that “sandwich” $x$.

Computing $y_1'(x)$ is similar to computing $y_1(x)$, with the additional condition that $t_{i-1} - b_{i-1}^+ - kp \geq p$ to ensure that $\hat{s}_{i-1} \geq 1$.

$$y_1'(x) = \min \{ y \mid y \in A_{i-1}, \ y \geq x \}$$

$$= \min \{ b_{i-1}^+ + kp \mid k \geq 0 \land b_{i-1}^- + kp \leq np \land b_{i-1}^- + kp \geq x \land t_{i-1} - b_{i-1}^- - kp \geq p \}$$

$$= b_{i-1}^- + p \cdot \min \{ k \geq 0 \mid np \geq b_{i-1}^+ + kp \geq x \land t_{i-1} - b_{i-1}^- \geq (k + 1)p \}$$

So, we can find the min $k$ that satisfies the first condition in the same way that we computed $y_1(x)$, and check that this $k$ satisfies the additional condition which enforces $\hat{s}_i \geq 1$.

Computing $y_2'(x)$ is similar to computing $y_2(x)$, with the additional condition as mentioned in the case for $y_1'(x)$.

$$y_2'(x) = \max \{ y \mid y \in A_{i-1}, \ y \leq x \}$$

$$= \max \{ b_{i-1}^+ + kp \mid k \geq 0 \land b_{i-1}^- + kp \leq np \land b_{i-1}^- + kp \leq x \land t_{i-1} - b_{i-1}^- - kp \geq p \}$$

$$= b_{i-1}^- + p \cdot \max \{ k \geq 0 \mid b_{i-1}^- + kp \leq np \land b_{i-1}^- + kp \leq x \land t_{i-1} - b_{i-1}^- \geq (k + 1)p \}$$

We compute the max $k$ that satisfies all but the last condition in the same way that we computed $y_2(x)$. Then, compute the min $k$ that satisfies the second condition, which is an upper bound on $k$. We can take the min of these two values to get the max $k$ that satisfies both. ▷
S1.3 Supplemental results

Figure S2 Simulation results for using $k = 5$ events after duplication. (a) $d(S, \hat{S})$ - the distance between simulated and estimated preduplication profiles. (b) $\Delta \eta_p(T)$ - the difference between the simulated and estimated number of events after duplication. (c) running time in seconds.

Figure S3 Simulation results for using $k = 15$ events after duplication. (a) $d(S, \hat{S})$ - the distance between simulated and estimated preduplication profiles. (b) $\Delta \eta_p(T)$ - the difference between the simulated and estimated number of events after duplication. (c) running time in seconds.