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Abstract
Hyperproperties are commonly used in computer security to define information-flow policies and other requirements that reason about the relationship between multiple computations. In this paper, we study a novel class of hyperproperties where the individual computation paths are chosen by the strategic choices of a coalition of agents in a multi-agent system. We introduce HyperATL$, an extension of computation tree logic with path variables and strategy quantifiers. HyperATL$ can express strategic hyperproperties, such as that the scheduler in a concurrent system has a strategy to avoid information leakage. HyperATL$ is particularly useful to specify asynchronous hyperproperties, i.e., hyperproperties where the speed of the execution on the different computation paths depends on the choices of the scheduler. Unlike other recent logics for the specification of asynchronous hyperproperties, our logic is the first to admit decidable model checking for the full logic. We present a model checking algorithm for HyperATL$ based on alternating word automata, and show that our algorithm is asymptotically optimal by providing a matching lower bound. We have implemented a prototype model checker for a fragment of HyperATL$, able to check various security properties on small programs.
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1 Introduction
Hyperproperties [10] are system properties that specify a relation between the traces of the system. Such properties are of increasing importance as they can, for example, characterize the information-flow in a system [38]. Consequently, several logics for the specification of hyperproperties have been developed, including hyper variants of $\text{CTL}$*(and $\text{LTL}$) [9, 38], $\text{PDL} - \Delta$ [24] and $\text{QPTL}$ [18]. A prominent example is the temporal hyperlogic $\text{HyperLTL}$ [9], which extends linear-time temporal logic (LTL) [35] with explicit trace quantification. In $\text{HyperLTL}$ we can, for instance, express non-interference (NI), i.e., the requirement that the observable output of a system does not depend on high-security inputs [23]. A prominent formulation of NI for non-deterministic systems is generalized non-interference (GNI) [31, 12], which can be expressed as the $\text{HyperLTL}$ formula

$$\forall \pi_1. \forall \pi_2. \exists \pi_3. \square \bigwedge_{a \in H} a_{\pi_1} \leftrightarrow a_{\pi_3} \land \square \bigwedge_{a \in O} a_{\pi_2} \leftrightarrow a_{\pi_3},$$
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where $H$ and $O$ are two sets of propositions, with $H$ representing the high-security input and $O$ the output. The formula states that for any pair of traces $\pi_1, \pi_2$ there exists a third trace that agrees on the high-security inputs with $\pi_1$ and on the outputs with $\pi_2$ (for simplicity we assume that no low-security inputs are present). The existence of such a trace guarantees that any observation made on the outputs is compatible with every possible sequence of high-security inputs. The non-determinism is thus the sole explanation for the system output.

In this paper, we introduce a novel class of hyperproperties that reason about strategic behavior in a multi-agent system. As a motivation for why strategic hyperproperties are desirable, consider $GNI$ from above. As $\text{HyperLTL}$ only quantifies existentially or universally over the paths in the system, the entire system is treated either as fully controllable or fully adversarial. Moreover, the witness trace $\pi_3$ can be constructed with full knowledge of both $\pi_1$ and $\pi_2$; this means that the entire output and input history can be used to resolve the non-determinism of the system appropriately. Now consider a system where the non-determinism arises from a scheduling decision between two possible subprograms $P_1, P_2$. Each subprogram reads the next input $h$ of the system. Suppose that $P_1$ assumes that $h$ is even and otherwise leaks information, while $P_2$ assumes that $h$ is odd and otherwise leaks information. In the trace-based view of $GNI$, the witness trace $\pi_3$ is fixed knowing the entire future input sequence, allowing the construction of a leakage-avoiding path $\pi_3$; The system satisfies $GNI$. An actual scheduler, who chooses which of $P_1, P_2$ handles the next input, can only avoid a leakage if it knows what the next input will be, which is impossible in a real-world system. The $\text{HyperLTL}$ formulation of $GNI$ is, in this case, unable to express the desired property. In our scenario, we need to reason about the strategic behaviour of the system, i.e., we want to check if there exist a strategy for the scheduler that avoids leakage.

**Strategic Hyperproperties.** Reasoning about strategic behavior in multi-agent systems has been studied before. The seminal work on alternating-time temporal logic [1] introduced an extension of $\text{CTL}$ (and $\text{CTL}^*$[14]) that is centred around the idea of viewing paths as the outcome of a game, where some agents are controlled via a strategy. The $\text{ATL}^*$ quantifier $\langle A \rangle \varphi$ requires the agents in $A$ to have a strategy that enforces the path formula $\varphi$ to become true. This makes $\text{ATL}^*$ an ideal logic for reasoning about open systems, where one is less interested in the pure existence of a path, but rather in the actual realizability of an outcome in a multi-agent system. $\text{ATL}$ has numerous variations and extensions, which, for example, introduce knowledge modalities [42] or imperfect observation [5]. While strategy quantifiers in $\text{ATL}^*$ can be nested (like in $\text{CTL}^*$), the logic is still unable to express hyperproperties, as the scope of each quantifier ends with the beginning of the next (see [16]).

It is very useful to reason about the strategic behaviour of the agents in a multi-agent system with respect to a hyperproperty. In the example above, one would like to ask if the scheduler has a strategy (based on the finite history of inputs only) such that unintended information-flow (which is a hyperproperty) is prevented (in the above example such an answer should be negative). There exist multiple angles to approach this: One could, for instance, interpret strategic hyperproperties such that a coalition of agents tries to achieve a set of outcomes satisfying some hyperproperty (expressed, for example, in $\text{HyperLTL}$). Model checking the resulting logic would then subsume realizability of $\text{HyperLTL}$, which is undecidable even for simple alternation-free formulas [19].

In this paper, we introduce a new temporal logic, called $\text{HyperATL}^*$, that combines the strategic behaviour in multi-agent systems with the ability to express hyperproperties. Crucially, we focus on the strategic behaviour of a coalition of agents along a single path, i.e., we view path quantification as the outcome of a game. Syntactically, we follow a similar
approach as alternating-time temporal logic [1]. We use the strategy quantifier $\langle\langle A \rangle\rangle \pi. \varphi$ to specify that the agents in $A$ have a strategy such that each possible outcome, when bound to the path variable $\pi$, satisfies $\varphi$. A formula of the form $\langle\langle A_1 \rangle\rangle \pi_1. \langle\langle A_2 \rangle\rangle \pi_2. \varphi$ now requires the existence of strategy for the agents in $A_1$ such that for all possible outcomes of the game $\pi_1$, the agents in $A_2$ have a strategy such that for all possible outcomes $\pi_2$, the combination of $\pi_1, \pi_2$ satisfies $\varphi$ (which is a formula that can refer to propositions on paths $\pi_1, \pi_2$). The strategic behaviour chosen by each quantifier is thus limited to the current path and can be based on the already fixed outcomes of outer quantifiers (i.e., the entire strategy for the agents in $A_2$ can depend on the full outcome of $\pi_1$). Sometimes, however, it is useful not to reason incrementally about the strategy for a single path at a time, but rather to reason about a joint strategy for multiple paths. To express this, we endow our logic with an explicit construct to resolve the games in parallel (syntactically, we surround quantifiers by $[\cdot]$ brackets). The formula $\langle\langle A_1 \rangle\rangle \pi_1. \langle\langle A_2 \rangle\rangle \pi_2. \varphi$ requires winning strategies for the agents in $A_1$ (for the first copy) and for $A_2$ (for the second copy) where the strategies can observe the current state of both copies. This enables collaboration between the agents in $A_1$ and $A_2$.

Similar to ATL*, the empty (resp. full) agent set corresponds to universal (resp. existential) quantification. HyperATL* therefore subsumes HyperCTL* (and thus HyperLTL) as well as ATL*. The logic is thus a natural extension of both the temporal logics for hyperproperties and the alternating-time logics from the non-hyper realm (see Fig. 1a).

### Strategic Non-Interference.
Consider again the example of GNI expressed in HyperLTL. In HyperATL*, we can express a more refined, strategic notion of non-interference, that postulates the existence of a strategy for the non-determinism. As a first step, we consider a program no longer as a Kripke structure (a standard model for temporal hyperlogics), but as a game structure played between two players. Player $\xi_N$ is responsible for resolving the non-determinism of the system, and player $\xi_H$ is responsible for choosing the high-security inputs to the system. We can now express that $\xi_N$ has a strategy to produce matching outputs (without knowing the future inputs by $\xi_H$). Consider the following formula $\text{stratNI}$:

$$\forall \pi_1. \langle\{\xi_N\}\rangle \pi_2. \Box (\bigwedge_{a \in O} a_{\pi_1} \leftrightarrow a_{\pi_2})$$

This formula requires that for every possible reference path $\pi_1$, the non-determinism always has a strategy to produce identical outputs. One can show that $\text{stratNI}$ implies GNI: The existence of a leakage “disproving” strategy implies the existence of a leakage “disproving” trace. A particular strength of this formulation is that we can encode additional requirements on the strategy. For example: if the internal non-determinism arises from the scheduling decisions between multiple components, we can require fairness of the scheduling strategy.

---

**Figure 1** (a): Expressiveness of temporal logics. An arrow $A \rightarrow B$ indicates that $A$ is a syntactic fragment of $B$. (b): Example program that violates (synchronous) observational-determinism.
**Asynchronous Hyperproperties.** Strategic hyperproperties are also very natural to express *asynchronous hyperproperties*. While existing hyperlogics traverse the traces of a system synchronously, one often requires an asynchronous traversal to account, for example, for the unknown speed of execution of software that runs on some unknown platform. In a multi-agent system, the scheduling decision (i.e., whether a system progresses or remains in its current state) can then be seen as the decision made by scheduling agent (called *sched* in the following). If not already present, we can artificially add such a scheduling agent via a system transformation. By either including or excluding this agent in a strategy quantifier, we can then naturally reason about asynchronous executions of programs. Instead of reasoning about the asynchronous scheduling of a system directly, we thus reason about the existence of a strategy for the scheduling agent.

As an example consider the program in Fig. 1b, which continuously reads an input and flips the output $o$ either directly, or via a temporary variable. Based on the input, the exact time point of the change in $o$ differs. A synchronous formulation of *observational-determinism* (OD) [26], which requires the output to be identical on all traces, does not hold. In **HyperATL**, we can naturally express a variant of OD where we search for a strategy for the scheduling agent $sched$, who aligns the outputs on both traces by stuttering them appropriately:

$$[[\{sched\}]_1 \land \{sched\}_2] \land \bigwedge_{o \in O} a_{\pi_1} \leftrightarrow a_{\pi_2}$$

The program in Fig. 1b (with an added asynchronous scheduler) satisfies this variant, because $sched$ can stutter the change in $o$ in order to align with the second trace.

To demonstrate the expressiveness of this strategic view on asynchronous hyperproperties, we compare our approach to **AHLTL**, a recent temporal logic for asynchronous hyperproperties [4]. While **AHLTL** model checking is undecidable in general, recent work [4] has identified a large fragment for which model checking is possible. We show that this fragment can be encoded within **HyperATL**. Every property in this (largest known) decidable fragment can thus be expressed in **HyperATL**, for which model checking is decidable for the *full* logic.

**Model Checking.** We show that model checking of **HyperATL** on concurrent game structures is decidable and present an automata-theoretic algorithm. Our algorithm incrementally reduces model checking to the emptiness of an automaton. We show that alternating automata are well suited to keep track of all possible path assignments satisfying a formula by encoding the game structure in the transition function of the automaton. We characterize the model checking complexity in terms of the number of complex quantifiers (where the agent team is non-trivial) and simple quantifiers (i.e., $\exists$ or $\forall$). We provide a lower bound, based on a novel construction that encodes a doubly exponential counter within a single strategy quantifier, that (in almost all cases) matches the upper bound from our algorithm.

**Prototype Model Checker.** On the practical side, we present a prototype model checker for an efficient fragment of **HyperATL** by reducing the model checking to solving of a parity game. The fragment supported by our tool does, in particular, include all alternation free **HyperLTL** formulas [20], the $\forall^*\exists^*$-model checking approach from [12] as well as all formulas in the decidable fragment of **AHLTL** [4].

**Contributions.** In summary, our contributions include the following:

- We introduce a novel logic to express strategic hyperproperties and demonstrate that it is well suited to express, e.g., information-flow control and, in particular, asynchronous hyperproperties.
We give an automata-based model checking algorithm for our logic and provide a lower bound on the model checking problem.

We show that our logic can express all formulas in the largest known decidable fragment of the existing hyperlogic \textsc{AHLTL} [4].

We provide a prototype-model checker for an efficiently checkable fragment of \textsc{HyperATL} and use it to verify information-flow policies and asynchronous hyperproperties.

\section{Preliminaries}

In this section, we introduce some basic preliminaries needed in the following.

\textbf{Concurrent Game Structure.} As our model of multi-agent systems, we consider concurrent game structures (CGS) [1]. The transition relation in a CGS is based on the decision by individual agents (or players). Formally, a CGS is a tuple $G = (S, s_0, \Xi, \delta, \mathbf{AP}, L)$ where $S$ is a finite set of states, $s_0 \in S$ the initial state, $\Xi$ a finite set of agents and $M$ a finite set of moves. We call a function $\sigma: \Xi \to M$ a global move vector and for a set of agent $A \subseteq \Xi$ a function $\sigma: A \to M$ a partial move vector. $\delta: S \times (\Xi \to M) \to S$ is a transition function that maps states and move vectors to successor states. Finally, $\mathbf{AP}$ is a finite set of propositions and $L: S \to 2^{\mathbf{AP}}$ a labelling function. Note that every Kripke structure (a standard model for temporal logics [3]) can be seen as a 1-player CGS. For disjoint sets of agents $A_1, A_2$ and partial move vectors $\sigma_i: A_i \to M$ for $i \in \{1, 2\}$ we define $\sigma_1 + \sigma_2$ as the move vector obtained as the combination of the individual choices. For $\sigma: A \to M$ and $A' \subseteq A$, we define $\sigma_{|A'}$ as the move vector obtained by restricting the domain of $\sigma$ to $A'$.

In a concurrent game structure (as the name suggests) all agents choose their next move concurrently, i.e., without knowing what moves the other player have chosen. We introduce the concept of multi-stage CGS (MSCGS), in which the move selection proceeds in stages and agents can base their decision on the already selected moves of (some of the) other agents. This is particularly useful when we, e.g., want to base a scheduling decision on the moves selected by the other agents. Formally, a MSCGS is a CGS equipped with a function $d: \Xi \to \mathbb{N}$, that orders the agents according to informedness. Whenever $d(\xi_1) < d(\xi_2)$, $\xi_2$ can base its next move on the move selected by $\xi_1$. A CGS thus naturally corresponds to a MSCGS with $d = 0$, where $0$ is the constant 0 function.

\textbf{Alternating Automata.} An alternating parity (word) automaton (APA) is a tuple $A = (Q, q_0, \Sigma, \rho, c)$ where $Q$ is a finite set of states, $q_0 \in Q$ an initial state, $\Sigma$ a finite alphabet, $\rho: Q \times \Sigma \to \mathbb{B}^+(Q)$ a transition function ($\mathbb{B}^+(Q)$ is the set of positive boolean combinations of states) and $c: Q \to \mathbb{N}$ a colouring of nodes with natural numbers. For $\Psi \in \mathbb{B}^+(Q)$, $B \subseteq Q$ we write $B \models \Psi$ if the assignment obtained from $B$ satisfies $\Psi$. A tree is a set $T \subseteq \mathbb{N}^*$ that is prefixed closed, i.e., $\tau \cdot n \in T$ implies $\tau \in T$. We refer to elements in $\tau \in T$ as nodes and denote with $|\tau|$ the length of $\tau$ (or equivalently the depth of the node). For a node $\tau \in T$ we denote with $\text{children}(\tau)$ the immediate children of $\tau$, i.e., $\text{children}(\tau) = \{\tau \cdot n \in T \mid n \in \mathbb{N}\}$. A $X$-labelled tree is a pair $(T, r)$ where $T$ is a tree and $r: T \to X$ a labelling with $X$. A run of an APA $A = (Q, q_0, \Sigma, \rho, c)$ on a word $u \in \Sigma^*$ is a $Q$-labelled tree $(T, r)$ that satisfies the following: (1) $r(e) = q_0$, (2) For all $\tau \in T$, $\{r(\tau') \mid \tau' \in \text{children}(\tau)\} \models \rho(r(\tau), u(|\tau|))$. A run $(T, r)$ is accepting if for every infinite path $\tau$ in $T$ the minimal colour (given by $c$) that occurs infinitely many times is even. We denote with $L(A)$ the set of words for which $A$ has an accepting run. We call an alternating automaton $A$ non-deterministic (resp. universal) if the transition function $\delta$ is a disjunction (resp. conjunction) of states. If $\delta$ is just a single state,
we call $A$ deterministic. Crucially alternating, non-deterministic, universal and deterministic parity automaton are all equivalent in the sense that they accept the same class of languages (namely $\omega$-regular ones) although they can be (double) exponentially more succinct:

\begin{itemize}
  \item [Theorem 1 \cite{[33, 13]}]. For every alternating parity automaton $A$ with $n$ states, there exists a non-deterministic parity automaton $A'$ with $2^{O(n)}$-states that accepts the same language. For every non-deterministic or universal parity automaton $A$ with $n$ states, there exists a deterministic parity automaton $A'$ with $2^{O(n)}$-states that accepts the same language.
  \item [Theorem 2 \cite{[29]}]. For every alternating parity automaton $A$ with $n$ states, there exists an alternating parity automaton $\overline{A}$ with $O(n^2)$-states that accepts the complemented language.
\end{itemize}

3 HyperATL*

In this section, we introduce HyperATL*. Our logic extends the standard temporal logic CTL* \cite{[14]} by introducing path variables and strategic quantification \cite{[1]}. Assume a countably infinite set of path variables $Var$, a set of agents $\Xi$ and a set of atomic propositions $AP$. HyperATL* formulas are generated by the following grammar

$$\varphi ::= \langle\langle A \rangle\rangle \pi.\varphi \mid a_\pi \mid \varphi \land \varphi \mid \neg \varphi \mid \varphi U \varphi \mid \varphi O \varphi$$

where $\pi \in Var$ is a path variable, $a \in AP$ an atomic proposition and $A \subseteq \Xi$ a set of agents. As in HyperCTL*, $a_\pi$ means that proposition $a$ holds in the current step on path $\pi$. Via $\langle\langle A \rangle\rangle \pi.\varphi$ we can quantify over paths in a system (which we consider as the outcome of a game). $\langle\langle A \rangle\rangle \pi.\varphi$ requires the agents in $A$ to have a strategy (defined below) such that each outcome under that strategy, when bound to trace variable $\pi$, satisfies $\varphi$. We abbreviate as usual $\varphi_1 \lor \varphi_2 := \neg (\neg \varphi_1 \land \neg \varphi_2)$, and the temporal operators globally ($[\Box]$), eventually ($[\Diamond]$) and release ($[R]$). Trivial agent sets, i.e., $A = \emptyset$ or $A = \Xi$ correspond to classical existential or universal quantification. We therefore write $\forall \pi$ instead of $\langle\langle \emptyset \rangle\rangle \pi$ and $\exists \pi$ instead of $\langle\langle \Xi \rangle\rangle \pi$. We call a quantifier simple if the agent-set is trivial and otherwise complex. We call a formula linear if it consists of an initial quantifier prefix followed by a quantifier-free (LTL) formula.

**Semantics.** Let us fix a MSCGS $G = (S, s_0, \Xi, M, \delta, d, AP, L)$ as a model. We first need to formalize the notion of a strategy in the game structure. A strategy for any agent is a function that maps finite histories of plays in the game to a move in $M$. As the plays in an MSCGS progress in stages, the decision can be based not only on the past sequence of states, but also on the fixed moves of all agents in previous stages. Formally, a strategy for an agent $\xi$ is a function $f_\xi : S^+ \times ([\xi] \cup d(\xi) < d(\xi)) \rightarrow M \rightarrow M$. Given a set of agents $A$, a set of strategies $F_A = \{f_\xi \mid \xi \in A\}$ and a state $s \in S$, we define $out(G, s, F_A)$ as the set of all runs $u \in S^\omega$ such that (1) $u(0) = s$ and (2) for every $i \in \mathbb{N}$ there exists a global move vector $\sigma$ with $\delta(u(i), \sigma) = u(i+1)$ and for all $\xi \in A$ we have $\sigma(\xi) = f_\xi(u[0], i, \sigma[\xi]d[\xi](u[i], d[\xi]i))$. The agents in $A$ choose their move in each step based on the finite history of the play and the decision of all other agents in an earlier stage. Note that in case where $d = 0$, a strategy is just a function $S^+ \rightarrow M$, ignoring the moves selected by other agents.

The semantics of a formula is now defined in terms of a path assignment $\Pi : Var \rightarrow S^\omega$, mapping path variables to infinite sequences of states in $G$. For a path $t \in S^\omega$ we write $t[i, \infty]$ to refer to the infinite suffix of $t$ starting at position $i$. We write $\Pi[i, \infty]$ to denote the path assignment defined by $\Pi[i, \infty](\pi) = \Pi(\pi)[i, \infty]$. We can then inductively define the satisfaction relation for HyperATL*:

\begin{itemize}
  \item $\langle\langle A \rangle\rangle \pi.\varphi$ holds if there exists a strategy $\xi$ in $A$ such that $\langle\langle A \rangle\rangle \pi.$ $\varphi$ holds in the current step on path $\pi$.
  \item $a_\pi$ holds if the atomic proposition $a$ holds in the current step on path $\pi$.
  \item $\varphi \land \psi$ holds if $\varphi$ and $\psi$ both hold.
  \item $\neg \varphi$ holds if $\varphi$ does not hold.
  \item $\varphi U \psi$ holds if there exists a path $\pi$ such that $\varphi$ holds in the current step on path $\pi$ and $\psi$ holds in the next step on path $\pi$.
  \item $\varphi O \psi$ holds if there exists an infinite path $\pi$ such that $\varphi$ holds in every step on path $\pi$ and $\psi$ holds in every second step on path $\pi$.
\end{itemize}
When surrounding strategy quantifiers by \( \exists \) we define multiple strategy quantifiers grouped together by \( \forall \). Note that the games are local to each path but based on all outer paths: In a formula of the form \( \forall \pi_1. \langle \! \langle A \! \rangle \! \rangle \pi_2 \cdot \phi \) the agents in \( A \) know the already fixed, full trace \( \pi_1 \) but behave as a strategy w.r.t. \( \pi_2 \). We write \( G \models \phi \) whenever \( \emptyset \models \phi \) where \( \emptyset \) is the empty path assignment.

\[ \text{Proposition 3. HyperATL* subsumes HyperCTL* (and thus HyperLTL) and ATL* (see Fig. 1a).} \]

We sometimes consider HyperATL* formulas with extend path quantification: We write \( \langle \! \langle A \! \rangle \! \rangle \pi. \phi \) to indicate that the path \( \pi \) is the result of the game played in \( G \). We can thus refer to different structures in the same formula. For example, \( \forall G, \pi_1. \langle \! \langle A \! \rangle \! \rangle \pi_2. (\sigma_{\pi_1} \leftrightarrow \sigma_{\pi_2}) \) states that for each path \( \pi_1 \) in \( G_1 \) the agents in \( A \) have a strategy in \( G_2 \) that produces the same outputs as on \( \pi_1 \). As for HyperLTL, extended quantification reduces to the standard semantics [38, §5.4].

**Parallel-Composition.** We extend HyperATL* with a syntactic construct that allows multiple traces to be resolved in a single bigger game, where individual copies of the system progress in parallel. Consider the following modification to the HyperATL* syntax, where \( k \geq 1 \):

\[ \phi := \langle \! \langle A_1 \! \rangle \! \rangle \pi_1. \cdots . \langle \! \langle A_k \! \rangle \! \rangle \pi_k. \cdot \phi \mid \phi \otimes \phi \mid \cdots \mid \phi \cup \phi \mid \phi \]

When surrounding strategy quantifiers by \( \langle \! \rangle \) the resulting traces are the outcome of a game played on a bigger, parallel game of the structure. This way, the agents in each copy can base their decisions not only on the current state of their copy but on the combined state of all \( k \) copies (which allows for a coordinated behaviour among the copies). For a player \( \xi \), and a CGS \( G = (S, s_0, \Xi, \Delta, \delta, \Delta P, L) \), a \( k \)-strategy for \( \xi \) is a function \( f_\xi : (S^k)^+ \to M \). The strategy can thus base its decision on a finite history for each of the \( k \) copies. For a system \( G \), sets of \( k \)-strategies \( F_{A_1}, \ldots , F_{A_k} \) and states \( s_1, \ldots , s_k \), we define \( \text{out}(G, (s_1, \ldots , s_k), F_{A_1}, \ldots , F_{A_k}) \) as all plays \( u \in (S^k)^{\omega} \) such that (1) \( u(0) = (s_1, \ldots , s_k) \) and (2) for every \( i \in N \) there exist move vectors \( \sigma_1, \ldots , \sigma_k \) such that \( u(i + 1) = (\delta(t_1, \sigma_1), \ldots , \delta(t_k, \sigma_k)) \) where \( u(i) = (t_1, \ldots , t_k) \) and for every \( j \in \{1, \ldots , k\} \), agent \( \xi \in A_j \) and strategy \( f_\xi \in F_{A_j} \), \( \sigma_j(\xi) = f_\xi(u[0, i]) \). Agents can thus control the individual progress of their system and base their decision on the history of the other quantifiers. Note that in the case where \( k = 1 \) this is identical to the construction seen above. For simplicity, we gave the semantics for a CGS (i.e., a MSCGS without stages), it can be generalized easily. We can now extend our semantics by

\[ \Pi \models \phi \langle \! \langle A_1 \! \rangle \! \rangle \pi_1. \cdots . \langle \! \langle A_k \! \rangle \! \rangle \pi_k. \phi \]
Comparison with ∀∃-HyperLTL model checking [12]. To give some more intuition for the parallel composition, we can compare our \([\cdot]\)-construct with the model checking algorithm introduced in [12]. The idea of the method from [12] is to check a ∀∃-formula by viewing the existential quantifier as a player who has to decide on a next state (in her copy) by reacting to the moves of the universal quantifier. If such a winning strategy exists, the ∀∃-formula also holds, whereas the absence of a winning strategy does, in general, not imply that the formula is invalid (as the strategy bases its decision on finite plays whereas the existential path is chosen with the universally quantified path already fixed). This game based view of the existential player can be natively expressed in HyperATL: While the HyperATL\(^*\)-formula \(\forall \pi_1. \exists \pi_2. \varphi\) is equivalent to the same HyperLTL-formula (i.e., the existential trace \(\pi_2\) is chosen knowing the entire trace \(\pi_1\)), model checking of the formula \([\forall \pi_1. \exists \pi_2.] \varphi\) corresponds to the strategy search for the existential player that is only based on finite prefixes of \(\pi_1\) (which directly corresponds to [12]). We can actually show that if any MSCGS \(G\) satisfies \([\forall \pi_1. \langle A \rangle \pi_2.] \varphi\) then it also satisfies \(\forall \pi_1. \langle A \rangle \pi_2. \varphi\) (see [6]). This gives a more general proof of the soundness of [12]. As our prototype implementation supports \([\langle A_1 \rangle \pi_1. \langle A_2 \rangle \pi_2.]\)-formulas, our tool subsumes the algorithm in [12] (see Sec. 8).

4 Examples of Strategic Hyperproperties

After having introduced the formal semantics of HyperATL\(^*\), we now demonstrate how the strategic quantification can be useful for expressing hyperproperties. We organize our example in two categories. We begin with examples from information-flow control and highlight the correspondence with existing properties and security paradigms. Afterwards, we show how the strategic hyperproperties are naturally well suited to express asynchronous hyperproperties.

4.1 Strategic Information-Flow Control

We focus our examples on game structures that result from a reactive system. Let \(H\) (resp. \(L\)) be the set of atomic propositions forming the high-security (resp. low-security) inputs of a system (we assume \(H \cap L = \emptyset\)). The game structure then comprises 3-players \(\xi_N, \xi_H, \xi_L\), responsible for resolving non-determinism and selecting high-security and low-security inputs. In particular, the move from \(\xi_H\) (resp. \(\xi_L\)) determines the values of the propositions in \(H\) (resp. \(L\)) in the next step. We call a system input-total, if in each state, \(\xi_H\) and \(\xi_L\) can choose all possible valuations for the input propositions.

**Strategic Non-Interference.** In the introduction, we already saw that GNI [31] is (in some cases) a too relaxed notion of security, as it can base the existence of a witness trace on knowledge of the entire input-sequence. Note that GNI can be extended to also allow for input from a low-security source that may affect the output. The HyperATL\(^*\) formula stratNI (given in the introduction) instead postulates a strategy for \(\xi_N\) that incrementally constructs a path that “disproves” information leakage. We can show that stratNI implies GNI. Loosely speaking, whenever there is a strategy for the non-determinism based on the finite history of inputs, there also exists a path when given the full history of inputs (as in GNI).

\[\text{Lemma 4. For any system } G \text{ that is input-total, we have that if } G \models \text{stratNI then } G \models \text{GNI}.\]

**Simulation-based Non-Interference.** Other attempts to non-interference are based on the existence of a bisimulation (or simulation) [40, 39, 30]. While trace-based notions of non-interference (such as GNI) only require the existence of a path that witnesses the absence
of a leak, simulation based properties require a lock-step relation in which this holds. Given a system \( \mathcal{G} \) with initial states \( s_0 \). For states \( s, s' \) and evaluations \( i_L \in 2^L \) and \( i_H \in 2^H \), we write \( s \Rightarrow i_L^s \) \( s' \) if \( L(s) \cap L = i_L \) and \( L(s') \cap H = i_H \) and \( s' \) is a possible successor of \( s \). A security simulation is a relation \( R \) on the states of \( S \) such that whenever \( sRt \), we have (1) \( s \) and \( t \) agree on the output propositions, and (2) for any \( i_L \in 2^L \) and \( i_H, i_H' \in 2^H \) if \( s \Rightarrow i_L^s s' \) then there exists a \( t' \) with \( t \Rightarrow i_H^t \) \( t' \) and \( s'Rt' \). Note that this is not equivalent to the fact that \( \Rightarrow \) is a simulation in the standard sense [32]. While a standard simulation relation is always reflexive, reflexivity of security simulations guarantees the security of the system [39, 40]. A system is thus called simulation secure if there exists a security simulation \( R \) with \( s_0R s_0 \). It is easy to see that every input-total system that is simulation secure already satisfies GNI. The converse does, in general, not hold. We can show that HyperATL* can express simulation security by using the parallel-composition of quantifiers.

\[
\forall \mathcal{G} \pi_1. \langle \{ \xi_N \} \rangle_{\mathcal{G}_{\text{shift}}} \pi_2. \Box \bigwedge_{a \in L} a_{\pi_1} \leftrightarrow \Box a_{\pi_2} \rightarrow \Box \bigwedge_{a \in O} a_{\pi_1} \leftrightarrow \Box a_{\pi_2}
\]

Here we consider HyperATL* with extended quantifier, where we annotate each quantifier with the game structure it is resolved on. \( \mathcal{G}_{\text{shift}} \) is the structure \( \mathcal{G} \) where we added a dummy initial state, that shifts the behaviour of the system by one position, which is again corrected via the next operator in the LTL formula. This allows the strategy for \( \xi_N \) in the second copy to base its decision on an already fixed step in the first copy, i.e., it corresponds to a strategy with a fixed lookahead of 1 step. We can show:

\[\textbf{Lemma 5.}\ An \textit{input-total system} \( \mathcal{G} \) is simulation secure if and only if it satisfies simNI.\]

**Non-Deducibility of Strategies.** Lastly, we consider the notion of non-deducibility of strategies (NDS) [45]. NDS requires not only that each output is compatible with each sequence of inputs, but also with each input-strategy. This becomes important as a high-security input player who can observe the internal state of a system might be able to leak information deliberately. As a motivating example, consider the following (first introduced in [45]): Suppose we have a system that reads a binary input \( h \) from a high-security source and outputs \( o \). The system maintains a bit \( b \) of information in its state, initially chosen non-deterministically. In each step, the system reads the input \( h \), outputs \( h \oplus b \) (where \( \oplus \) is the xor-operation), non-deterministically chooses a new value for \( b \) and then repeats. As \( \oplus \) essentially encodes a one-time pad it is not hard to see, that this system is secure from a purely trace-based point of view (as expressed in e.g. GNI): Any possible combination of input and output can be achieved when resolving the non-deterministic choice of \( b \) appropriately. If the high-input player is, however, able to observe the system (in the context of [45] the system shares the internal bit on a private channel), she can communicate arbitrary sequence of bits to the low-security environment. Whenever she wants to send bit \( c \), she inputs \( c \oplus b \) where \( b \) is the internal bit she has access to (note that \( c \oplus b \oplus b = c \)). For such system system we therefore do not want to specify that every possible output sequence is compatible with all possible inputs, but instead compatible with all possible input-strategies (based on the state of the system). Phrased differently, there should not be a output sequence such that a strategy can reliably avoid this output. We can express NDS in HyperATL* as follows:

\[\neg \left( \exists \pi_1. \langle \xi_H \rangle \pi_2. \Box \bigwedge_{a \in L} a_{\pi_1} \leftrightarrow a_{\pi_2} \rightarrow \Diamond \bigvee_{a \in O} a_{\pi_1} \lnot \diamond a_{\pi_2} \right)\]

This formula states that there does not exist a trace \( \pi_1 \) such that \( \xi_H \) has a strategy to avoid the output of \( \pi_1 \) (provided with the same low-security inputs). NDS is a stronger requirement than GNI, as shown by the following Lemma:

\[\textbf{Lemma 6.}\ For any system \( \mathcal{G} \), if \( \mathcal{G} \models \text{NDS} \) then \( \mathcal{G} \models \text{GNI} \).\]
4.2 Asynchronous Hyperproperties

Reasoning about the strategic behaviour of agents is particularly useful when reasoning about asynchronous hyperproperties, as each asynchronous execution can be considered the result of the decision of an asynchronous scheduler. We call a player an asynchronous scheduler if it can decide whether the system progresses (as decided by the other agents) or stutters. Note that this differs from the asynchronous turn-based games defined in [1]. In our setting, the scheduler does not control which of the player controls the next move, but rather decides if the system as a whole progresses or stutters. In cases where the system does not already include such an asynchronous scheduler (if we e.g. use a Kripke structure interpreted as a 1-player CGS), we can include a scheduler via a simple system transformation:

\[\text{Definition 7. Given a MSCGS } \mathcal{G} = (Q, q_0, Ξ, M, δ, d, \mathbf{AP}, L) \text{ and a fresh agent } \text{sched} \text{ not already included in the set of agents of } Ξ. \text{ We define the stutter version of } \mathcal{G}, \text{ denoted } \mathcal{G}_{\text{stut}}, \text{ by } \mathcal{G}_{\text{stut}} := (Q \times \{0, 1\}, (q_0, 0), Ξ \cup \{\text{sched}\}, M \times \{0, 1\}, δ', d', \mathbf{AP} \cup \{\text{stut}\}, L') \text{ where} \]

\[\delta'((s, b), σ) = \begin{cases} (δ(s, \text{proj}_1 \circ σ|_Ξ), 0) & \text{if } (\text{proj}_2 \circ σ)(\text{sched}) = 0 \\ (s, 1) & \text{if } (\text{proj}_2 \circ σ)(\text{sched}) = 1 \end{cases} \]

\[L'((s, 0)) = L(s) \text{ and } L'(s, 1) = L(s) \cup \{\text{stut}\}. \text{ Finally } d'(ξ) = d(ξ) \text{ for } ξ ∈ Ξ \text{ and } d'(\text{sched}) = m + 1 \text{ where } m \text{ is the maximal element in the codomain of } d. \]

Here \(\text{proj}_i\) is the projection of the \(i\)th element in a tuple and \(\circ\) denotes function composition, i.e., \((f \circ g)(x) := f(g(x))\). \(\mathcal{G}_{\text{stut}}\) thus progresses as \(\mathcal{G}\) with the exception of the additional scheduling player. In each step, the \(\{0, 1\}\)-decision of \(\text{sched}\), which can be based on the decision by the other agents (as \(\text{sched}\) is in the last stage of the game), decides if the system progresses or remains in its current state. The extended state-space \(Q \times \{0, 1\}\) is used to keep track of the stuttering which becomes visible via the new atomic proposition \(\text{stut}\). Our construction will be particularly useful when comparing our logic to \(\text{AHLTL}^*\) [4].

**Observational Determinism.** As an example we consider observational-determinism which states that the output along all traces is identical (in \(\text{HyperLTL} \ OD := ∀π_1, ∀π_2. \ \square (\bigwedge_{a ∈ O} a_{π_1} ↔ a_{π_2})\)). The example in Fig. 1b does not satisfy this property, as the output is changed at different timepoints. If we consider any system as a multi-agent system including the scheduler \(\text{sched}\), we can use \(\text{HyperATL}^*\) to naturally express an asynchronous version of \(\text{OD}\) via:

\[\text{OD}_{\text{async}} := [\langle \{\text{sched}\}\rangle π_1, \{\text{sched}\}\rangle π_2] \text{fair}_{π_1} ∧ \text{fair}_{π_2} ∧ \square (\bigwedge_{a ∈ O} a_{π_1} ↔ a_{π_2})\]

where \(\text{fair}_{π_i} := \square ◻¬\text{stut}_{π_i}\), asserts that the system may not be stuttered forever. Note that we encapsulated the quantifiers by \([\cdot]\) thus resolving the games in parallel. The schedulers for both copies of the system can thus observe the current state of the other copy. The example from Fig. 1b, after a transformation via Definition 7, satisfies this formula, as the output can be aligned by the scheduling player.

**One-Sided Stuttering.** By resolving the stuttered traces incrementally (i.e., omitting the \([\cdot]\)-brackets) we can also express one-sided stuttering, i.e., allow only the second copy to be stuttered. As an example assume \(P^o\) is a program written in the high-level programming language and \(P^a\) the complied program into binary code. Let \(S^o\) and \(S^a\) be the state systems of both programs. Using \(\text{HyperATL}^*\) we can now verify that the compiler did not
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depends on the paths assigned to the outer path-quantifiers (that are not yet fixed). We show

\[\forall S \pi_1. \{\{sched\}\}^{S_{\text{init}}} \pi_2. \text{fair}_{\pi_2} \land \bigwedge_{a \in O} a_{\pi_1} \leftrightarrow a_{\pi_2}\]

I.e., for every execution of the assembly code we can stutter the program such that the observations align. Here, \(S_{\text{init}}^{\text{stut}}\) denotes the modified version obtained by introducing an explicit scheduler (Definition 7). Note that we use extend path quantification by annotating a quantifier with the game structure, thereby effectively comparing both systems with respect to a hyperproperty.

### 5 Automata-Theoretic Model Checking

In this section we present an automata-based algorithm for HyperATL* model checking. The crucial insight in our algorithm is how to deal with the strategic quantification. Let us briefly recall ATL* model checking [1]: In ATL*, checking if \(\langle A \rangle \varphi\) holds in some state \(s\), can be reduced to the non-emptiness check of the intersection of two tree automata. One accepting all possible trees that can be achieved via a strategy for players in \(A\), and one accepting all trees whose paths satisfy the path formula \(\varphi\) [1]. In our hyperlogic this is not possible. When checking \(\langle A \rangle \pi.\varphi\) we cannot construct an automaton accepting all trees that satisfy \(\varphi\), as the satisfaction of \(\varphi\) depends on the paths assigned to the outer path-quantifiers (that are not yet fixed). Instead, we construct an automaton that accepts all path assignments for the outer quantifiers such that there exists a winning strategy for the agents in \(A\). We show that alternating automata are well suited to keep track of all path assignments for which a strategy exists, as they allow us to encode the strategic behaviour of \(G\) within the transition function of the automaton.
We assume that the formula $\varphi$ to be checked is given in negation normal form, i.e., negations only occur directly in front of atomic propositions or in front of a path quantifier. By including conjunction ($\land$) and release ($\land$) every formula can be translated into a negation normal form of linear size. We, furthermore, assume that if $\langle A \rangle \pi. \varphi$ occurs in the formula, we have $A \neq \emptyset$. Note that in this case where $A = \emptyset$ we can use that $\forall \pi. \varphi \equiv \neg \exists \pi. \neg \varphi$. For infinite words $t_1, \ldots, t_n \in \Sigma^\omega$ we define $\text{zip}(t_1, \ldots, t_n) \in (\Sigma^\omega)^\omega$ as the word obtained by combining the traces pointwise, i.e., $\text{zip}(t_1, \ldots, t_n)(i) := (t_1(i), \ldots, t_n(i))$. Our algorithm now progresses in a bottom-up manner. Assume that some subformula $\varphi$ occurs under quantifiers binding path variables $\pi_1, \ldots, \pi_n$. We say that an automaton $A$ over $\Sigma^n$ is $\mathcal{G}$-equivalent to $\varphi$, if for any paths $t_1, \ldots, t_n$ it holds that $[\pi_i \mapsto t_i]^n_{i=1} \models \varphi$ if any only if $\text{zip}(t_1, \ldots, t_n) \in \mathcal{L}(A)$. $\mathcal{G}$-equivalence thus means that an automaton accepts a zipping of traces exactly if the trace assignment constructed from those traces satisfies the formula. By induction on the structure of the formula, we construct an automaton that is $\mathcal{G}$-equivalent to each sub formula.

For the standard boolean combinators and LTL temporal operators our construction follows the typical translation from LTL to alternating automata [34, 43] given in Fig. 2. The interesting case is now the elimination of a strategy quantifier of the form $\langle A \rangle \pi. \varphi$. We first consider the case where $A = \emptyset$, i.e., existential quantification. Given an inductively constructed APA $A_\psi$ over $\Sigma_\psi = \Sigma^{n+1}$. We aim for an automaton $A_\varphi$ over $\Sigma_\varphi = \Sigma^n$. The automata should accept all traces $t$ over $\Sigma^n$ such that there exist a strategy for agents in $A$ such that all traces compatible with this strategy $t'$ when added to $t$ the trace $t \times t' \in (\Sigma^{n+1})^\omega$ is accepted by $A_\psi$. Let $\mathcal{G} = (S, s_0, \Sigma, N, d, \mathcal{AP}, L)$ be the given MSCGS. We distinguish between the cases where $A = \Xi$ (i.e., existential quantification) and $A \neq \Xi$.

**Existential Quantification.** We first consider the case where $A = \Xi$, i.e., $\varphi = \exists \pi. \psi$. Model checking can be done similar to [20]. Let $A_\psi = (Q, q_0, \Sigma_\psi, \lambda : Q \times \Sigma_\psi \rightarrow 2^Q, c)$ be the inductively constructed automaton, translated into a non-deterministic automaton of exponential size via Theorem 1. We then construct $A_\varphi := (S \times Q \cup \{q_{init}\}, q_{init}, \Sigma_\varphi, \rho', c')$ where $c'(s, q) = c(q)$ ($c'(q_{init})$ can be chosen arbitrarily) and $\rho$ is defined via $\rho(q_{init}, [s_1, \ldots, s_n]) = \{(q', q') \mid q' \in \lambda(q, [s_1, \ldots, s_n]) \land \exists \sigma : \Xi \rightarrow M. \delta(s_n, \sigma) = s'\}$ $\rho((s, q), [s_1, \ldots, s_n]) = \{(s', q') \mid q' \in \lambda(q, [s_1, \ldots, s_n, s]) \land \exists \sigma : \Xi \rightarrow M. \delta(s, \sigma) = s'\}$

where we define $s_n = s_0$ if $n \geq 1$ and $s_0 = s_0$ (the initial state) otherwise. Note that $A_\varphi$ is again a non-deterministic automaton. Every accepting run of $A_\varphi$ on $\text{zip}(t_1, \ldots, t_n)$ now corresponds to a path $t$ in $\mathcal{G}$ such that $A_\psi$ accepts $\text{zip}(t_1, \ldots, t_n, t)$.

**Complex Strategic Quantification.** We now consider the case where $A \neq \Xi$. Our automaton must encode the strategic behaviour of the agents. We achieve this, by encoding the strategic play in the game structure within the transition function of an automaton. Let $A_\psi^{det} = (Q, q_0, \Sigma_\psi, \lambda : Q \times \Sigma_\psi \rightarrow Q, c)$ be a deterministic automaton obtained from the inductively constructed $A_\psi$ via Theorem 1. Note that $A_\psi^{det}$ is, in the worst case, of double exponential size (in the size of $A_\psi$). To encode the strategic behaviour in $\mathcal{G}$ we use the alternation available in an automaton by disjunctively choosing moves for controlled players in $A$, followed by a conjunctive treatment of all adversarial player. The stages of a game, naturally correspond to the order of the move selection. Define the set $A_i := A \cap d^{-1}(i)$ and $\mathcal{A}_i := (\Xi \setminus A) \cap d^{-1}(i)$ and let $m$ be the maximal element in the codomain of $d$. The choice
of each agent in $A$ followed by those not in $A$ can be encoded into a boolean formula. We define $\mathcal{A}_\varphi := (S \times Q \cup \{q_{init}\}, q_{init}, \Sigma_\varphi, \rho, c')$ where $\rho$ is defined by
\[
\rho(q_{init}, [s_1, \ldots, s_n]) = \bigvee_{\sigma_1 : A_1 \to M} \bigwedge \cdots \bigwedge_{\sigma_m : A_m \to M} (\delta(s^n, \sum_{i=1}^m (\sigma_i + \sigma'_i)), \lambda(q_0, [s_1, \ldots, s_n, s^n]))
\]
and $c'(s, q) = c(q)$ (we can again define $c'(q_{init})$ arbitrarily). In case $n = 0$, we again define $s^n$ as the initial state $s_0$, otherwise $s^n = s_n$. Note that in the case where the MSCGS is a CGS, i.e., $d = 0$ the transition function has the form $\lor \land$, where the choices in $A$ are considered disjunctively and the choices by all other agents conjunctively. Our construction can be extended to handle the self composition $\langle \langle A_1 \rangle \rangle_{\pi_1} \cdots \langle \langle A_k \rangle \rangle_{\pi_k}$ (see [6] for details).

**Negated Quantification.** We extend our construction to handle negation outside of quantifiers, i.e., a formula $\varphi = \neg \langle A \rangle \pi.\psi$ via $\mathcal{A}_\varphi := \overline{\mathcal{A}_\varphi} \pi.\psi$ by using Theorem 2.

**Proposition 8.** $\mathcal{A}_\varphi$ is $G$-equivalent to $\varphi$.

By following our inductive construction, we obtain an automaton over the singleton alphabet (empty state sequences) that is non-empty iff the model satisfies the formula. Emptiness of an alternating parity automaton can then be checked in polynomial size (assuming a fixed number of colours) [28].

We can observe a gap in complexity of algorithm between simple and complex quantification. The former case requires a translation of an alternating automaton to a non-deterministic one whereas the latter requires a full determinisation. To capture the complexity of our algorithm we define $T_c(k, n)$ as a tower of $k$ exponents in $n$, i.e., $T_c(0, n) = n^c$ and $T_c(k + 1, n) = c^{T_c(k, n)}$. For $k \geq 0$ we define $k$-$\text{EXPSPACE}$ as the class of languages recognised by a deterministic Turing machine ([41]) with space $T_c(k, O(n))$ for some $c$ (and similarly for time). We define $(-1)$-$\text{EXPSPACE}$ as $\text{NLOGSPACE}$. Note that $0$-$\text{EXPSPACE} = \text{PSPACE}$.

**Theorem 9.** Model checking of a HyperATL$^*$ formula with $k$ complex and $l$ simple quantifiers is in $(2k+l)$-$\text{EXPTIME}$. If $l \geq 1$ and the formula is linear, it is also in $(2k+l−1)$-$\text{EXPSPACE}$ (both in size of the formula).

The fact that we can derive a better upper bound when $l > 0$ follows from the fact that we can determine the emptiness of a non-deterministic automaton in $\text{NLOGSPACE}$ [44] and for an alternating automaton only in polynomial time (for a fixed number of colours) [28]. Note that for the syntactic fragment of HyperCTL$^*$ our algorithm matches the algorithm in [20].

### 6 Lower Bounds for Model Checking

Theorem 9 gives us an upper bound on the model checking problem for HyperATL$^*$. We can show the following lower bound.

**Theorem 10.** Model checking of a linear HyperATL$^*$ formula with $k$ complex and $l$ simple quantifiers is $(2k+l−1)$-$\text{EXPSPACE}$-hard in the size of the formula, provided $l \geq 1$. 


The proof of Theorem 10 proceeds by encoding space-bounded Turing machines into HyperATL*. We show that (complex) strategic quantification can be used to encode an incremental counter that grows by two exponents with each quantifier, opposed to the increment by a single exponent for simple quantification [38]. This is possible, as we can design a formula that requires the first player to enumerate a counter, while the second play can challenge its correctness. The only winning strategy for the former player is then to output a correct counter that holds up against all scrutiny by the latter player. As the construction of the counter is rather complex, we refer the interested reader to a detailed proof in the full version [6].

Note that Theorem 10 is conditioned on \( l \geq 1 \). This gives an interesting complexity landscape: In cases where \( l \geq 1 \), model checking is \((2k+l-1)\text{-EXPSPACE}\)-complete (irrespective of \( k \)). If \( l = 0 \) we get an upper bound of \( 2k\text{-EXPTIME} \) (Theorem 9). In the special case where \( l = 0 \) and \( k = 1 \) we get a matching lower bound from the ATL* model-checking problem [1] (subsuming LTL realizability [36, 37]) and thus 2-EXPTIME-completeness. If \( k > 1 \) the best lower bound is \((2k−2)\text{-EXPSPACE}\). The exact complexity for the case where \( k > 1 \) and \( l = 0 \) is thus still open.

7 HyperATL* vs. asynchronous HyperLTL

We have seen that our strategic logic can naturally express asynchronous hyperproperties. In this section, we compare our logic to AHLTL [4], a recent extension of HyperLTL specifically designed to express such asynchronous properties. AHLTL is centered around the idea of a trajectory, which, informally speaking, is the stuttering of traces in a system. In AHLTL an initial trace quantifier prefix is followed by a quantification over such a trajectory. For example, a formula of the form \( \forall \pi_1, \cdots, \forall \pi_n. E. \varphi \) means that for all paths \( \pi_1, \cdots, \pi_n \) in the system there exists some stuttering of the paths, such that \( \varphi \) is satisfied. AHLTL follows a purely trace-based approach where the stuttering is fixed, knowing the full paths \( \pi_1, \cdots, \pi_n \).

In comparison, in our logic a strategy must decide if to stutter based on finite a prefix in the system. Model checking AHLTL is, in general, undecidable [4]. The largest known fragment for which an algorithm is known are formulas of the form \( \forall \pi_1, \cdots, \forall \pi_n. E. \varphi \) where \( \varphi \) is an admissible formula [4] which is a conjunction of formulas of the form \( \Box \bigwedge_{i \in P} a_{\pi_i} \leftrightarrow a_{\pi_j} \) (where \( P \) is a set of atomic propositions) and stutter-invariant formulas over a single path variable.

We can show the following (where \( G_{\text{stut}} \) is the stutter transformation from Definition 7):

**Theorem 11.** For any Kripke structure \( G \) and AHLTL formula of the form \( \forall \pi_1, \cdots, \forall \pi_n. E. \varphi \) it holds that if \( G_{\text{stut}} \models [\{\text{sched}\}] \pi_1, \cdots, \{\text{sched}\} \pi_n ] \varphi \land \bigwedge_{i \in \{1, \ldots, n\}} \text{fair}_{\pi_i} \) (1) then \( G \models_{\text{AHLTL}} \forall \pi_1, \cdots, \forall \pi_n. E. \varphi \) (2). If \( \varphi \) is an admissible formula, (1) and (2) are equivalent.

Theorem 11 gives us a sound approximation of the (undecidable) AHLTL model checking. Furthermore, for admissible formulas, AHLTL can be truthfully expressed in our logic. As shown in [4], many interesting properties can be expressed using an admissible formula and can thus be (truthfully) checked in our logic. Our framework can therefore express many interesting properties, is fully decidable, and also subsumes the largest known decidable fragment of AHLTL.

8 Experimental Evaluation

While MC for the full logic is very expensive (Theorem 10) and likely not viable in practice, formulas of the form \( [\{ A_1 \} \pi_1, \cdots, \{ A_n \} \pi_n ] \varphi \) where \( \varphi \) is quantifier free, can be checked efficiently via a reduction to a parity game (see the full version [6] for details). Note that
Table 1: Validity of various HyperATL* formulas on small benchmark programs. A ✓ (resp. ×) means that the formula is satisfied (resp. not satisfied). The time consumption is given in milliseconds.

<table>
<thead>
<tr>
<th></th>
<th>(OD)</th>
<th>(NI)</th>
<th>(simSec)</th>
<th>(sGNI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>✓15</td>
<td>✓16</td>
<td>✓16</td>
<td>✓46</td>
</tr>
<tr>
<td>P2</td>
<td>×112</td>
<td>✓80</td>
<td>✓83</td>
<td>×432</td>
</tr>
<tr>
<td>P3</td>
<td>×70</td>
<td>×44</td>
<td>✓54</td>
<td>×112</td>
</tr>
<tr>
<td>P4</td>
<td>×73</td>
<td>×64</td>
<td>×70</td>
<td>✓191</td>
</tr>
</tbody>
</table>

(a) Examples for Information-Flow Policies.

(b) Examples for Asynchronous Hyperproperties.

all alternation-free HyperLTL formulas, the reduction from the MC approach from [12] and
the reduction in Theorem 11 fall in this fragment. We implemented a prototype model
checker for this fragment to demonstrate different security notions (both synchronous and
asynchronous) on small example programs. Our tool uses \texttt{rabinizer 4} [27] to convert a
LTL formula into a deterministic automaton and \texttt{pgsolver} [22] to solve parity games. Our
tool is publicly available (see the full version [6]).

**Information-Flow Policies.** We have created a small benchmark of simple programs that
distinguish different information-flow policies. We checked the following properties:

- \textbf{(OD)} is the standard (alternation-free) formula of observational determinism,
- \textbf{(NI)} is a simple formulation of non-interference due to [23],
- \textbf{(simSec)} is simulation security [39] as expressed in Sec. 4.1. Finally, \textbf{(sGNI)} is the simple game based definition of GNI resolved on the parallel-composition (as used in [12]).

We designed small example programs that demonstrate the difference between security guarantees and present the results in Table 1a. Note that the model checking algorithm for ∀∗∃∗ formulas from [12] is subsumed by our approach. As we reduce the search for a strategy for the existential player to a parity game opposed to a SMT constraint, we can handle much bigger systems.

**Asynchronous Hyperproperties.** To showcase the expressiveness of our framework to handle
asynchronous properties, we implemented the stuttering transformation from Definition 7.

We evaluated our tool by checking example programs both on synchronous observational
determinism \textbf{(OD)} and asynchronous versions of \textbf{OD} \textbf{(OD}_{asynch}) and non-interference \textbf{(NI}_{asynch}). Note that while \textbf{(OD}_{asynch}) can also express in the decidable fragment of
\textbf{AHLTL}, \textbf{(NI}_{asynch}) is not an admissible formula (and can not be handled in [4]). As non-
interference only requires the outputs to align provided the inputs do, one needs to take care
that the asynchronous scheduler does not “cheat” by deliberately misaligning inputs and
thereby invalidating the premise of this implication. Our results are given in Table 1b. To
demonstrate the state-explosion problem we tested the same program (Q1) with different
bit-widths (programs Q1, Q1_{i}, Q1_{ii}), causing an artificial blow-up in the number of states.

9 Related Work

There has been a lot of recent interest in logics for hyperproperties. Most logics are
obtained by extending standard temporal or first-order/second-order logics with either path
quantification or by a special equal-level predicate [21]. See [11] for an overview. To the best
of our knowledge, none of these logics can express strategic hyperproperties.
Alternating-time Temporal Epistemic Logic. The relationship between epistemic logics and hyperlogic is interesting, as both reason about the flow of information in a system. As shown in [7], HyperLTL and LTL\(_K\) (LTL extended with a knowledge operator [15]) have incomparable expressiveness. In HyperQPTL, which extends HyperLTL with propositional quantification [18], the knowledge operator can be encoded by explicitly marking the knowledge positions via propositional quantification [38, §7]. Alternating-time temporal logic has also been extended with knowledge operators [42]. The resulting logic, ATEL, can express properties of the form “if \(\xi\) knows \(\phi\), then she can enforce \(\psi\) via a strategy.” The natural extension of the logic in [42], which allows for arbitrary nesting of quantification and operators (i.e., an extension of ATL\(^*\) instead of ATL) is incomparable to HyperATL\(^*\).

Model Checking. Decidable model checking is a crucial prerequisite for the effective use of a logic. Many of the existing (synchronous) hyperlogics admit decidable model checking, although mostly with non-elementary complexity (see [17] for an overview). For alternating-time temporal logic (in the non-hyper realm), model checking is efficient (especially when one prohibits arbitrary nesting of temporal operators and quantifiers as in ATL) [1, 2]. If one allows operators and quantifiers to be nested arbitrarily (ATL\(^*\)), model checking subsumes LTL satisfiability and realizability. This causes a jump in the model checking complexity to \(2\text{-EXPTIME}\)-completeness. As our lower bound demonstrates, the combination of strategic quantification and hyperproperties results in a logic that is algorithmically harder (for model checking) than non-strategic hyperproperties (as HyperLTL) or non-hyper strategic logics (as ATL\(^*\)). The fragment of HyperATL\(^*\) implemented in our prototype model checker subsumes alteration-free HyperLTL (see MCHyper [20]), model checking via explicit strategies [12] and the (known) decidable fragment of AHLTL [4].

Asynchronous Hyperproperties. Extending hyperlogics to express asynchronous properties has only recently started to gain momentum [25, 4, 8]. In [4] they extend HyperLTL with explicit trajectory quantification. [25] introduced a variant of the polyadic \(\mu\)-calculus, \(H\mu\), able to express hyperproperties. In [8] they extended HyperLTL with new modalities that remove redundant (for example stuttering) parts of a trace. Model checking is undecidable for all three logics. The (known) decidable fragment of [4] can be encoded into HyperATL\(^*\). The only known decidable classes for \(H\mu\) [25] and HyperLTL\(_S\) [8] are obtained by bounding the asynchronous offset by a constant \(k\), i.e., asynchronous execution may not run apart (“diverge”) for more than \(k\) steps. For actual software, this is a major restriction.

Conclusion

We have introduced HyperATL\(^*\), a temporal logic for strategic hyperproperties. Besides the obvious benefits of simultaneously reasoning about strategic choice and information flow, HyperATL\(^*\) provides a natural formalism to express asynchronous hyperproperties, which has been a major challenge for previous hyperlogics. Despite the added expressiveness, HyperATL\(^*\) model checking remains decidable, with comparable cost to logics for synchronous hyperproperties (cf. Theorem 9). HyperATL\(^*\) is the first logic for asynchronous hyperproperties where model checking is decidable for the entire logic. Its expressiveness and decidability, as well as the availability of practical model checking algorithms, make it a very promising choice for model checking tools for hyperproperties.
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