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Abstract

Even though coherent control of quantum operations appears to be achievable in practice, it is still not yet well understood. Among theoretical challenges, standard completely positive trace preserving (CPTP) maps are known not to be appropriate to represent coherently controlled quantum channels. We introduce here a graphical language for coherent control of general quantum channels inspired by practical quantum optical setups involving polarising beam splitters (PBS). We consider different situations of coherent control and disambiguate CPTP maps by considering purified channels, an extension of Stinespring’s dilation.

First, we show that in classical control settings, the observational equivalence classes of purified channels correspond to the standard definition of quantum channels (CPTP maps). Then, we propose a refinement of this equivalence class generalising the “half quantum switch” situation, where one is allowed to coherently control which quantum channel is applied; in this case, quantum channel implementations can be distinguished using a so-called transformation matrix. A further refinement characterising observational equivalence with general extended PBS-diagrams as contexts is also obtained. Finally, we propose a refinement that could be used for more general coherent control settings.
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1 Introduction

Unlike the usual sequential and parallel compositions, coherent control allows one to perform two or more quantum evolutions in superposition. It is fairly easy with quantum optics – an important player in the development of quantum technologies – to construct setups that perform some coherent control. A polarising beam splitter (PBS) precisely allows one to do that: by reflecting for instance horizontally polarised particles and transmitting vertically polarised ones, it lets the polarisation control the path, and thereby the physical devices
encountered, in a coherent way [10, 16]. This finds some interesting applications for quantum information processing (e.g., for error filtration [11]), including the ability to perform some operations in an indefinite causal order, as for instance in the so-called quantum switch [6]. Intuitively, given two quantum operations $A$ and $B$ and a control qubit, a quantum switch consists in applying $A$ followed by $B$ (resp. $B$ followed by $A$) when the control qubit is in state $|0\rangle$ (resp. $|1\rangle$). When the control qubit is in a superposition, we get a superposition of the two possible orders. Quantum switch can be used to speed up information processing tasks, e.g. deciding whether two operators are commuting or anticommuting [5, 2]. Actual implementations of the quantum switch have been experimentally realised [12].

General quantum evolutions – a.k.a. quantum channels – are commonly represented as completely positive trace preserving (CPTP) maps. CPTP maps can naturally be composed in sequence and in parallel. However, it has been realised that the description of quantum channels in terms of CPTP maps is not appropriate for some particular setups involving coherent control [15, 1, 7, 13]. One indeed needs some more information about their practical implementation to unambiguously determine the behaviour of such setups, and it was recently proposed to complete the description of channels by so-called transformation matrices [1], or vacuum extensions [7, 13].

Here we consider a general class of setups involving PBS, and study how these can be used to coherently control quantum channels. We build upon the graphical language of PBS-diagrams introduced in [8], in which the controlled operations were “pure” (typically, unitary), and extend it to allow for the control of more general quantum channels. As the description of channels as CPTP maps is inadequate here, we propose to work with purified channels based on a unitary extension of Stinespring’s dilation [17].

We address the question of the observational equivalence of purified channels, and show that different purified channels can be indistinguishable. To do so, we use PBS-diagrams to formalise three kinds of contexts: when the context is PBS-free, we recover that two purified channels are indistinguishable if and only if they lead to the same CPTP map. When the context allows for PBS but no polarisation flips, we recover the characterisation in terms of superoperators and transformation matrices which was introduced for a particular setup [1]. When we allow for arbitrary contexts, we obtain a characterisation of observational equivalence involving “second-level” superoperators and transformation matrices. We finally open the discussion to more general coherent-control settings, and propose a refined equivalence relation as a candidate for characterising channel (in)distinguishability in such scenarios.

The omitted proofs are available in the full version of the paper [3].

2 PBS-diagrams

PBS-diagrams were introduced in [8] as a language for coherent control of “pure” quantum evolutions. They aim at describing practical scenarios where a flying particle goes through an experimental setup, and is routed via polarising beam splitters. In addition to its polarisation, the particle carries some “data” register, whose state is described in some Hilbert space $\mathcal{H}$, and on which a number “pure” linear (typically, unitary) operators are applied.

Here we shall enrich the pure PBS-diagram language so as to incorporate the coherent control of more general quantum channels. To this purpose, we start by defining an abstract version of PBS-diagrams that we call bare diagrams, and which we equip with a word path semantics describing the trajectory and change of polarisation of a particle that enters the diagram through some given input wire: the word path semantics gives its new polarisation and position at the output of the diagram, together with a word over some alphabet describing
the sequence of bare gates – where the quantum channels we want to control are located – crossed. Subscribing to the idea that any general quantum operation can be seen as a unitary evolution of the system under consideration and its environment, we then define purified channels, which can be coherently controlled in a similar way to the PBS-diagrams of [8]. Replacing bare gates with purified channels, we obtain an extension\(^1\) of the graphical language of [8], which we call extended PBS-diagrams and which we equip with a quantum semantics obtained after discarding the (inaccessible) environments of all gates.

### 2.1 Bare PBS-diagrams

#### 2.1.1 Syntax

A bare PBS-diagram is made of polarising beam splitters \(\bigotimes\), polarisation flips \(\bigcirc\), and bare gates \(\Box\). Every bare gate is indexed by a unique label (here, \(a\)) used to identify the gate in the diagram. These building blocks are connected via wires represented using the identity \(\bullet\) or the swap \(\bigotimes\). The empty diagram is denoted by \(\emptyset\). Diagrams can be combined by means of sequential composition \(\circ\), parallel composition \(\oplus\),\(^2\) and trace \(\text{Tr}(\cdot)\), which represents a feedback loop.

We define a typing judgement \(\Gamma \vdash D : n\), where \(\Gamma\) is the alphabet containing all gate indices,\(^3\) to guarantee that the diagrams are well-formed – in particular, that the gate indices are unique – using a linear typing discipline:

- **Definition 1 (Bare PBS-diagram).** A bare PBS-diagram \(\Gamma \vdash D : n \) (with \(n \in \mathbb{N}\)) is inductively defined as:

\[
\begin{align*}
\emptyset & \vdash \emptyset : 0 \\
\emptyset & \vdash \bigcirc : 1 \\
\emptyset & \vdash \bigotimes : 2 \\
\{a\} & \vdash \Box : 1 \\
\Gamma_1 \vdash D_1 : n & \quad \Gamma_2 \vdash D_2 : n \quad \Gamma_1 \cap \Gamma_2 = \emptyset \\
\Gamma_1 \vdash D_1 : n_1 & \quad \Gamma_2 \vdash D_2 : n_2 \quad \Gamma_1 \cap \Gamma_2 = \emptyset \\
\Gamma \vdash D : n + 1 & \quad \Gamma \vdash \text{Tr}(D) : n
\end{align*}
\]

**Graphical representation.** PBS-diagrams form a graphical language: compositions and trace are respectively depicted as follows (for diagrams generically depicted as \(\bigotimes D\bigotimes\)):

\[
\begin{align*}
\bigotimes D_2 \bigotimes \bigotimes D_1 & = \bigotimes D_1 \bigotimes D_2 \\
\bigotimes D_1 \bigotimes \bigotimes D_2 & = \bigotimes D_2 \bigotimes D_1 \\
\text{Tr} \bigotimes D\bigotimes & = \bigotimes D\bigotimes
\end{align*}
\]

Examples of bare PBS-diagrams are given in Fig. 1 below. Note that two \(a \text{ priori}\) distinct constructions, like for instance \(\text{Tr}(\bigotimes \bigotimes \bigotimes)\) and \(\bigotimes \bigotimes \bigotimes \bigotimes \bigotimes \bigotimes \bigotimes\), can lead to the same graphical representation \(\bigotimes \bigotimes \bigotimes\). To avoid ambiguity, we define diagrams modulo a structural congruence detailed in Appendix A. Roughly speaking, the structural congruence guarantees that (i) two constructions leading to the same graphical representation are equivalent, and (ii) a diagram can be deformed at will (without changing its topology), e.g.:

\[
\begin{align*}
\bigotimes \bigotimes & = \bigotimes \bigotimes \\
\bigotimes_{D_1 \bigotimes D_2} & = \bigotimes_{D_2 \bigotimes D_1} \\
\bigotimes_{D_1 \bigotimes D_2} & = \bigotimes_{D_2 \bigotimes D_1} \\
\bigotimes & = \bigotimes
\end{align*}
\]

\(^1\) Strictly speaking, the PBS-diagrams of [8] did not require the operations inside the gates to be unitary, while here we impose such a restriction \(a \text{ priori}\). One could however also consider non-unitary operations in our framework here, although one would lose our motivation based on the unitary extension of Stinespring’s dilation.

\(^2\) Denoted \(\oplus\) in [8]. Here we change the notation to reflect how the parallel composition affects the structure of the Hilbert space describing the position of the particle (see Section 2.2).

\(^3\) We may write simply \(D : n\), or even just \(D\), when \(\Gamma\) is not relevant or is clear from the context.
Note in particular that the length of the wires does not matter. Physically, if these diagrams were to be realised in practical setups, this would mean that the experiment should be insensible to the time at which the particle would go through the various elements; if needed one could always add (possibly polarisation-dependent) delay lines (e.g., \(\square\)) to correct for a possible time mismatch between different paths.

### 2.1.2 Word path semantics

The word path semantics describes the trajectory of a particle which enters a bare PBS-diagram \(\Gamma \vdash D : n\) with a polarisation in the standard basis state \(c \in \{\rightarrow, \uparrow\}\) (horizontal or vertical) and from a definite position \(p \in [n] := \{0, \ldots, n - 1\}\). Because of the polarising beam splitters, the trajectory of the particle depends on its polarisation: we take it to be reflected when the polarisation is horizontal, and transmitted when the polarisation is vertical. The “negation” \(\square\) flips the polarisation, while the gates do not act on the polarisation.

The word path semantics of a diagram describes, given an initial polarisation and position, the final polarisation and position together with the sequence of gates – represented by a word over \(\Gamma\) – that the particle goes through:

\[
\def\tw distilled\Gamma. \quad \text{(Definition 2 (Word path semantics). Given a bare PBS-diagram } \Gamma \vdash D : n\text{, a polarisation } c \in \{\rightarrow, \uparrow\}\text{ and a position } p \in [n]\text{, let } (D, c, p) \xrightarrow{w} (c', p') \text{ with } w \in \Gamma^* \text{ a word over } \Gamma \text{ (or just } (D, c, p) \Rightarrow (c', p')) \text{ for the empty word } w = \epsilon) \text{ be inductively defined as follows:}
\]

\[
\begin{align*}
(D, c, p) &\Rightarrow (c, 1 - p) & (\square \rightarrow \uparrow) &\Rightarrow (\rightarrow, 0) & (\square \rightarrow \rightarrow, 0) &\Rightarrow (\uparrow, 0) \\
\end{align*}
\]

\[
\begin{align*}
(\square \rightarrow, c, p) &\Rightarrow (c, 1 - p) & (\square \rightarrow, \rightarrow, p) &\Rightarrow (\rightarrow, p) & (\square \rightarrow, \uparrow, p) &\Rightarrow (\uparrow, 1 - p) \\
\end{align*}
\]

\[
\begin{align*}
\xrightarrow{w} &\Rightarrow (c, 0) & (D_1 \circ D_2, c, p) &\Rightarrow (c', p') & (D_2 \circ D_1, c, p) &\Rightarrow (c'', p'') \\
\end{align*}
\]

\[
\begin{align*}
D_1 : n_1 & p < n_1 & (D_1, c, p) &\Rightarrow (c', p') & (D_2, c, p) &\Rightarrow (c'', p'') \\
\end{align*}
\]

\[
\begin{align*}
D : n + 1 \quad &\forall i \in \{0, \ldots, k\}, (D, c_i, p_i) &\Rightarrow (c_{i + 1}, p_{i + 1}) \\
\end{align*}
\]

\[
\begin{align*}
(Tr(D), c_0, p_0) &\Rightarrow (c_{k + 1}, p_{k + 1}) \\
\end{align*}
\]

with \(k = 0, 1, \text{ and } 2\).

We denote by \(w_{c,p}^D \in \Gamma^*\) the word, \(c_{c,p}^D \in \{\uparrow, \rightarrow\}\) the polarisation, and \(p_{c,p}^D \in [n]\) the position s.t. \((D, c, p) \xrightarrow{w_{c,p}^D} (c_{c,p}^D, p_{c,p}^D)\).
The word path semantics is invariant modulo structural congruence (i.e., diagram deformation). Moreover, note that despite the traces which form feedback loops, the word path semantics is well-defined. Indeed, a particle entering the diagram through some input wire cannot go through a feedback loop (or any other part of the diagram) twice with the same polarisation, which justifies that \( k \) only needs to go up to \( 2 \) in Rule \((T_k)\) above. Intuitively, if a particle goes twice in a feedback loop with the same polarisation then it will loop forever; but because of time symmetry this also means that the particle went through the feedback loop infinitely many times in the past, which contradicts the fact that it entered through an input wire. See Appendix B for details about the formal proofs of these facts.

For similar reasons, each gate cannot appear more than twice along any path, or even in the family of all the possible paths of a diagram:

\( \triangleright \) **Proposition 3.** Given a bare PBS-diagram \( \Gamma \vdash D : n \), \( \forall a \in \Gamma \), one has

\[
\sum_{c \in \{ \rightarrow, \uparrow \}, p \in [n]} |w_{D,p}^{c}|_a \leq 2,
\]

where \( |w|_a \) denotes the number of occurrences of \( a \) in the word \( w \). Moreover, if \( D \) is \( \text{\L-♦-} \)-free then for any \( c \) one has \( \sum_{p \in [n]} |w_{c,p}^{D}|_a \leq 1 \).

The converse is also true:

\( \triangleright \) **Proposition 4.** For any family of words \( \{ w_{c,p} \}_{(c,p) \in \{ \rightarrow, \uparrow \} \times [n]} \) such that every letter appears at most twice in the whole family, there exists a bare PBS-diagram \( D : n \) such that \( w_{c,p} = w_{c,p}^{D} \) for all \( c,p \). Furthermore if for any \( c \in \{ \rightarrow, \uparrow \} \), every letter appears at most once in \( \{ w_{c,p} \}_{p \in [n]} \), the bare PBS-diagram \( D \) can be chosen \( \text{\L-♦-} \)-free.

Note that the proof of Proposition 4 is constructive. For instance, the family \( \{ w_{\uparrow,0} = abab, w_{\rightarrow,0} = \epsilon \} \) can be obtained from the diagram of Fig. 1 (Right). The solution is not unique in general and there is actually a simpler diagram, see Fig. 1 (Left), with the same word path semantics.

### 2.2 Extended PBS-diagrams

We will now introduce extended PBS-diagrams by filling every bare gate with the description of a quantum channel. As recalled in the introduction, however, defining the coherent control of general channels (as we wish to do with PBS-diagrams) in an unambiguous way is not trivial. Here we propose to do so through the notion of purified channels, which are an extension of Stinespring’s dilation of quantum channels [17].

#### 2.2.1 Purified channels

A standard paradigm for quantum channels acting on a Hilbert space \( \mathcal{H} \) is to describe them as CPTP maps, or superoperators \( \mathcal{L} (\mathcal{H}) \rightarrow \mathcal{L} (\mathcal{H}) \),\(^5\) where \( \mathcal{L} (\mathcal{H}) \) denotes the set of linear operators on \( \mathcal{H} \). As exemplified e.g. in [15, 1], this representation is however ambiguous when it comes to describing quantum coherent control: two quantum channels with the same superoperator can behave differently in a coherent-control setting.

A possible way to overcome this issue is to “go to the Church of the larger Hilbert space”, according to which any quantum channel can be interpreted as a pure quantum operation acting on both the quantum system and an environment. Mathematically, this corresponds to Stinespring’s dilation theorem [17], which states that any CPTP map acting

\(^4\) Definition 2 does not provide any word path semantics for diagrams of type \( D : 0 \). In fact, no word path semantics needs to be defined for such diagrams, as there is no position \( p \) defining any input wire.

Note also that for diagrams \( D : n \) containing fully closed subdiagrams (e.g., of the form \( D = D_1 \oplus D_2 \) with \( D_2 : 0 \)), the semantics does not depend on these fully closed subdiagrams.

\(^5\) As this is the case of interest in PBS-diagrams (with \( \mathcal{H} \) corresponding to the data register), we consider here channels with the same input and output Hilbert spaces.
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on a Hilbert space $\mathcal{H}$ can be implemented with an isometry $V : \mathcal{H} \to \mathcal{H} \otimes \mathcal{E}$, where $\mathcal{E}$ denotes the Hilbert space attached to the environment, followed by a partial trace of the latter. Note that in this representation, the isometry $V$ can be understood as encoding both the creation of the environment $\mathcal{E}$ and the evolution of the joint system $\mathcal{H} \otimes \mathcal{E}$. Indeed, $V$ can always be decomposed into an environment initialisation $|\varepsilon\rangle \in \mathcal{E}$ and a unitary evolution $U : \mathcal{H} \otimes \mathcal{E} \to \mathcal{H} \otimes \mathcal{E}$ such that $V = U(I_{\mathcal{H}} \otimes |\varepsilon\rangle)$, where $I_{\mathcal{H}}$ denotes the identity operator over $\mathcal{H}$. In our approach to defining coherent control for quantum channels, we will precisely abide by this description in terms of unitary purifications, which we formalise as follows:

Definition 5 (Purified channel). Given a Hilbert space $\mathcal{H}$, a purified $\mathcal{H}$-channel (or simply purified channel, for short) is a triplet $[U, |\varepsilon\rangle, \mathcal{E}]$, where $\mathcal{E}$ is the local environment Hilbert space, $|\varepsilon\rangle \in \mathcal{E}$ is the environment initial state, and $U : \mathcal{H} \otimes \mathcal{E} \to \mathcal{H} \otimes \mathcal{E}$ is a unitary operator representing the evolution of the joint system. We denote the set of purified $\mathcal{H}$-channels by $\mathcal{E}(\mathcal{H})$.

As seen above, it directly follows from Stinespring’s dilation theorem that any CPTP map $\mathcal{L}(\mathcal{H}) \to \mathcal{L}(\mathcal{H})$ can be represented by a purified $\mathcal{H}$-channel, which is however not unique. Reciprocally, with any purified $\mathcal{H}$-channel $[U, |\varepsilon\rangle, \mathcal{E}]$, we naturally associate the CPTP map $S_{[U, |\varepsilon\rangle, \mathcal{E}]} : \mathcal{L}(\mathcal{H}) \to \rho \mapsto \text{Tr}_\mathcal{E}(U(\rho \otimes |\varepsilon\rangle\langle \varepsilon|)U^\dagger)$, where $\text{Tr}_\mathcal{E}$ denotes the partial trace over $\mathcal{E}$, and which we shall represent graphically, using the circuit notations of Appendix C, as follows: $S_{[U, |\varepsilon\rangle, \mathcal{E}]}^{(1)} = |\varepsilon\rangle \langle \varepsilon| \mathcal{L}_{[U, |\varepsilon\rangle, \mathcal{E}]}$. One may however not trace out the environment straight away. In fact, decomposing Stinespring’s dilation into an environment state initialisation and a unitary evolution of the joint system, as we did above, allows one to apply the same channel several times in a coherent manner if a particle goes through a gate several times. In that case we will consider that the same unitary is applied each time, without re-initialising the environment state (which we assume to not evolve between two applications of the channel).

2.2.2 From bare to extended PBS-diagrams

We are now in a position to define extended PBS-diagrams of type $\mathcal{H}^{(n)}$, which are essentially bare PBS-diagrams of type $n$, where the gate indices are replaced by purified $\mathcal{H}$-channels. Hence, instead of bare gates $\square$, an extended PBS-diagram contains gates of the form $\square_{[U, |\varepsilon\rangle]}$, parametrised by a purified channel $[U, |\varepsilon\rangle, \mathcal{E}] \in \mathcal{E}(\mathcal{H})$ (where the Hilbert space $\mathcal{E}$ is not represented explicitly, in order not to overload the diagrams).

This leads to the following inductive definition:

Definition 6 (Extended PBS-diagram). An extended PBS-diagram $D : \mathcal{H}^{(n)}$ (with $n \in \mathbb{N}$) is inductively defined as:

\[
\begin{align*}
\mathcal{H}^{(0)} & \quad : \mathcal{H}^{(1)} & \quad : \mathcal{H}^{(2)} & \quad : \mathcal{H}^{(2)} & \quad [U, |\varepsilon\rangle, \mathcal{E}] \in \mathcal{E}(\mathcal{H}) \\
\mathcal{H}^{(n)} = \underbrace{\mathcal{H}^{(1)} \otimes \mathcal{H}^{(1)} \otimes \cdots \otimes \mathcal{H}^{(1)}}_{n} & \quad : \mathcal{H}^{(1)} & \quad D_1 : \mathcal{H}^{(n_1)} & \quad D_2 : \mathcal{H}^{(n_2)} & \quad D : \mathcal{H}^{(n+1)} \quad \text{if } D_1 \circ D_2 = D \text{ and } D_1 \not\equiv D_2
\end{align*}
\]

\[\begin{align*}
D_1 : \mathcal{H}^{(n_1)} \quad D_2 : \mathcal{H}^{(n_2)} & \quad D : \mathcal{H}^{(n+1)} \\
D_1 \oplus D_2 : \mathcal{H}^{(n_1 + n_2)} \quad \text{for } D_1 \not\equiv D_2
\end{align*}\]

To manipulate unitary operations and CPTP maps, it is convenient to use such circuit-like graphical representations, which correspond to standard circuit notations for “pure” operations, supplemented with a ground symbol $\square_{[U, |\varepsilon\rangle]}$ for the case of CPTP maps; see Appendix C for details.
Extended PBS-diagrams are defined up to the same structural congruence as for bare PBS-diagrams. It is convenient to explicitly define the map which, given a family of purified channels, transforms a bare diagram into the corresponding extended PBS-diagram:\footnote{To clarify which kind of diagram we are dealing with, in this subsection we use primed names (e.g., $D'$) when referring to bare PBS-diagrams, and unprimed names for extended PBS-diagrams.}

\textbf{Definition 7.} Given a bare PBS-diagram $\Gamma \vdash D': n$ and a family of purified $\mathcal{H}$-channels $\mathcal{G} = \{(|u_a, |e_a\rangle, \mathcal{E}_a)\}_{a \in \Gamma}$ indexed by elements of $\Gamma$, let $[D]'_\mathcal{G} : \mathcal{H}(a)$ be the extended PBS-diagram inductively defined as $[\begin{array}{c} G \\ G \end{array}] = [\begin{array}{c} G \\ G \end{array}]$, for all $\forall g \in \{\begin{array}{c} G \\ G \end{array}, \begin{array}{c} G \\ G \end{array}, \begin{array}{c} G \\ G \end{array}, \begin{array}{c} G \\ G \end{array} \}$, $[g]_\mathcal{G} = g$, $[D'_1 \circ D'_2]_\mathcal{G}^{w_{G_1} w_{G_2}} = [D'_2]_\mathcal{G}^{w_{G_2}} \circ [D'_1]_\mathcal{G}^{w_{G_1}}$, $[D'_1 \oplus D'_2]_\mathcal{G}^{w_{G_1} w_{G_2}} = [D'_1]_\mathcal{G}^{w_{G_1}} \oplus [D'_2]_\mathcal{G}^{w_{G_2}}$ and $[\text{Tr}(D')]_\mathcal{G} = \text{Tr}([D']_\mathcal{G})$, where $\oplus$ is the disjoint union.

For any extended PBS-diagram $D : \mathcal{H(a)}$, there exists a bare diagram $\Gamma \vdash D' : n$ and an indexed family of purified $\mathcal{H}$-channels $\mathcal{G}$ s.t. $[D]'_\mathcal{G} = D$. We call $D'$ an underlying bare diagram of $D$ (which is unique, up to relabelling of the gates).

\subsection{2.2.3 Quantum semantics}

We now equip the extended PBS-diagrams with a quantum semantics, which is a CPTP map acting on the complete state of the particle that goes through it, i.e., its joint polarisation, position and data state. To describe the quantum semantics of an extended PBS-diagram $D : \mathcal{H(a)}$, it is convenient to rely on an underlying bare diagram $\Gamma \vdash D' : n$ and a family of purified channels $\mathcal{G}$ s.t. $[D]'_\mathcal{G} = D$ (so as to keep track of the environment spaces and be able to identify them via the bare gate indices).

As we defined them, every purified channel comes with its local environment and a unitary evolution acting on both the data register and its local environment. In order to define the overall evolution of the diagram, we consider the global environment as the tensor product of these local environments, and extend every unitary transformation to a global transformation acting on the data register and the global environment:

\textbf{Definition 8.} Given an indexed family of purified $\mathcal{H}$-channels $\mathcal{G} = \{(|u_a, |e_a\rangle, \mathcal{E}_a)\}_{a \in \Gamma}$, let $\mathcal{E}_\mathcal{G} := \bigotimes_{a \in \Gamma} \mathcal{E}_a$, $|e_\mathcal{G}\rangle := \bigotimes_{a \in \Gamma} |e_a\rangle \in \mathcal{E}_\mathcal{G}$, and $\forall a \in \Gamma$, let $V^\mathcal{G}_a := U_a \bigotimes_{x \in \Gamma \setminus \{a\}} I_{\mathcal{E}_x} \in \mathcal{L}(\mathcal{H} \otimes \mathcal{E}_a)$.

If a particle enters an extended PBS-diagram $D$ with a deterministic polarisation and position in some basis states $|c\rangle \in \mathbb{C}^{\Gamma_1}$ and $|p\rangle \in \mathbb{C}^{\Gamma_2}$, respectively, the sequence of transformations applied to the particle and the global environment when the particle goes through the diagram can be deduced from the word path semantics of the underlying bare diagram $D'$:

$$|c\rangle \otimes |p\rangle \otimes |\psi\rangle \otimes |e_\mathcal{G}\rangle \mapsto |c'_{c,p}\rangle \otimes |p'_{c,p}\rangle \otimes V^\mathcal{G}_{w_{c,p}}(|\psi\rangle \otimes |e_\mathcal{G}\rangle)$$

where $w_{c,p}, c'_{c,p}$, and $p'_{c,p}$ are given by the word path semantics, i.e., $(D', c, p) \xrightarrow{w_{c,p}} (c'_{c,p}, p'_{c,p})$, and $V^\mathcal{G}_{w}$ is inductively defined as $V^\mathcal{G}_c := \mathcal{I}_{\mathcal{H} \otimes \mathcal{E}_c}$ and $\forall a \in \Gamma, \forall w \in \Gamma^*, V^\mathcal{G}_{w} := V^\mathcal{G}_{w_a} V^\mathcal{G}_a$.

One can actually consider inputting a particle in an arbitrary initial state (i.e., including superpositions of polarisation and position); the transformation applied by the diagram is then obtained from the one above, by linearity. This leads us to define the following:

\textbf{Definition 9.} Given a bare PBS-diagram $\Gamma \vdash D' : n$ and a family of purified $\mathcal{H}$-channels $\mathcal{G}$ indexed with $\Gamma$, let

$$U^\mathcal{G}_{D'} := \sum_{c \in \{\rightarrow, \downarrow\}, p \in [n]} |c'_{c,p}\rangle \langle c| \otimes |p'_{c,p}\rangle \langle p| \otimes V^\mathcal{G}_{w_{c,p}}$$
The triplet $[U^D_{[\cdot]}, |\varphi\rangle, E^\varphi]$ is nothing but a purified $(\mathcal{C}^{(-,1)} \otimes \mathbb{C}^{|n|} \otimes \mathcal{H})$-channel, which describes the action of the corresponding extended PBS-diagram on the complete state of the particle. Once the particle exits the diagram, the environments of all purified channels are not accessible anymore. As is well-known, the statistics of any “input/output test”, which consists in preparing an arbitrary input state of the particle and measuring the output in an arbitrary basis, then only depend on the CPTP map (the superoperator) induced by $U^D_{[\cdot]}$, above, with all environments initially prepared in the global state $|\varphi\rangle$, and after tracing out all environment spaces – i.e., using circuit-like notations: $|\varphi\rangle \overrightarrow{U_{[\cdot]}^D |\varphi\rangle}$. This superoperator thus precisely captures input/output (in)distinguishability: two quantum channels have the same superoperator if and only if they are indistinguishable in any input/output test. This provides the ground for our definition of the following quantum semantics:

**Definition 10 (Quantum Semantics).** Given an extended PBS-diagram $D : \mathcal{H}^{(n)}$, let $\llbracket D \rrbracket : \mathcal{L}(\mathcal{C}^{(-,1)} \otimes \mathbb{C}^{|n|} \otimes \mathcal{H}) \to \mathcal{L}(\mathcal{C}^{(-,1)} \otimes \mathbb{C}^{|n|} \otimes \mathcal{H})$ be the superoperator defined as

$$\llbracket D \rrbracket := \rho \mapsto \text{Tr}_{\Gamma} (U^D_{[\cdot]} \rho \otimes |\varphi\rangle \langle \varphi| & U^D_{\lnot [\cdot]} \dagger) = |\varphi\rangle \overrightarrow{U^D_{[\cdot]} |\varphi\rangle}$$

where $\Gamma \vdash D' : n$ is an underlying bare diagram and $\mathcal{G}$ is an indexed family of purified $\mathcal{H}$-channels s.t. $[D']_\mathcal{G} = D$.

Note that the quantum semantics is preserved by the “only topology matters” structural congruence on diagrams. Indeed, it is defined using only the family $\mathcal{G}$ and the word path semantics of its underlying bare diagram $D'$, which is invariant modulo diagram deformation. It is clear that when deforming $D$ we do not have to change $D'$ and $\mathcal{G}$, since it suffices to deform $D'$ accordingly.

### 3 Observational equivalence of purified channels

In this section we address the problem of deciding whether two purified channels $[U, |\varphi\rangle, E]$ and $[U', |\varphi'\rangle, E']$ can be distinguished in an experiment involving coherent control, within the framework of PBS-diagrams just established. We introduce for that the notion of contexts, which are extended PBS-diagrams with a “hole”: if for any context, filling its hole with $[U, |\varphi\rangle, E]$ or $[U', |\varphi'\rangle, E']$ leads to diagrams with the same quantum semantics, then the two purified channels $[U, |\varphi\rangle, E]$ and $[U', |\varphi'\rangle, E']$ are indistinguishable within our framework, even with the help of the coherent control provided by extended PBS-diagrams.

#### 3.1 Contexts

A context is an extended PBS-diagram with a hole, i.e., a (unique) particular empty gate, without any purified channel specified a priori. Equivalently a context can be seen as a bare PBS-diagram partially filled: all but one gate are filled with purified channels. Formally:

**Definition 11 (Context).** A context $C[\cdot] : \mathcal{H}^{(n)}$ (with $n \in \mathbb{N}$) is inductively defined as follows:

- The hole gate $\overrightarrow{\Box} : \mathcal{H}^{(1)}$ is a context;
- If $C[\cdot] : \mathcal{H}^{(n)}$ is a context and $D : \mathcal{H}^{(m)}$ is an extended PBS-diagram then $D \circ C[\cdot] : \mathcal{H}^{(n)}$ and $C[\cdot] \circ D : \mathcal{H}^{(n)}$ are contexts;
- If $C[\cdot] : \mathcal{H}^{(n)}$ is a context and $D : \mathcal{H}^{(m)}$ is an extended PBS-diagram then $D \oplus C[\cdot] : \mathcal{H}^{(m+n)}$ and $C[\cdot] \oplus D : \mathcal{H}^{(n+m)}$ are contexts;
- If $C[\cdot] : \mathcal{H}^{(n+1)}$ is a context then $\text{Tr}(C[\cdot]) : \mathcal{H}^{(n)}$ is a context.

Like bare and extended PBS-diagrams, contexts are defined up to structural congruence.
**Definition 12** (Substitution). For any context $C[\cdot] : \mathcal{H}^{(n)}$ and any purified $\mathcal{H}$-channel $[U, |e\rangle, \mathcal{E}]$, let $C[U, |e\rangle, \mathcal{E}] : \mathcal{H}^{(n)}$ be the extended PBS-diagram obtained by replacing the single hole $\phantom{}\bullet\dashv$ in $C[\cdot]$ by the purified channel $U$. After some purified channel is plugged in, contexts allow one to compare the quantum semantics $[C[U, |e\rangle, \mathcal{E}]]$ and $[C[U', |e'\rangle, \mathcal{E}']]$ induced by different purified channels $[U, |e\rangle, \mathcal{E}]$ and $[U', |e'\rangle, \mathcal{E}']$. We consider in the following three subclasses of contexts, depending on the kind of coherent control one may allow to distinguish purified channels: whether we exclude the use of PBS $\bigcirc$, of polarisation flips (“negations” $\phantom{}\bullet\dashv$), or whether we allow both. This leads us to define the following equivalence relations:

**Definition 13** (Observational equivalences). Given two purified $\mathcal{H}$-channels $[U, |e\rangle, \mathcal{E}]$ and $[U', |e'\rangle, \mathcal{E}']$, we consider the three following refinements of observational equivalences (for $i \in \{0, 1, 2\}$): $[U, |e\rangle, \mathcal{E}] \approx_i [U', |e'\rangle, \mathcal{E}']$ if $\forall C[\cdot] \in \mathcal{C}_i$, $[[C[U, |e\rangle, \mathcal{E}]] = [[C[U', |e'\rangle, \mathcal{E}']]$, where:

- $\mathcal{C}_0$ is the set of $\bigcirc$-free contexts $C[\cdot] : \mathcal{H}^{(1)}$;
- $\mathcal{C}_1$ is the set of $\bullet\dashv$-free contexts $C[\cdot] : \mathcal{H}^{(1)}$;
- $\mathcal{C}_2$ is the set of all contexts $C[\cdot] : \mathcal{H}^{(1)}$.

Note that contexts in $\mathcal{C}_0$ do not perform any coherent control; these consist in just a linear sequence of gates and negations, possibly composed in parallel with closed loops (i.e., traces of such sequences), including a hole gate somewhere. It is clear, by deformation of diagrams, that more general contexts can always be described as follows:

**Proposition 14.** For any context $C[\cdot] \in \mathcal{C}_2$ there exists an extended PBS-diagram $D$ such that $C[\cdot] = \phantom{}\bullet\dashv$. Moreover if $C[\cdot] \in \mathcal{C}_1$ then $D$ can be chosen $\phantom{}\bullet\dashv$-free.

**Remark 15.** In Definition 13 we only consider contexts with a single input/output wire. This is because we intend to use contexts to distinguish purified channels; now, if one can distinguish two purified channels with a context of type $\mathcal{H}^{(n)}$ but no context of type $\mathcal{H}^{(1)}$, then intuitively this means that the extra power comes from the preparation of the initial state and/or some particular measurement, which are not represented in the context.

Actually, except in the $\mathcal{C}_0$ case, allowing multiple input/output wires does not increase the distinguishability power of the contexts.

### 3.2 Observational equivalence using PBS-free contexts

Let us start by characterising which purified channels are indistinguishable by $\bigcirc$-free contexts in $\mathcal{C}_0$. Not surprisingly, we recover the usual indistinguishability by input/output tests, which is captured by the fact that the two purified channels lead to the same superoperator:

**Definition 16** (First-level Superoperator). Given a purified $\mathcal{H}$-channel $[U, |e\rangle, \mathcal{E}]$, let $S_{[U, |e\rangle, \mathcal{E}]}^{(1)} : \mathcal{L}(\mathcal{H}) \to \mathcal{L}(\mathcal{H}) = \rho \mapsto \text{Tr}_{\mathcal{E}}(U\rho \otimes |e\rangle\langle e|U^\dagger)$ be the (“first-level”) superoperator of $[U, |e\rangle, \mathcal{E}]$. Graphically, $S_{[U, |e\rangle, \mathcal{E}]}^{(1)} := \phantom{}\bullet\dashv$.\footnote{In other words, if two purified channels can be distinguished using a $\bigcirc$-free context, then they could already be distinguished with simply an input/output test (or with a trivial context $\phantom{}\bullet\dashv$).}
Theorem 17. Given two purified $\mathcal{H}$-channels $[U, |\psi\rangle, \mathcal{E}]$ and $[U', |\psi'\rangle, \mathcal{E}']$, $[U, |\psi\rangle, \mathcal{E}] \approx_0 [U', |\psi'\rangle, \mathcal{E}']$ iff they have the same (first-level) superoperator. Graphically,

$$[U, |\psi\rangle, \mathcal{E}] \approx_0 [U', |\psi'\rangle, \mathcal{E}'] \iff \begin{array}{c}
|\psi\rangle \xrightarrow{U} |\psi'\rangle \\
\end{array}$$

(S1)

3.3 Observational equivalence using negation-free contexts

Allowing contexts with PBS significantly increases their power to distinguish purified channels. In [1], a particular kind of coherent control – namely, the “first half of a quantum switch” [6, 2, 12] – has been considered, which can be rephrased using contexts of the form:

$$\begin{array}{c}
\text{PBS-Diagram Maps a Pure Input State to the Same (First-Level) Superoperator. Graphically,}
\end{array}$$

The authors proved that with these particular contexts, two purified channels leading to the same (first-level) superoperator are indistinguishable if and only if they also have the same (first-level) transformation matrix, which is defined as follows\(^9\)

Definition 18 ((First-level) Transformation Matrix). Given a purified $\mathcal{H}$-channel $[U, |\psi\rangle, \mathcal{E}]$, let $T_{[U, |\psi\rangle, \mathcal{E}]}^{(1)} := (I_{\mathcal{H}} \otimes |\psi\rangle)U(U_{\mathcal{H}} \otimes |\psi\rangle) \in \mathcal{L}(\mathcal{H})$ be the ("first-level") transformation matrix of $[U, |\psi\rangle, \mathcal{E}]$. Graphically,

$$T_{[U, |\psi\rangle, \mathcal{E}]}^{(1)} := |\psi\rangle \xrightarrow{U} |\psi\rangle$$

We extend this result to any $\bigcirc$-free context.

Theorem 19. Given two purified $\mathcal{H}$-channels $[U, |\psi\rangle, \mathcal{E}]$ and $[U', |\psi'\rangle, \mathcal{E}']$, $[U, |\psi\rangle, \mathcal{E}] \approx_1 [U', |\psi'\rangle, \mathcal{E}']$ iff they have the same (first-level) superoperator and the same (first-level) transformation matrix. Graphically,

$$\begin{array}{c}
[U, |\psi\rangle, \mathcal{E}] \approx_1 [U', |\psi'\rangle, \mathcal{E}'] \iff \begin{array}{c}
|\psi\rangle \xrightarrow{U} |\psi'\rangle \\
|\psi\rangle \xrightarrow{U} |\psi'\rangle \\
\end{array}
\end{array}$$

(S1)

(T1)

One can illustrate how the transformation matrices enter the game by considering for example the following context: $\bigcirc$. By plugging in $[U, |\psi\rangle, \mathcal{E}]$, the extended PBS-diagram maps a pure input state $\frac{1}{\sqrt{2}}|\downarrow\rangle \otimes |\psi\rangle \in \mathcal{C}(-\uparrow) \otimes \mathcal{H}$ (together with the environment initial state $|\psi\rangle \in \mathcal{E}$) to the state $\frac{1}{\sqrt{2}}|\downarrow\rangle \otimes |\psi\rangle \otimes |\psi\rangle + \frac{1}{\sqrt{2}}|\uparrow\rangle \otimes |\psi\rangle \otimes |\psi\rangle$, so that after tracing out the environment a cross term $\frac{1}{2} |\uparrow\rangle \otimes \text{Tr}_{\mathcal{E}}[U(|\psi\rangle |\psi\rangle \otimes |\psi\rangle)] = \frac{1}{2} |\uparrow\rangle \otimes \text{Tr}_{[U, |\psi\rangle, \mathcal{E}]}^{(1)} |\psi\rangle |\psi\rangle$ appears.

\(^9\) Originally, in [1], the transformation matrix was defined for a given unitary purification of a CPTP map $S : \mathcal{L}(\mathcal{H}) \to \mathcal{L}(\mathcal{H})$ in the form $U : |\psi\rangle_{\mathcal{H}} \otimes |\psi\rangle \to \sum_i K_i |\psi\rangle_{\mathcal{H}} \otimes |\psi\rangle$ (where the $K_i$s are Kraus operators of $S$, and where an environment space $\mathcal{E}$ was introduced, with an orthonormal basis $\{|i\rangle\}_{i \in \mathcal{E}}$, and an initial state $|\psi\rangle$), as $T := \sum_i |i\rangle \langle i| \otimes K_i$. This is indeed consistent with our Definition 18 here, as with these notations $U(I_{\mathcal{H}} \otimes |\psi\rangle) = \sum_i K_i \otimes |i\rangle |\psi\rangle$, so that $(I_{\mathcal{H}} \otimes |\psi\rangle)U(I_{\mathcal{H}} \otimes |\psi\rangle) = \sum_i |i\rangle \langle i| \otimes K_i = T$. 
We note also that the two conditions (S1) and (T1) are nonredundant, i.e., one does not imply the other. Indeed, there exist cases where $S_{[U,|ε⟩,E]}^{(1)} ≠ S_{[U',|ε'⟩,E']}^{(1)}$ but $T_{[U,|ε⟩,E]}^{(1)} ≠ T_{[U',|ε'⟩,E']}^{(1)}$ (e.g., given any $H$, $E = E'$, $U = I_H$, $U' = -I_H$ and $|ε⟩ = |ε'⟩ = 1$), and cases where $S_{[U,|ε⟩,E]}^{(1)} ≠ S_{[U',|ε'⟩,E']}^{(1)}$ but $T_{[U,|ε⟩,E]}^{(1)} = T_{[U',|ε'⟩,E']}^{(1)}$ (e.g., $H = E = E' = C^2$, $U = I_H ⊗ X$, $U' = X ⊗ X$ and $|ε⟩ = |ε'⟩ = |0⟩$).

### 3.4 Observational equivalence using general contexts

We will now see that allowing negations ($¬$) increases the power of contexts to distinguish purified channels. To characterise the indistinguishability of purified channels with arbitrary contexts, we introduce second-level superoperators and second-level transformation matrices:

**Definition 20 (Second-level Superoperator and Transformation Matrix).** Given a purified $H$-channel $[U,|ε⟩,E]$, let $S_{[U,|ε⟩,E]}^{(2)} : L(H^{⊗2}) → L(H^{⊗2}) = ρ → Tr_E(U^{(2)}(ρ ⊗ |ε⟩⟨ε|))U^{(2)†}$ be the “second-level” superoperator and $T_{[U,|ε⟩,E]}^{(2)} := (I_{H^{⊗2}} ⊗ |⟨ε|⟩)U^{(2)}(I_{H^{⊗2}} ⊗ |ε⟩)$ be the “second-level” transformation matrix of $[U,|ε⟩,E]$, where $U^{(2)} := (I_H ⊗ U)(E ⊗ I_E)(I_H ⊗ U)$ and $E := |ψ_1⟩ ⊗ |ψ_2⟩ → |ψ_2⟩ ⊗ |ψ_1⟩$ is the swap operator. Graphically, $U^{(2)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.

**Theorem 21.** Given two purified $H$-channels $[U,|ε⟩,E]$ and $[U',|ε'⟩,E']$, $[U,|ε⟩,E] ≈_2 [U',|ε'⟩,E']$ iff they have the same (first level) transformation matrix, the same second level superoperator and the same second level transformation matrix. Graphically,

$$
\begin{align*}
[U,|ε⟩,E] &\approx_2 [U',|ε'⟩,E'] \iff \\
|ε⟩ - - U &- - | ε'⟩
\end{align*}
$$

The contexts used in the proof to show that the constraints (S2) and (T2) are required are of the form $\begin{pmatrix} V_0,|η_0⟩ \end{pmatrix}$ and $\begin{pmatrix} V_1,|η_1⟩ \end{pmatrix}$, respectively, for some specific choices of purified channels $[V_0,|η_0⟩,H ⊗ C^2]$, $[V_1,|η_1⟩,H ⊗ C^2]$ and $[V,1,C]$. Hence, if either the second level superoperators or the second level transformation matrices of two purified channels differ, then the channels can be distinguished by using such contexts.

One may have expected the condition (S1) – i.e., that the two channels have the same first-level superoperator – to also appear in Theorem 21 (as it did in the previous two cases). This would however have been redundant, as can be seen from the following remark:

---

10 Where $X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.
Remark 22. Two purified channels \([U, |\varepsilon\rangle, \mathcal{E}]\) and \([U', |\varepsilon'\rangle, \mathcal{E}']\) having the same second level superoperator also have the same first level superoperator, i.e., Condition (S2) implies (S1).

We note, on the other hand, that the three remaining conditions (T1), (S2) and (T2) are nonredundant. I.e., for each of the three there exist cases where only this condition is not satisfied, and where \([U, |\varepsilon\rangle, \mathcal{E}]\) and \([U', |\varepsilon'\rangle, \mathcal{E}']\) can be distinguished. E.g., with \(\mathcal{E} = \mathcal{E}' = \mathbb{C}\), \(U = \text{I}_H, U' = -\text{I}_H, |\varepsilon\rangle = |\varepsilon'\rangle = 1\), only (T1) fails to hold; with \(\mathcal{H} = \mathcal{E} = \mathcal{E}' = \mathbb{C}^2, U = \text{CNOT}, U' = (\sqrt{Z} \otimes Z)\text{CNOT}, |\varepsilon\rangle = |\varepsilon'\rangle = |0\rangle,\) only (S2) fails to hold; and with \(\mathcal{H} = \mathcal{E} = \mathcal{E}' = \mathbb{C}^2, U = \text{I}_H \otimes X, U' = \text{I}_H \otimes ZX, |\varepsilon\rangle = |\varepsilon'\rangle = |0\rangle,\) only (T2) fails to be satisfied.\(^{11}\)

4 Observational equivalence beyond PBS-diagrams

In this section, we define a new equivalence relation, inspired by the uniqueness (up to an isometry) of Stinespring’s dilations, which subsumes the observational equivalences defined so far. For that let us first introduce an isometry-based preorder over purified channels:

Definition 23. Given two purified \(\mathcal{H}\)-channels \([U, |\varepsilon\rangle, \mathcal{E}]\) and \([U', |\varepsilon'\rangle, \mathcal{E}']\), one has \([U, |\varepsilon\rangle, \mathcal{E}] \triangleleft_{\text{iso}} [U', |\varepsilon'\rangle, \mathcal{E}']\) if there exists an isometry \(W : \mathcal{E} \rightarrow \mathcal{E}'\) s.t. \(W|\varepsilon\rangle = |\varepsilon'\rangle\) and \((I_\mathcal{H} \otimes W)U = U'(I_\mathcal{H} \otimes W)\). In pictures:

\[
\begin{array}{c}
|\varepsilon\rangle \\
\text{W} \\
|\varepsilon'\rangle
\end{array}
\begin{array}{c}
U \\
W \\
U'
\end{array}
\]

Note that \(\triangleleft_{\text{iso}}\) is not an equivalence relation. It is not symmetric; moreover, its symmetric closure is not transitive.\(^{12}\) This leads us to consider the following:

Definition 24 (Iso-equivalence). The iso-equivalence of purified channels is defined as the symmetric and transitive closure of \(\triangleleft_{\text{iso}}\): \(\approx_{\text{iso}} := \triangleleft_{\text{iso}}^*\).

The iso-equivalence is a candidate for characterising indistinguishability of purified channels in more general coherent-control settings. Actually, if \([U, |\varepsilon\rangle, \mathcal{E}]\) and \([U', |\varepsilon'\rangle, \mathcal{E}']\) are two iso-equivalent purified channels, then intuitively, in any coherent-control setting, \([U, |\varepsilon\rangle, \mathcal{E}]\) can be replaced by \([U', |\varepsilon'\rangle, \mathcal{E}']\) without changing the global behaviour. Indeed, the evolution of the environment associated with the purified channel is roughly speaking the same (up to the isometry \(W\)): initialised in the state \(W|\varepsilon\rangle\) (and with the data register in the state \(|\phi\rangle\)), the application of \(U'\) leads to the state \(U'(I_\mathcal{H} \otimes W)(|\phi\rangle \otimes |\varepsilon\rangle)\), which is equal to \((I_\mathcal{H} \otimes W)U(|\phi\rangle \otimes |\varepsilon\rangle)\). So applying \(U'\) somehow first cancels the application of \(W\), then applies \(U\), and finally applies \(W\) again – which will be cancelled again by the next application of \(U'\), and so on. The last application of \(W\) is absorbed when the environment is traced out. In pictures:

\(^{11}\) Where \(Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\), \(\sqrt{Z} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\) and \(\text{CNOT} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}\).

\(^{12}\) Taking \(\mathcal{H} = \mathbb{C}\), one has \([I_{\mathbb{C}^2}, |0\rangle, \mathbb{C}^2]\) \(\triangleleft_{\text{iso}}\) \([I_{\mathbb{C}^2}, |0\rangle, \mathbb{C}^2]\) (with \(W = |0\rangle\)) but \(-([I_{\mathbb{C}^2}, |0\rangle, \mathbb{C}^2] \triangleleft_{\text{iso}} [1, 1, \mathbb{C}]\) (as there is no isometry from \(\mathbb{C}^2\) to \(\mathbb{C}\)). With the Pauli operator \(Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\) one also has \([1, 1, \mathbb{C}] \triangleleft_{\text{iso}} [Z, |0\rangle, \mathbb{C}^2]\) (again with \(W = |0\rangle\)), but \([I_{\mathbb{C}^2}, |0\rangle, \mathbb{C}^2]\) and \([Z, |0\rangle, \mathbb{C}^2]\) are not in relation since there is no unitary \(W\) such that \(W I_{\mathbb{C}^2} = Z W\) (as \(I_{\mathbb{C}^2}\) and \(Z\) have distinct eigenvalues).
In order to show that they are not iso-equivalent, note that if two purified channels $X$, where

$$X = \langle x | x \rangle \mod 3$$

and $N = | x \rangle \mapsto (1 - 1)^2 | x \rangle$ are two unitary transformations. The two purified channels are $\approx_2$-equivalent as they satisfy the conditions of Theorem 21. In order to show that they are not iso-equivalent, note that if two purified $C$-channels $U, | \varepsilon \rangle \mapsto \langle Uk | \varepsilon \rangle$ and $U', | \varepsilon' \rangle \mapsto \langle U'k | \varepsilon' \rangle$ are iso-equivalent then for any $k \geq 0$ one has $\langle | \varepsilon U^k \rangle | \varepsilon \rangle = \langle | \varepsilon' U'^k \rangle | \varepsilon' \rangle = \langle | \varepsilon' U'^k \rangle | \varepsilon' \rangle$. Since $\langle 0 \rangle X^3 | 0 \rangle = 1 = -1 = \langle 0 \rangle (XN)^3 | 0 \rangle$, it follows that $[X, | 0 \rangle, C]$ and $[XN, | 0 \rangle, C]$ are indeed not iso-equivalent.

Although for PBS-diagrams, the $\approx_2$-equivalence characterises the observational equivalence of purified channels, it could thus be that more general coherent-control settings may distinguish $\approx_2$-equivalent channels. For instance one can imagine including nonpolarising beam splitters, or more general rotations of the polarisation than just the negation, or even settings with “higher-dimensional polarisations” which would allow a particle to go more than twice through each gate. Such a setting would be able for instance to distinguish the pair of purified channels used in the proof of Proposition 25.

We conjecture that two purified channels are not iso-equivalent if and only if they can be distinguished by some coherently-controlled quantum computation. Here, the notion of coherently-controlled quantum computation is left loosely defined, and corresponds intuitively to some generalisation of PBS-diagrams allowing a particle to go through a gate an arbitrary number of times.

5 Discussion

In this work, we have extended the PBS-diagrams framework of [8] to allow for the coherent control of more general quantum channels, described as purified channels. By defining observational equivalence relations, we have characterised which purified channels are distinguishable depending on the class of contexts allowed (defined as PBS-diagrams with a hole). We also proposed the more refined iso-equivalence, which appears as a candidate for channel indistinguishability in more general coherent-control setups than PBS-diagrams.
However, unlike the previous equivalence relations that can be verified with simple criteria – by comparing superoperators and transformation matrices – the iso-equivalence, defined as a transitive closure, is a priori not as easy to check in general.

The framework of PBS-diagrams considered here has a number of limitations, which could be lifted in future works. For instance, it would be of practical interest to allow for nonpolarising beam splitters and more general operations on the polarisation; to consider using higher-dimensional control systems, with generalised PBS; or to consider several particles going through the diagrams, possibly correlating the different local environments for future uses of the diagrams, and/or inducing interference effects. We note also that in our description of purified channels, the state of the environment does not evolve by itself, except when the flying particle goes through the channel and the unitary $U$ is applied to the joint system. In fact, as long as each channel is used at most twice (as it was case in this paper), any free evolution of the environment between two uses could be included in $U$; however, introducing such an evolution could make a difference if the channels are used more than twice, and the evolution is different between different uses.

Other open questions raised by our work here include equipping extended PBS-diagrams with an equational theory, as was done in [8] for the case of “pure” PBS-diagrams; lifting our observational equivalences to the diagrams themselves; and investigating more general coherent-control settings, to check in particular whether our iso-equivalence is indeed the good definition for general distinguishability, and if it has a more operational characterisation.

References

A Structural congruence of PBS-diagrams

Bare PBS-diagrams, extended PBS-diagrams and contexts are defined up to the congruence generated by the following equalities (with all $n, m, k \geq 0$), where $I_n$ is the “identity diagram” $I_n := \oplus^n (\quad)$ (graphically: $I_n = n[\quad\quad\quad\quad]$), with $I_0 = [\quad\quad\quad\quad]$; $\sigma_{1,n}$ is the “first-wire-goes-last diagram” defined inductively by $\sigma_{1,0} := [\quad\quad\quad\quad]$ and $\sigma_{1,n+1} := (I_n \oplus \circlearrowright) \circ (\sigma_{1,n} \oplus [\quad\quad\quad\quad])$ (graphically: $\sigma_{1,n} = n[\quad\quad\quad\quad\quad\quad\quad\quad]$); and $D : n$ denotes here either a bare PBS-diagram $D : n$, an extended PBS-diagram $D : \mathcal{H}^{(n)}$, or a context $C[\quad] : \mathcal{H}^{(n)}$:

- **Neutrality of the identity:** for any $D : n$,
  \[
  D \circ I_n = D = I_n \circ D
  \]

- **Neutrality of the empty diagram:** for any $D : n$,
  \[
  [\quad\quad\quad\quad] \oplus D = D = D \oplus [\quad\quad\quad\quad]
  \]

  \[
  [\quad\quad\quad\quad] \oplus D = D = D \oplus [\quad\quad\quad\quad]
  \]

  \[
  [\quad\quad\quad\quad] \oplus D = D = D \oplus [\quad\quad\quad\quad]
  \]

  \[
  [\quad\quad\quad\quad] \oplus D = D = D \oplus [\quad\quad\quad\quad]
  \]
1. **Associativity of the sequential composition:** for any $D_1, D_2, D_3 : n$,

\[
(D_3 \circ D_2) \circ D_1 = D_3 \circ (D_2 \circ D_1)
\]

2. **Associativity of the parallel composition:** for any $D_1 : n, D_2 : m$ and $D_3 : k$,

\[
(D_1 \oplus D_2) \oplus D_3 = D_1 \oplus (D_2 \oplus D_3)
\]

3. **Compatibility of the sequential and parallel compositions:** for any $D_1, D_2 : n$ and $D_3, D_4 : m$,

\[
(D_2 \circ D_1) \oplus (D_4 \circ D_3) = (D_2 \oplus D_4) \circ (D_1 \oplus D_3)
\]

4. **Naturality of the swap:** for any $D : n$,

\[
\sigma_{1,n} \circ (- \oplus D) = (D \oplus -) \circ \sigma_{1,n}
\]

5. **Inverse law:**

\[
\exists \circ \exists = I_2
\]

\[
\exists \exists \quad = \quad 
\]

6. **Naturality in the input:** for any $D_1 : n$ and $D_2 : n + 1$,

\[
\text{Tr}(D_2 \circ (D_1 \oplus -)) = \text{Tr}(D_2) \circ D_1
\]

\[
= 
\]
Naturality in the output: for any $D_1 : n + 1$ and $D_2 : n$,
\[ \text{Tr}((D_2 \oplus -) \circ D_1) = D_2 \circ \text{Tr}(D_1) \]

Dinaturality: for any $D_1 : n + m$ and $D_2 : m$,
\[ \text{Tr}^m((I_n \oplus D_2) \circ D_1) = \text{Tr}^m(D_1 \circ (I_n \oplus D_2)) \]

where $\text{Tr}^m$ denotes the $m$th power of the trace operation.

Superposing: for any $D_1 : n$ and $D_2 : m + 1$,
\[ \text{Tr}(D_1 \oplus D_2) = D_1 \oplus \text{Tr}(D_2) \]

Yanking:
\[ \text{Tr}(\emptyset) = - \]

These equalities are the coherence axioms of a traced PROP, that is, a PROP that is also a traced symmetric monoidal category. An explicit definition of the concept of traced PROP is given in [8]. See also [14] and [18] for a definition of PROPs and further details about them.

### B Well-definedness of the word path semantics and compatibility with the structural congruence

It can be proved in the same way as for Propositions 5 and 6 in [8], that the word path semantics is well-defined despite the restriction that $k \leq 2$ in Rule $(T_k)$, that it is deterministic (i.e., that for any bare diagram $D : n$, polarisation $c \in \{\rightarrow, \uparrow\}$ and position $p \in [n]$, there exist some unique $c'$, $p'$ and $w$ such that $(D, c, p) \xrightarrow{w} (c', p')$ – which allows us to define $c^D_{c', p}$, $\hat{p}^D_{c, p}$ and $w^D_{c, p}$), and that conversely, for any target polarisation $c'$ and position $p'$, there exist
c and p such that \((D, c, p) \xmapsto{w}(c', p')\) for some \(w\) (in other words, the map \((c, p) \mapsto (c_D, p_D)\) is a bijection). We give here some additional details about the fact that it is invariant modulo diagram deformation:

**Proposition 26.** The word path semantics is invariant modulo diagram deformation.

**Proof.** One has to check, for each of the equalities given in Appendix A, that the two sides have the same word path semantics. This is straightforward in each case except for dinaturality. In this case we first prove that Rule \((T_k^m)\) below follows from those of Definition 2:

\[
D : n + m \quad \forall i \in \{0, \ldots, k\}, (D, c_i, p_i) \xmapsto{w} (c_{i+1}, p_{i+1}) \quad (p_{i+1} \geq n) \Leftrightarrow (i < k)
\]

\[
(T_r^m(D), c_0, p_0) \xmapsto{w_0 \cdots w_k} (c_{k+1}, p_{k+1})
\]

for all \(k, m \in \mathbb{N}\).

To prove this, we proceed by induction on \(m\). The case \(m = 0\) is trivial, and the case \(m = 1\) corresponds to Rule \((T_k)\) of Definition 2 (the rule follows even for \(k \geq 3\) since it is then not possible to satisfy its premises).

Now, assume that Rule \((T_k^m)\) follows from those of Definition 2. Let \(D : n + m + 1\). Let \(c_0 \in \{\rightarrow, \top\}\) and \(p_0 \in [n]\). Let \((c_1, p_1), \ldots, (c_{k+1}, p_{k+1})\) be the (unique) sequence of couples such that \(\forall i \in \{0, \ldots, k\}, (D, c_i, p_i) \xmapsto{w_0} (c_{i+1}, p_{i+1})\) and \((p_{i+1} \geq n)\Leftrightarrow (i < k)\) (that is, \(k + 1\) is the first index after 0 such that \(p_{k+1} < n\). Let \((c_0, p_0), \ldots, (c_{k+1}, p_{k+1})\), with \(0 = i_0 < i_1 < \cdots < i_k < i_{k+1} = k + 1\), be the subsequence of \((c_1, p_1), \ldots, (c_{k+1}, p_{k+1})\) where all couples with \(p_i = n + m\) have been removed. For each \(j \in \{0, \ldots, k\}\), by Rule \((T_k)\) one has \((T_r(D), c_j, p_j) \xmapsto{w_0 \cdots w_{i_j+1}} (c_{j+1}, p_{j+1})\). Additionally, one has \(T_r(D) : n + m\) and \((p_{j+1} \geq n) \Leftrightarrow (j < k)\), so that by Rule \((T_k^m)\), one has \((T_r^m(D), c_0, p_0) \xmapsto{w_0 \cdots w_k} (c_{k+1}, p_{k+1})\), which validates Rule \((T_k^{m+1})\).

Given Rule \((T_k^m)\) for all \(k, m\), we check the compatibility of the word path semantics with dinaturality as follows: given any \(D_1 : n + m\) and \(D_2 : m\) with \(n, m \geq 0\), on the one hand one has

\[
\begin{cases}
((I_n \oplus D_2) \circ D_1, c, p) \xmapsto{w_1} (c'_1, p'_1) \quad \text{if} \quad p_{c_1} < n \\
(I_n \oplus D_2) \circ D_1, c, p \xmapsto{w_2} (c'_2, p'_2) \quad \text{if} \quad p_{c_1} \geq n
\end{cases}
\]

so that given \(c_0 \in \{\rightarrow, \top\}\) and \(p_0 \in [n]\), if one has a sequence \(((I_n \oplus D_2) \circ D_1, c_0, p_0) \xmapsto{w_0} (c_1, p_1), \ldots, ((I_n \oplus D_2) \circ D_1, c_k, p_k) \xmapsto{w_k} (c_{k+1}, p_{k+1})\) with \((p_{k+1} \geq n) \Leftrightarrow (i < k)\), then one has a sequence \((D_1, c_0, p_0) \xmapsto{w_0'} (c'_1, p'_1), (D_2, c'_1, p'_1 - n) \xmapsto{w'_1} (c_1, p_1 - n), (D_1, c_1, p_1) \xmapsto{w'_1} (c'_2, p'_2), (D_2, c'_2, p'_2 - n) \xmapsto{w'_2} (c_k, p_k - n), (D_1, c_k, p_k) \xmapsto{w'_2} (c_{k+1}, p_{k+1})\) with \(\forall i \in \{0, \ldots, k - 1\}, w_i w'_i = w_{i+1}\), and \(w_k = w_k\), so that \((T_r^m((I_n \oplus D_2) \circ D_1), c_0, p_0) \xmapsto{w_0' \cdots w'_k} (c_{k+1}, p_{k+1})\).

On the other hand, one has

\[
\begin{cases}
(D_1 \circ (I_n \oplus D_2), c, p) \xmapsto{w_1} (c'_1, p'_1) \quad \text{if} \quad p < n \\
(D_1 \circ (I_n \oplus D_2), c, p) \xmapsto{w'_2 \cdots w'_k} (c'_2, p'_2) \quad \text{if} \quad p \geq n
\end{cases}
\]
so that given $c_0 \in \{\rightarrow, \uparrow\}$ and $p_0 \in [n]$, if one has a sequence $(D_1 \circ (I_n \oplus D_2), c_0, p_0) \xrightarrow{\tilde{w}} (c'_1, p'_1), \ldots, (D_1 \circ (I_n \oplus D_2), c'_k, p'_k) \xrightarrow{w_k} (c'_{k+1}, p'_{k+1})$ with $(p_{i+1} \geq n) \Leftrightarrow (i < k)$, then one has a sequence $(D_1, c_0, p_0) \xrightarrow{\tilde{w}_0} (c'_1, p'_1), (D_2, c'_1, p'_1 - n) \xrightarrow{w'_1} (c_1, p_1 - n), (D_1, c_1, p_1) \xrightarrow{w'_1} (c'_{k+1}, p'_{k+1})$ with $w'_0 = \tilde{w}_0$ and $\forall i \in \{0, \ldots, k-1\}$, $w''_i w'_i = \tilde{w}_i$, so that one has $(c'_{k+1}, p'_{k+1}) = (c_{k+1}, p_{k+1})$ and $(Tr^n(D_1 \circ (I_n \oplus D_2)), c_0, p_0) \xrightarrow{\tilde{w}_0 w''_1 \cdots w''_1 w'_1} (c_{k+1}, p_{k+1})$. This proves that the two sides of the equality have the same semantics. □

C Circuit notations

In this paper, we further develop the graphical representation of coherent control by means of PBS-diagrams, but we also use circuit-like notations when it is convenient to represent sequential and parallel compositions of linear transformations $\mathcal{H}_{in} \rightarrow \mathcal{H}_{out}$ for some Hilbert spaces $\mathcal{H}_{in}$ and $\mathcal{H}_{out}$ (e.g., unitary operations, density matrices or matrices of the form $|i\rangle \langle j|$) and linear maps $\mathcal{L}(\mathcal{H}_{in}) \rightarrow \mathcal{L}(\mathcal{H}_{out})$ (i.e., superoperators). We briefly review these circuit-like notations: given a linear transformation $U : \mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_n \rightarrow \mathcal{H}'_1 \otimes \ldots \otimes \mathcal{H}'_k$,

is a circuit of type $\mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_n \rightarrow \mathcal{H}'_1 \otimes \ldots \otimes \mathcal{H}'_k$. Note that the Hilbert spaces on the wires are generally omitted when these are clear from the context.

The identity operator on a Hilbert space is represented as a wire. Sequential composition consists in putting two circuits (with the appropriate types) in a row, and tensor product consists in putting two circuits in parallel, e.g., for any linear maps $U : \mathcal{H}_0 \rightarrow \mathcal{H}_1$, $V : \mathcal{H}_1 \rightarrow \mathcal{H}_2$, $W : \mathcal{H}_2 \rightarrow \mathcal{H}_3$:

The associativity of both $\circ$ and $\otimes$, and the mixed-product property $((U' \otimes V') \circ (U \otimes V)) = (U' \circ U) \otimes (V' \circ V)$ for some $U : \mathcal{H}_0 \rightarrow \mathcal{H}_1$, $U' : \mathcal{H}_1 \rightarrow \mathcal{H}_2$, $V : \mathcal{H}_3 \rightarrow \mathcal{H}_4$, $V' : \mathcal{H}_4 \rightarrow \mathcal{H}_5$ guarantee the nonambiguity of the circuit-like notations. Quantum states (resp. their adjoints) can be added to input (resp. output) wires, e.g., $|\varphi\rangle \rightarrow U\langle\psi| \rightarrow \langle\psi|U|\varphi\rangle$.

With the swap $\xrightarrow{n_0, n_2, n_3} = |\varphi_1\rangle \otimes |\varphi_2\rangle \rightarrow |\varphi_2\rangle \otimes |\varphi_1\rangle$, and with quantum states $|\varphi\rangle \in \mathcal{H}$ (resp. their adjoints $\langle\psi| \in \mathcal{H}^\ast$) seen as linear transformations $\mathcal{C} \rightarrow \mathcal{H}$ (resp. $\mathcal{H} \rightarrow \mathcal{C}$), circuits form a strict symmetric monoidal category. That is, in addition to the fact that the notation is not ambiguous, circuits can be deformed at will (as long as their topology is preserved) without changing the transformation that is represented.

Following [9, 4], we further extend these notations to represent linear maps $\mathcal{L}(\mathcal{H}_{in}) \rightarrow \mathcal{L}(\mathcal{H}_{out})$, using the “ground” symbol $\ulcorner \cdot \urcorner$.

Given a “pure” (i.e., $\ulcorner \cdot \urcorner$-free) circuit, plugging one (or several) $\downarrow$ in its output wire(s) corresponds essentially to tracing out the corresponding systems — or more precisely, to defining the map that takes an operator (typically, a density matrix, $\rho$) acting on the input Hilbert spaces, applies the linear map defined by the circuit (as in $\rho \mapsto U \rho U^\dagger$), and traces out the systems to which the ground symbol is attached, e.g.,
where the top example defines a map \( L(\mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \mathcal{H}_3) \rightarrow L(\mathcal{H}_1') \), and the bottom example defines a map \( L(\mathcal{H}_0) \rightarrow L(\mathcal{H}_1) \). We say that such circuits are of type \( L(\mathcal{H}_{in}) \rightarrow L(\mathcal{H}_{out}) \).

**Remark 27.** With these definitions, for a circuit with input Hilbert spaces \( \mathcal{H}_1, \ldots, \mathcal{H}_n \) and output Hilbert spaces \( \mathcal{H}_1', \ldots, \mathcal{H}_k' \) to represent a linear map \( L(\mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_n) \rightarrow L(\mathcal{H}_1' \otimes \ldots \otimes \mathcal{H}_k') \), it must contain at least one \( \phantom{\rightarrow} \mathcal{H}_\rightarrow \) symbol. As a consequence the CPTP map \( \rho \mapsto U \rho U^\dagger \) cannot be represented as \( U \) (which is a “pure” circuit) but for instance as \( U \). Note that one can consider \( \mathcal{H}_\rightarrow \) as a generator \( L(\mathcal{H}) \rightarrow L(C) = C \) and place it anywhere in the circuit. Because of the strict symmetric monoidal structure of \( \mathcal{H}_\rightarrow \)-free circuits and the fact that \( x \rightarrow y = y \), this does not create ambiguity since all ways of pulling the \( \mathcal{H}_\rightarrow \) symbols to the right give the same linear map. Moreover, circuits with this additional generator still form a strict symmetric monoidal category.