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Abstract
We present a uniform description of sets of $m$ linear forms in $n$ variables over the field of rational numbers whose computation requires $m(n - 1)$ additions. Our result is based on bounds on the height of the annihilating polynomials in the Perron theorem and an effective form of the Lindemann–Weierstrass theorem which is due to Sert (1999).
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1 Introduction
Evaluating a set of a linear forms is a natural computation task that frequently appears in both theory and applications. For a matrix

$$\Delta = \begin{pmatrix}
\delta_{1,1} & \delta_{1,2} & \cdots & \delta_{1,n} \\
\delta_{2,1} & \delta_{2,2} & \cdots & \delta_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\delta_{m,1} & \delta_{m,2} & \cdots & \delta_{m,n}
\end{pmatrix}$$

(1)

and a column vector

$$x = (x_1, \ldots, x_n)^T$$

(2)

linear forms are presented as a matrix-vector product

$$\Delta x = (\delta_{j,1}x_1 + \ldots \delta_{j,n}x_n)^m_{j=1}$$

(3)
in which the matrix entries $\delta_{s,t}$ are fixed values and the vector entries $x_s$ are varying inputs and computations are by means of linear algorithms. As expected, the complexity of a linear algorithm is its number of additions and we are interested in sets of linear forms of high complexity.

Obviously, the set of linear forms (3) can be computed in $m(n - 1)$ additions. However, in finite fields, this trivial upper bound is not the best possible. Namely, over a finite field of $q$ elements, it can be computed in $O(mn/\log q m)$ additions, see [10, Theorem 1], where the implied constants are absolute. On the other hand (in finite fields), when $m = O(n)$, there exist $\delta_{s,t}$, $s = 1, \ldots, m$ and $t = 1, \ldots, n$, for which any computation of (3) requires $\Omega(mn/\log q m)$ additions, cf. [10, Section 5]. In fact, this lower bound holds for almost all
$m \times n$ matrices with $m = O(n)$, see Appendix B.2 for the precise statement and the proof by a counting argument. Thus, for each pair of positive integers $m$ and $n$ such that $m = O(n)$, the entries of such a matrix can be effectively computed, but to describe them uniformly (in $m$ and $n$) is a very difficult open problem. Even no example of a non-linear complexity is known from the literature.

The situation is quite different when the underlying field is infinite. By a transcendence degree argument, it is easy to see that, over the field of real numbers $\mathbb{R}$, say, when the coefficients of the linear forms are algebraically independent, the computation of (3) requires $m(n-1)$ additions (cf. [4, Section 5.2]). This leads to a natural question: what about the field of rational numbers $\mathbb{Q}$? Refining the transcendence degree argument we establish the existence of sets of linear forms (3) over $\mathbb{Q}$ whose computation requires $m(n-1)$ additions. Moreover, as it is shown in Appendix B.3, almost all sets of linear forms (3) are of such complexity. The main result of our paper is a uniform description of such a set.

Namely, we show that, if the entries of a matrix $\Delta$ are algebraically independent and $\Gamma$ is “sufficiently close” to $\Delta$, then computing $\Gamma x$ also requires $m(n-1)$ additions. However, an estimate of the above “sufficiently close” and, as a corollary, uniform description of such matrices are based on very non-trivial number-theoretic tools [11] and also involves lengthy and somewhat tedious calculations. Furthermore, we believe that some of our results, such as bounds on the height of the annihilating polynomials in the Perron theorem, are of independent interest and may find further applications.

This paper is organized as follows. In Section 2 we present the definition of a linear algorithm and its associated graph and in Section 3, we normalize linear algorithms and state some simple basic complexity results. In Section 4, we prove the existence of a set of linear forms of the maximal complexity over $\mathbb{Q}$. Then, in Section 5, we present an alternative proof of the existence of such a set and outline an example. In Section 6 we estimate the height of the polynomial appearing in the alternative proof and in Section 7 we recall an effective version of the Lindemann-Weierstrass theorem of Sert [11], which makes the existence proof constructive. Finally, in Section 8, we present an example of a set of $m$ linear forms in $n$ variables over $\mathbb{Q}$ whose computation requires $m(n-1)$ additions.

To shorten the calculations and to simplify the final result, we use very crude estimates routinely applying inequalities of the form $N^N + N \leq 2N^N$, $e^{N^N} < N^{N^2}$ and similar. Nevertheless these estimation are still sufficient to make the point and to illustrate the approach.

Throughout the paper we adhere the convention that our main results are called “Theorems”, our auxiliary results are “Propositions”, while all previously known results (regardless of their depth and importance) are called “Lemmas”.

## 2 Linear algorithms and their associated graphs

A linear algorithm over a field $F$ in indeterminates $x_1, x_2, \ldots, x_n$ consists of a sequence of operations $u_i \leftarrow \alpha_i u_{j_1} + \beta_i u_{k_1}, \ i = 1, \ldots, C$, where

- $\alpha_i, \beta_i \in F^*$ are the algorithm coefficients;
- $u_i$ is the algorithm variable that does not appear in a previous step;

1 That is, the maximum of the absolute values of the polynomial coefficients.
2 The Lindemann-Weierstrass theorem states that if algebraic numbers $\alpha_1, \ldots, \alpha_N$ are linearly independent over $\mathbb{Q}$, then $e^{\alpha_1}, \ldots, e^{\alpha_N}$ are algebraically independent.
- $u_{j_i}$ and $u_{k_i}$ are either indeterminates or the algorithm variables appearing in a previous step (that is, if $u_{j_i}$ and $u_{k_i}$ are the algorithm variables appearing at step $i$, then $j_i, k_i < i$).

With each algorithm variable $u$ in a linear algorithm we associate the following linear form $\ell(u)$:
- if $u$ is an indeterminate $x_t$, then $\ell(u)$ is $x_t$;
- if $u$ is the left-hand side of an operation $u \leftarrow \alpha v + \beta w$, then $\ell(u)$ is the linear form $\alpha \ell(v) + \beta \ell(w)$.

A linear algorithm computes a linear form $\ell(x_1, \ldots, x_n)$, if there is a variable, or an indeterminate, $u$ of the algorithm and a constant $\gamma \in F$ such that $\ell(x_1, \ldots, x_n) = \gamma \ell(u)$ (thus, linear algorithms compute linear forms up to scaling by a constant) and a linear algorithm computes a set linear forms

$$L(x_1, \ldots, x_n) = \{\ell_s(x_1, \ldots, x_n) : s = 1, \ldots, m\}$$

if it computes each form $\ell_s(x_1, \ldots, x_n) \in L(x_1, \ldots, x_n)$.

The number $n$ of the variables and the number $m$ of linear forms are fixed throughout this paper.

**Definition 1.** The complexity $|A|$ of a linear algorithm $A$ is the length $C$ of its sequence of operations.

**Definition 2.** The (additive) complexity of a set of linear forms is the minimal complexity of a linear algorithm that computes the set and algorithms of that minimal complexity are called optimal.

It is known from [13] that if a set of linear forms over an infinite field can be computed in $C$ additions by a straight-line algorithm (see [1, Section 12.2]), then it also can be computed in $C$ additions by a linear algorithm. In other words, multiplications and divisions “cannot replace additions”.

With a linear algorithm $A$ we associate a labelled directed acyclic graph $G_A(V_A, E_A)$, whose set of vertices is the union of $\{x_1, \ldots, x_n\}$ and the set of the variables of $A$ and there is an edge from vertex $v$ to vertex $u$, if there is an operation of the form $u \leftarrow \alpha v + \beta w$ or the form $u \leftarrow \alpha v + \beta v$. In the former case, the edge is labelled $\alpha$ and, in the latter case, it is labelled $\beta$. We denote the label of edge $e$ by $\lambda(e)$.

By definition, $|V_A| = n + |A|$ and the number of vertices of $G_A$ of the in-degree 2 is $|A|$.

Let $\pi = e_1, \ldots, e_k$ be a path of edges in $G_A$. The weight $w(\pi)$ of $\pi$ is defined, recursively, as follows.
- If $\pi$ is of length zero, then $w(\pi) = 1$;
- $w(\pi, e) = w(\pi)\lambda(e)$, where $\pi, e$ is the path $\pi$ extended with edge $e$.

The following correspondence between linear algorithms and their associated graphs is well-known from the literature.

**Lemma 3** (See, e.g., [4, Remark 13.19]). Let

$$A = \{u_i \leftarrow \alpha u_{j_i} + \beta u_{k_i} : i = 1, \ldots, C\}$$

be a linear algorithm and let $\Pi_A(x_1, u_i)$ denote the set of all paths of edges from the indeterminate $x_1$ to the algorithm variable $u_i$ in $G_A$. Then

$$\ell(u_i) = \sum_{i=1}^n \left( \sum_{\pi \in \Pi_A(x_1, u_i)} w(\pi) \right) x_1, \quad i = 1, \ldots, C. \quad (4)$$
3 Normalized linear algorithms

In this section we introduce a subclass of linear algorithms called normalized linear algorithms. These algorithms have the same computation power, but are more convenient for dealing with complexity issues.

Definition 4. A linear algorithm is normalized if in each its operation

\[ u_i \leftarrow \alpha_i u_{j_i} + \beta_i u_{k_i}, \]

the coefficient \( \alpha_i \) of \( u_{j_i} \) is 1. The coefficient \( \beta_i \) of \( u_{k_i} \) is called a proper coefficient.

We say that a label is proper if it is a proper coefficient of the algorithm.

The result below immediately follows from Definition 4 and the definition of the associated graph \( G_A \) of an algorithm \( A \).

Proposition 5. The additive complexity of a normalized linear algorithm \( A \) equals to the number of proper labels of its associated graph \( G_A \).

Furthermore, we also have the following results.

Proposition 6. For each linear algorithm there is a normalized linear algorithm of the same complexity that computes the same set of linear forms.

Proof. Let

\[ A = \{ u_i \leftarrow \alpha_i u_{j_i} + \beta_i u_{k_i} : i = 1, \ldots, C \} \]

be a linear algorithm. It suffices to show that there exists a normalized linear algorithm

\[ \tilde{A} = \{ \tilde{u}_i \leftarrow \tilde{u}_{j_i} + \tilde{\beta}_i \tilde{u}_{k_i} : i = 1, \ldots, C \} \]

and constants \( \gamma_i \in \mathbb{F}, i = 1, \ldots, C \), such that \( \ell(u_i) = \gamma_i \ell(\tilde{u}_i), i = 1, \ldots, C \).

We convert \( A \) to \( \tilde{A} \) and define the constants \( \gamma_i \) by recursion on \( i = 1, \ldots, C \).

The first addition of \( A \) is \( u_1 \leftarrow \alpha_1 x_a + \beta_1 x_t \), implying \( \ell(u_1) = \alpha_1 x_a + \beta_1 x_t \). We put

\[ \tilde{\beta}_1 = \frac{\beta_1}{\alpha_1} \quad \text{and} \quad \gamma_1 = \alpha_1. \]

Then

\[ \ell(u_1) = \alpha_1 x_a + \beta_1 x_t = \alpha_1 \left( x_a + \frac{\beta_1}{\alpha_1} x_t \right) = \gamma_1 (x_a + \tilde{\beta}_1 x_t) = \gamma_1 \ell(\tilde{u}_1). \]

The \((i + 1)\)-st addition of \( A \) is \( u_{i+1} \leftarrow \alpha_{i+1} u_{j_{i+1}} + \beta_{i+1} u_{k_{i+1}}, \)

implying \( \ell(u_{i+1}) = \alpha_{i+1} \ell(u_{j_{i+1}}) + \beta_{i+1} \ell(u_{k_{i+1}}) \).

We put

\[ \tilde{\beta}_{i+1} = \frac{\beta_{i+1} \gamma_{k_{i+1}}}{\alpha_{i+1} \gamma_{j_{i+1}}} \quad \text{and} \quad \gamma_{i+1} = \alpha_{i+1} \gamma_{j_{i+1}}. \]

Then

\[ \ell(u_{i+1}) = \alpha_{i+1} \ell(u_{j_{i+1}}) + \beta_{i+1} \ell(u_{k_{i+1}}) \]

\[ = \alpha_{i+1} \gamma_{j_{i+1}} \ell(\tilde{u}_{j_{i+1}}) + \beta_{i+1} \gamma_{k_{i+1}} \ell(\tilde{u}_{k_{i+1}}) \]

\[ = \alpha_{i+1} \gamma_{j_{i+1}} \ell(\tilde{u}_{j_{i+1}}) + \beta_{i+1} \gamma_{k_{i+1}} \tilde{\beta}_{i+1} \ell(\tilde{u}_{k_{i+1}}) \]

\[ = \gamma_{i+1} \ell(\tilde{u}_{j_{i+1}} + \tilde{\beta}_{i+1} \tilde{u}_{k_{i+1}}) \]

\[ = \gamma_{i+1} \ell(\tilde{u}_{i+1}), \]

which concludes the proof. ◀
From now on, we assume that all linear algorithms under consideration are over \( \mathbb{R} \) and by Proposition 6, we assume that they are normalized.

We represent a linear from \( \ell(x_1, \ldots, x_n) = \sum_{t=1}^{n} \delta_t x_t \) by the product \( (\delta_1, \ldots, \delta_n) x \), where \( x \) is the (column) vector of the indeterminates \( x_1, \ldots, x_n \) as in (2). Similarly, we represent a set of linear forms \( \ell_s(x_1, \ldots, x_n) = \sum_{t=1}^{n} \delta_{s,t} x_t \), for \( s = 1, \ldots, m \), by a matrix-vector product \( \Delta x \), where the \( s \)th row of the matrix \( \Delta \) is the row vector \( (\delta_{s,1}, \ldots, \delta_{s,n}) \) of the coefficients of \( \ell_s(x_1, \ldots, x_n) \), see (3).

### 4 Computation of linear forms over \( \mathbb{R} \) and \( \mathbb{Q} \)

In this section we prove the existence of a matrix \( \Delta \in \mathbb{Q}^{m \times n} \) such that computing the set of linear forms \( \Delta x \) requires \( m(n-1) \) additions. As a preliminary step, we consider matrices with entries from \( \mathbb{R} \).

\[ \text{Theorem 7 (Cf. [4, Theorem 13.10])} \]

If all the coefficients of the linear forms (3) are algebraically independent, then the additive complexity of (3) is \( m(n-1) \).

\[ \text{Proof.} \]

Let \( \mathcal{A} \) be a linear algorithm that computes (3) and let \( G_{\mathcal{A}} = (V_{\mathcal{A}}, E_{\mathcal{A}}) \) be its associated labelled graph.

Let \( u_i \) and \( \gamma_s \), \( s = 1, \ldots, m \), be the algorithm variables and the respective constants such that
\[
\ell_s(x_1, \ldots, x_n) = \sum_{t=1}^{n} \delta_{s,t} x_t = \gamma_s \ell(u_i).
\]

Then, by Lemma 3,
\[
\delta_{s,t} = \gamma_s \sum_{\pi \in \Pi_{\mathcal{A}}(x_i, u_i)} w(\pi) = P_{s,t}(\gamma_s, \beta_1, \ldots, \beta_{|A|})
\]
for some polynomials \( P_{s,t}(Y_s, X_1, \ldots, X_{|A|}) \), \( s = 1, \ldots, m \) and \( t = 1, \ldots, n \).

If the number \( |A| \) of the proper labels is less than \( m(n-1) \), then the total number of \( \beta \) and \( \gamma \) variables is less than \( mn \), implying that these \( mn \) polynomials are algebraically dependent, see Proposition 5.

Let \( P(Z_1, \ldots, Z_{m,n}) \) be a polynomial over \( \mathbb{Q} \) such that
\[
P\left(P_{1,1}(Y_1, X_1, \ldots, X_{|A|}), \ldots, P_{m,n}(Y_m, X_1, \ldots, X_{|A|})\right) = 0. \tag{5}
\]

Then
\[
P\left(P_{1,1}(\gamma_1, \beta_1, \ldots, \beta_{|A|}), \ldots, P_{m,n}(\gamma_m, \beta_1, \ldots, \beta_{|A|})\right) = 0,
\]
implying
\[
P(\delta_{1,1}, \ldots, \delta_{m,n}) = 0. \tag{6}
\]
That is, the matrix entries \( \delta_{s,t} \) are algebraically dependent, in contradiction with the condition of the theorem. \( \blacksquare \)

\[ \text{\textsuperscript{3} In [4] this result is attributed to [16], but the proof in [16] is very implicit.} \]
Recall that we aim to find an \( m \times n \) matrix over \( \mathbb{Q} \) that defines the set of linear forms of complexity \( m(n - 1) \). The existence of such a matrix is shown below (see Theorem 15), but to describe its entries is not straightforward at all and we do this in Section 8.

To proceed with our proof of existence we first need to introduce a number of definitions and auxiliary results.

\begin{definition}
We say that \( P(Z_1, \ldots, Z_N) \in \mathbb{Z}[Z_1, \ldots, Z_N] \) is an annihilating polynomial of \( P_k (X_1, \ldots, X_{N-1}) \in \mathbb{Z}[X_1, \ldots, X_{N-1}], k = 1, \ldots, N, \) if \( P \) is a non-zero polynomial and
\[
P \left( P_1(X_1, \ldots, X_{N-1}), \ldots, P_N(X_1, \ldots, X_{N-1}) \right) = 0.
\]
\end{definition}

\begin{definition}
We say that the polynomial \( P_{s,t}(Y_s, X_1, \ldots, X_{|A|}) \), \( s = 1, \ldots, m \) and \( t = 1, \ldots, n \), defined in the proof of Theorem 7 is associated with the \((s,t)\)-th entry of \( \Delta \) via \( A \).
\end{definition}

\begin{definition}
We say that a polynomial \( P \) is \((m,n)\)-associated if for some \( m \times n \) matrix \( \Delta \), some \( s = 1, \ldots, m \), some \( t = 1, \ldots, n \) and some algorithm \( A \) with \(|A| < m(n - 1)\) that computes (3), \( P \) is associated with the \((s,t)\)-th entry of \( \Delta \) via \( A \).
\end{definition}

\begin{proposition}
The set of \((m,n)\)-associated polynomials is finite.
\end{proposition}
\begin{proof}
By (4), the coefficients of \( P_{s,t}(Y_s, X_1, \ldots, X_{|A|}) \) are zero or one and, by definition, \(|A| < m(n - 1)\). Therefore
\[
\deg P_{s,t}(Y_s, X_1, \ldots, X_{|A|}) < m(n - 1),
\]
where \( s = 1, \ldots, m \) and \( t = 1, \ldots, n \), and the result follows.
\end{proof}

\begin{definition}
The polynomial \( P(Z_1, \ldots, Z_{m,n}) \in \mathbb{Q}[Z_1, \ldots, Z_{m,n}] \) satisfying (5), that is, an annihilating polynomial of
\[
P_1(Y_1, X_1, \ldots, X_{|A|}), \ldots, P_{m,n}(Y_m, X_1, \ldots, X_{|A|}),
\]
is called an \( A\)-\( \Delta \)-annihilating polynomial.
\end{definition}

\begin{definition}
We say that a set of polynomials \( \Omega \) is \((m,n)\)-complete if for each \( m \times n \) matrix \( \Delta \) and each algorithm \( A \) with \(|A| < m(n - 1)\) that computes (3), \( \Omega \) contains an \( A\)-\( \Delta \)-annihilating polynomial.
\end{definition}

For our specific example we shall look for a common non-zero of all polynomials in an \((m,n)\)-complete set. This resembles the approach in [14], see also [4, Section 9.4].

\begin{proposition}
Let \( \Omega \) be a minimal with respect to inclusion \((m,n)\)-complete set of polynomials. Then \( \Omega \) is finite.
\end{proposition}
\begin{proof}
This is because number of polynomials in \( \Omega \) does not exceed the number of all \( k \)-tuples, \( k < m(n - 1) \) of \((m,n)\)-associated polynomials and by Proposition 11 the number of such tuples is finite.
\end{proof}

In what follows, for a matrix \( A \) we denote by \(|A|\) its Frobenius norm, that is, the square root of the sum of squares of its entries. Similarly, for a vector \( \alpha \) we use \(|\alpha|\) to denote its Euclidean norm.

\begin{theorem}
There exists an \( m \times n \) matrix over \( \mathbb{Q} \) that defines the set of linear forms of complexity \( m(n - 1) \).
\end{theorem}
Proof. Let $\Delta_1, \Delta_2, \ldots$, be a sequence of $m \times n$ matrices over $\mathbb{Q}$ that converges (in the Frobenius norm) to the matrix $\Delta = (\delta_{s,t})$ from the proof of Theorem 7. That is, $\lim_{i \to \infty} |\Delta_i - \Delta| = 0$.

Let $\Delta_i = (\delta_{s,t,i}), i = 1, 2, \ldots$. Then

$$
\lim_{i \to \infty} \delta_{s,t,i} = \delta_{s,t} \quad s = 1, \ldots, m \text{ and } n = 1, \ldots, n.
$$

Assume to the contrary that for each $i = 1, 2, \ldots$, there is an algorithm $\mathcal{A}_i$, $|\mathcal{A}_i| < m(n-1)$, that computes $\Delta_i \mathbf{x}$. Let $\Omega$ be a finite $(m, n)$-complete set provided by Proposition 14. Then, like in the proof of Theorem 7, it can be shown that for each $i = 1, 2, \ldots$, there is an $\mathcal{A}_i$-$\Delta_i$-annihilating polynomial $P_i(Z_{1,1}, \ldots, Z_{m,n}) \in \Omega$ such that $P_i(\delta_{1,1,i}, \ldots, \delta_{m,n,i}) = 0$.

Thus, there is a subsequence $\Delta_1, \Delta_2, \ldots$ of $\Delta_1, \Delta_2, \ldots$ with the same annihilating polynomial $P(Z_{1,1}, \ldots, Z_{m,n})$, implying $P\left(\tilde{\delta}_{1,1,i}, \ldots, \tilde{\delta}_{m,n,i}\right) = 0, i = 1, 2, \ldots$, which, by (7), implies (6). However, the latter contradicts the algebraic independence of the entries of $\Delta$. ▶

5 An alternative proof of Theorem 15 and an outline of an example

Here we present an alternative and more constructive approach of the existence of a set of $m$ linear forms in $n$ variables over $\mathbb{Q}$ of complexity $m(n-1)$ and outline our example. To simplify the calculations, we look for a matrix $\Gamma$ defining such a set in the ball of radius 1 centered at $\Delta$. We show in Section 7 that this condition is redundant.

Theorem 16 below is in the background of our example of linear forms which are hard to compute.

\begin{align}
\textbf{Theorem 16.} \quad \text{Let } \Omega \text{ be an } (m, n) \text{-complete set of polynomials. Let } \Gamma = (\gamma_{s,t}) \text{ and } \Delta = (\delta_{s,t}) \text{ be } m \times n \text{ matrices, where } \delta_{s,t}, s = 1, \ldots, m \text{ and } t = 1, \ldots, n, \text{ are algebraically independent and } |\Delta - \Gamma| < 1. \text{ Let } \gamma = (\gamma_{1,1}, \ldots, \gamma_{m,n}) \text{ and let } \delta = (\delta_{1,1}, \ldots, \delta_{m,n}). \text{ If }
\end{align}

$$
|\delta - \gamma| < \min_{Q \in \Omega} \min_{|\mu| < 1} \left\{ \frac{|Q(\delta)|}{|\nabla Q(\delta + \mu)|} \right\},
$$

then computing $\Gamma \mathbf{x}$ requires $m(n-1)$ additions.

The proof of Theorem 16 is based on the following lemma.

\begin{align}
\textbf{Lemma 17 (The mean value theorem for several variables, see, e.g., [2, Chapter 12, Example 1]).} \quad \text{Let } F : \mathbb{R}^N \to \mathbb{R} \text{ be a differentiable function and } \alpha_1, \alpha_2 \in \mathbb{R}^N. \text{ Then, for some } \theta \in [0, 1],
\end{align}

$$
F(\alpha_2) - F(\alpha_1) = \nabla F(\alpha_1 + \theta(\alpha_2 - \alpha_1)) \cdot (\alpha_2 - \alpha_1),
$$

where $\nabla F$ denotes the gradient of $F$.

\begin{align}
\textbf{Proof of Theorem 16.} \quad \text{Assume to the contrary that the set of linear forms } \Gamma \mathbf{x} \text{ can be computed in less than } m(n-1) \text{ additions by an algorithm } \mathcal{A}. \text{ Then, since } \Omega \text{ is } (m,n)-\text{complete, there is an } \mathcal{A}-\Gamma-\text{annihilating polynomial } Q \in \Omega \text{ such that } Q(\gamma) = 0.
\end{align}

By Lemma 17, for some $\theta \in [0, 1]$

$$
Q(\delta) - Q(\gamma) = \nabla Q(\gamma + \theta(\delta - \gamma)) \cdot (\delta - \gamma).
$$

Since

$$
\gamma + \theta(\delta - \gamma) = \theta \delta + (1 - \theta) \gamma = \theta \delta + (1 - \theta)(\delta + \gamma - \delta) = \delta + (1 - \theta)(\gamma - \delta),
$$

we have

$$
\nabla Q(\gamma + \theta(\delta - \gamma)) = \nabla Q(\delta + (1 - \theta)(\gamma - \delta)) = \nabla Q(\delta + \gamma) - \theta \nabla Q(\gamma).
$$

Thus,

$$
\gamma + \theta(\delta - \gamma) = \theta \delta + (1 - \theta) \gamma = \theta \delta + (1 - \theta)(\delta + \gamma - \delta) = \delta + (1 - \theta)(\gamma - \delta).
$$
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and \(|(1 - \vartheta)(\gamma - \delta)| < 1\), by (9), for \(\mu = (1 - \vartheta)(\gamma - \delta)\), we have
\[
Q(\delta) = \nabla Q(\delta + \mu) \cdot (\delta - \gamma)
\]
(10)
because \(Q(\gamma) = 0\). It follows from (10), by the Cauchy–Schwarz inequality, that
\[
|Q(\delta)| \leq |\nabla Q(\delta + \mu)| |\delta - \gamma|,
\]
which contradicts (8).
\[\Box\]
Note that, since the components of \(\delta\) are algebraically independent, \(Q(\delta) \neq 0\). Thus, for a finite \((m, n)\)-complete set of polynomials \(\Theta\), the right-hand side of (8) is positive.

Using the trivial inequality
\[
|\delta - \gamma| \leq \sqrt{mn} \max \{|\delta_{s,t} - \gamma_{s,t}| : s = 1, \ldots, m, t = 1, \ldots, n\}
\]
we see that Theorem 16 yields the corollary below.

\[\blacktriangleright\text{Corollary 18.}\ Let \Theta be an \((m, n)\)-complete set of polynomials. Let \(\Gamma = (\gamma_{s,t})\) and \(\Delta = (\delta_{s,t})\) be \(m \times n\) matrices, where \(\delta_{s,t}, s = 1, \ldots, m\) and \(t = 1, \ldots, n\), are algebraically independent and \(|\Delta - \Gamma| < 1\). Let \(\gamma = (\gamma_{1,1,\ldots,\gamma_{m,n}})\) and \(\delta = (\delta_{1,1,\ldots,\delta_{m,n}})\). If
\[
\max \{|\delta_{s,t} - \gamma_{s,t}| : s = 1, \ldots, m \text{ and } t = 1, \ldots, n\} < \frac{1}{\sqrt{mn}} \min_{\mu \in \Delta} \min_{|\mu| < 1} \left\{ \frac{|Q(\delta)|}{|\nabla Q(\delta + \mu)|} \right\},
\]
then computing \(\Gamma x\) requires \(m(n - 1)\) additions.

Following the above existence proof, for an example of a rational \(m \times n\) matrix defining a set of linear forms of complexity \(m(n - 1)\) we need a set of algebraically independent numbers \(\delta_{s,t}, s = 1, \ldots, m\) and \(t = 1, \ldots, n\), for which the right-hand side of (8) can be effectively estimated. Such a set is provided by an effective version of the Lindemann-Weierstrass theorem due to Sert [11], see Lemma 26 in Section 7.

\section{The degree and the height of annihilating polynomials}

In this section we estimate the denominator of the right-hand side of (8). For this we need to estimate the degree and the height of \((m, n)\)-polynomials which are defined as follows.

\[\blacktriangleright\text{Definition 19.}\ A polynomial \(P\) is called an \((m, n)\)-polynomial if for some \(m \times n\) matrix \(\Delta\) and some algorithm \(A\), \(|A| < m(n - 1)\), that computes (3), \(P\) is \(A\)-\(\Delta\)-annihilating.

Recall that these polynomials arise from linear algorithms of the complexity less than \(m(n - 1)\) and satisfy (5).

We start with the following result, that is essentially due to Perron.

\[\blacktriangleright\text{Lemma 20 ( [8], see also [9, Theorem 1.1] for a self-contained proof).}\ Let
\[
P_k(X_1, \ldots, X_{N-1}) \in \mathbb{Z}[X_1, \ldots, X_{N-1}]
\]
with \(\deg P_k(X_1, \ldots, X_{N-1}) = d_k, k = 1, \ldots, N\). Then there exists an annihilating polynomial \(P(Z_1, \ldots, Z_N) \in \mathbb{Z}[Z_1, \ldots, Z_N]\) of \(P_1, \ldots, P_N\) such that
\[
\deg P \leq \frac{d_1 \times \cdots \times d_N}{\min\{d_1, \ldots, d_N\}}.
\]
Actually, in [8], the polynomial $P(Z_1,\ldots,Z_N)$ has rational coefficients, but, multiplying them by their common denominator, we obtain a polynomial over $\mathbb{Z}$.

In the case of $(m,n)$-polynomials, $N = mn$ and $d_k \leq m(n - 1)$, $i = 1, \ldots, N$. Therefore, by Lemma 20, we may assume that the degree of $(m,n)$-polynomials under consideration does not exceed $N^{N-1}$.

Next, we are going to estimate the minimum height $h(P)$ of the polynomial $P(Z_1,\ldots,Z_N)$ provided by Lemma 20. This can be done by solving a system of linear homogeneous equations, see [14, Lemma2.2], [4, Lemma 9.28] or [9, Property 1.2].

We need some auxiliary results first. We start with recalling the following well-known upper bound on the height of a polynomial product.

▶ Lemma 21 (See, e.g., [5, Lemma 1.2(1)(b)], where the logarithmic height $\ln h(P)$ is used.). Let $P_k \in \mathbb{Z}[X_1,\ldots,X_{N-1}]$, $k = 1,\ldots,\ell$. Then

$$h \left( \prod_{k=1}^{\ell} P_k \right) \leq N^{\sum_{k=1}^{\ell} \deg P_k} \prod_{k=1}^{\ell} h(P_k).$$

We also recall the classical Siegel lemma.

▶ Lemma 22 ([12, Page 213, Hilfssatz]. see also [3,15] for further improvements and generalizations.). If a system of $J$ linear homogeneous equations in $I > J$ variables

$$\sum_{i=1}^{I} b_{i,j} z_i = 0, \quad j = 1,\ldots,J,$$

with $B = (b_{i,j})_{i,j=1}^{I,J} \in \mathbb{Z}^{I\times J}$, has a nonzero solution, then it has a nonzero integer solution $v = (v_1,\ldots,v_I)$ with

$$h(v) \leq 1 + (\ln h(B))^{J/(I-J)},$$

where

$$h(B) = \max \{|b_{i,j}| : i = 1,\ldots,I, j = 1,\ldots,J\}$$

and

$$h(v) = \max \{|v_i| : i = 1,\ldots,I\}. \quad (11)$$

We are now ready to estimate the height of an annihilating polynomial. More precisely we establish the following result.

▶ Proposition 23. Let $P(Z_1,\ldots,Z_N) \in \mathbb{Z}[Z_1,\ldots,Z_N]$ be an annihilating polynomial of $P_k(X_1,\ldots,X_{N-1}) \in \mathbb{Z}[X_1,\ldots,X_{N-1}]$, $k = 1,\ldots,N$.

There exists another annihilating polynomial $Q(Z_1,\ldots,Z_N) \in \mathbb{Z}[Z_1,\ldots,Z_N]$ of $P_1,\ldots,P_N$ of degree and height

$$\deg Q \leq \deg P,$$

$$h(Q) \leq 1 + \left( \binom{\deg P + N}{N} N^{d_{\max}} \deg P h_{\max}^{\deg P} \right) \left( \frac{\deg P + N}{N} \right)^{-1},$$

respectively, where

$$d_{\max} = \max \{\deg P_k : k = 1,\ldots,N\},$$

$$h_{\max} = \max \{h(P_k) : k = 1,\ldots,N\}.$$
Proof. We employ the following notation:

- \( X = (X_1, \ldots, X_{N-1}) \) and \( Z = (Z_1, \ldots, Z_N) \) are vectors of variables;
- \( i = (i_1, \ldots, i_N) \) and \( j = (j_1, \ldots, j_{N-1}) \) are vectors of non-negative integers;
- \( X^j = \prod_{s=1}^{N-1} X_s^{j_s} \) and \( Z^i = \prod_{k=1}^N Z_k^{i_k} \) are multivariate monomials.

We search for a polynomial \( Q \) in the form

\[
Q(Z_1, \ldots, Z_N) = \sum_{i: i_1 + \ldots + i_N \leq \deg P} v_i Z^i, \tag{12}
\]

with unknown coefficients \( v_i \) to be determined.

To find the coefficients \( v_i \) of \( Q(Z_1, \ldots, Z_N) \), we substitute the polynomials \( P_k(X_1, \ldots, X_{N-1}) \) for \( Z_k \), \( k = 1, \ldots, N \), in (12), obtaining

\[
Q(P_1(X_1, \ldots, X_{N-1}), \ldots, P_N(X_1, \ldots, X_{N-1})) = \sum_{i: i_1 + \ldots + i_N \leq \deg P} v_i \prod_{k=1}^N P_k^{i_k}(X_1, \ldots, X_{N-1}) = 0. \tag{13}
\]

Let

\[
\prod_{k=1}^N P_k^{i_k}(X_1, \ldots, X_{N-1}) = \sum_{j: j_1 + \ldots + j_{N-1} \leq d_{\max} \deg P} c_{i,j} X^j.
\]

Then, it follows from (13) that

\[
\sum_{i: i_1 + \ldots + i_N \leq \deg P} v_i \sum_{j: j_1 + \ldots + j_{N-1} \leq d_{\max} \deg P} c_{i,j} X^j = \sum_{j: j_1 + \ldots + j_{N-1} \leq d_{\max} \deg P} X^j \left( \sum_{i: i_1 + \ldots + i_N \leq \deg P} c_{i,j} v_i \right) = 0.
\]

That is, we have a system of linear homogeneous equations

\[
\sum_{i: i_1 + \ldots + i_N \leq \deg P} c_{i,j} v_i = 0, \quad j: j_1 + \ldots + j_{N-1} \leq d_{\max} \deg P \tag{14}
\]

in

\[
I = \binom{\deg P + N}{N} \tag{15}
\]

unknowns \( v_i \) (the coefficients of \( P(Z_1, \ldots, Z_N) \)).

We also note that for the coefficients \( c_{i,j} \) of the system of linear equations (14) we have

\[
\max_{i,j} |c_{i,j}| \leq \max_{i_1 + \ldots + i_N \leq \deg P} h \left( \prod_{k=1}^N P_k^{i_k} \right),
\]

where \( i \) and \( j \) run through the vectors with \( i_1 + \ldots + i_N \leq \deg P \) and \( j_1 + \ldots + j_{N-1} \leq d_{\max} \deg P \), respectively.

Hence, by Lemma 21 with \( \ell = \deg P \),

\[
\max_{i,j} |c_{i,j}| \leq N^{d_{\max} \deg P \ell \deg P \frac{1}{h}}, \tag{16}
\]

\]
Since, by our assumption on the polynomial $Q$, this system has a non-zero solution, we can select at most $J \leq I - 1$ linear equations forming a system of linear homogeneous equations, which is equivalent to (14). Hence combining the bound (16) with Lemma 22, we derive that (14) has a solution with

$$\max\{v_i : i = (i_1, \ldots, i_N) \text{ with } i_1 + \ldots + i_N \leq \deg P\} \leq 1 + (IN^{d_{\max}} \deg P h_{\max} P)^{I - 1},$$

where $I$ is given by (15), which concludes the proof. ▲

In what follows we renumber the $(m,n)$-associated polynomials $P_{s,t}$, $s = 1, \ldots, m$ and $t = 1, \ldots, n$, in (5) as $P_1, \ldots, P_N$, that is, we write

$$\{P_1, \ldots, P_N\} = \{P_{s,t} : s = 1, \ldots, m, t = 1, \ldots, n\}. \quad (17)$$

We remark that by Lemma 20, we can assume $\deg P \leq d_{\max}^N - 1$ in the notation of Proposition 23. Furthermore, as we have noticed in the proof of Proposition 11, in the special case of $(m,n)$-associated polynomials we have

$$d_{\max} = N \quad \text{and} \quad h_{\max} = 1. \quad (18)$$

Thus, by Lemma 20, we can assume

$$\deg P \leq N^{N-1}. \quad (19)$$

▶ Corollary 24. For any $N = mn \geq 4$ and polynomials (17), there exists an $(m,n)$-polynomial $Q(Z_1, \ldots, Z_N)$ of degree and height satisfying

$$\deg Q \leq N^{N-1} \quad \text{and} \quad h(Q) \leq N^{2N^2}, \quad (20)$$

respectively.

Proof. The bound on the degree follows directly from (19). Using the well known estimate

$$\left(\frac{q}{r}\right) \leq q^r \leq (q/r)^r,$$

which holds for arbitrary integers $q \geq r \geq 1$, we derive

$$\left(\frac{N^{N-1} + N}{N}\right) \leq \left(e\left(N^{N-2} + 1\right)\right)^N = e^{N^N (N-2)} (1 + 1/N^{N-2})^N \leq e^{N+1} N^{N^2 - 2N}.$$ 

Since for $N \geq 4$ we have $e^{N+1} < N^N$, we now obtain

$$\left(\frac{N^{N-1} + N}{N}\right) < N^{N^2 - N}.$$ 

Substituting (18) and (19) in Proposition 23 and using the above estimate, we see that

$$h(Q) \leq 1 + \left(N^{N^N + N^2 - N}\right)^{N^2 - N} = 1 + N^{(N+N^N + N^2 - N) N^N - N}.$$ 

We now use the crude estimate $N^N + N^2 - N < 2N^N$ and obtain

$$h(Q) < 1 + N^{2N^2}.$$ 

Since $h(Q)$ is an integer, this concludes the proof. ▲
Let $\Omega_{m,n}$ denote the class of annihilating $(m,n)$-polynomials $Q$ with the degree and height satisfying 20, where $N = mn$. By Corollary 24, we see that for $N = mn \geq 4$, $\Omega_{m,n} \neq \emptyset$. Clearly, $\Omega_{m,n}$ is $(m,n)$-complete and, therefore, Corollary 18 can be applied with $\Omega = \Omega_{m,n}$.

We remark that the case of $N = mn = 3$ is trivial, as then $m = 1$ or $n = 1$. Hence the condition $N \geq 4$, which stems from Corollary 24, is not restrictive.

We also recall the definition of the naive height in (11).

**Corollary 25.** For any $N = mn \geq 4$ and $\delta \in \mathbb{R}^N$, we have

$$\max_{Q \in \Omega_{m,n}} \max_{|\mu| < 1} |\nabla Q(\delta + \mu)| < N^{3N^2} (h(\delta) + 1)^{N^N - 1}.$$

**Proof.** First we estimate

$$\frac{\partial Q}{\partial Z_k}(\delta + \mu), \quad k = 1, \ldots, N.$$

The polynomial $\partial Q / \partial Z_k$ is of degree

$$\deg \partial Q / \partial Z_k < \deg Q \leq N^{N^N - 1}$$

and thus, by Corollary 24, of height

$$h(\partial Q / \partial Z_k) \leq N^{N^N - 1} h(Q) \leq N^{2N^2 + N^N - 1}.$$

The number of monomials in $N$ variables of degree less than $N^{N^N - 1}$ is less than $N^{N^2 - N}$. Thus, for $|\mu| \leq 1$ we have

$$\left| \frac{\partial Q}{\partial Z_k}(\delta + \mu) \right| \leq N^{N^2 - N} h(\partial Q / \partial Z_k) (h(\delta) + 1)^{N^{N^N - 1}}$$

$$\leq N^{2N^2 + N^N - 1} (h(\delta) + 1)^{N^{N^N - 1}} < N^{3N^2} (h(\delta) + 1)^{N^{N^N - 1}},$$

and the result follows.

---

**7 Effective Lindemann–Weierstrass theorem**

In this section we estimate the numerator of the right-hand side of (8). This, together with the estimation of the denominator of the right-hand side of (8) in the previous section, would make Theorem 16 constructive. The estimation of the numerator is based on an effective version of the Lindemann–Weierstrass theorem due to Sert [11] stated below. We precede the statement of the theorem with the necessary definitions and notations.

- $K$ is a number field of degree $D$.
- $M_K$ is the set of normalized absolute values of $K$, that is, the extensions onto $K$ all the values on $\mathbb{Q}$ (Archimedean and $p$-adic).
- The absolute height $h_n(\alpha)$ of an $s$-tuple $\alpha = (\alpha_1, \ldots, \alpha_s) \in K^s$ is defined by

$$h_n(\alpha) = \prod_{\nu \in M_K} \max_{1 \leq k \leq s} \{1, |\alpha_k|_\nu\}^{D_\nu / D},$$

where $D_\nu$ is the local degree of $K_\nu$, that is, the dimension of the $\nu$-completion of $K$ over $\mathbb{R}$, if $\nu$ is Archimedean, or the $\nu$-completion of $K$ over $\mathbb{Q}_p$, if $\nu$ is $p$-adic.
- Let $\{\beta_1, \ldots, \beta_L\}$ be the set of all coefficients of a polynomial $P(x_1, \ldots, x_N)$ over $K$. We denote by $\Delta_P$ the discriminant of $Q(\beta_1, \ldots, \beta_L)$.  

The absolute height of a multi-variate polynomial $P$ is the absolute height of the tuple of the polynomial coefficients.

Our main technical tool is the following result of Sert.

**Lemma 26** ([11, Theorem 3]). Let $P \in K[Z_1, \ldots, Z_N]$ be of degree $d \geq 1$ and of absolute height $H$ and let $\alpha = (\alpha_1, \ldots, \alpha_N) \in K^N$ be linearly independent over $Q$. Then
\[
\ln |P(e^{\alpha_1}, \ldots, e^{\alpha_N})| \geq -c_0 d^N \left( \ln H + \frac{39}{32D} \ln |\Delta_P| + \exp \left( c_1 d^N + c_2 d^N \ln d + 72 \max \{1, h_a(\alpha)\} \right) \right),
\]
where
\[
c_0 = 41 \times 3^{2N} 2^{-N+1} D^{N+1} N^N,
\]
\[
c_1 = 2^{2-N} 3^{2N+1} D^{N+1} N^N + (1+6D) 2^{2-N} 3^{2N} D^N N^N \ln(9DN) + 2^{4-N} 3^{2N} D^{N+1} N^N (1+6N) \ln h_a(\alpha),
\]
\[
c_2 = (1+6D) 2^{4-N} 3^{2N} D^N N^N.
\]

**Remark 27.** As noticed by Sert [11, Page 100], if the coefficients of $P(Z_1, \ldots, Z_N)$ are rational integers, then, in Lemma 26, we replace $H$ with the ordinary height $h(P)$ of $P$ and replace $\ln |\Delta_P|$ with zero.

The result below follows from Lemma 26 and Remark 27 by a straightforward substitution.

**Corollary 28.** Let $Q(Z_1, \ldots, Z_N) \in \Omega_{m,n}$ and let $\alpha_1, \ldots, \alpha_N$ be algebraic numbers linearly independent over $Q$. Then, for $N \geq 4$,
\[
|Q(e^{\alpha_1}, \ldots, e^{\alpha_N})| > \exp \left( -N^{25} D^N N^{N^2} (D+\max \{1, h_a(\alpha)\}) \right)
\]
where $D$ is the degree of the number field $Q(\alpha_1, \ldots, \alpha_N)$.

The proof of this corollary is presented in Appendix A.1.

Now, the substitution of the bound of Corollaries 28 and 25 for the numerator and the denominator of the right-hand side of (8), respectively, makes Theorem 16 constructive.

Finally, for the uniform example of a set of $m$ linear forms in $n$ variables over $Q$ of complexity $m(n-1)$ in the next section we need the estimation below.

**Proposition 29.** Let $\alpha$ be a positive integer such that $|Q(\alpha^{1/N}) : Q| = N$, where $N = mn \geq 4$ and $N > \alpha > 1$, and let $\gamma_{s,t}, s = 1, \ldots, m$ and $t = 1, \ldots, n$, be such that
\[
e^\alpha((s-1)(n+1)/N) - \gamma_{s,t} < \exp \left( -N^{3N^2} \right).
\]
Then, for $\Gamma = (\gamma_{s,t})$, computing $\Gamma x$ requires $m(n-1)$ additions.

The proof of this proposition is presented in Appendix A.2.

### 8 An example

An example of an integer matrix $\Omega \in \mathbb{Z}^{m \times n}$ such that computing $\Omega x$ requires $m(n-1)$ additions is based on Proposition 29 with $\alpha = 2$. We precede the example with a series of auxiliary calculations for which we need the propositions below.

Throughout we assume that $N \geq 4$.

We recall the definition of binomial coefficients for real arguments:
\[
\binom{r}{i} = \frac{r(r-1)\cdots(r-i+1)}{i!}.
\]
**Proposition 30.** For \( r \in (0, 1) \) and a non-negative integer \( j \),
\[
\left| 2^r - \sum_{i=0}^{j} \binom{r}{i} \right| < \frac{1}{j+1}.
\]

**Proof.** For \( x > 0 \), the Taylor expansion (with the Lagrange remainder) of \((1 + x)^r\) is
\[
(1 + x)^r = \sum_{i=0}^{j} \binom{r}{i} x^i + \binom{r}{j+1} \Theta^{j+1}
\]
for some \( \Theta \in (0, x) \). Substituting 1 for both \( x \) and \( \Theta \) in (22), we obtain
\[
\left| 2^r - \sum_{i=0}^{j} \binom{r}{i} \right| < \left| \binom{r}{j+1} \right| = \frac{|r(r-1)(r-2)\cdots(r-j)|}{(j+1)!} < \frac{j!}{(j+1)!} < \frac{1}{j+1},
\]
and the result follows.

By Proposition 30, we approximate \( 2^{(s-1)n+t}/N \) by
\[
\gamma_{s,t} = \sum_{i=0}^{j} \binom{r}{i} \frac{(s-1)n+t}{i} \quad s = 1, \ldots, m, \ t = 1, \ldots, n,
\]
for an appropriate \( j \), to be chosen later.

**Proposition 31.** For \( x \in (1, 2) \) and \( k \geq 6 \),
\[
e^x - \sum_{i=0}^{k} \frac{x^i}{i!} < \frac{1}{k+1}.
\]

**Proof.** For \( x > 0 \), the Taylor expansion (with the Lagrange remainder) of \( e^x \) is
\[
e^x = \sum_{i=0}^{k} \frac{x^i}{i!} + \Theta^{k+1} \frac{1}{(k+1)!}
\]
for some \( \Theta \in (0, x) \). Thus, using \( k! \geq 2^{k+1} \) for \( k \geq 6 \), we obtain
\[
e^x - \sum_{i=0}^{k} \frac{x^i}{i!} = \Theta^{k+1} \frac{1}{(k+1)!} < \frac{2^{k+1}}{(k+1)!} < \frac{1}{k+1},
\]
which concludes the proof.

By Proposition 31, we approximate \( e^{r_{s,t}} \) by
\[
\gamma_{s,t} = \sum_{i=0}^{k} \frac{r_{s,t}}{i!} \quad s = 1, \ldots, m, \ t = 1, \ldots, n,
\]
for an appropriate \( k \), to be chosen later.

Our last auxiliary estimation is as follows.

**Proposition 32.** Let \( x \leq 2 \) and \( \varepsilon \in (-1, 1) \). Then
\[
|e^x - e^{x+\varepsilon}| < 42\varepsilon.
\]
Proof. By Lemma 17,
\[ |e^{x} - e^{x+\varepsilon}| < |e^{x-|\varepsilon|} - e^{x+\varepsilon}| = 2\varepsilon e^{x+\Theta} \]
for some \( \Theta \in (-\varepsilon, \varepsilon) \). Thus, \( |e^{x} - e^{x+\varepsilon}| < 2\varepsilon < 42\varepsilon \).

To simplify the expressions in our example, recalling the bound of Proposition 29 it is now convenient to denote
\[ E = \exp \left( N^{N/2} N^2 \right) . \] (23)

We contend that for
\[ j \geq 126E \quad \text{and} \quad k \geq 3E \] (24)
we have the inequality
\[ \left| e^{2((s-1)n+t)/N} - \gamma_{s,t} \right| < \frac{2}{3E} . \] (25)

Indeed, first we note that, by Propositions 31 and 32, we have
\[
\left| e^{2((s-1)n+t)/N} - \gamma_{s,t} \right| = \left| e^{2((s-1)n+t)/N} - \sum_{i=0}^{k} \frac{r_{i,s,t}}{i!} \right|
\leq \left| e^{r_{s,t}} - \sum_{i=0}^{k} \frac{r_{i,s,t}}{i!} \right| + \left| e^{2((s-1)n+t)/N} - e^{r_{s,t}} \right|
\leq \frac{1}{k+1} + 42 \left| 2((s-1)n+t)/N - r_{s,t} \right| .
\] Now using Proposition 30 and recalling the choice of \( j \) and \( k \) in (24), we derive
\[ 42 \left| 2((s-1)n+t)/N - r_{s,t} \right| \leq \frac{42}{j+1} \leq \frac{1}{3E} \quad \text{and} \quad \frac{1}{k+1} \leq \frac{1}{3E} \]
and (25) follows.

Thus, by (25) and Proposition 29, computing \( \Gamma x^T \), where
\[ \Gamma = (\gamma_{s,t}) \in \mathbb{Q}_{m \times n} \]
requires \( m(n-1) \) additions.

Of course, all of the above also holds for computations over \( \mathbb{C} \) and unbounded algorithm coefficients, whereas in [7] the algorithm coefficients are bounded by 1.

Even though,
\[ \gamma_{s,t} \leq e^{2((s-1)n+t)/N} + \frac{2}{3E} \leq e^2 + 1/6 < 8 \] (26)
the numerator and the denominator of \( \gamma_{s,t} \) are very large. The matrix
\[ \tilde{\Gamma} = (\tilde{\gamma}_{s,t}) \in \mathbb{Q}_{m \times n} \] (27)
with “smaller” entries such that computing \( \tilde{\Gamma} x^T \) requires \( m(n-1) \) additions is defined by
\[ \tilde{\gamma}_{s,t} = \frac{|3[E + 1]| \gamma_{s,t}|}{3|E + 1|} , \quad s = 1, \ldots, m, \ t = 1, \ldots, n . \] (28)
For the proof, by Proposition 29, it suffices to show that
\[ \left| e^{2((s-1)n+t)/N} - \gamma_{s,t} \right| < \frac{1}{E}, \]
which is indeed so, because
\[
\begin{align*}
\left| e^{2((s-1)n+t)/N} - \gamma_{s,t} \right| &= \left| e^{2((s-1)n+t)/N} - \frac{3[E + 1] \gamma_{s,t}}{3[E + 1]} \right| \\
&= \left| e^{2((s-1)n+t)/N} - \frac{3[E + 1] \gamma_{s,t}}{3[E + 1]} - \gamma_{s,t} \right| \\
&\leq \left| e^{2((s-1)n+t)/N} - \gamma_{s,t} \right| + \frac{3[E + 1] \gamma_{s,t}}{3[E + 1]} \\
&\leq \frac{2}{3E} + \frac{1}{3[E + 1]} \leq \frac{1}{E}.
\end{align*}
\]

By definition, the matrix
\[ \Omega = 3[E + 1] \tilde{\Gamma} \in \mathbb{Z}^{m \times n}, \tag{29} \]
where \( \tilde{\Gamma} \) is defined by (28), has integer entries and computing \( \Omega x^T \) also requires \( m(n-1) \) additions. Thus we have the following.

**Theorem 33.** Let \( N = mn \geq 4 \). The matrix
\[ \Omega = (\omega_{s,t}) \in \mathbb{Z}^{m \times n}, \]
given by (29) defines the set of linear forms of complexity \( m(n-1) \) and has elements of size
\[ 0 \leq \omega_{s,t} \leq 25 \exp \left( N^{N^{N^2}} \right). \]

**Proof.** From the above discussion it only remains to estimate the size of elements of \( \Omega \). From (26) we conclude that
\[ 0 \leq \omega_{s,t} \leq 8(3E + 1) \leq 25E, \]
where \( E \) is defined by (23). As one easily verifies that under our assumption we have \( E \geq 24 \).

It seems to be of interest to find an integer matrix with smaller entries, that defines the set of linear forms of the same complexity.

**References**

A.1 Proof of Corollary 28

We just substitute the upper bounds

\[ d \leq N^{N-1} \quad \text{and} \quad h(P) \leq N^{2N^2} \]

from Corollary 24 on \( d \) and \( H \), respectively, in the parameters of Lemma 26 and also recall Remark 27. We note that we use some crude inequalities to simplify the bound.

More precisely, one verifies that for \( N \geq 4 \) we have

\[ 41 \times 3^{2N} 2^{-N+1} N^{-1} \leq 2^{5N} . \]

Hence, in Lemma 26 we can now take

\[ c_0 \leq 41 \times 3^{2N} 2^{-N+1} D^{N+1} N^{2N-1} \leq 2^{5N} D^{N+1} N^{2N} . \tag{30} \]

Furthermore, simple calculus shows that \( \ln(9x) \leq x \) for \( x \geq 4 \), hence

\[ \ln(9DN) \leq DN. \]

Using this and the trivial bounds

\[ 1 + 6D \leq 2^3 D \quad \text{and} \quad 1 + 6N \leq 2^3 N, \]
we now obtain
\[ c_1 = 2^{-N} 3^{2N+1} D^{N+1} N^N + (1 + 6D) 2^{-N} 3^{2N} D^N N^N \ln(9ND) + 2^{4N} 3^{2N} D^{N+1} N^N (1 + 6N) \ln h_a(\alpha), \]
\[ \leq 2^{-N} 3^{2N+1} D^{N+1} N^N + 2^{-N} 3^{2N} D^N 2N^{N+1} + 2^{4N} 3^{2N} D^{N+1} N^N \ln h_a(\alpha), \]
\[ \leq (2^{-N} 3^{2N+1} - 1 - 2^{-N} 3^{2N}) D^{N+2} N^{N+1} + 2^{4N} 3^{2N} D^{N+1} N^N \ln h_a(\alpha). \]

Since, for \( N \geq 4 \), we have
\[ 2^{-N} 3^{2N+1} + 2^{-N} 3^{2N} = (3 + 128) 2^{-N} 3^{2N} = 131 \times 2^{-N} 3^{2N} \leq 2^{4N} \]
and certainly the same bound for just the second term \( 2^{-N} 3^{2N} \), we derive
\[ c_1 \leq 2^{4N} D^{N+1} N^{N+1} (D + \ln h_a(\alpha)). \]  
(31)

Finally, for \( c_2 \), using \( 1 + 6D \leq 8D \) we have
\[ c_2 = 2^{-N} 3^{2N} D^{N+1} N^N \leq 2^{4N} D^{N+1} N^N. \]  
(32)

We now collect (30), (31) and (32) and obtain
\[ c_0 d^N \leq 2^{5N} N^{2N} D^{N+1} N^{N(N-1)} = 2^{5N} D^{N+1} N^{N^2 + N}, \]
\[ c_1 d^N \leq 2^{4N} N^{N+1} D^{N+1} (D + \ln h_a(\alpha)) N^{N(N-1)} \]
\[ = 2^{4N} D^{N+2} N^{N^2 + 1} + 2^{4N} D^{N+1} N^{N^2 + 1} \ln h_a(\alpha), \]
\[ c_2 d^N \ln d \leq 2^{4N} N^N D^{N+1} N^{N(N-1)} (N - 1) \ln N \leq 2^{4N} D^{N+1} N^{N^2 + 1} \ln N. \]

Therefore, we have the inequality
\[ c_1 d^N + c_2 d^N \ln d + 72 \max \{1, h_a(\alpha)\} \]
\[ \leq 2^{4N} D^{N+2} N^{N^2 + 1} + 2^{4N} D^{N+1} N^{N^2 + 1} \ln N + \left(2^{4N} D^{N+1} N^{N^2 + 1} + 72\right) \max \{1, h_a(\alpha)\}. \]  
(33)

We now observe that
\[ 2^{4N} D^{N+2} N^{N^2 + 1} + 2^{4N} D^{N+1} N^{N^2 + 1} \ln N \leq 2^{4N+1} D^{N+2} N^{N^2 + 2} \ln N \]
and
\[ 2^{4N} D^{N+1} N^{N^2 + 1} + 72 \leq 2^{4N+1} D^{N+1} N^{N^2 + 1} \leq 2^{4N+1} D^{N+1} N^{N^2 + 1} \ln N. \]

Hence, the inequality (33) simplifies as follows:
\[ c_1 d^N + c_2 d^N \ln d + 72 \max \{1, h_a(\alpha)\} \]
\[ \leq 2^{4N+1} D^{N+1} N^{N^2 + 2} (D + \max \{1, h_a(\alpha)\}) \ln N, \]
and thus,
\[
\exp \left( c_1 d^N + c_2 d^N \ln d + 72 \max \{1, b_d(\alpha)\} \right) \leq N^{\frac{2N+1}{D}} N^{N^2+2(D+\max\{1, b_d(\alpha)\})}.
\]
Finally
\[
\ln H = \ln h(P) \leq 2N^2 \ln N
\]
and we conclude
\[
\ln H + \exp \left( c_1 d^N + c_2 d^N \ln d + 72 \max \{1, b_d(\alpha)\} \right) \leq 2N^{\frac{2N+1}{D}} N^{N^2+2(D+\max\{1, b_d(\alpha)\})}.
\]
Therefore, combining this bound with the above bound on \( c_0 d^N \), by Lemma 26 we have
\[
\ln |Q(e^{\alpha_1}, \ldots, e^{\alpha_N})| \geq -2N^{\frac{2N+1}{D}} N^{N^2+2(N^2+1)(D+\max\{1, b_d(\alpha)\})}.
\]
Elementary calculus shows that for \( N \geq 4 \) we have
\[
2^{N+1} D^{N+1} N^{N^2+N} \leq N^{2(N+1)D+2(N^2+1)}.
\]
Hence
\[
\ln |Q(e^{\alpha_1}, \ldots, e^{\alpha_N})| \geq -N^{2N+2(N^2+1)(D+\max\{1, b_d(\alpha)\})} \geq -N^{2N+2(N^2+1)(D+\max\{1, b_d(\alpha)\})},
\]
and the result follows.

A.2 Proof of Proposition 29

Since \([Q(\alpha^{1/N}) : Q] = N\), we see that \( \alpha_k = \alpha^{k/N}, k = 1, \ldots, N \), are linearly independent over \( Q \) and \( Q(\alpha_1, \ldots, \alpha_N) = Q(\alpha_N) \). Thus, for \( D \) in Corollary 28 we have \( D = N \).

Let \( \alpha = (\alpha_1, \ldots, \alpha_N) \). By definition, \( h(\alpha) = \alpha \). We contend that \( b_d(\alpha) = \alpha \) as well.

Since all \( \alpha_k, k = 1, \ldots, N \), are algebraic integers, their \( p \)-adic norms are less than 1. Therefore,
\[
b_d(\alpha) = \prod_{\nu \mid \infty} \max_{1 \leq k \leq N} \{1, |\alpha_k|_\nu\}^{D_\nu/N},
\]
where (in this context) \( \infty \) denotes the Archimedean value on \( Q \).

Since for all \( \nu \mid \infty \) and all \( k = 1, \ldots, N \),
\[
\max \{1, |\alpha_k|_\nu\} = \alpha_k = \alpha^{k/N}
\]
and by [6, Corollary 1, Section II.1]
\[
\sum_{\nu \mid \infty} D_\nu = N,
\]
we derive
\[
b_d(\alpha) = \prod_{\nu \mid \infty} \alpha^{D_\nu/N} = \alpha.
\]
Now, the result follows from Corollary 18 with \( \Omega = \Omega_{m,n} \), Corollary 25 and Corollary 28 by simple calculations.

Indeed, let
\[
\delta_{s,t} = e^{a((1-s)n+t)/N}, \quad s = 1, \ldots, m, \ t = 1, \ldots, n.
\]
be the components of the vector \( \delta \in \mathbb{R}^N \) (indexed by \((s-1)n+t\)).

For any \( Q \in Q \) and \( \mu \in \mathbb{R}^N \) with \(|\mu| < 1\), by Corollary 25 (in which we interpret \( \delta \) and \( \mu \) as \( N \)-dimensional vectors), we have
\[
|\nabla Q(\delta + \mu)| < N^{3N^2} (e^a + 1)^{N-1} \leq N^{3N^2} (e^{N-1} + 1)^{N-1} \leq N^{3N^2} e^{N^2} \leq N^{4N^2}.
\]
On the other hand, recalling that \( D = N \) and \( h(\alpha) = \alpha \), by Corollary 28 we have
\[
|Q(\delta)| > \exp\left(-N^{25N^2+N^2+3N+3+\alpha} \right) \geq \exp\left(-N^{25N^2+N^2+3(2N-1)} \right) \geq \exp\left(-N^{25N^2+N^2+4} \right).
\]
Hence
\[
\frac{|Q(\delta)|}{|\nabla Q(\delta + \mu)|} \geq N^{-4N^2} \exp\left(-N^{25N^2+N^2+4} \right) \geq \exp\left(-2N^{5N+1+N^2+N^4} \right).
\]
Furthermore, since \( N \geq 4 \), we have
\[
2N^{5N+1+N^2+N^4} \leq N^{25N^2+2N^2+4} \leq N^{5N^2+2N^2+4} \leq N^{N^2+4N^4} \leq N^{N^2}.
\]
Note that, by (21), the condition \(|\Delta - \Gamma| < 1\) of Corollary 18 is redundant.

\section*{B Density of matrices defining sets of linear forms of maximal additive complexity}

\subsection*{B.1 Complexity of matrices}

For a matrix \( \Delta \) and a vector \( x = (x_1, \ldots, x_n)^T \) of \( n \) indeterminates as in (1) and (2), respectively, we denote the additive complexity of the set of linear forms \( \Delta x \) by \( C(\Delta) \) and call it the complexity of \( \Delta \).

\subsection*{B.2 The case of finite fields}

Let \( F \) be a finite field of \( q \) elements. In this section we show that “almost all” \( m \times n \) matrices over \( F \), are of high complexity.

We may assume that \( m \leq \frac{q^n - 1}{q - 1} \), because the number of non-zero linear forms in \( n \) indeterminates over \( F \) is \( q^n - 1 \) and each form can be scaled by \( q - 1 \) non-zero elements of \( F \).

The proof is by the counting argument similar to that of [10, Lemma, Section 5]. For the sake of completeness, we reproduce it below.

For a positive integers \( C, m \) and \( n \) we denote by \( S(C, m, n) \) the set of all \( m \times n \) matrices over \( F \) of complexity not exceeding \( C \):
\[
S_F(C, m, n) = \{ \Delta \in F^{m \times n} : C(\Delta) \leq C \}.
\]
First we need a bound on the cardinality \(#S_F(C, m, n)\) of this set.
Proposition 34. We have
\[
\#S_{\mathcal{F}}(C, m, n) < (C + n)^{2C + m} q^{C + m}.
\]

Proof. For a positive integer \( m \) a linear algorithm in \( n \) indeterminates of length \( C \) defines at most
\[
L_{\mathcal{F}}(C, m) = \binom{C}{m}
\]
sets of \( m \) linear forms, each of which is associated with
\[
M_{\mathcal{F}}(m) = (q - 1)^m m!
\]
matrices of the size \( m \times n \). Namely, we have \((q - 1)^m\) scalar multiplications and \( m! \) permutations, respectively, of the matrix rows.

Next we are going to count the number of linear algorithms over \( \mathbb{F} \) in \( n \) indeterminates of length \( C \), denoted by \( A_{\mathcal{F}}(C, n) \).

By definition, \( A_{\mathcal{F}}(1, n) \leq n^2(q - 1) \) and \( A_{\mathcal{F}}(C + 1, n) \leq A_{\mathcal{F}}(C, n)(C + n)^2(q - 1) \), where the factors \((C + n)^2\) and \((q - 1)\) come from the last addition \( u_{C+1} = v + \alpha w \) of the algorithm,
\[
v, w \in \{x_1, \ldots, x_n\} \cup \{u_1, \ldots, u_C\}
\]
and \( \alpha \neq 0 \). Recall that all algorithms under consideration are normalized.

Solving the above recursion, we obtain
\[
A_{\mathcal{F}}(C, n) \leq \left( \frac{(C + n - 1)!}{(n - 1)!} \right)^2 (q - 1)^C.
\]
Thus,
\[
\#S_{\mathcal{F}}(C, m, n) \leq A_{\mathcal{F}}(C, n)L_{\mathcal{F}}(C, m)M_{\mathcal{F}}(m)
< \left( \frac{(C + n - 1)!}{(n - 1)!} \right)^2 (q - 1)^C \binom{C}{m}(q - 1)^m m!
< (C + n)^{2C + m}(q - 1)^{C + m} < (C + n)^{2C + m} q^{C + m},
\]
which concludes the proof.

Theorem 35. Let \( \varepsilon, \kappa > 0 \) be such that \( 2\kappa + \varepsilon < 1 \) and let
\[
C_{\kappa, m, n} = \frac{\kappa mn}{\log_q (mn)} - n.
\]
Then
\[
\lim_{q^n \geq m} \frac{\#S_{\mathcal{F}}(C_{\kappa, m, n}, m, n)}{q^{mn}} = 0.
\]

Proof. It suffices to show that
\[
\lim_{q^n \geq m} \left( \log_q \#S_{\mathcal{F}}(C_{\kappa, m, n}, m, n) - mn \right) = -\infty.
\]
By Proposition 34 we have
\[
\log_q \# S_\mathcal{F}(C_{\kappa,m,n}, m, n) - mn < (2C_{\kappa,m,n} + m) \log_q (C_{\kappa,m,n} + n) + C_{\kappa,m,n} + m - mn.
\]
Recalling the definition of \( C_{\kappa,m,n} \) and that \( \kappa \leq 1 \), we obtain
\[
\log_q \# S_\mathcal{F}(C_{\kappa,m,n}, m, n) - mn < \left( \frac{2\kappa mn}{\log_q (mn)} - 2n + m \right) \log_q \left( \frac{\kappa mn}{\log_q (mn)} \right) + \frac{\kappa mn}{\log_q (mn)} - n + m - mn
\]
\[
\leq \left( \frac{2\kappa mn}{\log_q (mn)} + m \right) \log_q (mn) + \frac{mn}{\log_q (mn)} + m - mn
\]
\[
= 2\kappa mn + m \log_q m + m \log_q n + \frac{mn}{\log_q (mn)} + m - mn.
\]
Under the condition \( q^\varepsilon n \geq m \), we now obtain
\[
\log_q \# S_\mathcal{F}(C_{\kappa,m,n}, m, n) - mn < 2\kappa mn + \varepsilon mn + m \log_q n + \frac{mn}{\log_q (mn)} + m - mn
\]
\[
= (2\kappa + \varepsilon - 1 + o(1)) mn,
\]
and since \( 2\kappa + \varepsilon < 1 \), we have (34).

**B.3 The case of rationals**

In this case matrices with rational entries, since the set of polynomials \( \mathcal{Q}_{m,n} \), defined by (20), is \((m, n)\)-complete, for each matrix (1) such that \( C(\Delta) < m(n - 1) \),
\[
Q_{m,n}(\delta_{1,1}, \ldots, \delta_{m,n}) = 0,
\]
where \( Q_{m,n} = \prod_{Q \in \mathcal{Q}_{m,n}} Q \).

Hence the entries of \( m \times n \) rational matrices of complexity \( C(\Delta) < m(n - 1) \) form a very sparse set in \( \mathbb{Q}^{mn} \) (after we represent them as \( mn \)-dimensional vector). Namely, this set is a hypersurface of dimension \( mn - 1 \). In particular, almost all rational matrices (in terms on natural density) are of the maximal complexity \( m(n - 1) \).