Abstract

Pre-trained word embeddings constitute an essential building block for many NLP systems and applications, notably when labeled data is scarce. However, since they compress word meanings into a fixed-dimensional representation, their use usually lack interpretability beyond a measure of similarity and linear analogies that do not always reflect real-world word relatedness, which can be important for many NLP applications. In this paper, we propose a model which extracts topics from text documents based on the common-sense knowledge available in ConceptNet [24] – a semantic concept graph that explicitly encodes real-world relations between words – and without any human supervision. When combining both ConceptNet’s knowledge graph and graph embeddings, our approach outperforms other baselines in the zero-shot setting, while generating a human-understandable explanation for its predictions through the knowledge graph. We study the importance of some modeling choices and criteria for designing the model, and we demonstrate that it can be used to label data for a supervised classifier to achieve an even better performance without relying on any humanly-annotated training data. We publish the code of our approach at https://github.com/D2KLab/ZeSTE and we provide a user friendly demo at https://zeste.tools.eurecom.fr/.
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1 Introduction

Word2Vec [14], GloVe [16], BERT [5] along with its many variants are among the most cited works in NLP. They have demonstrated the possibility of creating generic, cross-task, context-free and contextualized word representations from big volumes of unlabeled text, which can be then used to improve the performance of numerous down-stream NLP tasks by bringing free “real world knowledge” about words meanings and usage, learned mostly through word co-occurrences statistics, thus cutting down the need for substantial amounts of labeled data. However, being compacted representations of word meanings, these embeddings do not offer much in terms of interpretation: we know that similar words tend to have similar representations (i.e. similar orientation in the embedding space), and that some analogies can be found by doing linear algebraic operations in the embedding space (such as the
now-famous $v_{King} - v_{Man} + v_{Woman} \approx v_{Queen}$). Both measures, however, fall short when evaluated systematically, as there is an entire literature about studying the limits of analogies and the biases that these word embeddings can encode depending on the corpora they have been trained on [4, 2, 15, 13].

In this paper, we consider the task of topic categorization, a sub-task of text classification where the goal is to label a textual document such as a news article or a video transcript, into one of multiple predefined topics, i.e. labels that are related to the topical content of the document. Common examples for news topics are “Politics”, “Sports” and “Business”. What is interesting about this task, compared to other text classification tasks such as spam detection or sentiment analysis, is that the content of the document to classify is semantically related to the labels themselves, providing an interesting case for zero-shot prediction setting. Zero-shot prediction, broadly defined, is the task of predicting the class for some input without having been exposed to any labeled data from that class.

To do so, we propose to leverage ConceptNet, a knowledge graph that aims to model common sense knowledge into a computer- and human-readable formalism. Coupled with its graph embeddings (ConceptNet Numberbatch\(^1\)), we show that using this resource does not only achieve better empirical results on the task of zero-shot topic categorization, but also does so in an explainable fashion. With every word being a node in the knowledge graph, it is straightforward to justify the similarity between words in the document and its assigned label, which is not possible for other distributional word embeddings as they are built on the statistical aggregations of large volumes of textual data.

The remainder of this paper is structured as follows: we present some related work for text categorization emphasizing the methods that make use of external semantic knowledge (Section 2). We present our proposed method, named ZeSTE (Zero Shot Topic Extraction) in Section 3. We empirically evaluate our approach for zero-shot topic categorization in Section 4 where we compare it to different baselines on multiple topic categorization benchmark datasets (including a non-English dataset). We also test our method against a few-shot setup and show how our approach can be combined with a supervised classifier to obtain competitive results on the studied datasets without relying on any annotated data. In Section 5, we describe a demo that we developed that enable users to provide their own set of labels and observe the explanations for the model predictions. Finally, we conclude and outline some potential future improvements in Section 6.

2 Related Work

Nearly all recent state-of-the-art Text Categorization models ([29, 3, 28, 25], to cite a few) rely on some form of Transformer-based architecture [27], pre-trained on large text corpora. While the task of using fully-unsupervised, non-parametric models for text categorization is yet to be explored to the best of our knowledge, there has been multiple efforts to incorporate common-sense knowledge as a basis for many artificial intelligence tasks, especially in a zero-shot setting where humans seem to be able to satisfactorily perform a new task by relying mostly on their common sense and prior knowledge accumulated from their interaction with the world.

In this paper, we propose to leverage ConceptNet [24], a multilingual semantic graph containing statements about common-sense knowledge. The nodes represent concepts (words and phrases, e.g. `/c/en/sport`, `/c/en/belief_system`, `/c/en/ideology`, `/c/fr/coup_d'État`) from 78 languages, linked together by semantic relations such as `/r/isa`, `/r/RelatedTo`,

\(^1\) https://github.com/commonsense/conceptnet-numberbatch
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The graph contains over 8 million nodes and 21 million edges, expressed in triplets such as (\texttt{/c/en/president}, \texttt{/r/DefinedAs}, \texttt{/c/en/head_of_state}). It was built by aggregating facts from the Open Mind Common Sense project [20], parsing Wiktionary\footnote{https://en.wiktionary.org/wiki/Wiktionary:Main_Page}, Multilingual WordNet [8], OpenCyc [7], as well as a subset of DBpedia, and designed to explicitly express facts about the real world and the usage of words and concepts that is necessary to understand natural language. Along with the graph, \textit{ConceptNet Numberbatch} are multilingual pre-trained word (and concept) embeddings that are built on top of the ConceptNet knowledge graph. They are generated by computing the Positive Pointwise Mutual Information (PPMI) for the matrix representation of the graph, reducing its dimensionality, and then using “expanded retrofitting” [23] to make them more robust and linguistically representative by combining them with Word2Vec and GloVe embeddings. While the approach can be carried using other linguistic resources such as WordNet [8], we choose to use ConceptNet because it models word relations that are more relevant to the task of Topic Categorization such as \texttt{/r/RelatedTo}, which is the most present relation in the graph.

[6] is an early example of leveraging semantic knowledge to improve text categorization. It uses the relations in WordNet [8] to enhance the Bag of Word representation of documents by mapping the different words from a document into their entries in WordNet, and adding those as well as their hypernyms to the Bag of Words count. This, followed by a statistical $\chi^2$ test to reduce the dimension of the feature vector, leads to a significant improvement over the simple bag-of-word model. [21] introduces \textit{Graph of Words}, in which every document is represented by a graph of its terms, all connected with relations reflecting the co-occurrence information (terms appearing within a window of size $w$ are joined by an edge). The authors propose a weighting scheme for the traditional TF-IDF model, where nodes are weighted based on some graph centrality measure (degree, closeness, PageRank), and edges are weighted with Word2Vec word embedding cosine similarity between their nodes. Incorporating both graph structure and distributional semantics from the embeddings to compute a weight for each term yields significantly better results on multiple text classification datasets.

[30] benchmark the task of zero-shot text classification, underlining the lack of work reported on this challenge in the NLP community in comparison to the field of computer vision. They distinguish two definitions of zero-shot text categorization: Restrictive, in which during a training phase, the classifier is allowed to see a subset of the data with the corresponding labels, but during inference, it is tested on a new subset of examples from the same dataset but not pertaining to any of the seen labels; Wild, where the classifier is not allowed to see any examples from the labeled data but can use Wikipedia's categories as a proxy dataset, for example. Our method fits into this second definition, although it does not require any training data. The authors compare some methods in both regimes (restrictive and wild) and they propose “Entail”, a model based on BERT [5] and trained on the task of textual entailment evaluated on the Yahoo! Comprehensive Questions and Answers dataset.

[17] tackle the task of zero-shot text classification by projecting both the document and the label into an embedding space and using multiple architectures to measure the relatedness of the document and label embeddings. At test time, the classifier is able to ingest labels that were not seen during the training phase, but share the same embedding space with the labels already seen. A similar approach is followed by [22], in which both documents and labels are embedded into a shared cross-lingual semantic representations (CLESA) built upon Wikipedia as a multilingual corpus, and then the prediction is made by measuring the similarity between the two representations.
Finally, [31] propose a two-stage framework for zero-shot document categorization, combining 4 kinds of semantic knowledge: distributional word embeddings, class descriptions, class hierarchy, and the ConceptNet knowledge graph. In the first phase, a (coarse-grained) classifier is trained to decide whether the document at hand comes from a class that was seen during the training phase or not. This is done by training one ConvNet classifier [11] per label in the “seen” dataset, and setting a confidence threshold that, if none of the classifiers meets, the document is considered to be for the unseen labels. Secondly, a fine-grained classifier predicts the document final label. If the document is from a “seen” label, then the corresponding pretrained ConvNet classifier is picked. Otherwise, a zero-shot classifier which takes as input a representation of the document, the label, and their ConceptNet closeness, is trained on the seen labels but is expected to generalize to unseen ones as they share the same embedding space.

3 Approach

Our approach aims to perform topic categorization without relying on any in-domain labeled or unlabeled examples. Our underlying assumption is that words belonging to a certain topic are part of a vocabulary that is semantically related to its humanly-selected candidate label, e.g. a document about the topic of “Sports” will likely mention words that are semantically related to the word Sport itself, such as team, ball, and score. We use ConceptNet [24] to produce a list of candidate words related to the labels we are interested in. We generate a “topic neighborhood” for each topic label which contains all the semantically related concepts/nodes, and we then compute a score for each label based on the document content. Figure 1 illustrates our approach using a simple example.

3.1 Generating Topic Neighborhoods

To generate the topic neighborhoods for a given label, we query ConceptNet for nodes that are directly connected to the label node. Since the number of calls to the online API is capped at 120 queries/minute, we instead use the dump\(^3\) of all ConceptNet v5.7 assertions, keeping only the English and French concepts for the English and French datasets, resulting in 3,323,321 (resp. 2,943,446) triplets, respectively. Although the assertions contain a finer granularity when it comes to referring to concepts, we only consider the root word for each concept to build the neighborhood. For example, the word “match” has multiple meanings: the tool to light a fire /c/en/match/n/wn/artifact, the event where two contenders meet to play /c/en/match/n/wn/event, and the concept of several things fitting together /c/en/match/n/wn/cognition. All these nodes (as well as others such as the verb form) will be mapped to the same term: “match”. We also add (inverse) relations from the object to the subject for each triplet to ensure that every term in the graph has a neighborhood. The total number of unique triplets is 6,412,966, with 1,165,189 unique nodes for English (6,413,002 and 1,448,297 for French, respectively).

The topic neighborhood is created by querying every node that is \(N\) hops away from the label node. Every node is then given a score that is based on the cosine similarity between the label and the node computed using ConceptNet Numberbatch (ConceptNet’s graph embeddings). This score represents the relevance of any term in the neighborhood to the main label, and would also allow us to refine the neighborhood and produce a score. In the ...

\(^3\) [https://github.com/commonsense/conceptnet5/wiki/Downloads#assertions](https://github.com/commonsense/conceptnet5/wiki/Downloads#assertions)
Figure 1 Illustration of ZeSTE: given a document and a label, we start by pre-processing and tokenizing the document into a list of terms, and we generate the label neighborhood graph by querying ConceptNet (we omit some relation labels in the figure for clarity). Each node on the graph is associated with a score that corresponds to the cosine similarity between the graph embeddings of that node and the label node. We use the overlap between the document terms and the label neighborhood to generate a score for the label, as well as an explanation for the prediction. After doing so for all candidate labels, we pick the one with the highest score to associate to the document at hand.

Case of a label which has multiple tokens (e.g. the topic “Arts, Culture, and Entertainment”), we just take the union of all word components’ neighborhoods, weighted by the maximum similarity score if the same concept appear in the vicinity of multiple label components.

The higher \( N \) is, and the bigger the generated neighborhoods become. We thus propose multiple methods to vary the size of the neighborhood:

1. **Coverage**: we vary the number of hops \( N \);

2. **Relation masking**: we consider subsets of all possible relations between words from the ConceptNet knowledge graph. More precisely, we consider three cases:
   a. The sole relation RelatedTo which is the most frequent one in the graph;
   c. The whole set of 47 relations defined in ConceptNet.

3. **Filtering**: we filter out some nodes based on their similarity score:
   a. Threshold (Thresh \( T \)): we only keep nodes in the neighborhood if their similarity score to the label node is greater than a given threshold \( T \).
   b. Hard Cut (Top \( N \)): we only keep the top \( N \) nodes in the neighborhood ranked by their similarity score.
   c. Soft Cut (Top \( P\% \)): we only keep the top \( P\% \) nodes in the neighborhood, ranked on their similarity score.
3.2 Scoring a Document

Once the neighborhood is generated, we can predict the document label by quantifying the overlap between the document content (as broken down to a list of tokens) and the label neighborhood nodes, which we denote in the following equations as \( \text{doc} \cap \text{LN}(\text{label}) \). We consider the following scoring schemes:

1. **Counting**: assigning the document with the highest overlap count between its terms and the topic neighborhood.

\[
\text{count\_score}(\text{doc}, \text{label}) = |\text{doc} \cap \text{LN}(\text{label})| \quad (1)
\]

2. **Distance**: factoring in the graph the distance between the term in the document and the label (number of nodes or path length between the token node and the label): the further a term is from the label vicinity, the lower is its contribution to the score.

\[
\text{distance\_score}(\text{doc}, \text{label}) = \sum_{\text{token} \in \text{doc} \cap \text{LN}(\text{label})} \frac{1}{\text{min\_path\_length}(\text{token, label}) + 1} \quad (2)
\]

3. **Degree**: each node’s score is computed using the number of incoming edges to it, reflecting its importance in the topic graph (we use \( f(n) = \log(1 + n_{\text{edges}}) \) to amortize nodes with a very high degree).

\[
\text{degree\_score}(\text{doc}, \text{label}) = \sum_{\text{token} \in \text{doc} \cap \text{LN}(\text{label})} f(\text{node\_degree}(\text{token})) \quad (3)
\]

4. **Numberbatch similarity**: for each term in the document included in the label neighborhood, we increase the score by its similarity to the label embedding (we denote the Numberbatch concept embedding for word \( w \) by \( \text{nb}_w \)).

\[
\text{numberbatch\_score}(\text{doc}, \text{label}) = \sum_{\text{token} \in \text{doc} \cap \text{LN}(\text{label})} \text{sim}(\text{nb}_{\text{token}}, \text{nb}_{\text{label}}) \quad (4)
\]

5. **Word Embedding similarity**: similar to the Numberbatch similarity, but we use pre-trained 300-dimensional GloVe [16] word embeddings instead to measure the word similarity (we denote the GloVe word embedding for word \( w \) by \( \text{glove}_w \)).

\[
\text{glove\_score}(\text{doc}, \text{label}) = \sum_{\text{token} \in \text{doc} \cap \text{LN}(\text{label})} \text{sim}(\text{glove}_{\text{token}}, \text{glove}_{\text{label}}) \quad (5)
\]

We observe that in equations 4 and 5, multiple similarity measures and normalization options were considered, but the cosine similarity empirically showed the best results, so it has been used for the rest of the experiments. The model is thus the set of the neighborhood for each candidate label coupled with a scoring scheme. We discuss in Section 4.2 (Model Selection) how to empirically decide on the best filtering and scoring method that we then use in our experiments and our online demo.

3.3 Explainability

Given the label neighborhood, we can generate an explanation as to why a document has been given a specific label. This explanation can be generated in natural language or shown as the subgraph of ConceptNet that connects the label node and every word in the document.
that appears within its neighborhood, and hence counted towards its score3.1. We note that, although the “RelatedTo” edge does not offer much in term of explanation beyond semantic relatedness, its explicit presence in ConceptNet confirms this relatedness beyond any non-explicit measure (e.g. word embedding similarity). Since this graph is usually quite big, we can generate a more manageable summary by picking up the closest $N$ terms to the label in the graph embedding space, as they constitute the nodes contributing most to the score of the document. We can show one path (for instance, the shortest) between each of the top term nodes and the label node. The paths can then be verbalized in natural language. For example, for the label *Sport*, and a document containing the word *Stadium*, a line from the explanation (i.e. a path on the explanation subgraph) would look like this ($r$/RelatedTo and $r$/IsA are two relations from ConceptNet):

The document contains the word “Stadium”, which is related to “Baseball”. “Baseball” is a “Sport”.

Another method of explaining the predictions of the model is to highlight the words (or n-grams) that contributed to the classification score in the document. Since every word that appear both in the document and the label neighborhood has a similarity score associated to it (e.g. the cosine similarity between the word and the label embedding), we can visually highlight the words that are relevant to the topic. These two explanation methods are further discussed in the Section 5.

## 4 Experiments

In this section, we first describe the datasets which have been used to evaluate our approach (Section 4.1). Next, we present experiments to select the best model (Section 4.2). We then detail the zero-shot baselines that we compare to our approach (Section 4.3) before discussing our results (Section 4.4). Finally, we show how our model can be used to bootstrap the training for supervised classifier to achieve significantly better results (Section 4.5).

### 4.1 Datasets

While the premise of our approach is the possibility to perform topic categorization in a zero-shot setting, we evaluate it on several datasets from the literature. We identify 4 different Topic Categorization datasets with different properties in terms of style (professional news sources or user-generated content), size, number of topics, topic distribution and document length. We also evaluate our model on a new dataset named AFP News, which provides interesting comparison grounds such as multilingualism (available in English and French), multi-topical documents and strong imbalance in topics distribution. Table 3 summarizes the characteristics of each of these 5 datasets.

- **20 Newsgroups** [12]: a collection of 18000 user-generated forum posts arranged into 20 groups seen as topics such as “Baseball”, “Space”, “Cryptography”, and “Middle East”.
- **AFP News** [18]: a dataset containing 125K English and 26K French news articles issued by the French News Agency (Agence France Presse). The articles are tagged with one or more topics coming from IPTC NewsCode taxonomy4. We consider the first level of this taxonomy which corresponds to 17 top-level topics such as “Art, Culture and Entertainment”, “Environment”, or “Lifestyle and Leisure”. The label distribution is

4 http://cv.iptc.org/newscodes/subjectcode/
highly unbalanced. Since the data on both the English and French documents come from the same source and have similar properties, we use this dataset to compare how well our method compare on two different languages.

- **AG News** [10]: a news dataset containing 127600 English news articles from various sources. Articles are fairly distributed among 4 categories: “World”, “Sports”, “Business” and “Sci/Tech”.
- **BBC News** [9]: a news dataset from BBC containing 2225 English news articles classified in 5 categories: “Politics”, “Business”, “Entertainment”, “Sports” and “Tech”.
- **Yahoo! Answers Comprehensive Dataset** [26]: a dataset containing over 4 million questions (title and body) and their answers submitted by users, extracted from the Yahoo! Answers website. We construct the evaluation dataset following the procedure described in [30] to reproduce its setup for comparison: we select 10K questions from each of the top 10 categories on Yahoo! Answers. We split it into 2 categories. The first split contains the labels “Health”, “Family & Relationships”, “Business & Finance”, “Computers and Internet” and “Society and Culture” whereas the second split contains the labels “Entertainment & Music”, “Sports”, “Science & Mathematics”, “Education & Reference”, and “Politics & Government”. The ground-truth topic labels are assigned by users.

In order to determine the filtering criteria as discussed in Section 4.2 without relying on any further dataset-specific tuning, we use the BBC News dataset as a development set to select the optimal parameters for our model, under the hypothesis that the properties that work best for this dataset would work best for others as well. We verify post-hoc that this hypothesis holds empirically, i.e., the design choices decided using BBC News turn out to deliver the best results on the other datasets as well. The filtering criteria values that gave the best results for Threshold, Hard Cut and Soft Cut have empirically been set to $T = 0.0$, $N = 20000$, $P = 50\%$, respectively.

The 5 datasets have all been pre-processed using the same procedure: we lowercase the text, remove all non-alphabetical symbols and English (or French) stopwords. We then tokenize the strings using the space as separator and finally lemmatize the word using WordNetLemmatizer\(^5\). If the dataset has multiple textual contents (e.g. the Yahoo! Questions dataset consists of questions that are made of a title, a question body, and a set of answers), we concatenate them to form one “document”. In the case of the AFP News dataset, each document can be tagged with one label, multiple labels, or no labels. We drop all non-tagged documents. To compute accuracy, we consider a prediction to be correct if it is among the document labels, and false otherwise. Finally, for the 20 Newsgroups dataset, we collapse the categories “comp.os.ms-windows.misc” and “comp.windows.x” into “windows”, and “comp.sys.mac.hardware” and “comp.sys.ibm.pc.hardware” into “hardware”, since they have very similar original labels. We do so for the baselines methods as well.

### 4.2 Model Selection

In this section, we evaluate some of the options regarding the neighborhood filtering and document scoring mentioned in Section 3. We use the ** BBC News dataset** as a testbed for evaluating model selection. We report the results on the other datasets using the best parameters found at this stage. We first evaluate the different choices made to generate the label neighborhood as discussed in Section 3.1 and reported in Table 1.

\(^5\) [http://www.nltk.org/api/nltk.stem.html?highlight=lemmatizer#module-nltk.stem.wordnet](http://www.nltk.org/api/nltk.stem.html?highlight=lemmatizer#module-nltk.stem.wordnet)
Table 1 Comparing the different filtering configurations on the BBC News dataset (performance expressed in Accuracy).

<table>
<thead>
<tr>
<th>Filtering method</th>
<th>Relations</th>
<th>Depth</th>
<th>Keep All</th>
<th>Top50%</th>
<th>Top20K</th>
<th>Thresh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>N = 1</td>
<td>55.4</td>
<td>54.5</td>
<td>55.4</td>
<td>55.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 2</td>
<td>69.0</td>
<td>65.8</td>
<td>64.8</td>
<td>66.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 3</td>
<td>81.0</td>
<td>81.3</td>
<td>83.5</td>
<td>81.3</td>
<td></td>
</tr>
<tr>
<td>Similarity</td>
<td>N = 1</td>
<td>60.8</td>
<td>57.5</td>
<td>60.8</td>
<td>60.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 2</td>
<td>70.3</td>
<td>66.9</td>
<td>66.2</td>
<td>68.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 3</td>
<td>77.9</td>
<td>81.9</td>
<td>83.4</td>
<td>81.9</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>N = 1</td>
<td>68.4</td>
<td>674</td>
<td>68.4</td>
<td>68.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 2</td>
<td>75.2</td>
<td>73.8</td>
<td>78.0</td>
<td>73.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 3</td>
<td>83.6</td>
<td>83.6</td>
<td>84.0</td>
<td>83.6</td>
<td></td>
</tr>
</tbody>
</table>

We observe that the most consistent way of improving the results is to use larger neighborhoods, as 3-hops neighborhoods systematically outperform the 1 and 2-hops ones. Our experiments show that going beyond \( N = 3 \) comes at the cost of increasing the computation time (mainly the computation of cosine similarity between the label and related nodes), while offering only very marginal improvement overall. The filtering method also impacts the performance but not as consistently (especially for \( N = 3 \)). Finally, using all the relations generally yields better results than using only a subset of the relations, enough to justify the speed trade-off. It is also worth noting that using only the “r/RelatedTo” relation yields comparatively good results, which highlights the fact that “common-sense word relatedness” as expressed in ConceptNet is a strong signal for topic categorization.

For the scoring scheme, we evaluate the various methods mentioned in Section 3.2. The results are reported in Table 2.

Table 2 Evaluating the scoring schemes on BBC News (performance expressed in Accuracy).

<table>
<thead>
<tr>
<th>Count</th>
<th>Distance</th>
<th>Degree</th>
<th>Numberbatch</th>
<th>GloVe</th>
</tr>
</thead>
<tbody>
<tr>
<td>81.8</td>
<td>77.8</td>
<td>78.1</td>
<td>84.0</td>
<td>81.6</td>
</tr>
</tbody>
</table>

We see that using the ConceptNet Numberbatch embeddings gives the best result as they can condense the count, distance, degree of the nodes and the linguistic similarity with regard to the label into a measure of similarity in the embedding space. Accounting for term frequency (counting a word twice in the scoring if it appears twice in the document) in all of the scoring schemes did not translate to an improvement on the results. Accounting for n-grams, however, seems to slightly improve the results, but they require the availability of a corpus to mine such n-grams. Therefore, for the rest of our experiments, we do not account for n-grams. For the rest of our experiments, we keep the following configuration: (“All relations”, \( N = 3 \), “Top20K”, “Numberbatch scoring”). We use ConceptNet v5.7 and Numberbatch embeddings v19.08.
Table 3 Performance on five Topic Categorization datasets (Accuracy).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BBC News</th>
<th>AG News</th>
<th>20 Newsgroups</th>
<th>AFP News (FR)</th>
<th>YQA-v0</th>
<th>YQA-v1</th>
</tr>
</thead>
<tbody>
<tr>
<td># topics</td>
<td>5</td>
<td>4</td>
<td>20</td>
<td>17</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td># docs</td>
<td>2225</td>
<td>127600</td>
<td>18000</td>
<td>125516</td>
<td>50000</td>
<td>50000</td>
</tr>
<tr>
<td>doc/topic std</td>
<td>54.3</td>
<td>22.4</td>
<td>56.7</td>
<td>13682.7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Avg.words/doc</td>
<td>390</td>
<td>40</td>
<td>122</td>
<td>242</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>EN</td>
<td>26.1</td>
<td>26.7</td>
<td>53.5</td>
<td>60.0</td>
<td>51.8</td>
<td>36.2</td>
</tr>
<tr>
<td>GWA</td>
<td>40.2</td>
<td>63.9</td>
<td>36.7</td>
<td>32.8</td>
<td>49.9</td>
<td>43.4</td>
</tr>
<tr>
<td>Entail [30]</td>
<td>71.1</td>
<td>64.0</td>
<td>45.8</td>
<td>61.8</td>
<td>52.0</td>
<td>49.3</td>
</tr>
<tr>
<td>ZeSTE</td>
<td>84.0</td>
<td>72.0</td>
<td>63.0</td>
<td>80.9 (78.2)</td>
<td>60.3</td>
<td>58.4</td>
</tr>
</tbody>
</table>

4.3 Baselines

We propose 3 baseline systems:

- **Entail**: this model is provided by HuggingFace\(^6\) [30]. We use bart-large-mnli as our backend Transformer model which can also be tested at https://huggingface.co/zero-shot/.

- **GloVe Weighted Average** (GWA) inspired by [1]: we average the 300-d GloVe embeddings vectors for every word in the document, and use the cosine similarity between the document embedding and the GloVe label embedding as a score to classify the document. For multi-worded labels (e.g. “Middle East”), we use the average vector of all the label components as the label embedding.

- **Embedding Neighborhood** (EN): for each label, we select the 20k closest words in the embedding space. We score each document by adding up the cosine similarity between the GloVe embedding of every word in the document that appears in the “embedding neighborhood” and the GloVe embedding of the label. In other words, we substitute the explicit graph connections in ConceptNet with the closeness in the GloVe embedding space. This baseline reflects the ability of generic embeddings to encode the topicality of words based only on the similarity in the embedding space.

4.4 Zero-Shot Results

We provide the results obtained by evaluating our method against the baselines on the 5 datasets (BBC News, AG News, 20 Newsgroups, AFP News and YQA) in Table 3. Our method surpasses both GloVe baselines with a significant margin in accuracy on all datasets. GWA shows that the generic word embeddings poorly encode the topicality of words, as it is based solely on the similarity scores between the document content and the label world embedding. The low results with EN show that filtering based only on the embedding space (instead of the graph) is insufficient since the rarely-used words tend to clutter the embedding neighborhood. ZeSTE significantly outperforms Entail, despite the fact that the later relies on a large corpus pre-training and textual entailment task fine-tuning.

The confusion matrices for each datasets (Figure 2) indicate that our method performs more poorly on datasets where there is a lot of topical overlap between the different labels. For example, on 20 Newsgroups, “alt.atheism”, “soc.religion.christian”, “talk.religion.misc”

---

\(^6\) We are using the implementation provided at https://github.com/katanaml/sample-apps/tree/master/01
have a lot of overlapping vocabulary, leading to most documents under “alt.atheism” to fall into either other options. If we collapse all three labels into one (e.g. “religion”), the performance improves from 63.0% to 68.9%. We also observe on the AFP News dataset that “politics” intersects with “unrest, conflict, war” and “business, finance”. The lack of a diameter pattern in AFP’s confusion matrix is due to the high imbalance in the labels, which hurts the precision of the model. It is also worth mentioning how the method works seamlessly for other languages, as demonstrated on the French AFP News dataset, which sees a slight drop of accuracy from 80.9% on English to 78.2% accuracy on French. This shows a great potential for multilingual applicability as ConceptNet supports 78 languages.

Our method is clearly outperformed by the fully supervised methods. While the drop in performance is significant for some datasets, it is to be observed that the supervised methods not only rely on the availability of labeled training data, but usually also require expensive pre-training on more data. For instance, [29] use XLNet, an autoregressive Transformer that has been pre-trained on 120 GB of text. We consider that this absolute loss of accuracy performance is counter-balanced by the applicability in a zero-shot setting as well as the explainability of the model’s decision.

Figure 2 Confusion Matrices for the 4 news datasets.
Finally, we note that the choice of the initial label can be critical for the functioning of this method. While we stayed true to the original labels in the experiments (with an exception for the label “World” that was replaced with “news, politics” in the AG News dataset), we are aware of the possibility of obtaining even better results by changing a label to a more fitting one or including more keywords into it.

4.5 Few-Shots Setup

For each dataset, we compare our model to a more realistic use-case. We create a 80-20 training/test split if one is not already provided, and we randomly sample \( n \) examples from each category to create a training set for our supervised classifier. Among the classifiers considered, we find uncased BERT (\textit{BertForSequenceClassification}) to perform the best. We grow \( n \) in increments of 10 until we achieve an empirical accuracy score on the test set that surpasses our approach in the zero-shot setting. We report \( N = n \times |\text{labels}| \) the number of documents that need to be annotated in Table 4. We also observe that increasing the number of documents does not always improve the test set accuracy.

| Table 4 | The required number of documents needed to achieve zero-shot best performance. |
|---------|-----------------|-----------------|-----------------|-----------------|
| Dataset | BBC News | AG News | 20 Newsgroups | AFP News |
| N       | 300       | 240       | 2160           | 8500       |

4.6 Bootstrapping a Supervised Classifier

One of the potential usage of zero-shot classification is to provide “automatic labeling” for unlabeled documents to a traditional supervised classifier. In other words, we use ZeSTE to annotate a portion of each dataset, and we feed these annotated examples to a state-of-the-art text classifier.

We first define the confidence of the classification as the normalized score for each label, i.e. divided by the sum of all candidate labels scores. In Figure 3, which shows the error distribution with respect to the classification confidence, we see that it correlates well with whether the label is correct or not. Therefore, we can use it as a signal to pick samples to use to bootstrap our classifier. We train the same few-shots model from 4.5 on the best 60% examples of our training data, i.e. we drop 40% of the training examples on which ZeSTE is least confident. We report on the results in Table 5 (the results for ZeSTE row correspond to the performance on the test-set only, not the entire dataset as in Table 3). We can clearly see how the bootstrapping process helps the classifier achieving significantly better results on all tested datasets, all without requiring any human annotation. It is worth mentioning that for this application, the BERT-based classifier training was not thoroughly fine-tuned, which means that even better results can be achieved using the same automatic labeling setup.

![Figure 3](image-url) The prediction error distribution along the normalized confidence scores.
Table 5 The accuracy of ZeSTE and used as bootstrapped model (using the generated predictions as training data) on the test split of each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BBC News</th>
<th>AG News</th>
<th>20 Newsgroups</th>
<th>AFP News</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZeSTE</td>
<td>80.6</td>
<td>71.0</td>
<td>61.6</td>
<td>73.8</td>
</tr>
<tr>
<td>ZeSTE + BERT</td>
<td>94.3</td>
<td>84.2</td>
<td>70.1</td>
<td>83.0</td>
</tr>
</tbody>
</table>

5 Online Demo

To demonstrate our method, we developed a web application which allows users to create their own topic classifier in real time. The user inputs the text to classify either by typing it into the designated textbox or by providing the URI of a web document that we scrape for extracting the content using Trafilatura\(^7\). The user is then prompted to either choose one of the pre-defined sets of labels (e.g. 20NG or IPTC used to evaluate the AFP dataset), or to provide her own set of label candidates. Once the user clicks on the “Predict the Topics” button, the server computes and caches the label neighborhood if it is the first time it encounters the label, otherwise it loads it from the cache for near real-time topic inference. Once the document is pre-processed and the label neighborhood generated, the server sends back its predictions (as confidence scores for each label candidate), and an explanation for each topic based on the common-sense connections between the document content and the label is provided (Figure 4, right panel). We only sample one path between document terms and the label, when in reality there could be many, in order to have a usable UI. In the future, we aim to depict the explanation as a subgraph of ConceptNet which shows all the relevant terms and their connections in the label neighborhood. We also highlight the relevant words in the input text (based on their score). While the demo works only for textual document written in English, we expect to support other languages in the future. The user interface makes use of the ZeSTE API which we also expose for others to be easily integrated.

Figure 4 ZeSTE’s User Interface deployed at https://zeste.tools.eurecom.fr/.

---

\(^7\) https://pypi.org/project/trafilatura/
6 Conclusion and Future Work

In this work, we present ZeSTE, a novel method for zero-shot topic categorization that achieves competitive performance for this task, outperforming solid baselines and previous works while not requiring any labeled data. Our method also provides explainable predictions using the common-sense knowledge contained in ConceptNet. We demonstrate that ZeSTE can help to bootstrap a supervised classifier, achieving high accuracy on all datasets without requiring human supervision. The code to reproduce our approach and replicate our results is available at https://github.com/D2KLab/ZeSTE.

As an extension to this work, we consider an adaptation of the approach to other NLP tasks such as multi-class topic categorization, query expansion and keyphrase extraction. To further improve the approach, an analysis on how to partition the topic neighborhoods and minimise overlap is also envisaged. Finally, studying how to automatically pick better topic labels based on measures such as Mutual Information and Graph Centrality is to follow.
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