Introducing the NLU Showroom: A NLU Demonstrator for the German Language
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Abstract

We present the NLU Showroom, a platform for interactively demonstrating the functionality of natural language understanding models with easy to use visual interfaces. The NLU Showroom focuses primarily on the German language, as not many German NLU resources exist. However, it also serves corresponding English models to reach a broader audience. With the NLU Showroom we demonstrate and compare the capabilities and limitations of a variety of NLP/NLU models. The four initial demonstrators include a) a comparison on how different word representations capture semantic similarity b) a comparison on how different sentence representations interpret sentence similarity c) a showcase on analyzing reviews with NLU d) a showcase on finding links between entities. The NLU Showroom is build on state-of-the-art architectures for model serving and data processing. It targets a broad audience, from newbies to researchers but puts a focus on putting the presented models in the context of industrial applications.
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1 Introduction

Natural language processing (NLP) and understanding (NLU) have gained a lot of interest over the past years. In the following, we will refer to both NLP and NLU as NLU. Recent developments in the field have led to significant improvements for many use cases, enabling the usage of NLU Models in real world application. This applies especially for English, for which a lot of large annotated corpora are available. However, this leaves a gap for other languages such as German.

The goal of the NLU Showroom is to demonstrate the capabilities of NLU models for the German language in order to raise interest from people outside of the scientific domain for integrating NLU models in their applications. The demonstrators provided with the NLU Showroom should serve as showcases for the capabilities of state-of-the-art NLU models and their limitations for a variety of tasks. In the current version we provide demonstrators for a) comparing how different word representation models capture semantic similarity of words when trained on the same corpus, i.e. the German Wikipedia b) Comparing how different sentence representation models interpret sentence similarity when trained on the same corpus,
28:2 The NLU Showroom

Figure 1 The interface of the NLU Showroom lets the user navigate through different demos and lets them interactively explore NLU model capabilities and differences. The users can enter their own prompt or select example inputs.

also Wikipedia c) showcasing how multiple state-of-the-art BERT [9] models can be used to analyze reviews and extract and link aspects and opinions d) showcase how state-of-the-art relation extraction models, extract relations for preselected entities.

The heart of the NLU Showroom is a web-based frontend, which allows the user to interactively explore NLU models in multiple demonstrators (see Figure 1). At it’s core, the NLU Showroom has been built on a strong architectural base, so that it can easily be extended with additional models based on PyTorch and TensorFlow as well as other non-neural models. In the following we will refer to NLU tasks such as named entity recognition as “tasks”, the models used to solve the tasks as “models” and the interactive demo of a model regarding a task as “demonstrator”.

2 Related platforms and demos

A handful of NLU demo platforms already exist. Most of them are demonstrating natural language analysis packages and appeal to experts in the field of NLU rather than to people who want to understand how to utilize NLU in their applications.

A very recent addition is Stanfords Stanza [21]. It is a Python natural language analysis package which is also presented in an online demo [5]. The demo includes the models provided in the package, namely for Part-of-Speech Tagging, Lemmatization, Named Entity Recognition (NER) and Dependency Parsing models for a variety of languages (including German). All of these models represent important steps in the analysis and understanding of texts. However, with the exception of NER, these models address rather low-level tasks and clearly tackle NLU practitioners. They might be too in-depth for people outside of the NLU domain. The same applies for the four demos of the python natural language toolkit (NLTK) [4]. The demos include word tokenizers, stemming in 17 languages, part of speech tagging with 22 different part of speech taggers and finally sentiment analysis, which uses text classification to determine sentiment polarity in 3 languages.

The IBM Watson NLU demo on Text Analysis [3] includes the extraction of entities, keywords, concepts and relations, the classification of sentiment, emotions and categories, and linguistic analysis of semantic roles and syntax. The demo presents prepared examples from different industrial domains and allows to enter own text or URL pointers. However, in contrast to the NLU Showroom, it provides no information about the models used for the different tasks.
The European Language Grid [22] is a platform for supporting language technologies in the European market. It aims at delivering not only datasets but also services and demos for EU official languages and EU languages without official status. The services include a variety of NLP tasks, also for the German language. However, the services seem to be rather focused on NLU practitioners and scientists than on the general public.

The same applies to the Hugging Face Transformer framework [27]. Hugging Face is an open source framework providing pretrained models for a variety of NLP tasks based on Transformer models only. It aims at data scientists and researchers and is primarily focused on the sharing of models and data.

The demonstrator the NLU Showroom shares most similarities with is the one from AllenNLP [10]. AllenNLP is an open-source natural language processing platform for building state of the art models, which also includes a demo on the functionality of NLU models [1]. It includes demonstrations for many NLU tasks, including those that the NLU Showroom aims at. However, the demos and models are only available in the English language.

3 Tasks and Models

For the initial release of the NLU Showroom we selected a variety of tasks which demonstrate how NLU models work, what they are capable of, what their limitations are and how they can be used. We designed demonstrators which easily show how different models understand natural language. The tasks in the demos are of different granularity. Some of them represent word-level tasks, while others are on a sentence basis. In addition, the tasks are of different complexity levels, e.g. single models vs several models that are combined to complete a certain task. The showroom contains short explanations of all the tasks, the models and the data they were trained on.

In the following, we will present the tasks and describe the underlying models. All models were trained on German and English data sets.

3.1 Word-Level

![Figure 2](image)

**Figure 2** An example output of the word similarity task for the word “Konferenz”. The user can see how 3 models evaluate the similarity in a different way. Words that are highlighted in colours are returned by multiple models. The numbers represent the cosine similarity to the query word.
The NLU Showroom currently contains one word-level demonstrator. The demonstrator on the word-level basis shows how different word representation models capture semantic similarity when trained on the same corpus with similar hyper-parameters. We trained multiple distributed embedding models on the same preprocessed versions of the German and English Wikipedia. The models we trained are Word2Vec [15], Glove [18] and FastText [8]. We have two intentions with this demonstrator: 1) Show that these representations capture meaningful similarities and can be used e.g. to enrich search functions or ontologies 2) Show that these models capture similarities in different ways – e.g. that the influence of using character n-grams in FastText heavily influences what is considered similar when compared to Word2Vec. Reason 2) also motivates why we did not use pretrained embeddings since the data they were pre-processed with was most likely from multiple sources. For the same reason all models have been trained with roughly the same parameters. In detail, all embeddings have been trained with embedding dimensionality set to 300, a context window size of 5 and 5 negative samples. Our word similarity demo (see Figure 2) lets users input query words and phrases and explore the nearest neighbors that the models obtain. It highlights similarities and differences between the responses of the different models. An interesting observation is that despite their theoretical similarity [14] Word2Vec and Glove produce surprisingly different results. It is also easily observable that FastText focuses more on morphological similarities. In the future we will add further word representation models and let the users select which models to compare.

3.2 Sentence-Level
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An exemplary output of the sentence similarity task. The user can enter a source sentence and several target sentences. As result we show the similarities of the target sentences to the source sentence computed by the different models. A higher number means greater similarity. Across models the same sentence is highlighted in the same color for easier comparison.

In our initial release of the NLU Showroom we integrate demonstrators for 3 different sentence-level tasks. The first demo displays a sentence similarity task, similar to the word-similarity task. Users can input a source sentence and target sentences and then our models compare the similarity of the source sentence to the different target sentences. Many text based processes require the need to compare texts and identify similar texts or passages. We intend to highlight how the choice of model can influence the similarities and that the models rely on more than simple string or keyword matching. Our demonstrator currently includes 4 different models. We trained a Doc2Vec [13] model on the German and English Wikipedia.
and use the Word Mover’s Distance [12] together with the 3 different word representation models mentioned in the word-level task. The demo displays the similarity rankings of the different target sentences to the source sentence. Figure 3 shows an example call of the sentence similarity task. Notably all models understand that target sentence 1 is closer to the source sentence, even though target sentence 2 and the source sentence share more words. We will integrate new Transformer-based similarity measures soon.

Our second sentence-level demo, demonstrates a relation extraction and classification model. Here we use a BERT-based model [24] that was trained on the German Smartdata Corpus [23] and the English SemEval2010 Task8 data set [11]. In the demo, the user can input a sentence and specify entities which should be checked for relations (see Figure 4). The model then visualizes the relation class, if a relation has been detected.

Third, we present an aspect-based opinion mining demo. This demo actually combines three models, trained on German and English Yelp reviews. It starts by extracting aspects and opinions from the text using a BERT-based architecture [25]. Another BERT-based model is applied to compute sentiment labels. Lastly we link aspects and opinions by finding shortest paths in the dependency tree. The dependency tree is build using StanfordNLP’s dependency parser [20].

Figure 4 The output of our relation extraction and classification demonstrator. The demo requires 2 steps: 1) The user inputs a sentence 2) the user highlights the entities which should be checked for a possible relation. If a relation is detected, the name of the relation is returned.

Figure 5 Exemplary outputs of the opinion mining task. The first sentence includes two different sentiments (aspect-opinion pairs). Aspects and opinions are linked via a number next to their description and links are highlighted when hovered over. Green represents positive and red negative sentiment. In the second sentence we negated the opinions.
The English models were trained on the SemEval2014-Task4 data set [19], which originally only consisted of aspect labels and their sentiments, but was extended to also annotate opinion labels [26]. For the German language we crawled and manually annotated reviews from Yelp to create a dataset, which we aim to publish in the future. The demo asks the users to enter a restaurant review and will then output the extracted aspects and opinions as well as the links between them and the according sentiments (see Figure 5). It serves as a demonstration of what is possible in automated review analysis with state-of-the-art models. Experiments with the models show that it is rather resistant to spelling mistakes, can handle negations and multiple aspect and opinion pairs. However, it fails when multiple opinions are linked to the same aspect.

4 Technical Architecture

The NLU Showroom demonstrates state-of-the-art NLU models. These models are typically created with the help of modern open source frameworks, such as TensorFlow [7] and PyTorch [17]. These frameworks also already include components for serving the models. As part of TensorFlow Extended (TFX), TensorFlow Serving [16] is a serving system for machine learning models which is designed for production environments. It provides integration with TensorFlow models and can be easily extended to serve other types of models and data. TorchServe [6] is a lightweight tool for deploying and serving PyTorch models. Since the NLU Showroom is focused on quickly demonstrating latest models from ML research, we integrated these two open source frameworks in the backend of our NLU Showroom. The training process of the models is not explicitly addressed by our architecture and is performed offline in a GPU computing cluster.

In detail, the NLU Showroom consists of a frontend and several backend components. The frontend is a web application that is based on frontend frameworks such as Node.js and React. It includes the actual web pages, the controls to interact with the models and the different visualizations for the model results. The frontend communicates with the backend part via REST services. The backend includes several components which are mainly responsible for serving the models. As we already stated, we use TensorFlow Serving [16] and TorchServe [6] for serving models from the different frameworks. In addition, a webserver that serves as wrapper for the model serving components is responsible for transforming the model results into visualization content and also for wrapping several models for a single task, e.g., for the task on aspect based opinion mining where 3 models are combined.

![Figure 6](image_url) The technical architecture of the NLU Showroom.

The whole architecture is based on Docker [2] in order to easily isolate the different components. This allows us to take standard open source components as TensorFlow Serving and TorchServe without any modifications, and isolate our wrapper and glue code in a single...
separate component (the web server). The containerization via Docker also allow us to later deploy the system into an auto-scaling production environment. Figure 6 gives an overview over the technical architecture.

New models can be integrated in an easy way. They just have to be deployed into the TorchServe or the TensorFlow Serving container. If the new model refers to an existing task, there are just minor adaptations needed on the wrapper backend component to forward the model output to the frontend. If it refers to a new task, there is the need to develop a suitable widget for it. In addition, the wrapper needs to be extended for tasks that include several models or build on models that are not deployed into TorchServe or TensorFlow Serving but need custom integration. Currently, the set of tasks and models is curated by the project team. In the future we might open the NLU Showroom to further contributors.

5 Conclusion

We present the NLU Showroom, a platform for demonstrating NLU models. The platform aims at people outside of the NLU community, who are intending to use NLU in their applications and products. In the current version, the NLU Showroom includes state-of-the-art models for word and sentence similarity tasks, aspect and opinion mining and relation extraction, with more demos and models to follow. The platform builds on state-of-the-art open source components such as TensorFlow Serving, PyTorch and Docker.

In addition to releasing more demos we aim to link the showroom in the blog of the Competence Center for Machine Learning Rhine-Ruhr (ML2R). In the blog we will give detailed explanations about the models, tasks and data sets used to create the demos of the NLU Showroom and describe how these models can and have been used in projects and products.
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