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Abstract

We propose a new model for augmenting algorithms with predictions by requiring that they are formally learnable and instance robust. Learnability ensures that predictions can be efficiently constructed from a reasonable amount of past data. Instance robustness ensures that the prediction is robust to modest changes in the problem input, where the measure of the change may be problem specific. Instance robustness insists on a smooth degradation in performance as a function of the change. Ideally, the performance is never worse than worst-case bounds. This also allows predictions to be objectively compared.

We design online algorithms with predictions for a network flow allocation problem and restricted assignment makespan minimization. For both problems, two key properties are established: high quality predictions can be learned from a small sample of prior instances and these predictions are robust to errors that smoothly degrade as the underlying problem instance changes.
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1 Introduction

Inspired by advances in machine learning, there is an interest in augmenting algorithms with predictions, especially in online algorithm design [21, 10, 12, 15, 26, 28, 34, 27]. Algorithms augmented with predictions have had empirical success in domains such as look-up tables [26], caching [28], and bloom-filters [31]. These successes and the availability of data to make predictions using machine learning have motivated the development of new analysis models.

¹ The corresponding author
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for going beyond worst-case bounds where an algorithm is supplied with accurate predictions. In these models, an algorithm is given access to a prediction about the problem instance. The algorithm’s performance is bounded in terms of the quality of this prediction. Typically the algorithm learns such predictions from a limited amount of past data leading to error-prone predictions. The algorithm with accurate predictions should result in better performance than the best worst-case bound. Ideally, the algorithm never performs asymptotically worse than the best worst-case algorithm even if the prediction error is large. In-between, there is a graceful degradation in performance as the prediction error increases. For example, competitive ratio or running time can be parameterized by prediction error. See [32] for a survey.

Learnable and Instance-Robust Predictions. The model proposed in this paper has two pillars for augmenting algorithms with predictions. (Learnability:) Predictions should be learnable from representative data. (Instance Robustness\footnote{Note that the robustness here is different from the definition of robustness mentioned in previous work, which we refer to as parameter robustness. See Section 2 for a discussion.}) Predictions should be robust to minor changes in the problem instance. As in prior models, determining what to predict remains a key algorithmic challenge.

Suppose there is an unknown distribution $D$ over instances $I$. Building on data driven algorithm design [21] and PAC-learning models, we require that predicted parameters are provably learnable using a small number of sample instances from $D$. The sample complexity of this task can be used to compare how difficult different predictions are to construct. Practically, the motivation is that parameters are learned from prior data (e.g. instances of the problem).

In practice, future problem instances may not come from the same distribution used to learn the parameters. Therefore, we also desire predictions that are robust to modest changes in the input. In particular, if the predictions perform well on some instance $I$, then the performance on a nearby instance $I'$ should be bounded as a function of the distance between these instances. This measure of the distance between instances is necessarily problem specific.

We note that learnability is rarely addressed in prior work and our robustness model differs from many prior works by bounding the error by differences in problem instances (instance robustness), rather than by the differences in the predictions themselves (parameter robustness). We present learnable and instance-robust predictions for two concrete online problems.

Online Flow Allocation Problem. We consider a general flow and matching problem. The input is a Directed-Acyclic-Graph (DAG) $G$. Each node $v$ has an associated capacity $C_v$. There is a sink node $t$, such that all nodes in the DAG can reach the sink. Online source nodes arrive that have no incoming edges (and never have any incoming edges in the future) and the other nodes are offline and fixed. We will refer to online nodes $i$ as impressions. When impression $i$ arrives, it is connected to a subset of nodes $N_i$. At arrival, the algorithm must decide a (fractional) flow from $i$ to $t$ of value at most 1 obeying the node capacities. This flow is fixed the moment the node arrives. The goal is to maximize the total flow that reaches $t$ without exceeding node capacities. Instances are defined by the number of each type of impression. The type of an impression is given by the subset of the nodes of $G$ to which it has outgoing arcs. We may consider specific worst-case instances or a distribution over types
in our analysis. This problem captures fractional versions of combinatorial problems such as online matching, unweighted Adwords, and finding a maximum independent set in a laminar matroid or gammoid. We call the problem the Online Flow Allocation Problem.

**Restricted Assignment Makespan Minimization.** In this problem, there are $m$ machines and $n$ jobs arrive in an online order. When job $j$ arrives it must be immediately and irrevocably assigned to a machine. The job has size $p_j$ and can only be assigned to a subset of machines specific to that job. After $j$ is assigned the next job arrives. A machine’s load is the total size of all jobs assigned to it. The goal is to minimize the makespan, or maximum load, of the assignment.

1.1 Overview of Results for Flow Allocation and Restricted Assignment

We first focus on the flow allocation problem and then we give similar results for the makespan minimization problem.

**Node Parameters.** Our results on learnability and robustness are enabled by showing the existence of node weights which capture interesting combinatorial properties of flows. Inspired by the weights proven in [2] for bipartite matching, we establish that there is a single weight for each node in the DAG that completely describe near optimal flows on a single problem instance. The weights determine an allocation of flow for each impression which is independent of the other impressions. Each node in the DAG routes the flow leaving it proportionally to the weights of its outgoing neighbors. Moreover, the flow is near optimal, giving a $(1-\epsilon)$-approximate solution for any constant $\epsilon > 0$ (but requiring time polynomial in $1/\epsilon$ to compute). Given these weights, the flow can be computed in one forward pass for each impression in isolation. Thus they can be used online if given as a prediction. These weights are also efficiently computable offline given the entire problem instance (see Theorem 3).

**Instance Robustness.** We measure the distance of the two instances as the difference of the number of impressions of each type (see Theorem 5). We show that if the weights are near optimal for one instance, the performance degrades gracefully according to the distance between the two instances. This distance is defined for any two instances irrespective of whether they are generated by specific distributions.

**Learnability.** For learnability it is assumed that impressions are drawn from an unknown distribution over types. We show that learning near-optimal weights for this distribution has low sample complexity under two assumptions. First, we assume the unknown distribution is a product distribution. Second, we assume that the optimal solution of the “expected instance” (to be defined later) has at least a constant amount of flow routed through each node. In the 2-layer case, this assumption can be simplified to requiring each node’s capacity to be at least a constant (depending on $\frac{1}{\epsilon}$). The number of samples is polynomial in the size of the DAG without the impressions. Note that in problems such as Adwords, the impressions are usually much larger than the fixed portion of the graph.

We now present our main theorem on the flow allocation problem.

---

3 We also show that our predictions for the online flow allocation problem have “parameter robustness”, the kind of robustness that has been considered in prior work (Theorem 6).

4 This is similar to the lower bound requirement on budgets in the online analysis of the AdWords problem [16].
Theorem 1 (Flow Allocation - Informal). There exist algorithmic parameters for the Online Flow Allocation problem with the following properties:

(i) (Learnability) Learning near-optimal parameters has sample complexity polynomial in $1/\epsilon$ and the size of the graph excluding the impressions. These parameters result in an online algorithm that is a $(1 - \epsilon)$-approximate solution in expectation as compared to the expected optimal value on the distribution for any constant $\epsilon > 0$. (Theorem 4)

(ii) (Instance Robustness) Using the optimal parameters for an instance on another instance gives a competitive ratio that improves as their distance decreases, where the distance is proportional to the difference of impressions (Theorem 5).

(iii) (Worst-Case Robustness) The competitive ratio of the online algorithm using the parameters is never worse than $1/d + 1$, regardless of the distance between the two instances, where $d$ is the diameter of $G$. (Theorem 5)

The theorem states that weights are learnable and only a small number of samples are required to construct weights that are near optimal. These predictions break the worst-case $1 - 1/e$ bound on the competitive ratio for any randomized algorithm for online fractional matching, a special case. Moreover, the difference in the types of impressions between two instances gives a metric under which we can demonstrate instance robustness. Further, the algorithm has worst-case guarantees, i.e. the ratio is never worse than $1/d + 1$, which is tight for deterministic integral online algorithms and $d$-layer graphs (see Theorem 61 in the full version) even though we output fractional allocations.

We now discuss our results for makespan minimization.

Theorem 2 (Restricted Assignment - Informal). There exist algorithmic parameters for the Restricted Assignment Makespan Minimization problem with the following properties:

(i) (Learnability) Learning the near-optimal parameters has sample complexity polynomial in $m$, the number of machines, and $1/\epsilon$. These parameters result in an online algorithm that is a $(1 + \epsilon)$-approximate solution in expectation as compared to the expected optimal value on the distribution for any constant $\epsilon > 0$. (Theorem 8)

(ii) (Instance Robustness) Using the optimal parameters for any instance on a nearby instance gives a competitive ratio for fractional assignment that is proportional to their distance, where the distance is proportional to the relative difference of job sizes of the same type. (Theorem 7)

(iii) (Worst-Case Robustness) The competitive ratio of the algorithm using the parameters is never worse than $O(\log m)$, matching the known $\Omega(\log m)$ lower-bound on any integral online algorithm. (Theorem 7)

This theorem shows that the predictions of [27] have much stronger properties than what is known and are learnable and instance robust. That paper left open the question if their predictions can be formally learned in any model. Moreover, it was not known if they are instance robust. We remark that this theorem assumes fractional assignments, whereas the original problem (and the lower bound [8]) requires integer assignments. Lattanzi et al. [27] shows that any fractional assignment can be rounded online while losing a $O((\log \log m)^3)$ factor in the makespan.

1.2 Related Work

Algorithms with Predictions. In this paper, we consider augmenting the standard model of online algorithms with erroneous predictions. Several online problems have been studied in this context, including caching [28, 35, 23, 37], page migration [22], metrical task systems [6], ski rental [34, 19, 3], scheduling [34], load balancing [27], online linear optimization [13], speed scaling [38], set cover [39], and bipartite matching and secretary problems [7].
Antoniadis et al. [7] studies online weighted bipartite matching problems with predictions. The main aspect of this work which distinguishes it from ours is that it considers the random order arrival model, rather than adversarial orders.

Mahdian et al. [29] focuses on the design of robust algorithms. Rather than considering online algorithms which use a prediction, they consider two black box online algorithms, one optimistic and the other pessimistic. The goal is to give an online algorithm which never performs much worse than the better of these two algorithms for any given instance. This is shown for problems such as load balancing, facility location, and ad allocation.

The predictions utilized in our algorithm come in the form of vertex weights that guide a proportional allocation scheme. Agrawal et al. [2] first studied proportional allocations for maximum cardinality fractional matching as well as weighted fractional matchings with high entropy. Lattanzi et al. [27] utilize similar predictions based on proportional weights to give algorithms with predictions for online load balancing.

Data-Driven Algorithm Design. This paper considers the learnability of the predictions through the model of data-driven algorithms. In classical algorithm design, the main desire is finding an algorithm that performs well in the worst case against all inputs for some measure of performance, e.g. running time or space usage. Data-driven algorithm design [21, 9, 11, 10, 12, 15], in contrast, wants to find an algorithm that performs well on the instances that the user is typically going to see in practice. This is usually formalized by fixing a class of algorithms and an unknown distribution over instances, capturing the idea that some (possibly worst case) instances are unlikely to be seen in practice. The typical question asked is: how many sample instances are needed to guarantee you have found the best algorithm for your application domain?

Other Related Work. Online matching and related allocation problems have been extensively studied in both the adversarial arrival setting [25, 24, 17, 30] and with stochastic arrivals [16, 18, 20, 33, 1]. A related but different setting to ours is the online algorithms with advice setting [14]. Here the algorithm has access to an oracle which knows the offline input. The oracle is allowed to communicate information to the algorithm about the full input, and the goal is to understand how many bits of information are necessary to achieve a certain competitive ratio. This has also been extended to the case where the advice can be arbitrarily wrong [4]. This can be seen as similar to our model, however the emphasis isn’t on tying the competitive ratio to the amount of error in the advice.

### 2 Algorithms with Learnable and Instance-Robust Predictions

Learnability via Sample Complexity. We consider the following setup inspired by PAC learning and recently considered in data-driven algorithms. Assume a maximization problem and let \( D \) be an unknown distribution over problem instances. Let \( \text{ALG}(I, y) \) be the performance\(^5\) of an algorithm using parameters \( y \) on instance \( I \). The ideal prediction for this distribution is then \( y^* := \arg\max_y \mathbb{E}_{I \sim D}[\text{ALG}(I, y)] \). Since we assume that \( D \) is unknown, we wish to learn from samples. In particular, we wish to use some number \( s \) of independent samples to compute a parameter \( \hat{y} \) such that \( \mathbb{E}_{I \sim D}[\text{ALG}(I, \hat{y})] \geq (1 - \epsilon)\mathbb{E}_{I \sim D}[\text{ALG}(I, y^*)] \)

\(^5\) In general this can be any performance metric, such as running time or solution value. Here we focus on the value of some objective function such as the size of a fractional flow.
with probability $1 - \delta$, for any $\epsilon, \delta \in (0, 1)$. The sample complexity $s$ depends on the problem size as well as $1/\epsilon$ and $1/\delta$. As is standard in learning theory, we require the sample complexity to be polynomial in these parameters.\footnote{For more difficult problems, we can relax the $1 - \epsilon$ requirement to be a weaker factor.}

Inspired by competitive analysis, we also compare to the following stronger benchmark in this paper. For any instance $I$, let $\text{OPT}(I)$ be the value of an optimal solution on $I$. We give learning algorithms producing predicted parameters $\hat{y}$ such that $\mathbb{E}_{I \sim \mathcal{D}}[\text{ALG}(I, \hat{y})] \geq (1 - \epsilon)\mathbb{E}_{I \sim \mathcal{D}}[\text{OPT}(I)]$ and polynomial sample complexity under the assumptions on $\mathcal{D}$ described earlier. Note that this guarantee implies the first one.

**Instance Robustness.** Let $I$ and $I'$ be two problem instances, and consider running the algorithm on instance $I'$ with the prediction $y^*(I)$. We bound the performance of the algorithm as a function of the difference between these two instances. In contrast, prior work focuses on differences in the predicted parameters $y^*$ and $y'$ for the same instance $I$. Moreover, it is desirable that the algorithm never performs worse than the best worst-case algorithm.

For example, in online flow allocation, we can consider an instance as a vector of types, i.e. $I_i$ is the number of impressions of type $i$. Then we can take the difference between the instances as $\gamma = \|I - I'\|_1$. Say $y^*(I)$ can be used to give a $c$-competitive algorithm on instance $I$. Let $\alpha$ be the best competitive ratio achievable in the worst-case model. We desire an algorithm that is $\max\{f(c, \gamma), \alpha\}$-competitive where $f$ is a monotonic function depending on $c$ and $\gamma$. We remark that the online model requires $I'$ to arrive in a worst-case order.

### 2.1 Putting the Model in Context

**Relationship to Prior Predictions Model.** The first main difference in this model as compared to prior work is learnability. With the notable exception of [3], prior work has introduced predictions without establishing they are learnable. Without this requirement there is no objective metric to detail if a prediction is reasonable or not. To see this shortcoming, imagine simply predicting the optimal solution for the problem instance. This is often not reasonable because the optimal solution is too complex to learn and use as a prediction. We introduce bounded sample complexity for learning predictions in our model to ensure predictions can be provably learned.

Next difference is in how to measure error. The performance of the algorithm is bounded in terms of the error in the prediction in the prior model. For example, say the algorithm is given a predicted vector $\hat{y}(I)$ for problem instance $I$ and the true vector that should have been predicted is $y^*(I)$. One can define $\eta_{\hat{y}(I)} = \|\hat{y}(I) - y^*(I)\|_p$ to be the error in the parameters for some norm $p \geq 1$. The goal is to give an algorithm that is $f(\eta_{\hat{y}(I)})$-competitive for an online algorithm where $f$ is some non-decreasing function of $\eta_{\hat{y}(I)}$: the better the function $f$, the better the algorithm performance. One could also consider run time or approximation ratio similarly. Notice the bound is worst-case for a given error in the prediction. This we call parameter robustness.

It is perhaps more natural to define a difference between two problem instances as in our model rather than the difference between two predicted parameters. Indeed, consider predicting optimal dual linear program values. These values can be different for problem instances that are nearly identical. Therefore, accurate parameters will not be sufficient to handle inconsequential changes in the input. Instance robustness allows for more accurate
Comparison of two predictions on similar problem instances. More practically, instance closeness is easier to monitor than closeness of the proposed predictions to an unknown optimal prediction for the whole instance.

**Learning Algorithm Parameters.** Learning algorithmic parameters has distinct advantages over learning an input distribution. In many cases it can be easier to learn a decision rule than it is to learn a distribution. For example, consider the unweighted $b$-matching problem in bipartite graphs for large $b$ in the online setting. In this problem there is a bipartite graph $G = (I \cup A, E)$ with capacities $b \in \mathbb{Z}_+$. The objective is to find a collection of edges such that each node in $I$ is matched at most once and each node $a \in A$ is matched at most $b_a$ times. Nodes on one side of the graph arrive online and must be matched on arrival. Say the nodes are i.i.d. sampled from an unknown discrete distribution over types. A type is defined by the neighbors of the node. Let $s$ be the number of types. Then the sample complexity of learning the distribution is $\Omega(s)$. Notice that $s$ could be superlinear in the number of nodes. In our results, the sample complexity is independent of the number of types in the support of the distribution. The phenomenon that it is sometimes easier to learn good algorithmic parameters rather than the underlying input distribution has been observed in several prior works. See [21, 9, 11, 10, 12, 15] for examples.

Table 1 illustrates how our paper relates to prior work, focusing on the two pillars for augmenting algorithms emphasized in our model.

**Paper Organization.** In this extended abstract, we give a technical overview of our results. For online flow allocation, both learnability and instance-robustness rely on showing the existence of node predictions which is described in Section 3, followed by learnability and robustness in Sections 4 and 5 respectively. Section 6 considers online load balancing and gives a brief technical overview. All proofs of our results are available in the full version of this paper.

### 3 Matchings and Flows: Existence of Weights

Consider a directed acyclic graph $G = ((s, t) \cup V, E)$, where each vertex $v \in V$ has capacity $C_v$ and is on some $s - t$ path. Our goal is to maximize the flow sent from $s$ to $t$ without violating vertex capacities. Before considering the general version, we examine the 3-layered version. Say a graph is $d$-layered if the vertices excluding $s, t$ can be partitioned into $d$ ordered sets where all arcs go from one set to the next. Then the 3-layered case is defined as follows. The vertices in $V$ are partitioned into 3 sets $I, A, B$. $s$ is connected to all of $I$ and $t$ is connected from all of $B$, while the remaining edges are only allowed to cross from $I$ to $A$ and from $A$ to $B$. Let $N_u := \{v \in V \mid (u, v) \in E\}$ be $u$’s out-neighbors. We have the following result generalizing the prior work of Agrawal et al [2] on 2-layered graphs.
Theorem 3. Let $G = (\{s, t\} \cup V, E)$ be a 3-layered DAG. For each edge $(u, v) \in E$, let $x_{uv}$ be the proportion of flow through $u$ which is routed along $(u, v)$. For any $\epsilon \in (0, 1)$, there exist weights $\{\alpha_v\}_{v \in V}$ such that setting $x_{uv} = \alpha_v \alpha_{v'} \sum \alpha_{v''} / \alpha_{v''}$ yields a $(1 - \epsilon)$-approximate flow. Moreover, these weights can be obtained in time $O(n^4 \log(n/\epsilon)/\epsilon^2)$.

We can generalize this theorem to $d$-layered graphs. In particular, our algorithm for the $d$-layered case produces weights with additional properties, which we leverage to handle general DAGs. Notice that the number of weights is proportional to the number of nodes in the graph and not the number of edges. We believe it is an interesting combinatorial property that such succinct weights on the nodes can encode a good flow on the asymptotically larger number of edges and is of independent interest.

Technical Overview

Here we give a technical overview. The full proof is omitted in this version.

A Simple Algorithm for Layered Graphs. Prior work [2] showed that there exists a set of weights giving nearly the same guarantees we show, but only for bipartite graphs. The existence of such weights can be generalized to $d$-layer graphs easily as follows. First find an (optimal) maximum flow $f$. For each vertex $v$, let $f(v)$ be the flow going through $v$. Reset the vertex capacity of $v$ to be $f(v)$. For each pair of adjacent layers find the weights between the two layers independently using the algorithm of [2], treating nodes on the left hand side as $f(v)$ individual impressions. By the previous result, each layer only loses a negligible portion of the total flow which can be compounded to yield a low loss for these set of weights.

The above reduction does not generalize to general DAGs. One can arrange a DAG into layers, but there are fundamental algorithmic challenges with constructing weights that arise when edges cross layers. One of this paper’s algorithmic contributions is showing how to construct such weights for general DAGs. Moreover, as an intermediate result, we show how to compute the weights directly extending the approach of [2] for multi-layer graphs without first solving a flow problem optimally as in the above reduction.

Finding Weights for Bipartite Graphs. We begin by first simplifying the algorithm of [2] for bipartite graphs. Let $G = (\{s, t\} \cup I \cup A, E)$ be such a graph. In this case, the fraction of flow $u \in I$ sends to $v \in A$ simplifies to $x_{uv} = \alpha_u \alpha_v \sum \alpha_{v'} / \alpha_{v''}$ where $\{\alpha_v\}_{v \in I \cup A}$ are the set of weights. Initially all of the weights are 1 for a vertex $a \in A$. Some of the nodes receive more flow than their capacity in this initial proportional allocation according to the weights. We say a node for which the current proportional allocation of flow exceeds its capacity by a $1 + \epsilon$ factor is overallocated. In an iteration, the algorithm decreases the weights of these nodes by a $1 + \epsilon$ factor. After this process continues for a poly-logarithmic number of iterations, we will be able to show the resulting weights result in a near optimal flow.

To prove that the final weights are near optimal, we show that the weights can be directly used to identify a vertex cut whose value matches the proportional flow given by the weights. In particular, we will partition the nodes in $A$ based on their weight values. For a parameter $\beta$, we say a node is “above the gap” if its weight is larger than $\beta n/\epsilon$. A node of weight less

---

Prior work [2] performed this operation as well as increasing the weights of nodes whose allocation was significantly below the capacity. Our simplification to allow only decreases helps with the generalization to more complex graphs and correcting for error in the weights.
than $\beta$ is below the gap. All others are in the gap. The parameter $\beta$ is chosen such that the nodes in the gap contribute little to the overall flow and they can essentially be discarded via an averaging argument. Assume this set is empty for simplicity. Let $G(A)^+$ and $G(A)^-$ be the sets of vertices in $A$ above and below the gap, respectively.

We now describe a cut. Let $I_0 \subseteq I$ be the impression nodes adjacent to at least one node in $G(A)^+$. Then the vertex cut is $I_0 \cup G(A)^-$. Since all paths must either cross $I_0$ or $G(A)^-$, this is a valid vertex cut. We now show the cut value is close to the flow achieved by the weights, completing the analysis using the weaker direction of the max-flow min-cut theorem.

First, nodes in $I_0$ are cut. Due to the way flow is sent based on the weight proportions, for any vertex $I_0$, at least a $(1 - \epsilon)$ proportion of its flow will be sent to $G(A)^+$. Since the nodes in $G(A)^+$ did not decrease the weights at least once, at some point they were not over-allocated. We claim that because of this, they will never be over-allocated hence and, therefore, nodes in $I_0$ send nearly all of their flow to the sink successfully. Next nodes in $G(A)^-$ are cut. These nodes decreased their weights (almost) every iteration because they are at or above their allocation. Thus, for all these nodes we get flow equal to their total capacity. The fraction of this flow through $G(A)^-$ coming from paths using $I_0$ is negligible because of the weight proportions so this flow is almost disjoint from that of $I_0$. Thus, we have found a proportional flow nearly matching the value of the cut identified.

**General Graphs.** Now we consider the more general algorithm. To convey intuition, we will only consider directly computing weights for a 3-layered graph $G = (\{s\} \cup I \cup A \cup B \cup \{t\}, E)$ where edges are between adjacent layers. This will highlight several of the new ideas. As before, weights of all nodes are initially one. And as before, a node decreases its weight if it is over-allocated, which we will refer now to as a self-decrease. Now though, whenever a node in $A$ decreases its weight it does so by a $(1 + \epsilon')$ factor and those in $B$ decrease at a $(1 + \epsilon)$ factor where $\epsilon' \leq \epsilon$.

A new challenge is that a node $b$ in layer $B$ may be over allocated and it may not be enough for $B$ to reduce its weight. Indeed, $B$ may need some neighbors in $A$ to reduce their allocation. For instance, if $b \in B$ has neighbors in $A$ for which it is the only neighbor, then reducing $b$'s weight does not change its allocation and the flow needs to be redistributed in the first layer. In this case, the nodes in $B$ will specify that some nodes in $A$ need to decrease their allocation. We call this a forced decrease. This set has to be carefully chosen and intuitively only the nodes in $A$ that are the largest weight as compared to $b \in B$ are decreased. We run this procedure for a polylogarithmic number of steps and again we seek to find a cut matching the achieved flow.

We discuss the need for different $\epsilon$ and $\epsilon'$. In the bipartite case when a node decreased its weight, that node is guaranteed to receive no more allocation in the next round (it could remain the same though). Intuitively, this is important because in the above proof for bipartite graphs we want that if a node is in $G(A)^+$, above the gap, it was ever under-allocated then it never becomes over-allocated in later iterations. Our update ensures this will be the case since self-decreases will continue henceforth to keep the load of such a node below its capacity. Consider setting $\epsilon = \epsilon'$ for illustration. Because of the interaction between layers, a node $i$ in $B$ could receive more allocation even if it decreases its weight in an iteration. This is because the nodes in $A$ and $B$ could change their weights. Nodes in $A$ changing their weight can give up to an extra $(1 + \epsilon)$ allocation (via predecessors of $i$ that are

---

8 This averaging is what necessitates the poly-logarithmic number of weight update iterations in the algorithm
Learnable and Instance-Robust Predictions

We show that the weights are efficiently learnable. Assuming that each arriving impression is i.i.d. sampled from an unknown distribution, we want to learn a set of weights from a collection of past instances and examine their expected performance on a new instance.
from the same distribution\(^9\). A direct approach might be to learn the unknown distribution from samples and utilize known ideas from stochastic optimization (where knowledge of the distribution is key). A major issue though is that there can be a large number of possible types (potentially exponential in the number of nodes of the DAG). A distribution that is sparse over types is not easy to learn with a small number of samples.

We claim that the weights are efficiently learnable, even if the distribution of types of impressions is not. We show that this task has low sample complexity and admits an efficient learning algorithm. Consequently, if there is an unknown arbitrary distribution that the impressions are drawn from, then only a small number of instances is required to compute the weights. The number of samples is proportional to size of the DAG without the impressions. In most problems such as Adwords, the number of arriving impressions is much larger than the fixed (offline) portion of the graph.

Before stating our results, we introduce two necessary assumptions. The first assumption is that each impression is i.i.d. sampled from an unknown distribution \(D\). Where no ambiguity will result, we also say an instance is sampled from \(D\) if each impression is an i.i.d sample from \(D\). The second assumption is related to the expected instance of the distribution \(D\). The expected instance of a distribution is the instance where the number of each type of impressions is exactly the expected value.\(^10\) We assume that in the optimal solution of the expected instance, the load of each node is larger than a constant. Namely, it cannot happen that in the optimal flow, there exist many vertices which obtain very small amount of flow.

\[ \text{Theorem 4. Under the two assumptions above, for any } \epsilon, \delta \in (0,1), \text{ there exists a learning algorithm such that, after observing } O(\frac{n^2}{\epsilon^2} \ln(n \log n)) \text{ instances, returns weights } \{\hat{\alpha}\}, \text{ satisfying that with probability at least } 1 - \delta, \mathbb{E}_{I \sim D}[R(\hat{\alpha}, I)] \geq (1 - \epsilon)\mathbb{E}_{I \sim D}[R(\alpha^*, I)] \text{ where } R(\alpha, I) \text{ is the value of the fractional flow obtained by applying } \alpha \text{ to instance } I \text{ and } \alpha^* = \arg \max_{\alpha} \mathbb{E}_{I \sim D}[R(\alpha, I)]. \]

**Technical Overview.** Here we overview the analysis. The full proof is omitted in this version.

To show that the weights are learnable we utilize a model similar to that of data-driven algorithm design. To illustrate our techniques we focus on the case when the instance is a bipartite graph \(G = (I \cup A, E)\) with capacities \(C_a\) for each \(a \in A\) (also recall that \(|A| = n\)).

In this setting there is an unknown distribution \(D\) over instances of \(I\) of length \(m\). The \(t\)th entry of \(I\) represents the \(t\)th impression arriving online. Our goal is to find a set of weights that performs well for the distribution \(D\). In particular let \(\alpha^* := \arg \max_{\alpha \in S} \mathbb{E}_{I \sim D}[R(\alpha, I)]\) be the best set of weights for the distribution. Define \(R(\alpha, I)\) to be the value of the matching using weights \(\alpha\) on instance \(I\). Here \(S\) is a set of “admissible” weights, and in particular we only consider weights output by a proportional algorithm similar to the algorithm of Agrawal et al. [2]. We are allowed to sample \(s\) independent samples \(I_1, I_2, \ldots, I_s\) from \(D\) and use these samples to compute a set of weights \(\hat{\alpha}\). We say that a learning algorithm \((\epsilon, \delta)\)-learns the weights if with probability at least \(1 - \delta\) over the samples from \(D\), we compute a set of weights \(\hat{\alpha}\) satisfying \(\mathbb{E}_{I \sim D}[R(\hat{\alpha}, I)] \geq (1 - \epsilon)\mathbb{E}_{I \sim D}[R(\alpha^*, I)]\).

This definition is similar to PAC learning [36]. Also note we are aiming for a relative error guarantee rather than an absolute error. The main quantity of interest is then the sample complexity, i.e. how large does \(s\) need to be as a function of \(n, m, \epsilon,\) and \(\delta\) in order to \((\epsilon, \delta)\)-learn a set of weights? Ideally, \(s\) only depends polynomially on \(n, m, 1/\epsilon,\) and \(1/\delta,\) and smaller is always better.

\(^9\) We can also analyze the performance on similar distributions by applying techniques from our instance robustness result.

\(^{10}\) Note this could be a fractional value.
The standard way to understand the sample complexity for this type of problem is via the \textit{pseudo-dimension}. Intuitively, pseudo-dimension is the natural extension of VC-dimension to a class of real valued functions. In our case the class of functions is \( \{ R(\alpha, \cdot) \mid \alpha \in S \} \), i.e. we are interested in the class of function mapping each instance \( I \) to the value of the fractional matching given by each fixed set of weights \( \alpha \). If the pseudo-dimension of this class of functions is \( d \), then \( s \approx \frac{d}{\epsilon^2} \log(1/\delta) \) samples are needed to \((\epsilon, \delta)\) learn the weights, given that we are able to approximately optimize the empirical average performance \([5]\).

The good news for our setting is that the pseudo-dimension of our class of functions is bounded. Each node in the set \( A \) can only have one of \( T \) different weight values for some parameter \( T \). Then since the number of nodes in \( A \) is \( n \), there can only be at most \( T^n \) different “admissible” weights. It is well known that the pseudo-dimension of a finite class of \( k \) different functions is \( \log_2(k) \). Thus the pseudo-dimension of our class of functions is \( d = n \log_2(T) \). As long as \( T \) isn’t growing too fast as a function of \( n \) and \( m \), we get polynomial sample complexity.

Unfortunately, finding weights to optimize the average performance across the \( s \) sampled instances is complicated. Note that for a fixed instance \( I \), the value of the matching as a function of the weights, \( R(\cdot, I) \), is non-linear in the weights since we are using proportional allocation. Moreover, it is neither convex nor concave in the parameters \( \alpha \) so applying a gradient descent approach will not work. Due to this, it is difficult to analyze the learnability via known results on pseudo-dimension.

The main tool we have at our disposal is that for a fixed instance \( I \), we can compute weights \( \alpha \) such that \( R(\alpha, I) \geq (1 - \epsilon) \OPT(I) \). This motivates the following natural direct approach. Take the \( s \) sampled instances \( I_1, I_2, \ldots, I_s \) and take their union to form a larger “stacked” instance \( \hat{I} \). We then run the aforementioned algorithm on \( \hat{I} \) to get weights \( \hat{\alpha} \). Intuitively, if \( s \) is large enough, then by standard concentration inequalities \( \hat{I} \approx s \E[I] \), i.e. the stacked instance approaches \( s \) copies of the “expected” instance. Then to complete the analysis, we need to show that \( \E[R(\hat{\alpha}, I)] \approx R(\hat{\alpha}, \E[I]) \). In general, it is not true that \( \E[R(\hat{\alpha}, I)] \approx R(\hat{\alpha}, \E[I]) \). Using more careful analysis, we show that when the distribution \( D \) is a product distribution and our two assumptions hold, this is in fact the case.

5\textbf{ Matching and Flows: Robustness}

\textbf{Instance Robustness.} To show the instance robustness, we assume that we can describe the instance directly. Say we have a description of the entire instance denoted by a vector \( \hat{I} = (\hat{m}_1, \ldots, \hat{m}_\gamma, \ldots) \), where \( \hat{m}_i \) is the number of impressions of type \( i \). We show that if a set of weights performs well in instance \( \hat{I} \), it can be transferred to a nearby instance \( I \) robustly.

\textbf{Theorem 5.} For any \( \epsilon > 0 \), if a set of weights \( \hat{\alpha} \) returns a \((1 - \epsilon)\)-approximate solution in instance \( \hat{I} \), it yields an online flow allocation on instance \( I \) whose value is at least \[ \max \left\{ (1 - \epsilon) \OPT - 2\gamma, \OPT / (d + 1) \right\} . \] Here \( \OPT \) is the maximum flow value on instance \( I \), \( d \) is the diameter of this graph excluding vertex \( t \), and \( \gamma \) is the difference between two instances, defined by \( ||\hat{I} - I||_1 \).

This theorem can be interpreted as follows. If we sample the instance and compute the weights in it, these weights will work well and break through worst-case bounds when the type proportions are sampled well. Indeed, the weights will perform well in nearby instances with similar type proportions. Moreover, the algorithm never performs worse than a \( \frac{1}{d+1} \) factor of optimal. We remark that this is the best competitive ratio a deterministic integral algorithm can achieve because we show a lower bound on such algorithms (see Appendix G.2
in the full version of this paper). This example builds a recursive version of the simple lower bound of $\frac{1}{2}$ on the competitive ratio of deterministic online algorithms for the matching problem.

Recall that the key to showing existence of the weights was to construct a cut whose capacity is nearly the same as the value of the flow given by the weights. To show robustness against nearby instances, we observe how this proof can be extended to nearby cuts. This allows us to argue about the optimal value of the new instance. Standard calculations then let us connect the value of the predicted weights to this optimal value while losing only $O(\gamma)$ in the value of the flow. To ensure the algorithm is never worse than a $\frac{1}{2+\eta}$ factor of the optimal, we guarantee that the algorithm always returns a maximal allocation.

**Parameter Robustness.** For the parameter robustness, we show that the performance degrades linearly in the relative error of the weight parameter. Thus, our algorithm has the same robust guarantees shown in other works as well.

**Theorem 6.** Consider a prediction of $\hat{\alpha}_v$ for each vertex $v \in V$. Due to scale invariance, we can assume that the minimum predicted vertex weight $\hat{\alpha}_{\min} = 1$. Define the prediction error $\eta := \max_{v \in V} (\frac{\hat{\alpha}_v}{\alpha_i} - \frac{\alpha_i}{\hat{\alpha}_v})$, where $\{\alpha_i\}_{v \in V}$ are vertex weights that can achieve an $(1 - \epsilon)$-approximate solution and $\alpha_{\min} = 1$ for any fixed $\epsilon > 0$. Employing predictions $\hat{\alpha}$, we can obtain a solution with competitive ratio $\max(\frac{1}{2+\epsilon}, \frac{1+\epsilon}{2\eta^2})$, where $d$ is the diameter of this graph excluding vertex $t$.

When the prediction error $\eta$ approaches one, the performance smoothly approaches optimal. While the above theorem involves comparing the propagation of the prediction errors in the performance analysis, we also investigate how inaccurate predictions can be adaptively corrected and improved in the 2-layered Adwords case. For this case, we give an improved algorithm that can correct errors in the weights, so that the loss is only $O(\log \eta)$. Moreover, we show that the way we adapt is tight and the best possible up to constant factors for any algorithm given predicted weights with error $\eta$.

The parameter robustness follows almost directly from the definition of the proportional assignment given by the weights. In each layer, the over allocation (potentially above the capacity) can be easily bounded by a $\eta^2$ factor, resulting in a loss of at most $\eta^{2d}$ on a $d$ layer graph. We remark that directly using the weights ensures the algorithm is never worse than a $\frac{1}{2+\epsilon}$ factor of the optimal solution. The technical proof, along with the weight-adapting technique for the 2-layered case, is present in Appendix G of this paper’s full version.

6 Results on Load Balancing

Next we show results for restricted assignment load balancing problem in our model. In particular, we study the instance robustness and learnability of proportional weights for this problem. The existence of useful weights and parameter robustness for predicting these weights were shown in prior work [2, 27]. As discussed before, we focus on analyzing fractional assignments.

To describe our results we introduce the following notation. Let $[m]$ denote the set of machines and $S$ denote a set of jobs. Each job $j \in S$ has a size $p_j$ and a neighborhood $N(j)$ of feasible machines. Given a set of positive weights $\{w_i\}_{i \in [m]}$ on the machines, we define a fractional assignment for each job $j$ by setting $x_{ij}(w) = \frac{w_i}{\sum_{i' \in N(j)} w_{i'}}$ for each $i \in N(j)$. Let $\text{ALG}(S, w)$ be the fractional makespan on the jobs in $S$ with weights $w$ and similarly let $\text{OPT}(S)$ be the optimal makespan on the jobs in $S$. Prior work [2, 27] shows that for any set of jobs $S$ and $\epsilon > 0$ there exists weights $\alpha$ such that $\text{ALG}(S, w) \leq (1 + \epsilon)\text{OPT}(S)$. 
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To describe our instance robustness result we consider an instance of the problem as follows. Consider instances with \( n \) jobs. The type of a job is the subset of machines to which it can be assigned. Let \( S_j \) be the total size of jobs of type \( j \) in instance \( S \). We consider relative changes in the instance and define the difference between instances \( S \) and \( S' \) as \( \eta(S, S') := \max_{j} \max \{ \frac{S_j}{\beta_j}, \frac{S'_j}{\beta_j} \} \). Our instance robustness result is given in the following theorem.

\[ \textbf{Theorem 7.} \quad \text{For any instance } S \text{ and } \epsilon > 0, \text{ let } w \text{ be weights such that } \text{ALG}(S, w) \leq (1 + \epsilon) \text{OPT}(S). \text{ Then for any instance } S' \text{ we have } \text{ALG}(S', w) \leq (1 + \epsilon)^2 \eta(S, S')^2 \text{OPT}(S'). \]

Let \( w \) be as in the statement of the theorem and \( w' \) be weights such that \( \text{ALG}(S', w') \leq (1 + \epsilon)\text{OPT}(S') \). Intuitively, we lose the first factor of \( \eta(S, S') \) by bounding the performance of \( w \) on \( S' \) and the second factor by bounding the performance of \( w' \) on \( S \).

Next we study learnability. We give the first result showing these weights are learnable in any model. In order to understand the sample complexity of learning the weights we need to consider an appropriate discretization of the space of possible weights. For integer \( R > 0 \) and \( \epsilon > 0 \), let \( \mathcal{W}(R) = \{ \alpha \in \mathbb{R}^m \mid \alpha_i = (1 + \epsilon)^k, i \in [m], k \in \{0, 1, \ldots, R\} \} \). Additionally, let \( p_{\text{max}} \) be an upper bound on all jobs sizes. The following theorem characterizes the learnability of the weights for restricted assignment load balancing.

\[ \textbf{Theorem 8.} \quad \text{Let } \epsilon, \delta \in (0, 1) \text{ be given and set } R = O(\frac{m^2 \log(\frac{n}{\delta})}{\epsilon^3}) \text{ and let } \mathcal{D} = \prod_{i=1}^n \mathcal{D}_i \text{ be a product distribution over } n \text{-job restricted assignment instances such that } \mathbb{E}_{S \sim \mathcal{D}}[\text{OPT}(S)] \geq \Omega(\frac{1}{\epsilon^4} \log(\frac{n}{\delta})). \text{ There exists an algorithm which finds weights } w \in \mathcal{W}(R) \text{ such that } \mathbb{E}_{S \sim \mathcal{D}}[\text{ALG}(S, w)] \leq (1 + \epsilon)\mathbb{E}_{S \sim \mathcal{D}}[\text{OPT}(S)] \text{ with probability at least } 1 - \delta \text{ when given access to } s = \tilde{O}(\frac{m^2}{\epsilon^2} \log(\frac{1}{\delta})) \text{ independent samples } S_1, S_2, \ldots, S_s \sim \mathcal{D}. \]

Our techniques here are similar to that of the online flow allocation problem in that we use the samples to construct a “stacked” instance then compute a set of near optimal weights on this instance. We then have to show that these weights work well in expectation with high probability. This step necessitates the two assumptions in the theorem statement. First, we need that the expected optimal makespan is reasonably large so that the expected makespan is close to the maximum of the expected loads of the machines. Second, we need that the instance is drawn from a product distribution so that the stacked instance converges in some sense to \( s \) copies of the “expected” instance. See the full version of the paper for complete arguments.
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