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Abstract
We study the fair allocation of undesirable indivisible items, or chores. While the case of desirable indivisible items (or goods) is extensively studied, with many results known for different notions of fairness, less is known about the fair division of chores. We study envy-free allocation of chores and make three contributions. First, we show that determining the existence of an envy-free allocation is NP-complete even in the simple case when agents have binary additive valuations. Second, we provide a polynomial-time algorithm for computing an allocation that satisfies envy-freeness up to one chore (EF1), correcting a claim in the existing literature. A modification of our algorithm can be used to compute an EF1 allocation for doubly monotone instances (where each agent can partition the set of items into objective goods and objective chores). Our third result applies to a mixed resources model consisting of indivisible items and a divisible, undesirable heterogeneous resource (i.e., a bad cake). We show that there always exists an allocation that satisfies envy-freeness for mixed resources (EFM) in this setting, complementing a recent result of Bei et al. [22] for indivisible goods and divisible cake.
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1 Introduction

The problem of fairly dividing a set of resources among agents is of central importance in various fields including economics, computer science, and political science. Such problems arise in many settings such as settling border disputes, assigning credit among contributing individuals, rent division, and distributing medical supplies such as vaccines [58]. The theoretical study of fair division has classically focused on divisible resources (such as land or clean water), most prominently in the cake-cutting literature [28, 61, 60]; here, cake is a metaphor for a heterogeneous resource that can be fractionally allocated. A well-established concept of fairness in this setup is envy-freeness [40] which stipulates that no agent envies
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another, i.e., prefers the share of another agent to its own. An envy-free division of a divisible, desirable resource (i.e., a cake) is known to exist under general settings [65, 4, 66, 15], and can be efficiently computed for a wide range of utility functions [37, 52, 18, 21].

By contrast, an envy-free solution can fail to exist when the goods are discrete or indivisible; important examples include the assignment of course seats at universities [57, 32] and the allocation of public housing units [24]. This has motivated relaxations such as envy-freeness up to one good (EF1) where pairwise envy can be eliminated by removing some good from the envied bundle [53, 31]. The EF1 notion enjoys strong theoretical and practical motivation: On the theoretical side, there exist efficient algorithms for computing an EF1 allocation under general, monotone valuations [53]. At the same time, EF1 has also found impressive practical appeal on the popular fair division website Spliddit [45] and in course allocation applications [31, 32].

Our focus in this work is on fair allocation of undesirable or negatively-valued indivisible items, also known as chores. The chore division problem, introduced by Martin Gardner [44], models scenarios such as distribution of household tasks (e.g., cleaning, cooking, etc.) or the allocation of responsibilities for controlling carbon emissions among countries [67]. For indivisible chores, too, an envy-free allocation could fail to exist, and one of our contributions is to show that determining the existence of such outcomes is NP-complete even under highly restrictive settings (Theorem 2). This negative result prompts us to explore the corresponding relaxation of envy-freeness up to one chore, also denoted by EF1, which addresses pairwise envy by removing some chore from the envious agent’s bundle.

At first glance, the chore division problem appears to be the “opposite” of the goods problem, and hence one might expect natural adaptation of algorithms that compute an EF1 allocation for goods to also work for chores. This, however, turns out to not be the case.

Goods vs chores: Consider the well-known envy-cycle elimination algorithm of Lipton et al. [53] for computing an EF1 allocation of indivisible goods. Briefly, the algorithm works by iteratively assigning a good to an agent that is not envied by anyone else. The existence of such an agent is guaranteed by means of resolving cycles in the underlying envy graph. (The envy graph of an allocation is a directed graph whose vertices correspond to the agents and there is an edge \((i, j)\) if agent \(i\) envies agent \(j\).) When adapted to the chores problem, the algorithm (Algorithm 1) assigns a chore to a “non-envious” agent that has no outgoing edge in the envy graph. Contrary to an existing claim in the literature [10], we observe that this algorithm could fail to find an EF1 allocation even when agents have additive valuations.

\[\text{Example 1 (Envy-cycle elimination algorithm fails EF1 for additive valuations).}\]

Consider the following instance with six chores \(c_1, \ldots, c_6\) and three agents \(a_1, a_2, a_3\) with additive valuations:

<table>
<thead>
<tr>
<th></th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(c_3)</th>
<th>(c_4)</th>
<th>(c_5)</th>
<th>(c_6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_1)</td>
<td>(1)</td>
<td>-4</td>
<td>-2</td>
<td>(3)</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>(a_2)</td>
<td>-2</td>
<td>(1)</td>
<td>-2</td>
<td>-2</td>
<td>(3)</td>
<td>-1</td>
</tr>
<tr>
<td>(a_3)</td>
<td>-1</td>
<td>-3</td>
<td>(1)</td>
<td>-1</td>
<td>-3</td>
<td>(10)</td>
</tr>
</tbody>
</table>

Suppose the algorithm considers the chores in the increasing order of their indices (i.e., \(c_1, c_2, \ldots\)), and breaks ties among agents in favor of \(a_1\) and then \(a_2\). No directed cycles appear at any intermediate step during the execution of the algorithm on the above instance.

\[\text{1 A recent work by Bérczi et al. [26] shows that this algorithm fails to find an EF1 allocation when agents have non-monotone and non-additive valuations. We show a stronger result, in that the failure in finding an EF1 allocation persists even when agents have additive, monotone nonincreasing valuations.}\]
Algorithm 1 Naïve envy-cycle elimination algorithm.

**Input:** An instance \( <N,M,V> \) with non-increasing valuations

**Output:** An allocation \( A \)

1. Initialize \( A \leftarrow (\emptyset, \emptyset, \ldots, \emptyset) \)

2. for \( c \in M \) do
3. Choose a sink \( i \) in the envy graph \( G_A \)
4. Update \( A_i \leftarrow A_i \cup \{c\} \)
5. while \( G_A \) contains a directed cycle \( C \) do
6. \( A \leftarrow A^C \)
7. return \( A \)

The resulting allocation, say \( A \), is given by \( A_1 = \{c_1, c_4\}, A_2 = \{c_2, c_5\}, \) and \( A_3 = \{c_3, c_6\} \) (shown as circled entries in the above table). Notice that \( A \) is EF1 and its envy graph is as shown in Figure 1a.

Each node in the envy graph of \( A \) has an outgoing edge (Figure 1a). Therefore, if the algorithm were to allocate another chore after this, it would have to resolve either the cycle \( \{a_1, a_3\} \) or the cycle \( \{a_2, a_3\} \). Let \( X \) and \( Y \) denote the allocations obtained by resolving the cycles \( \{a_1, a_3\} \) and \( \{a_2, a_3\} \), respectively (the corresponding envy graphs are shown in Figures 1b and 1c). Although both envy graphs are acyclic (and thus admit a “sink” agent), only the allocation \( X \) satisfies EF1; in particular, the pair \( \{a_1, a_3\} \) violates EF1 for \( Y \).

The above example highlights an important contrast between indivisible goods and chores: For goods, resolving arbitrary envy cycles preserves EF1, whereas for chores, the choice of which envy cycle is resolved matters. This is because when evaluating EF1 for chores, a chore is removed from the envious agent’s bundle. In the envy-cycle resolution step, if a cycle is chosen without caution, then it is possible for an agent to acquire a bundle that, although strictly more preferable, contains no chore that is large enough to compensate for the envy on its own.

A key insight of our work is that there always exists a specific envy cycle – the top-trading envy cycle – that can be resolved to compute an EF1 allocation of chores. Our algorithm computes EF1 allocations for monotone valuations, and thus provides an analogue of the result of Lipton et al. [53] for the chores setting. Furthermore, a simple modification of our algorithm computes an EF1 allocation for doubly monotone instances (Theorem 4), where each agent can partition the items into “objective goods” and “objective chores”, i.e., items with non-negative and negative marginal utility, respectively, for the agent [10]. This class has also been referred to as itemwise monotone in the literature [36].
Motivated by this positive observation, we study a mixed model, consisting of both divisible as well as indivisible resources. This is a natural model in many settings, e.g., dividing an inheritance that consists of both property and money, or the simultaneous division of chores and rent among housemates. Although the use of payments in fair allocation of indivisible resources has been explored in several works [54, 3, 6, 66, 50, 55, 46, 47, 9, 30, 33], the most general formulation of a model with mixed resources, in our knowledge, is due to Bei et al. [22] who study combined allocation of a divisible heterogeneous resource (i.e., a cake) and a set of indivisible goods. This model and its variants are the focus of our work.

Generalizing the set of resources calls for revising the fairness benchmark. While exact envy-freeness still remains out of reach in the mixed model, EF1 can be “too permissive” when only the divisible resource is present. Bei et al. [22] propose a fairness concept called envy-freeness for mixed goods (EFM) for indivisible goods and divisible cake, which evaluates fairness with respect to EF1 if the envied bundle only contains indivisible goods, but switches to exact envy-freeness if the envied agent is allocated any cake. They show that an EFM allocation always exists for a mixed instance when agents have additive valuations within as well as across resource types. We note that neither the algorithm of Bei et al. [22] nor its analysis crucially depends on the valuations for the indivisible goods being additive; in fact, their results extend to monotone valuations for the indivisible goods.

We consider the problem of envy-free allocation in mixed instances with doubly monotone indivisible items and bad cake. We extend the definition of EFM naturally to this model, and show that in this model as well, an EFM allocation always exists (Theorem 16). Our work thus extends the results of Bei et al. in two ways – allowing for bad cake as well as doubly monotone indivisible items.

We also study a mixed model with indivisible chores and good cake. This turns out to be quite challenging, because unlike previous cases, one cannot start with an arbitrary EF1 allocation of the indivisible items and then allocate cake to obtain an EFM allocation. We however show the existence of an EFM allocation for two special cases in this model: when each agent has the same ranking over the chores (Theorem 17), and when the number of chores is at most one more than the number of agents (Theorem 18).

Our Contributions

1. We first show that determining whether an envy-free allocation of chores exists is strongly NP-complete, even in the highly restricted setting when agents have binary additive valuations, i.e., when for all agents $i \in [n]$ and items $j \in [m]$, $v_{i,j} \in \{-1,0\}$ (Theorem 2). The analogous problem for indivisible goods with binary valuations is already known to be NP-complete [13, 48].
2. When the fairness goal is relaxed to envy-freeness up to one chore (EF1), we establish efficient computation for instances with chores (Theorem 3), and instances with doubly monotone valuations, when each agent $i$ can partition the set of items into goods $G_i$ (which always have nonnegative marginal value) and chores $C_i$ (which always have nonpositive marginal value) (Theorem 4).

3. For a mixed instance consisting of doubly monotone indivisible items and bad cake, we show the existence of an allocation that satisfies the stronger fairness guarantee called envy-freeness up to a mixed item (EFM) (Theorem 16). Our result uses our previous theorem for indivisible chores as well as the framework of Bei et al. [22] for the allocation of the divisible item. This complements the result of Bei et al. [22] by showing existence of EFM allocations for mixed instances consisting of both desirable and undesirable items.

4. Lastly, for a mixed instance consisting of indivisible chores and (good) cake (see Section 6.4), we show the existence of an EFM allocation in two special cases: when each agent has the same preference ranking over the set of items (Theorem 17), and when the number of items is at most one more than the number of agents (Theorem 18).

Our results for mixed instances are summarized in Table 1.

2 Related Work

As mentioned, fair division has been classically studied for divisible resources. For a heterogeneous, desirable resource (i.e., a cake), the existence of envy-free solutions is known under mild assumptions [65, 4, 66, 15]. In addition, efficient algorithms are known for computing $\varepsilon$-envy-free divisions [60] and envy-free divisions under restricted preferences [37, 52, 18, 21]. For an undesirable heterogeneous resource (a bad cake), too, the existence of an envy-free division is known [59], along with a discrete and bounded procedure for finding such a division [39]. For the case of non-monotone cake (i.e., a real-valued divisible heterogeneous resource), the existence of envy-free outcomes has been shown for specific numbers of agents [62, 56, 7, 8].

Turning to the indivisible setting, we note that the sweeping result of Lipton et al. [53] on EF1 for indivisible goods has inspired considerable work on establishing stronger existence and computation guarantees in conjunction with other well-studied economic properties [34, 19, 20, 42, 25, 35, 5, 41]. The case of indivisible chores has been similarly well studied for a variety of solution concepts such as maximin fair share [12, 17, 14, 49], equitability [43, 2], competitive equilibria with general incomes [63], and envy-freeness [1, 29, 41].

Aziz et al. [10, 11] study a model containing both indivisible goods and chores, wherein envy-freeness up to an item (EF1) entails that pairwise envy is bounded by the removal of some good from the envied bundle or some chore from the envious agent’s bundle. They show that a variant of the classical round-robin algorithm computes an EF1 allocation under additive utilities, and also claim that a variant of the envy-cycle elimination algorithm [53] returns such allocations for doubly monotone instances (we revisit the latter claim in Example 1). Other fairness notions such as approximate proportionality [10, 11, 16], maximin fair share [51], approximate jealousy-freeness [2], and weaker versions of EF1 [41] have also been studied in this model.

Finally, we note that the model with mixed resources comprising of both indivisible and (heterogeneous) divisible parts has been recently formalized by Bei et al. [22], although a special case of their model where the divisible resource is homogenous and desirable (e.g., money) has been extensively studied [54, 3, 6, 66, 50, 55, 46, 47, 9, 30, 33]. Bei et al. [22] showed that when there are indivisible goods and a divisible cake, an allocation satisfying envy-freeness for mixed goods (EFM) always exists. Subsequent work considers the maximin fairness notion in the mixed model [23].
3 Preliminaries

We consider two kinds of instances: one with purely indivisible items and the other with a mixture of divisible and indivisible items. We will present the preliminaries for instances with purely indivisible items in this section, and defer details for the mixed resources model to Section 6.

Problem instance

An instance \( \langle N, M, V \rangle \) of the fair division problem is defined by a set \( N \) of \( n \in N \) agents, a set \( M \) of \( m \in N \) indivisible items, and a valuation profile \( V = \{v_1, v_2, \ldots, v_n\} \) that specifies the preferences of every agent \( i \in N \) over each subset of the items in \( M \) via a valuation function \( v_i : 2^M \to \mathbb{R} \).

Marginal valuations

For any agent \( i \in N \) and any set of items \( S \subseteq M \), the marginal valuation of the set \( T \subseteq M \setminus S \) is given by \( v_i(T|S) := v_i(S \cup T) - v_i(S) \). When the set \( T \) is a singleton (say \( T = \{j\} \)), we will write \( v_i(j|S) \) instead of \( v_i(\{j\}|S) \) for simplicity.

Goods and chores

Given an agent \( i \in N \) and an item \( j \in M \), we say that \( j \) is a good for agent \( i \) if for every subset \( S \subseteq M \setminus \{j\} \), \( v_i(j|S) \geq 0 \). We say that \( j \) is a chore for agent \( i \) if for every subset \( S \subseteq M \setminus \{j\} \), \( v_i(j|S) \leq 0 \), with one of the inequalities strict. Note that for general valuations, an item may neither be a good nor a chore for an agent.

Doubly monotone instances

An instance is said to be doubly monotone if for each agent, each item is either a good or a chore. That is, each agent \( i \) can partition the items as \( M = G_i \sqcup C_i \), where \( G_i \) are her goods, and \( C_i \) are her chores. Note that an item may be a good for one agent and a chore for another.

Monotone instances

A valuation function \( v \) is monotone non-decreasing if for any sets \( S \subseteq T \subseteq M \), we have \( v(T) \geq v(S) \), and monotone non-increasing if for any sets \( S \subseteq T \subseteq M \), we have \( v(S) \geq v(T) \). A monotone goods instance is one where all the agents have monotone non-decreasing valuations, and a monotone chores instance is one where all the agents have monotone non-increasing valuations. We refer to such an instance as a monotone if it is clear from context whether we are working with goods or chores.

Additive valuations

A well-studied subclass of monotone valuations is that of additive valuations, wherein an agent’s value of any subset of items is equal to the sum of the values of individual items in the set, i.e., for any agent \( i \in N \) and any set of items \( S \subseteq M \), \( v_i(S) := \sum_{j \in S} v_i(\{j\}) \), where we assume that \( v_i(\emptyset) = 0 \). For simplicity, we will write \( v_i(j) \) or \( v_{i,j} \) to denote \( v_i(\{j\}) \).
Allocation

An allocation $A := (A_1, \ldots, A_n)$ is an $n$-partition of a subset of the set of items $M$, where $A_i \subseteq M$ is the bundle allocated to the agent $i$ (note that $A_i$ can be empty). An allocation is said to be complete if it assigns all items in $M$, and is called partial otherwise.

Envy graph

The envy graph $G_A$ of an allocation $A$ is a directed graph on the vertex set $N$ with a directed edge from agent $i$ to agent $k$ if $v_i(A_k) > v_i(A_i)$, i.e., if agent $i$ prefers the bundle $A_k$ over the bundle $A_i$.

Top-trading envy graph

The top-trading envy graph $T_A$ of an allocation $A$ is a subgraph of its envy graph $G_A$ with a directed edge from agent $i$ to agent $k$ if $v_i(A_k) = \max_{j \in N} v_i(A_j)$ and $v_i(A_k) > v_i(A_i)$, i.e., if agent $i$ envies agent $k$ and $A_k$ is the most preferred bundle for agent $i$.

Cycle-swapped allocation

Given an allocation $A$ and a directed cycle $C$ in an envy graph or a top-trading envy graph, the cycle-swapped allocation $A_C$ is obtained by reallocating bundles backwards along the cycle. For each agent $i$ in the cycle, define $i^+$ as the agent that she is pointing to in $C$. Then, $A_C^i = A_i$ if $i \in C$, otherwise $A_C^i = A_i$.

Envy-freeness and its relaxations

An allocation $A$ is said to be
- envy-free (EF) if for every pair of agents $i, k \in N$, we have $v_i(A_i) \geq v_i(A_k)$, and
- envy-free up to one item (EF1) if for every pair of agents $i, k \in N$ such that $A_i \cup A_k \neq \emptyset$, there exists an item $j \in A_i \cup A_k$ such that $v_i(A_i \setminus \{j\}) \geq v_i(A_k \setminus \{j\})$.

4 Envy-Freeness for Binary Valued Chores

Our first result shows that determining the existence of an envy-free allocation is NP-complete even when agents have binary valuations, i.e., when, for all agents $i \in N$ and items $j \in M$, $v_i,j \in \{-1, 0\}$ (Theorem 2). If agent valuations are not binary-valued, but are identical, the problem is still (weakly) NP-complete via a straightforward reduction from Partition. By contrast, our result establishes strong NP-completeness.

▶ Theorem 2. Determining whether a given chores instance admits an envy-free allocation is NP-complete even for binary utilities.

The proof of Theorem 2 can be found in the full version [27] of the paper.

5 EF1 For Doubly Monotone Instances

In light of the intractability result in the previous section, we will now explore whether one can achieve approximate envy-freeness (specifically, EF1) for indivisible chores. To this end, we note that the well-known round-robin algorithm (where, in each round, agents take turns in picking their favorite available chore) computes an EF1 allocation when agents have additive valuations [11]. In the following, we will provide an algorithm for computing an
Algorithm 2: Top-trading envy-cycle elimination algorithm.

\textbf{Input:} An instance $\langle N, M, V \rangle$ with non-increasing valuations
\textbf{Output:} An allocation $A$

1. Initialize $A \leftarrow (\emptyset, \emptyset, \ldots, \emptyset)$
2. \textbf{for} $c \in M$ \textbf{do}
3. \quad \textbf{if} there is no sink in $G_A$ \textbf{then}
4. \quad \quad \text{$C \leftarrow$ any cycle in $T_A$} \quad \triangleright \text{if $G_A$ has no sink, then $T_A$ must have a cycle (Lemma 6)}
5. \quad \quad $A \leftarrow A^C$
6. \quad \text{Choose a sink $k$ in the graph $G_A$}
7. \quad \text{Update $A_k \leftarrow A_k \cup \{c\}$}
8. \textbf{return} $A$

EF1 allocation for the much more general class of \emph{monotone valuations}. Thus, our result establishes the analogue of the result of Lipton et al. \cite{53} from the goods-only model for indivisible chores.

5.1 An Algorithm for Monotone Chores

As previously mentioned, the algorithm of Lipton et al. \cite{53} computes an EF1 allocation for indivisible goods under monotone valuations. Recall that the algorithm works by assigning, at each step, an unassigned good to an agent who is not envied by anyone else (such an agent is a “source” agent in the underlying envy graph). The existence of such an agent is guaranteed by resolving arbitrary envy cycles in the envy graph until it becomes acyclic. Importantly, resolving an arbitrary envy cycle preserves EF1.

To design an EF1 algorithm for indivisible chores, prior work \cite{10,11} has proposed the following natural adaptation of this algorithm (see Algorithm 1): Instead of a “source” agent, an unassigned chore is now allocated to a “sink” (i.e., non-envious) agent in the envy graph. The existence of such an agent is once again guaranteed by means of resolving envy cycles. However, as noted in Example 1, resolving arbitrary envy cycles could destroy the EF1 property.

To address this gap, we propose to resolve a specific envy cycle that we call the \textit{top-trading envy cycle}. (The nomenclature is inspired from the celebrated top-trading cycle algorithm \cite{64} for finding a core-stable allocation that involves cyclic swaps of the most preferred objects.) Specifically, given a partial allocation $A$, we consider a subgraph of the envy graph $G_A$ that we call the \textit{top-trading envy graph} $T_A$ whose vertices denote the agents, and an edge $(i,k)$ denotes that agent $i$’s (weakly) most preferred bundle is $A_k$.

It is easy to observe that if the envy graph does not have a sink, then the top-trading envy graph $T_A$ has a cycle (Lemma 6). Thus, resolving top-trading envy cycles (instead of arbitrary envy cycles) also guarantees the existence of a sink agent in the envy graph. More importantly, though, resolving a top-trading envy cycle preserves EF1. Indeed, every agent involved in the top-trading exchange receives its most preferred bundle after the swap, and therefore does not envy anyone else in the next round. The resulting algorithm is presented in Algorithm 2.

\begin{theorem}
For a monotone instance with indivisible chores, Algorithm 2 returns an EF1 allocation.
\end{theorem}

In Section 5.2, we will discuss a more general result (Theorem 4) that extends the top-trading envy-cycle elimination algorithm to \textit{doubly monotone} instances containing both indivisible goods as well as indivisible chores.
Algorithm 3: An EF1 algorithm for doubly monotone indivisible instances.

**Input:** An instance \(\langle N, M, V, \{G_i\}, \{C_i\}\rangle\) with indivisible items and doubly monotone valuations, where \(G_i\) and \(C_i\) are the set of goods and chores for agent \(i\), respectively

**Output:** An allocation \(A\)

\[A \leftarrow (\emptyset, \emptyset, \ldots, \emptyset)\]

// Goods Phase
\[\text{for each item } g \in \cup_i G_i \text{ do}
\]
\[V^g = \{i \in N \mid g \in G_i\}\]
\[G_A^g = \text{the envy graph } G_A \text{ restricted to the vertices } V^g\]
\[\text{Choose a source } k \text{ in the graph } G_A^g\]
\[\text{Update } A_k \leftarrow A_k \cup \{g\}\]
\[\text{while } G_A^g \text{ contains a directed cycle } C \text{ do}
\]
\[A \leftarrow A^C\]

// Chores Phase
\[\text{for each item } c \in \cap_i C_i \text{ do}
\]
\[\text{if there is no sink in } G_A \text{ then}
\]
\[C \leftarrow \text{any cycle in } T_A\]
\[\text{if } G_A \text{ has no sink, then } T_A \text{ must have a cycle}
\]
\[A \leftarrow A^C\]
\[\text{Choose a sink } k \text{ in the graph } G_A\]
\[\text{Update } A_k \leftarrow A_k \cup \{c\}\]

\[\text{return } A\]

5.2 An Algorithm for Doubly Monotone Instances

For a doubly monotone instance with indivisible items, we now give an algorithm (Algorithm 3) that returns an EF1 allocation. The algorithm runs in two phases. The first phase is for all the items that are a good for at least one agent. For these items, we run the envy-cycle elimination algorithm of Lipton et al. [53], but restricted to the subgraph of agents who consider the item a good. In the second phase, we allocate items that are chores to everybody by running the top-trading envy-cycle elimination algorithm. For a monotone chores-only instance, we recover Algorithm 2 as a special case of Algorithm 3.

**Theorem 4.** For a doubly monotone instance with indivisible items, Algorithm 3 returns an EF1 allocation.

We first provide a brief sketch of the proof: At each step, we maintain the invariant that the partial allocation maintained by the algorithm is EF1. This is certainly true for the goods phase, where any envy created from agent \(i\) to agent \(j\) can always be eliminated by removing a good \(g \in A_j\) (however, unlike in the envy-cycle cancellation for goods-only instances [53], the eliminated item may not be the most recently added one since such an item could be a chore for an envious agent). In the chores phase, any new envy created by adding a chore can be removed by dropping the newly added chore. If we resolve top-trading envy cycles, then none of the agents within the cycle envy any of the agents outside it, since they now have their most preferred bundle. For any agent \(i\) outside the cycle, any envy can be removed by either removing a chore from \(i\) or a good from the envied bundle, since \(i\)'s allocation is unchanged and the bundles remain unbroken.

**Lemma 5.** After every step of the goods phase, the partial allocation remains EF1. Further, the goods phase terminates in polynomial time.
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The proof of Lemma 5 closely follows the arguments of Lipton et al. [53]; for completeness, we present a self-contained proof in Appendix A.1. We will now consider the chores phase of the algorithm, and show that if there is no sink in the envy graph $G_A$, then there is a cycle in the top-trading envy graph $T_A$.

Lemma 6. Let $A$ be a partial allocation whose envy graph $G_A$ does not have a sink. Then, the top-trading envy graph $T_A$ must have a cycle. Furthermore, such a cycle can be found in polynomial time.

Proof. Since $G_A$ has no sinks, every vertex in $G_A$ has outdegree at least one. Thus for all agents $i$, $i \notin \arg\max_k v_i(A_k)$. So even in the top-trading envy graph $T_A$, each vertex has outdegree at least one. We start at an arbitrary agent and follow an outgoing edge from each successive agent. This gives us a cycle in $T_A$. It is easy to see that finding the cycle takes only polynomial time since we encounter each vertex at most once. ▶

We now show that resolving a cycle in the top-trading envy graph $T_A$ gives an allocation that necessarily has a sink (the existence of such a cycle in $T_A$ is given by Lemma 6).

Lemma 7. Let $A$ be a partial allocation whose top-trading envy graph $T_A$ contains a cycle. Let $A'$ denote the allocation obtained by resolving an arbitrary cycle in $T_A$. Then the envy graph $G_{A'}$ of the allocation $A'$ must have a sink.

Proof. Note that each agent points to its favorite bundle in $T_A$. Thus after resolving a cycle in $T_A$, all agents who participated in the cycle-swap now have their most preferred bundle in $A'$ and do not envy any other agent. These agents are sinks in the graph $G_{A'}$. ▶

To show that the partial allocation remains EF1 throughout the chores phase, we use Lemmas 8 and 9.

Lemma 8. In the chores phase, adding a new chore to the allocation (Line 13-14) preserves EF1.

Proof. Suppose at time step $t$, the algorithm assigns a new chore (Line 13-14). Suppose before time step $t$, our allocation $A$ was EF1, and the allocation after time step $t$ is $A'$. We show that $A'$ is EF1 as well. A sink exists in the envy graph $G_A$ at time step $t$, either because there were no top-trading envy cycles when we entered the loop (at Line 9) which implies the existence of a sink, or because we resolved a top-trading envy cycle $C$ in the previous time step $t-1$ (Lines 10-12), in which case all the agents who were a part of the resolved top-trading envy cycle do not envy anyone after the cycle swap, and are sinks in the envy graph $G_A$.

Then after time $t$, the allocation $A'$ will be $A'_k = A_k \cup \{c\}$, and $A'_j = A_j$ for all $j \neq k$, where $k$ is a sink in $G_A$. Pick two agents $i$ and $j$ such that $i$ envies $j$ in $A'$. If $i$ did not envy $j$ in $A$, then clearly $i = k$. In this case, removing $c$ from $A_j$ removes $i$'s envy. Suppose $i$ envied $j$ in $A$ as well, and the envy was eliminated by removing $o \in A_i \cup A_j$. Then $i \neq k$ since $k$ was a sink in the graph $G_A$, and so $v_i(A_i) = v_i(A'_i)$. If $o \in A_i$, then $v_i(A_i \setminus \{o\}) \geq v_i(A_j) \geq v_i(A'_j)$. If $o \in A_j$, then $v_i(A'_i) \geq v_i(A_j \setminus \{o\}) \geq v_i(A_j \cup \{c\} \setminus \{o\})$, since $c$ is a chore for all agents. ◀

Lemma 9. In the chores phase, resolving a top-trading envy cycle (Lines 10-12) preserves EF1.
We will now describe the setting with mixed resources consisting of both divisible and indivisible parts. This model was recently studied by Bei et al. [22], who introduced the notion of envy-freeness for mixed goods (EFM) in the context of a model consisting of indivisible goods and a divisible cake. We generalize this notion to a setting with both goods and chores.

6 Approximate Envy Freeness for Mixed Resources

We will now describe the setting with mixed resources consisting of both divisible and indivisible parts. This model was recently studied by Bei et al. [22], who introduced the notion of envy-freeness for mixed goods (EFM) in the context of a model consisting of indivisible goods and a divisible cake. We generalize this notion to a setting with both goods and chores.

6.1 Preliminaries for Instances with Divisible and Indivisible Resources

**Mixed instance**

A mixed instance \((N, M, V, F)\) is defined by a set of \(n\) agents, \(m\) indivisible items, a valuation profile \(V\) (over the indivisible items), a divisible resource \(F\) represented by the interval \([0, 1]\), and a family \(F\) of density functions over the divisible resource. The valuations for the indivisible items are as described in Section 3. For the divisible resource, each agent has a density function \(f_i : [0, 1] \rightarrow \mathbb{R}\) such that for any measurable subset \(S \subseteq [0, 1]\), agent \(i\) values it at \(v_i(S) := \int_S f_i(x) dx\). When the density function is non-negative for every agent (i.e., for all \(i \in N\), \(f_i : [0, 1] \rightarrow \mathbb{R}_{\geq 0}\), we will call the divisible resource a “cake”, and for non-positive densities (i.e., for all \(i \in N\), \(f_i : [0, 1] \rightarrow \mathbb{R}_{\leq 0}\), we will use the term “bad cake”. We do not deal with general real-valued density functions in this work.

**Allocation**

An allocation \(A := (A_1, \ldots, A_n)\) is given by \(A_i = M_i \cup C_i\), where \((M_1, \ldots, M_n)\) is an \(n\)-partition of the set of indivisible items \(M\), and \((C_1, \ldots, C_n)\) is an \(n\)-partition of the divisible resource \([0, 1]\), where \(A_i\) is the bundle allocated to the agent \(i\) (note that \(A_i\) can be empty). Given an allocation \(A\), the utility of agent \(i \in N\) for the bundle \(A_i\) is \(v_i(A_i) := v_i(M_i) + v_i(C_i)\), i.e., utility is additive across resource types.

The proof of Theorem 4 follows immediately, since by Lemma 10 the allocation at the end of the chores phase is EF1. Thus Algorithm 3 returns an EF1 allocation for a doubly monotone instance. Specialized to instances with only chores, we obtain Theorem 3 as a corollary.
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Perfect partition
For any \( k \in \mathbb{N} \), a \( k \)-partition \( C = \{C_1, C_2, \ldots, C_k\} \) of either cake or bad cake is said to be perfect if each agent values all the pieces equally, i.e., for all agents \( i \in N \) and for all pieces of the cake \( j \in [k] \), \( v_i(C_j) = \frac{v_i(C)}{k} \). Note that a perfect allocation of a cake exists even when the agents’ valuations are not normalized, since multiplicative scaling of agents’ valuations preserves envy-freeness [4]. As in the work of Bei et al. [22], we will assume the existence of a perfect allocation oracle in our algorithmic results.

Generalized envy graph
The generalized envy graph \( G_A \) of an allocation \( A \) is a directed graph on the vertex set \( N \), with a directed edge from agent \( i \) to agent \( k \) if \( v_i(A_k) \geq v_i(A_i) \). If \( v_i(A_k) = v_i(A_i) \), then we refer to the edge \( (i, k) \) as an equality edge, otherwise we call it an envy edge. A generalized envy cycle in this graph is a cycle \( C \) that contains at least one envy edge.

Top-trading generalized envy graph
The top-trading generalized envy graph \( T_A \) of an allocation \( A \) is a subgraph of \( G_A \), with a directed edge from agent \( i \) to agent \( k \) if \( i \neq k \) and \( v_i(A_k) = \max_{j \in N} v_i(A_j) \), i.e., \( A_k \) is one of the most preferred bundles for agent \( i \) in the allocation \( A \). A generalized envy cycle in this graph is called a top-trading generalized envy cycle.

Envy-freeness for mixed resources (EFM)
We will now discuss the notion of envy-freeness for mixed resources (EFM) that was formalized by Bei et al. [22] in the context of indivisible goods and divisible cake. Our definition extends their formulation to related settings where the indivisible part consists of chores and/or the divisible part is bad cake. The definition below is based on the following idea: Any agent who owns cake should not be envied, any agent who owns bad cake should not envy anyone else, and subject to these conditions, any pairwise envy should be EF1. Formally, an allocation \( A \) is said to be envy-free for mixed resources (EFM) if for any pair of agents \( i, k \in N \), either \( i \) does not envy \( k \) (i.e., \( v_i(A_i) \geq v_i(A_k) \)), or all of the following hold: (a) \( i \) does not have bad cake, i.e., \( v_i(C_i) \geq 0 \), (b) \( k \) does not have cake, i.e., \( v_k(C_k) \leq 0 \), and (c) the envy from \( i \) to \( k \) is bounded according to EF1, i.e., \( \exists \, j \in M_i \cup M_k \) such that \( v_i(A_i \setminus \{j\}) \geq v_i(A_k \setminus \{j\}) \).

6.2 Background: Indivisible Goods and Cake
The algorithm of Bei et al. [22] gives an EFM allocation for an instance with additive indivisible goods and cake. The algorithm initially finds an EF1 allocation of the indivisible goods using the envy-cycle elimination algorithm. It then allocates the cake in the following manner: In successive iterations, it tries to find an inclusion-wise maximal source addable set of agents, to which cake is then allocated.

Definition 11 (Source addable set). Given a generalized envy graph, a non-empty set of agents \( S \subseteq N \) is a source addable set if (a) there is no envy edge from an agent in \( N \) to an agent in \( S \), and (b) there is no equality edge from an agent in \( N \setminus S \) to an agent in \( S \).

Intuitively, to satisfy the EFM property, an agent that is envied must not get any cake, and an equality edge \( (i, j) \) implies that \( i \)'s value for the cake she gets must be at least her value for the cake that \( j \) gets.
To find a maximal source addable set of agents, the algorithm first resolves all generalized envy cycles in the generalized envy graph $G_A$. It then removes all agents that are reachable from an envied agent. Bei et al. show that the remaining agents form the unique maximal source addable set. If there are $k$ agents in this set, then the algorithm finds a perfect $k$-partition of the largest prefix of the cake (if $[a, 1]$ is the remaining unallocated piece of cake, then a prefix of the cake is a piece $[a, x]$ of the cake where $a < x \leq 1$) such that giving each agent in the set a piece of this partition does not introduce envy towards any agent in the set. This continues until all the cake is allocated.

6.3 EFM for Doubly Monotone Indivisible Items and Bad Cake

For an instance with doubly monotone indivisible items and bad cake, we give an algorithm to obtain an EFM allocation (Algorithm 4). First, we run the doubly monotone algorithm (Algorithm 3) on the indivisible instance to obtain an EF1 allocation. We then extend it to an EFM allocation by allocating the bad cake as follows: Our algorithm always allocates prefixes of the bad cake, hence the remaining cake is always an interval $[a, 1]$ for some $a \geq 0$. In each iteration, we first find an inclusion-wise maximal sink addable set, defined analogously to the source addable set introduced earlier.

▶ Definition 12 (Sink addable set). Given a generalized envy graph, a non-empty set of agents $S \subseteq N$ is a sink addable set if (a) there is no envy edge from an agent in $S$ to an agent in $N$, and (b) there is no equality edge from an agent in $S$ to an agent in $N \setminus S$.

Since we will allocate bad cake to the agents in this set $S$, no agent in a sink addable set should envy another agent. Further, an equality edge $(i, j)$ implies that if $i$ is in the sink addable set, $j$ must be in the set as well. We find a maximal sink addable set by first resolving all top-trading generalized envy cycles in the top-trading generalized envy graph $T_A$, and then using the procedure in Lemma 13. The resolution of top-trading generalized envy cycles does not affect the EFM property, because of the same reasons as in the top-trading envy-cycle elimination algorithm (Section 5).

Once we find the maximal sink addable set $S$ to which we can allocate bad cake, we need to quantify the amount of bad cake that can be allocated to the agents in $S$ while still preserving the EFM property. We find the largest loss in utility $\delta_i$ that an agent $i \in S$ (who is to be given bad cake) can tolerate before she starts to envy another agent $j \notin S$ (who is not allocated any bad cake), i.e.,

$$\delta_i = \min_{j \in N \setminus S} v_i(A_i) - v_i(A_j) \text{ for all } i \in S.$$ 

Note that $\delta_i > 0$ since there are no envy or equality edges from $S$ to $N \setminus S$. We then find the smallest prefix $[a, x_i^*]$ of the cake, and a perfect $|S|$-partition of this prefix, so that if each part is allocated to an agent in $S$, then the utility of each agent decreases by at most $\delta_i$. For a particular agent $i^*$, her utility goes down by exactly $\delta_i$. By definition of $\delta_i$, a new equality edge arises in the generalized envy graph $G_A$ from agent $i^* \in S$ to some agent in $N \setminus S$. Once we allocate $[a, x_i^*]$ perfectly to all agents in $S$, the allocation still remains EFM (Lemma 15), and we only have $[x_i^*, 1]$ of the cake left to allocate. We will establish in Theorem 16 that the algorithm terminates with a polynomial number of such iterations.

We first show that the maximal sink addable set is unique if it exists (Bei et al. [22] show a similar result for source addable sets). All missing proofs can be found in the appendix.

▶ Lemma 13. Given a partial allocation $A$, the maximal sink addable set (if it exists) is unique, and can be found in polynomial time.
Algorithm 4  Algorithm for EFM with doubly monotone indivisible items and bad cake.

Input: An instance \( \langle N, M, V, F \rangle \) with doubly monotone indivisible items \( M \), and a divisible bad cake

Output: An allocation \( A \)

1. Run the doubly monotone algorithm to obtain an EF1 allocation \( A = (A_1, A_2, \ldots, A_n) \) of \( M \)

2. while there is still unallocated cake = \([a, 1]\)

3. \( T_A = \) top-trading generalized envy graph of \( A \)

4. while there is a top-trading generalized envy cycle \( C \) in \( T_A \)

5. \( A \leftarrow A^C \) ▷ This ensures the existence of a sink addable set

6. \( S = \) maximal sink addable set for \( A \) ▷ Using Lemmas 13 and 14

7. if \( S = N \) then

8. Find an EF allocation \( (C_1, C_2, \ldots, C_n) \) of \( A_i = A_i \cup C_i \) for all \( i \in N \)

\( \leftarrow \emptyset \)

9. else

10. \( \delta_i = \min_{j \in N \setminus S} v_i(A_i) - v_i(A_j) \) for all \( i \in S \)

11. if \( v_i() \geq -|S| \cdot \delta_i \) for all \( i \in S \) then

12. \( C^\prime \leftarrow \emptyset \)

13. else

14. \( x_i = \sup \{ x \mid v_i([a, x]) \geq -|S| \cdot \delta_i \} \) for all \( i \in S \)

15. \[ i^* = \arg \min_{i \in S} x_i \]

16. \( C^\prime \leftarrow [a, x_{i^*}] \)

17. \[ \leftarrow [x_{i^*}, 1] \]

18. Obtain a perfect partition \( (C_1, C_2, \ldots, C_{|S|}) \) of \( C^\prime \)

19. \( A_i \leftarrow A_i \cup C_i \) for all \( i \in S \)

20. \( \leftarrow \emptyset \)

21. return \( A \)

We now show that once we resolve all top-trading generalized envy cycles, the generalized envy graph \( G_A \) contains a sink addable set (and thus a maximal sink addable set).

Lemma 14. If the top-trading generalized envy graph \( T_A \) does not contain any generalized envy cycles, then the generalized envy graph \( G_A \) has a sink addable set.

Once we run the top-trading generalized envy cycle elimination procedure, we are thus guaranteed the existence of a sink addable set. Then, we move to the bad cake allocation procedure. The agents in the set \( S \) are then perfectly allocated a small amount of bad cake while preserving the EFM property. We now show that the partial allocation remains EFM throughout the algorithm.

Lemma 15. At each step of the bad cake allocation phase, the partial allocation in Algorithm 4 satisfies EFM.

Finally, we will show that the algorithm terminates, assuming the existence of a perfect partition oracle.

Theorem 16. Algorithm 4 terminates after \( O(n^3) \) rounds of the while-loop and returns an EFM allocation.
6.4 Special Case Results with Indivisible Chores and Divisible Cake

While the approach of first allocating the indivisible resources followed by assigning the divisible resource works well for instances with indivisible goods and cake [22], and for instances with doubly monotone indivisible items and bad cake (Theorem 16), extending this approach to an instance with indivisible chores and cake is challenging for the following reason: Suppose, in such an instance, we initially allocate the indivisible chores to satisfy EF1 using the top-trading envy-cycle elimination algorithm. Then we might not be able to proceed with cake allocation, since the algorithm does not guarantee us the existence of a source in the generalized envy graph. In an effort to remedy this, we introduce the component-wise matching algorithm (refer to the full version for details [27]) to obtain an EF1 allocation of additive indivisible chores that does not have any generalized envy cycles. This algorithm ensures that the allocation at the end of indivisible chores stage is generalized envy-cycle free. However, adding even a small amount of cake might once again make the generalized envy graph sourceless, and it is unclear how to proceed at this stage.

Nevertheless, for special cases of this problem, we can prove the existence of an EFM allocation. Restricted to additive valuations of the indivisible chores, we show methods of obtaining an EFM allocation in two cases: 1) when the agents have identical rankings of the items (formalized in Appendix A.6), and 2) when the number of items does not exceed the number of agents by more than one, i.e., \( m \leq n + 1 \). At a high level, the reason we are able to circumvent the aforementioned challenge in these two cases is because the particular EF1 allocation we obtain for indivisible chores in these cases has the property that we can resolve any generalized envy cycle that arises during the cake allocation stage. This freedom allows us to execute the algorithm of Bei et al. directly on these instances.

▶ Theorem 17. For a mixed instance with additive indivisible chores with identical rankings and cake, an EFM allocation exists.

▶ Theorem 18. For a mixed instance with \( n \) agents, \( m \) additive indivisible chores and cake where \( m \leq n + 1 \), an EFM allocation exists.

The proofs of the above two theorems can be found in Appendix A.6 and in the full version [27] of the paper respectively.
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\section{Appendix}

\subsection{Proof of Lemma 5}

\textbf{Lemma 5.} After every step of the goods phase, the partial allocation remains EF1. Further, the goods phase terminates in polynomial time.

\textit{Proof.} Clearly the empty allocation at the beginning is EF1. Suppose before time step \( t \), our allocation \( A \) is EF1 (i.e., any envy from agent \( i \) to agent \( j \) can be eliminated by removing an item from \( A_j \)). Denote the allocation after time step \( t \) by \( A' \). We will argue that \( A' \) is EF1, and any envy from agent \( i \) to agent \( j \) can be eliminated by removing an item from \( A'_j \). At every time step, either a good is allocated or an envy cycle is resolved.

Suppose at time step \( t \), we allocate a new item (Lines 5-6). Note that the graph \( G_A \) is acyclic at this stage. This is because it holds trivially the first time an item is allocated, and in every subsequent execution of the while-loop, we eliminate all envy cycles present (Lines 7-8) before we begin allocating the next item. Thus, the subgraph \( G_A^S \) is acyclic as well, where \( G_A^S \) is the graph \( G_A \) restricted to the agents for whom \( g \) is a good.

Then after time \( t \), our allocation \( A' \) will be \( A'_k = A_k \cup \{g\} \) and \( A'_j = A_j \) for all \( j \neq k \), where \( k \) is a source in \( G_A^S \). Pick two agents \( i \) and \( j \) such that \( i \) envies \( j \) in \( A' \). If \( i \) did not envy \( j \) in \( A \), then clearly \( j \) must be the agent who received the good \( g \) (i.e., \( j = k \)) and \( i \in V^g \). In this case, removing \( g \) from \( A_k \) removes \( i \)'s envy as well. Suppose \( i \) envied \( j \) in \( A \) as well, and the envy was eliminated by removing \( g' \) from \( A_j \). If \( j = k \) then \( i \not\in V^g \) since \( k \) was a source in \( G_A^S \). Then removing \( g' \) eliminates the envy in \( A' \) as well, since \( v_i(A_k \cup \{g\}) = v_i(A_k \cup \{g'\}) \). If \( j \neq k \), then since \( j \)'s bundle remains the same and \( v_i(A'_j) \geq v_i(A_j) \), the envy can again be eliminated by removing \( g' \) from \( A'_j \).

Suppose at time \( t \) we resolve an envy cycle (Lines 7-8). Let \( A \) be the allocation before time \( t \), \( C \) be the cycle along which the swap happens, and \( A' = A^C \) the allocation obtained by swapping backwards along the circle. Pick two agents \( i \) and \( j \) such that \( i \) envies \( j \) in \( A \). Let \( i' \) and \( j' \) be the agents such that \( A'_i = A_i \) and \( A'_j = A_j \). Since \( v_i(A'_i) \geq v_i(A_i) \), \( i \) envied \( j' \) in the allocation \( A \) before the swap. Suppose this envy was eliminated by removing \( g' \) from \( A'_j \). Then \( v_i(A'_i) \geq v_i(A'_i) \geq v_i(A'_j \setminus \{g'\}) \), and thus removing \( g' \) from \( A'_j \) eliminates the envy in \( A' \).

To show that the algorithm terminates in polynomial time, we show that we resolve envy cycles at most a polynomial number of times for each item. Consider a single while-loop for an item, where a cycle swap occurs on the cycle \( C \). Since the bundles remain unbroken, all agents outside the cycle have the same outdegree in \( G_A \) as in \( G_A \). An agent \( i \) inside the cycle has strictly lesser outdegree in \( G_A \) compared to \( G_A \), since the \((i, i')\) edge in \( G_A \) does not translate into a \((i, i)\) edge in \( G_A \) (since \( i \) gets \( i' \)'s bundle). Thus the number of envy edges goes down by at least \(|C|\) during each cycle swap, and the while-loop terminates in polynomial time.

\subsection{Proof of Lemma 13}

\textbf{Lemma 13.} Given a partial allocation \( A \), the maximal sink addable set (if it exists) is unique, and can be found in polynomial time.

\textit{Proof.} Suppose there were two distinct maximal sink addable sets \( S_1 \) and \( S_2 \). Then we show that \( S_1 \cup S_2 \) is also a sink addable set, contradicting their maximality. The existence of an envy edge from an agent in \( S_1 \cup S_2 \) to an agent in \( N \) contradicts either \( S_1 \) or \( S_2 \) being a sink addable set. Similarly, an equality edge from an agent in \( S_1 \cup S_2 \) to an agent in \( N \setminus S_1 \cup S_2 \) contradicts either \( S_1 \) or \( S_2 \) being a sink addable set. Thus \( S_1 \cup S_2 \) is a sink addable set, a contradiction.
To find a maximal sink addable set, say that an agent \( i \) is an envious agent if there is an envy edge \((i, j)\) in the generalized envy graph. Note that by definition a sink addable set cannot contain an envious agent. Let \( T \) be the set of all agents that have a path to an envious agent (i.e., if agent \( r \) is in \( T \), there exists a path from \( r \) to an envious agent \( i \) in the generalized envy graph along envy and equality edges). Let \( S = N \setminus T \) be the complementary set of agents. We claim that \( S \) is a maximal sink addable set. Clearly, no agent outside \( S \) can be in any sink addable set. To see this, consider any agent \( r \notin S \), and let \( r \) have a path to an envious agent \( i \). By the properties of sink addable sets, if \( r \) is in \( S \), then so must all the agents in the path including \( i \), but this contradicts the property that a sink addable set cannot contain an envious agent. Now consider an agent \( r \) in \( S \), and note that \( r \) does not have a path to an envious agent. Since \( r \) is not envious, it does not have an envy edge to any other agent. Further, since all agents outside \( S \) have a path to an envious agent, \( r \) cannot have an (equality or envy) edge to an outside agent. Hence, the set of agents so obtained must be a maximal sink addable set. ▶

A.3 Proof of Lemma 14

- **Lemma 14.** If the top-trading generalized envy graph \( T_A \) does not contain any generalized envy cycles, then the generalized envy graph \( G_A \) has a sink addable set.

**Proof.** Suppose the top-trading generalized envy graph \( T_A \) does not contain any generalized envy cycles. Then each strongly connected component \( C_i \) of the graph \( T_A \) contains only equality edges inside it. Let \( C_1 \) be a leaf component obtained by Tarjan’s algorithm to find strongly connected components (see Section 22.5 of [38]). We claim that \( C_1 \) is a sink addable set in the generalized envy graph \( G_A \).

Suppose there was an envy edge from an agent \( i \) in \( C_1 \). Since the top-trading envy graph points to an agent’s favorite bundle, there would be an envy edge from \( i \) in the graph \( T_A \) as well. Thus \( i \) would not be part of a leaf component of \( T_A \), contradicting that \( i \in C_1 \). Thus all agents in \( C_1 \) only have equality edges in \( G_A \).

Suppose now that there was an equality edge from an agent \( i \in C_1 \) to an agent \( j \in N \setminus C_1 \). Since \( i \) does not envy any other agent, the edge \((i, j)\) would be present in \( T_A \) as well, contradicting that \( C_1 \) is a leaf component of \( T_A \). Thus \( C_1 \) is a sink addable set, and thus \( G_A \) contains a maximal sink addable set as well. ▶

A.4 Proof of Lemma 15

- **Lemma 15.** At each step of the bad cake allocation phase, the partial allocation in Algorithm 4 satisfies EFM.

**Proof.** The allocation of indivisible items at the start of the algorithm is EF1 and consequently EFM as well. In the generalized top-trading envy graph, suppose we resolve a cycle \( C \). Then the allocation remains EFM for agents outside the cycle since the bundles are unbroken. Since all agents in the cycle receive their highest valued item, they do not envy any other agent and thus satisfy EFM as well.

In the bad cake allocation stage, if \( N \) is the maximal sink addable set, then there are no envy edges inside the graph \( G_A \) and the initial allocation is envy-free. The allocation remains envy-free on adding an EF allocation of the remaining cake to their bundles, and thus the final allocation is EFM as well.

If the maximal sink addable set \( S \subset N \) is a strict subset, then the amount of cake we allocate is chosen such that the EFM property is satisfied. Since every agent in \( S \) is given bad cake, the envy from agents in \( N \setminus S \) remains EFM. By definition of sink addable set,
none of the agents in $S$ envy anyone before the bad cake allocation. Since we obtain a perfect allocation, none of the agents in $S$ envy each other after the bad cake allocation as well. Note that the value of the bad cake allocated to each agent in this round is bounded below by $\delta_i = \min_{j \in N \setminus S} v_i(A_i) - v_i(A_j)$ for all $i \in S$. Thus no agent in $S$ envies an agent in $N \setminus S$ in the final allocation as well by choice of $\delta_i$, and the partial allocation remains EFM throughout the algorithm.

\section*{A.5 Proof of Theorem 16}

We will break down the running time analysis into two parts: (1) The number of rounds where the algorithm resolves a top-trading generalized envy cycle, and (2) between any such consecutive rounds, the number of times when the algorithm assigns bad cake to agents in a maximal sink addable set.

Let us start with the first part. Note that assigning bad cake to a maximal sink addable set never creates new envy edges, and resolving a top-trading generalized envy cycle reduces the number of envy edges by at least one. Therefore, following the allocation of the indivisible items, the number of envy edges is a non-increasing function of time. This means that there can be at most $O(n^2)$ rounds where a top-trading generalized envy cycle is resolved by the algorithm.

Let us now consider the second part. We will argue that between any consecutive rounds where the algorithm resolves a top-trading generalized envy cycle, there can be at most $n$ steps where the algorithm allocates bad cake. Observe that if there are no envy edges in the graph, then the maximal sink addable set is the entire set of agents (i.e., $S = N$), and the algorithm immediately terminates by allocating the entire remaining cake. Otherwise, after each round of adding bad cake, at least one new equality edge is created from $S$ to $N \setminus S$. If this creates a new top-trading generalized envy cycle, then the number of envy edges strictly reduces in the next round. Else, the size of the maximal sink addable set strictly decreases in the next round, implying that there can be at most $n$ rounds of adding bad cake before the number of envy edges strictly decreases.

Overall, we obtain that the algorithm terminates in $O(n^3)$ rounds.

\begin{theorem}
Algorithm 4 terminates after $O(n^3)$ rounds of the while-loop and returns an EFM allocation.
\end{theorem}

\begin{proof}
By Lemma 15, the allocation returned by the algorithm is EFM. So, it suffices to show that the algorithm executes $O(n^3)$ iterations of the while-loop.

First, note that there can be at most $O(n^2)$ rounds where the algorithm resolves a top-trading generalized envy cycle. This follows from the following two observations: (a) The number of envy edges never increases during the algorithm, and (b) the number of envy edges strictly decreases by at least one whenever a top-trading generalized envy cycle is resolved. Observation (b) is straightforward. To see why (a) holds, it suffices to argue that adding bad cake does not introduce any new envy edges. Indeed, since we are adding bad cake, none of the agents in the set $N \setminus S$ (i.e., the agents outside the maximal sink addable set) can develop new envy edges to an agent in $S$ or $N \setminus S$. For each agent in $S$, since the amount of cake added is bounded below by $\delta_i = \min_{j \in N \setminus S} v_i(A_i) - v_i(A_j)$ for all $i \in S$, none of the agents in $S$ have new envy edges to an agent in $N \setminus S$. Furthermore, since the allocation is perfect, agents in $S$ do not end up envying one another. Thus, no new envy edges are created due to the allocation of the bad cake, and therefore we have at most $O(n^2)$ rounds of top-trading generalized envy-cycle elimination.

\end{proof}
Next, we will argue that between any consecutive cycle-elimination rounds, there can be at most \( n \) steps where the algorithm assigns bad cake to a maximal sink addable set. Note that if at any stage there are no envy edges in the generalized envy graph, then the maximal sink addable set is the entire set of agents (i.e., \( S = N \)), and the algorithm terminates immediately after assigning the entire remaining bad cake. So, let us assume for the remainder of the proof that there is always at least one envy edge.

If, for all agents \( i \in S \), a perfect allocation of the remaining cake \( [a, x_i] \) preserves EFM, then the algorithm terminates in the next step. Else, we mark the point \( x_i \) on the cake for each agent such that after perfectly allocating \( [a, x_i] \), they have a new equality edge to an agent in \( N \setminus S \). By choice of \( i^* \) as the agent with minimum value of \( x_i \), the agent \( i^* \) now has a new equality edge to an agent \( j \) in \( N \setminus S \) after this round. If this edge creates a new top-trading generalized envy cycle, then the number of envy edges strictly reduces in the next round. Else, the size of the maximal sink addable set decreases since \( i^* \) now has a path to an envious agent and must therefore be excluded from the maximal sink addable set (additionally, no new agents are added to the sink addable set). Thus, bad cake allocation can occur for at most \( n \) consecutive rounds before the number of envy edges strictly decreases, leading to the desired \( O(n^3) \) number of rounds. \( \blacktriangleleft \)

### A.6 Special Case Results for EFM with Indivisible Chores and Divisible Cake

We first discuss the case of additive indivisible chores with identical rankings and cake. By identical rankings, we mean that all the agents have the same preference order on the indivisible chores, and we can order the chores as \( c_1, c_2, \ldots, c_m \) such that \( v_i(c_1) \geq v_i(c_2) \geq \ldots \geq v_i(c_m) \) for all agents \( i \in N \). We assume for simplicity that the number of chores is a multiple of the number of agents. If not, we add an appropriate number of virtual chores that are valued at 0 by every agent, and remove them at the end of the algorithm. Note that this does not affect the EF1 or the EFM property. In this setting, the round-robin algorithm satisfies two desirable properties:

1. Let \( (B_1, B_2, \ldots, B_n) \) be a partition of the chores given by \( B_i = \{c_j \mid j \equiv i \pmod{n}\} \).
   For each of the \( n! \) possible orderings of the agents, under lexicographic tiebreaking of the preferable chores, the round-robin algorithm allocates the same bundle \( B_i \) to the \( i^{th} \) agent in the ordering, and
   1. Resolving any generalized envy cycle in the allocation obtained from a round-robin instance does not violate EFM.

By lexicographic tiebreaking, we mean that if an agent has many chores of the same value to choose in round-robin, they choose the chore with the lexicographically smallest index.

**Lemma 19.** For an additive indivisible chores instance with identical rankings, every ordering of the agents for round-robin allocates the bundle \( B_i = \{c_j \mid j \equiv i \pmod{n}\} \) to the \( i^{th} \) agent in the ordering when tiebreaking happens lexicographically.

**Proof.** Order the chores as \( c_1, c_2, \ldots, c_m \) in non-increasing order of their value. Suppose that in the execution of the round-robin algorithm, if an agent has many chores that it has the same value for, it chooses the lexicographically smallest chore. We claim that the bundles remain the same regardless of the ordering of the agents.

Suppose the agents were ordered as \( \pi(1), \pi(2), \ldots, \pi(n) \) for round-robin. In the first round of the algorithm, we claim that agent \( \pi(i) \) chooses the chore \( c_i \) during the execution. Indeed, since all the agents have the same rankings on the chores, agent \( \pi(1) \) chooses \( c_1 \) in the first round (even if there were other chores with the same value, \( c_1 \) is lexicographically the
smallest). Inductively, once agents \{\pi(1), \pi(2), \ldots, \pi(i)\} have chosen \{c_1, c_2, \ldots, c_i\}, agent \pi(i + 1) weakly prefers \(c_{i+1}\) over any other chore, and adds it to their bundle because it is the lexicographically smallest chore present. Thus \{c_1, c_2, \ldots, c_n\} are allocated in the first round. By a straightforward induction on the number of rounds, we see that the final allocation is \(A_\pi(i) = \{c_j \mid j \equiv i \pmod{n}\}\). ▶

Note that for every position \(j\) and every agent \(i\), there is an ordering of the agents such that agent \(i\) is in the \(j\)th position during the round-robin algorithm (if \(i = j\) consider the identity permutation, else consider the permutation \((i j)\)). Since the round-robin algorithm always returns an EF1 allocation, this implies the strong property that the partition \((B_1, B_2, \ldots, B_n)\) satisfies EF1 for agent \(i\), regardless of which bundle is allocated to that agent. Since the agent \(i\) was chosen arbitrarily at the beginning, this gives us the following lemma:

▶ Lemma 20. For an additive indivisible chores instance with identical rankings, the allocation \(A_\pi(i) = B_i\) is an EF1 allocation for any ordering \(\pi\) of the agents, where \(B_i = \{c_j \mid j \equiv i \pmod{n}\}\).

Recall from Section 5.1 that the reason we had to restrict ourselves to resolving top-trading envy cycles when searching for an EF1 allocation of monotone indivisible chores was because resolving an arbitrary envy cycle could upset EF1 (Example 1), where an agent might obtain a bundle of higher value during the cycle swap, but the newly acquired bundle might consist of chores with low absolute value. By contrast, we can resolve any generalized envy cycle in the case of identical rankings, since the allocation is EF1 regardless of which agent obtains which bundle. Note that this property continues to hold even when we add cake using Bei et al.’s algorithm, since any agent with cake is never envied throughout the algorithm, and any envy present can be eliminated by the removal of one good (in fact, the same good) regardless of the identity of the agent holding a bundle (the valuation is weakly better for bundles with some portion of cake present). Thus, we have the following theorem:

▶ Theorem 17. For a mixed instance with additive indivisible chores with identical rankings and cake, an EFM allocation exists.

Using this result, we also show the existence of an EFM allocation when \(n - 1\) of the \(n\) agents have identical rankings. Say the agents are \{1, 2, \ldots, n\}, and the agent \(n\) does not have a ranking identical to the others. Run the round-robin algorithm with the first \(n - 1\) agents and one virtual copy of one of the identical agents, say agent 1. At the end of the round-robin algorithm, allow agent \(n\) to pick their favorite bundle and arbitrarily allocate the remaining bundles between the other agents. Note that since agent \(n\) does not envy anybody at the beginning of cake allocation, and since the cake allocation stage does not create any new envy edges, the final allocation will be EFM for agent \(n\). For all other agents, the allocation will be EF1 at the beginning of cake allocation (Lemma 20). Since resolving any generalized envy cycle still preserves EFM (Theorem 17), the final allocation will be EFM for the agents \{1, 2, \ldots, n - 1\} as well. Thus we get the following corollary:

▶ Corollary 21. For a mixed instance with additive indivisible chores with identical rankings for \(n - 1\) agents and cake, an EFM allocation exists. In particular, for two agents, an EFM allocation always exists in this setting.

This property of being able to resolve any generalized envy cycle can also be obtained when the number of indivisible chores is at most one higher than the number of agents, i.e., \(m \leq n + 1\). A proof of Theorem 18 can be found in the full version [27] of the paper.
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We study the $b$-matching problem, which generalizes classical online matching introduced by Karp, Vazirani and Vazirani (STOC 1990). Consider a bipartite graph $G = (S \cup R, E)$. Every vertex $s \in S$ is a server with a capacity $b_s$, indicating the number of possible matching partners. The vertices $r \in R$ are requests that arrive online and must be matched immediately to an eligible server. The goal is to maximize the cardinality of the constructed matching. In contrast to earlier work, we study the general setting where servers may have arbitrary, individual capacities. We prove that the most natural and simple online algorithms achieve optimal competitive ratios.
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### 1 Introduction

Matching in bipartite graphs is a fundamental problem with numerous applications in computer science. We study the \textit{b-matching problem} \cite{13}, where the vertices of one set of the bipartition may be matched multiple times. It generalizes the standard matching problem. Furthermore, it models capacitated allocations as well as interesting special cases of the timely AdWords problem.

More specifically, let $G = (S \cup R, E)$ be a bipartite graph. The vertices of $S$ are servers. Each server $s \in S$ has an individual capacity $b_s$, indicating the maximum number of possible matching partners. The vertices of $R$ are requests that have to be assigned to the servers. We consider the online problem where the set $S$ of servers is known in advance and the requests of $R$ arrive sequentially one by one. Whenever a new request $r \in R$ arrives, its incident edges are revealed. The request has to be matched immediately and irrevocably to an eligible server, provided that there is one. The goal is to maximize the number of matching edges.

Prior work on \textit{b-matchings} has mostly focused on the case that all servers have the same capacity, i.e. $b_s = b$, for all $s \in S$. In this paper we study the general setting of individual server capacities, as described above. This setting is particularly relevant in applications. Furthermore, we examine the \textit{vertex-weighted} problem extension, where additionally each server $s \in S$ has a weight $w_s$ and the value of every matching edge incident to $s$ is multiplied by $w_s$. The goal is to maximize the total weight of the constructed matching. Again this extension is interesting in allocation problems.

If $b_s = 1$ for all $s \in S$, the \textit{b-matching problem} is equal to classic online bipartite matching, which was introduced in a seminal paper by Karp et al. \cite{15} and has received tremendous research interest over the last 30 years. The \textit{b-matching problem} models a range of interesting applications. Naturally, the servers can be computer servers that process persistent jobs arriving over time. Furthermore, the servers can be facilities that stream content online, host web pages or store data remotely \cite{5}. More generally, the servers can represent stations in mobile computing, queues in a network switch or even locations in a hash table \cite{2, 5, 9}. Obviously, each server can only handle a limited number of clients.

Another relevant application are the AdWords problem and ad auctions in search engine companies \cite{18}. There is a set of advertisers, each with a daily budget, who wish to link their ads to search keywords and issue respective bids. Queries along with their keywords arrive online and must be allocated instantly to the advertisers. The \textit{b-matching problem} models the basic setting where all bids are either 0 or 1. The vertex-weighted extension captures the scenario where all the bids of an advertiser $s \in S$ have a value of 0 or $w_s$.

We analyze the performance of algorithms for the \textit{b-matching problem} using competitive analysis. Given an input graph $G$, let $\text{Alg}(G)$ denote the size (or weight) of the matching constructed by an online algorithm $\text{Alg}$. Let $\text{Opt}(G)$ be the corresponding value of an optimal offline algorithm $\text{Opt}$. Algorithm $\text{Alg}$ is $c$-competitive if $\text{Alg}(G) \geq c \cdot \text{Opt}(G)$ holds, for all $G$. If $\text{Alg}$ is a randomized algorithm, then $\text{Alg}(G)$ has to be replaced by the expected value $\mathbb{E}[\text{Alg}(G)]$.

**Related Work.** Straightforward arguments show that any algorithm that matches an incoming request to an eligible server with remaining capacity, if there exists one, is $\frac{1}{2}$-competitive. Kalyanasundaram and Pruhs \cite{13} investigate the \textit{b-matching problem} if all servers have equal capacity, i.e. $b_s = b$ for all $s \in S$. They present a deterministic \textsc{Balance} algorithm that matches a new request to an adjacent server whose current load is smallest. Kalyanasundaram and Pruhs prove that \textsc{Balance} achieves an optimal competitive ratio.
of $1 - 1/(1 + 1/b)^b$. As $b$ grows, the latter expression tends to $1 - 1/e \approx 0.63$. Azar and Litichevsky [2] give an alternative analysis of the BALANCE algorithm. Chaudhuri et al. [5] and Grove et al. [9] study $b$-matchings with a different objective. At any time an algorithm must maintain a matching between the requests that have arrived so far and the servers. The goal is to minimize the total number of switches where a request is reassigned to a different server.

In a famous paper, Karp et al. [15] introduced the online bipartite matching problem. This is a $b$-matching problem where all servers have a capacity of 1, i.e. each vertex in the graph may be incident to at most one matching edge. Online bipartite matching has received tremendous research interest over the last years and we only mention the most important results relevant to our work. Again, any algorithm that matches an incoming request to an arbitrary available partner is $1/2$-competitive. No deterministic online algorithm can be better than $1/2$-competitive. Karp et al. [15] show that an algorithm RANDOM, which matches a request to an available partner chosen uniformly at random, does not achieve a competitiveness greater than $1/2$. As a main result they propose the celebrated RANKING algorithm. This strategy initially chooses a random permutation of the vertices in $S$. Thereby, each such vertex is assigned a priority or rank. Whenever a vertex of $R$ arrives, it is matched to the eligible vertex of highest rank in $S$. Karp et al. prove that RANKING is $(1 - 1/e)$-competitive. This ratio is best possible for randomized algorithms [15].

Simplified and alternative analyses of RANKING were provided in [1, 3, 6, 7]. In particular, Devanur et al. [6] developed an elegant primal-dual analysis. Aggarwal et al. [1] defined online vertex-weighted bipartite matching, where each vertex $s \in S$ has a weight $w_s$. Again, all vertices of $S$ have a capacity of 1. The goal is to maximize the total weight of the constructed matching. Aggarwal et al. [1] devise a generalization of RANKING, named PERTURBED-GREEDY, and prove that it is $(1 - 1/e)$-competitive. Devanur et al. [6] analyze this strategy in their compact primal-dual framework. Further work on online bipartite matching considers different input models [8, 12, 14, 16] or refined matching models [10, 17].

The AdWords problem was formally defined by Mehta et al. [18]. They present a deterministic online algorithm that achieves a competitive ratio of $1 - 1/e$, under the assumption that the bids are small compared to the advertisers’ budgets. No randomized algorithm can obtain a better competitive factor. Buchbinder et al. [4] develop a primal-dual algorithm that attains a competitiveness of $(1 - 1/c)(1 - R_{\text{max}})$, where $c = (1 + R_{\text{max}})^1/R_{\text{max}}$ and $R_{\text{max}}$ is the maximum ratio between the bid of any advertiser and its total budget. Huang et al. [11] give a 0.5016-competitive algorithm, for AdWords without the small-bids assumption.

Our Contributions. We present a comprehensive study of the $b$-matching problem with variable server capacities. As a main contribution we show that the most natural and simple online algorithms obtain optimal competitive ratios.

First, we concentrate on the unweighted setting, with the objective to maximize the cardinality of the constructed matching. In Section 2 we study deterministic algorithms. We formulate and analyze a strategy RELATIVEBALANCE that assigns an incoming request to an eligible server with minimum relative load. The relative load of a server $s$ is the number of requests that are currently matched with $s$ divided by the capacity $b_s$. Thus the algorithm considers which fraction of a server’s capacity is already used. This is the most straightforward greedy policy for the setting with variable server capacities. We show that RELATIVEBALANCE achieves a competitive ratio of $1 - 1/(1 + 1/b_{\text{min}})b_{\text{min}}$, where $b_{\text{min}} = \min_s b_s$ is the minimum server capacity. The performance ratio is best possible for deterministic online algorithms.
In order to evaluate RelativeBalance we conduct a primal-dual analysis. We extend the framework by Devanur et al. [6], this time to analyze a deterministic algorithm different from Ranking. We remark that Balance by Kalyanasundaram and Pruhs [13] does not achieve a competitive ratio of \(1 - 1/(1 + 1/b_{\text{min}})^{b_{\text{min}}}\) when using only \(b_{\text{min}}\) spots of each server because Opt may use the additional capacity. Moreover, we would like to add that the results by Buchbinder et al. [4] also imply a deterministic online algorithm with a competitiveness of \(1 - 1/(1 + 1/b_{\text{min}})^{b_{\text{min}}}\) for the \(b\)-matching problem. However, their algorithm is not equal to RelativeBalance. In fact, their strategy may assign a request to a server not having the smallest relative load and does not necessarily use the full capacity of a server, leaving requests unmatched. This leads to somewhat unintuitive assignments. We give details in Appendix A. Of course, Buchbinder et al. [4] were interested in the general AdWords problem and did not tailor their analysis to \(b\)-matchings.

In Section 3 we study randomized online algorithms. In a first step we examine the Random algorithm, which assigns an incoming request to a random adjacent server with remaining capacity. We prove that the competitive factor of Random is not better than \(1/2\). The major part of Section 3 investigates the original Ranking algorithm. More specifically, Ranking initially picks a random permutation of the servers. An incoming request is matched to the eligible server of highest rank. We prove that Ranking achieves a competitive ratio of \(1 - 1/e\), independently of the server capacities. The ratio of \(1 - 1/e\) is best possible for randomized algorithms [18]. Surprisingly, the original Ranking algorithm has an optimal competitiveness for the more complex \(b\)-matching problem. We are not aware of any other generalization of the classical online matching problem where this holds true.

Observe that we can also obtain a competitive ratio of \(1 - 1/e\) using the following reduction to standard online bipartite matching: Replace each server \(s\) with capacity \(b_s\) by exactly \(b_s\) individual vertices of capacity 1. Each request adjacent to \(s\) gets incident edges to each of these \(b_s\) vertices. On the resulting graph with \(\sum_{s \in S} b_s\) vertices on the left-hand side of the bipartition, execute the Ranking algorithm. Such a reduction can also be applied for deterministic online algorithms but only gives a competitive factor of \(1/2\).

Our result for the original Ranking algorithm, executed on the initial input graph \(G\), has the following implications. (1) From a theoretical point of view, an interesting question is how much randomness is needed to obtain a competitiveness of \(1 - 1/e\). Our analysis demonstrates that a straightforward execution of the barely random Ranking strategy attains this ratio. No randomization over the server spots is necessary. (2) In practical applications a ranking of the servers leads to simple and efficient allocation algorithms. With a random permutation of a huge number of server spots, assignments might be difficult, perhaps even impossible to compute.

In our analysis we first demonstrate that the framework by Devanur et al. [6] cannot establish a competitiveness of \(1 - 1/e\) for Ranking, when executed on the original graph \(G\). It only yields a competitiveness of \(1/2\). Therefore, as a main technical contribution, we formulate a new configuration linear program (LP) for the \(b\)-matching problem. Using this configuration LP, we then conduct a primal-dual analysis by extending the framework of Devanur et al. [6]. We point out that, for the bipartite matchings with stochastic rewards, Huang and Zhang [10] recently were the first to employ configuration LPs. However, the concrete LPs used in [10] and in this paper are different, apart from a modeling of vertex neighborhoods. Also, the analyses differ so as to obtain the desired performance ratios.

In Section 4 we investigate vertex-weighted \(b\)-matching, with the objective to maximize the total weight of the constructed matching. We focus on randomized strategies and study Perturbed-Greedy [1], which was introduced for vertex-weighted online bipartite matching,
where each vertex \( s \in S \) has a capacity of 1. The algorithm, for each \( s \in S \), computes a rank based on an initial random choice. A request is matched to the eligible vertex \( s \in S \) of highest rank. We investigate Perturbed-Greedy for the \( b \)-matching problem when executed on the original input graph \( G \), without the above reduction of splitting a server \( s \) into \( b_s \) vertices of unit capacity. We extend our analysis approach based on configuration LPs and prove that the algorithm achieves an optimal competitive ratio of \( 1 - 1/e \).

In summary, simple rank-based algorithms that make initial random choices for the servers (but not for the server spots) achieve an optimal competitive ratio of \( 1 - 1/e \), independently of the server capacities. Furthermore, the paper by Huang and Zhang [10] and our work show that configuration LPs can be more powerful than standard LPs in the analysis of more advanced matching problems.

2 Deterministic algorithms for maximum-cardinality \( b \)-matching

It is easy to verify that an online algorithm that matches a new request to an eligible server with largest remaining capacity does not achieve a competitiveness greater than \( 1/2 \).

In the following we present our natural RelativeBalance algorithm. Let \( \text{load}_s \) denote the (absolute) load of a server \( s \in S \), i.e. the number of requests assigned to \( s \) so far. We define the relative server load as \( l_s : = \frac{\text{load}_s}{b_s} \). RelativeBalance simply assigns incoming requests to an eligible neighbor with minimum relative server load.

\section*{Algorithm 1 RelativeBalance.}

\begin{algorithm}
\begin{algorithmic}
\While{a new request \( r \in R \) arrives}
\State Let \( N(r) \) denote the set of neighbors of \( r \) with remaining capacity;
\If{\( N(r) = \emptyset \)}
\State Do not match \( r \);
\Else
\State Match \( r \) to \( \arg\min \{ l_s : s \in N(r) \} \) (break ties arbitrarily);
\EndIf
\EndWhile
\end{algorithmic}
\end{algorithm}

We analyze RelativeBalance by conducting a primal-dual analysis. For this, consider the classical (relaxed) primal and dual LP of maximum cardinality online bipartite \( b \)-matching. Here, we use a primal variable \( m(s, r) \) for each edge \( e = \{s, r\} \in E \), where \( s \in S \) and \( r \in R \), indicating whether or not \( e \) is contained in the matching.

\textbf{Primal:} \[
\max \sum_{(s, r) \in E} m(s, r)
\] \begin{align*}
\text{s.t.} & \sum_{r : (s, r) \in E} m(s, r) \leq b_s, \quad (\forall s \in S) \\
& \sum_{s : \{s, r\} \in E} m(s, r) \leq 1, \quad (\forall r \in R) \\
& m(s, r) \geq 0, \quad (\forall \{s, r\} \in E).
\end{align*}

\textbf{Dual:} \[
\min \sum_{s \in S} b_s \cdot x(s) + \sum_{r \in R} y(r)
\] \begin{align*}
\text{s.t.} & x(s) + y(r) \geq 1, \quad (\forall \{s, r\} \in E) \\
& x(s), y(r) \geq 0, \quad (\forall s \in S, \forall r \in R).
\end{align*}
Devanur et al. [6] developed an elegant framework that unifies the analysis of randomized online algorithms for matching problems. We will extend their framework to analyze our deterministic algorithm RelativeBalance. Whenever an online algorithm assigns a request \( r \) to a server \( s \), the gain of 1 in the primal objective function (and thus the size of the matching) is translated into a gain of \( 1/c \) in the dual objective function by splitting it across the dual variables \( x(s) \) and \( y(r) \). Here, \( c \) is a constant that will be maximized during the analysis and will denote the competitive ratio of the algorithm, \( 0 < c \leq 1 \). If an arriving request remains unmatched, the dual solution will remain unchanged as well.

It then has to be shown that this can be done in a way such that all the dual constraints are satisfied in the end. Let \( P \) and \( D \) be the value of the constructed primal and dual solution, respectively. By summing over all steps of the algorithm, we get \( P = c \cdot D \), and thus \( P \geq c \cdot \text{Opt} \), by weak duality. This implies that the online algorithm is \( c \)-competitive.

In the case without vertex capacities, Devanur et al. [6] show that for the known optimal randomized online algorithms that choose a random value \( x_s \in [0,1] \) for every server \( s \in S \), the gain of matching a request \( r \) to \( s \) can be split across \( x(s) \) and \( y(r) \) according to the function \( g(x_s) = e^{x_s - 1} \). More precisely, in the unweighted scenario, they argue that setting

\[
\begin{align*}
x(s) &= \frac{g(x_s)}{c} \quad \text{and} \quad y(r) = \frac{1 - g(x_s)}{c},
\end{align*}
\]

with \( c = 1 - 1/e \) results in a dual solution that is feasible in expectation.

In our case with vertex capacities, we first have to deal with the fact that a server \( s \) may be assigned multiple requests. Therefore, we increase the value of \( x(s) \) whenever this happens. Moreover, we change the function that determines how the gain is split. Our algorithm uses the relative load of the servers for its matching decisions instead of a ranking based on the random values. Therefore, whenever RelativeBalance matches a request \( r \) to a server \( s \), we update

\[
\Delta x(s) = \frac{f(l_s)}{c \cdot b_s} \quad \text{and} \quad y(r) = \frac{1 - f(l_s)}{c},
\]

where \( f : [0,1] \to [0,1] \) is a monotonically non-decreasing function and \( l_s \) denotes the relative load of \( s \) before the assignment. Observe that this increases the value of the dual solution by exactly \( 1/c \) and guarantees \( x(s) \geq 0 \) and \( y(r) \geq 0 \) for all \( s \in S \) and \( r \in R \), respectively.

Now, we have to show that \( f \) and \( c \) can be chosen such that this results in a feasible dual solution, i.e. \( x(s) + y(r) \geq 1 \) holds for all edges \( \{s,r\} \in E \). If \( r \) is not matched by RelativeBalance, then \( y(r) = 0 \). Nonetheless, we know that all of \( r \)'s neighbors had to be fully loaded when \( r \) arrived. Thus, in this case, for all \( b_s \), we need that

\[
x(s) + y(r) = \frac{1}{c} \cdot \frac{1}{b_s} \sum_{i=0}^{b_s-1} f \left( \frac{i}{b_s} \right) \geq 1.
\]

On the other hand, if \( r \) is matched to a server \( s' \) by RelativeBalance, then we know that \( l_{s'} \leq l_s \) had to hold at the time of \( r \)'s arrival. In this case, it therefore needs to hold that

\[
x(s) + y(r) = \frac{1}{c} \left( \frac{1}{b_s} \sum_{i=0}^{\text{load}_{s'}-1} f \left( \frac{i}{b_s} \right) + 1 - f \left( \frac{\text{load}_{s'}}{b_{s'}} \right) \right) \geq 1,
\]

for all ratios \( \text{load}_{s'}/b_{s'} \leq \text{load}_s/b_s \). Recall that \( \text{load}_{s'} \) and \( \text{load}_s \) are absolute server loads.

\[ \triangleright \text{Claim 1.} \quad \text{Let } c := 1 - 1/d, \text{ where } d > 1. \text{ Then, } f(l_s) = d^{l_s-1} \text{ satisfies both (1) and (2) if } d \leq (1 + 1/b_s)^{b_s}. \]
Proof. First, observe that \( d \leq (1 + 1/b_s)^b_s \) implies \( d^{\frac{1}{d^b_s}} - 1 \leq 1/b_s \). It then follows that
\[
\frac{1}{c \cdot b_s} \sum_{i=0}^{b_s-1} f \left( \frac{i}{b_s} \right) = \frac{1}{c \cdot b_s \cdot d} \sum_{i=0}^{b_s-1} \left( d^{\frac{1}{d^b_s}} \right)^i = \frac{1}{c \cdot b_s \cdot d} \cdot \frac{d - 1}{d^{\frac{1}{d^b_s}} - 1} \geq \frac{d - 1}{c \cdot b_s \cdot d \cdot e} = 1. \]

The last step follows from the choice of \( c \). Moreover, we can show that
\[
\frac{1}{c \cdot b_s \cdot d} \sum_{i=0}^{load_s-1} f \left( \frac{i}{b_s} \right) = \frac{1}{c \cdot b_s \cdot d} \sum_{i=0}^{load_s-1} \left( d^{\frac{1}{d^b_s}} \right)^i \geq \frac{1}{c} \left( \frac{d^{\frac{1}{d^b_s}} - 1}{d} + 1 - d^{\frac{1}{d^b_s} - 1} \right) \geq \frac{1}{c} \left( 1 - \frac{1}{d} \right) = 1. <\]

We have now shown that the combination of \( f (l_s) := d^{l_s - 1} \) with \( c = 1 - 1/d \) yields a feasible dual solution if \( 1 < d \leq (1 + 1/b_s)^b_s \), for all \( s \in S \). Here \( c \) denotes the competitiveness of \( \text{RelativeBalance} \). \((1 + 1/b_s)^b_s \) is a monotonically increasing function for \( b_s > 0 \). The largest possible value for \( d \) is therefore \((1 + 1/b_{\text{min}})^b_{\text{min}} \), where \( b_{\text{min}} = \min_s b_s \) is the smallest server capacity.

\textbf{Theorem 2.} \textit{RelativeBalance achieves a competitiveness of} \( 1 - 1/(1 + 1/b_{\text{min}})^b_{\text{min}} \), \textit{where} \( b_{\text{min}} := \min_{s \in S} b_s \).

The competitive ratio of \( 1 - 1/(1 + 1/b_{\text{min}})^b_{\text{min}} \) is optimal for deterministic algorithms: Kalyanasundaram and Pruhs [13] showed that no deterministic online algorithm can achieve a competitiveness greater than \( 1 - 1/(1 + 1/b)^b \) if all servers have a uniform capacity equal to \( b \). We can take their nemesis sequence and add servers with capacity \( b' > b \) that are adjacent to few (or no) extra requests.

### 3 Randomized algorithms for maximum-cardinality b-matching

Karp et al. [15] proposed an algorithm \textsc{Random}, for online bipartite matching, which assigns a newly arriving request to a random eligible neighbor. They showed that \textsc{Random} is not better than \( \frac{1}{2} \)-competitive. We prove that the performance ratio does not improve, for the \( b \)-matching problem, even if all servers have a uniform capacity of \( b \geq 2 \). The material on \textsc{Random} with the proof of the following theorem is given in Appendix B.

\textbf{Theorem 3.} \textit{Random does not achieve a competitive ratio better than} \( 1/2 \) \textit{for the maximum cardinality online} \( b \)-\textit{matching problem, even if all server capacities are equal.}

The remainder of this section is devoted to the \textsc{Ranking} algorithm. We will prove that the algorithm achieves an optimal competitiveness of \( 1 - 1/e \), for the maximum cardinality online \( b \)-matching problem. Again, we execute \textsc{Ranking} on the original input graph \( G \). We will work with a version of \textsc{Ranking} (see Alg. 2) that is similar to that in [6]. Note that, importantly, there is a single random choice for each server \( s \in S \). Initially, a \( Z_s \in [0, 1] \) is picked uniformly at random. This value is used as a rank for \( s \). An incoming request is matched to the eligible server with smallest \( Z \)-value.

First, we argue that the classical primal-dual framework fails here, meaning that it is not able to establish a competitive ratio better than \( 1/2 \). As usual, whenever \textsc{Ranking} assigns a request \( r \) to a server \( s \), we increase \( x(s) \) by and set \( y(r) \) to
\[
\Delta x(s) = \frac{g(Z_s)}{c \cdot b_s} \text{ and } y(r) = \frac{1 - g(Z_s)}{c}.
\]
**Algorithm 2** RANKING.

```
foreach server $s \in S$ do
    Pick $Z_s \in [0, 1]$ uniformly at random;
end
while a new request $r \in R$ arrives do
    Let $N(r)$ denote the set of neighbors of $r$ with remaining capacity;
    if $N(r) = \emptyset$ then
        Do not match $r$;
    else
        Match $r$ to $\text{arg min}\{Z_s : s \in N(r)\}$ (break ties consistently);
    end
end
```

respectively. Again, $g : [0, 1] \rightarrow [0, 1]$ is a monotonically non-decreasing function and $c$ is a constant that will denote the competitive ratio of the algorithm. Let $P$ and $D$ be random variables denoting the value of the random primal and dual solution, respectively. If we were able to show that a combination of $g$ and $c$ yields a dual solution that is feasible in expectation, then this would imply a competitive ratio of $c$. To see this, create a new (deterministic) dual solution that sets its variables to the expected value of the corresponding variable of the random solution and denote its value by $D'$. It then holds that the new dual solution satisfies all dual constraints and thus $\text{OPT} \leq D' = \mathbb{E}[D]$. Moreover, the framework yields $P = c \cdot D$, always, implying $\mathbb{E}[P] = c \cdot \mathbb{E}[D] \geq c \cdot \text{OPT}$.

Now, consider the two input graphs $G_A$ and $G_B$ (see Fig. 1). If there was a combination of $g$ and $c$ that always yields a dual solution that is feasible in expectation, then this combination also has to satisfy the constraint for the edge $\{s, r\}$ in both $G_A$ and $G_B$ in expectation. In graph $G_A$, this means

$$E[x(s) + y(r)] = \frac{E[g(Z_s)]}{c \cdot b_s} + \frac{1 - E[g(Z_s)]}{c} \geq 1 \iff E[g(Z_s)] \leq (1 - c) \cdot \frac{b_s}{b_s - 1}.$$  

In $G_B$ however, this means

$$E[x(s) + y(r)] = b_s \cdot \frac{E[g(Z_s)]}{c \cdot b_s} + 0 \geq 1 \iff E[g(Z_s)] \geq c.$$  

Combining these two inequalities yields $c \leq (1 - c) \cdot \frac{b_s}{b_s - 1}$. This is equivalent to $c \leq \frac{b_s}{2b_s - 1}$, which implies that the best competitive ratio that may be shown for RANKING with this framework approaches $1/2$ for larger server capacities $b_s$.

![Figure 1](image_url) Two example input graphs for RANKING. Graph $G_A$ only consists of a single edge between a server $s$ and a request $r$, whereas $G_B$ consists of a server $s$ and its $b_s + 1$ neighboring requests. Request $r$ denotes the last arriving request.
Given this fact, we proceed and model the $b$-matching problem by a configuration LP. Let $N_s$ denote the set of neighbors of a server $s$. The configuration LP differs from the classical matching LP in that it does not use a variable for every edge $\{s,r\}$ indicating whether this edge is chosen by the algorithm. Instead it uses a variable $m(s, N)$, for every server $s$ and every subset $N \subseteq N_s$, indicating whether this subset is the set of requests matched to $s$.

**Config LP:** \[
\begin{align*}
\text{max} & \sum_{s \in S} \sum_{N \subseteq N_s} \min(|N|, b_s) \cdot m(s, N) \\
\text{s.t.} & \sum_{N \subseteq N_s} m(s, N) \leq 1, & (\forall s \in S) \\
& \sum_{s \in S} \sum_{N \subseteq N_r, r \in N} m(s, N) \leq 1, & (\forall r \in R) \\
& m(s, N) \geq 0, & (\forall s \in S, \forall N \subseteq N_s).
\end{align*}
\]

**Dual CLP:** \[
\begin{align*}
\text{min} & \sum_{s \in S} x(s) + \sum_{r \in R} y(r) \\
\text{s.t.} & x(s) + \sum_{r \in N} y(r) \geq \min(|N|, b_s), & (\forall s \in S, \forall N \subseteq N_s) \\
& x(s), y(r) \geq 0, & (\forall s \in S, \forall r \in R).
\end{align*}
\]

Obviously, every valid $b$-matching in a graph $G$ is captured by a solution of the configuration LP. Its optimal solution is an upper bound on the cardinality of the maximum $b$-matching in $G$. Hence the configuration LP is a suitable primal program for a primal-dual analysis.

We adapt the primal-dual analysis framework. Initially, all primal and dual variables are set to 0. Whenever a new request $r \in R$ arrives and RANKING assigns it to a server $s$, we update the primal variables of $s$ accordingly, keeping track of the set $N$ of matching partners.

The value of the primal solution increases by 1. Moreover, we update the dual variables

\[
\Delta x(s) = \frac{g(Z_s)}{c} \text{ and } y(r) = \frac{1 - g(Z_s)}{c},
\]

where $g : [0, 1] \to [0, 1]$ is a monotonically non-decreasing function to be determined during the analysis and $c$ is a constant that will denote the competitive ratio of the algorithm. Note that we now do not have to divide the gain of $x(s)$ by $b_s$, since the dual objective function does not have a factor $b_s$ before $x(s)$. Therefore, we still translate a gain of 1 in the primal solution to a gain of $1/c$ in the dual solution, guaranteeing that $P = c \cdot D$, where $P$ and $D$ are the random variables denoting the value of the primal and dual solution, respectively. Similar arguments to before imply that it is sufficient to satisfy all dual constraints in expectation to show a competitive ratio of $c$.

Thus, it remains to show that we can choose $g$ and $c$ such that

\[
\mathbb{E} \left[ x(s) + \sum_{r \in N} y(r) \right] \geq \min(|N|, b_s),
\]

for all servers $s \in S$ and all $N \subseteq N_s$. For this, we will need two lemmas similar to the Dominance and Monotonicity Lemmas in [6]. We will consider two executions of RANKING on $G$ and on $G \setminus s$, for some server $s \in S$. Here, $G \setminus s$ denotes the graph induced by the vertex set $S \setminus \{s\} \cup R$. We assume that RANKING uses the same $Z$-values $Z_t$ for all servers $t \in S \setminus \{s\}$ in both executions. Further, let $r \in R$ be any request in $G$ and let $z_r$ be the
Z-value of its matching partner in the $G \setminus s$ execution. If $r$ is unmatched, we set $z_r := 1$ and assign a dummy matching partner. Moreover, let $y_s(r)$ be the value of $g(r)$ in the $G \setminus s$ execution. We impose from now on that $g(1) = 1$, which implies $y_s(r) = (1 - g(z_s))/c$. We use the idea of server spots. A server spot $s_i$ of a server $s$, $1 \leq i \leq b_s$, denotes an individual unit of a server that can accept a request. When RANKING assigns requests to a server $s$, we assume without loss of generality that it assigns the $j$-th request to the server spot $s_j$. A server spot is matched if it has been assigned a request, and unmatched otherwise.

**Lemma 4.** At any point during the parallel execution of RANKING on $G$ and $G \setminus s$, the set of unmatched server spots $U$ in the $G$ execution forms a superset of the unmatched server spots $\tilde{U}$ in the $G \setminus s$ execution. For all server spots $s_i \in U \setminus \tilde{U}$, it holds that $Z_{s_i} \geq Z_s$. If $\tilde{Z}_{s'} = Z_s$ and $s' \neq s$, then $s$ has a higher priority in the tiebreaking.

**Proof.** By induction. Initially, the properties trivially hold, since $U \setminus \tilde{U} = \{s_1, \ldots, s_b\}$ at the start. Then, whenever a new request $r$ arrives, $\tilde{U} \subseteq U$ can only be violated if $r$ is assigned to a server spot $t_i \in \tilde{U}$ in the $G$ execution, but $r$ is not assigned to $t_i$ in the $G \setminus s$ execution. There, it is either unmatched or matched to a different server spot, which leads to a contradiction in either case. Since $t_i \in \tilde{U}$ and $r$ is a neighbor of the server $t$, $r$ cannot be unmatched in the $G \setminus s$ execution. If RANKING chooses a different server spot $t_j$ for $r$ in the $G \setminus s$ execution, then either $i < j$ or $i > j$ has to hold. $i < j$ results in a contradiction because $t_i \in \tilde{U}$ and we defined that RANKING always chooses the unmatched server spot with smallest index. Furthermore, $i > j$ also results in a contradiction because $t_j \in \tilde{U} \subseteq U$ and thus RANKING would have chosen $t_j$ in the $G$ execution as well. Moreover, if RANKING assigns $r$ to a server spot of a different server $t'$ in the $G \setminus s$ execution, then $Z_{t'} \leq Z_t$ has to hold. However, $\tilde{U} \subseteq U$ implies that this server spot would also be unmatched and available in the $G$ execution. If $Z_{t'} < Z_t$, RANKING would not have chosen an unmatched neighbor with smallest Z-value in the $G$ execution, and if $Z_{t'} = Z_t$, then the tiebreak would be inconsistent between the two executions.

Moreover, a new server spot $t_j'$ is only added to $U \setminus \tilde{U}$ if the matching decision for $r$ is different in the two execution, i.e. the $G$ execution assigns $r$ to some server spot $t_j \in U \setminus \tilde{U}$ and the $G \setminus s$ execution assigns $r$ to $t_j' \in \tilde{U}$. Therefore, it has to hold that either $Z_{t_j} > Z_{t_j'}$ or $Z_{t_j'} = Z_s$ and $t$ has a higher tiebreak priority than $t_j$. By induction hypothesis, $Z_{t_j} \geq Z_s$ and thus $Z_{t_j} \geq Z_{s'}$. If $t_j' \neq s$ and $Z_{t_j'} = Z_s = Z_s$, then by induction hypothesis $s$ has a higher tiebreak priority than $t_j$, which in turn has a higher priority than $t_j'$. We conclude that $s$ has a higher tiebreak priority than $t_j'$.

Hence, if a request $r$ is unmatched in the $G$ execution, it is also unmatched in the $G \setminus s$ execution. If $r$ gets matched, its matching partner has a $Z$-value of at most $z_r$. Since $g$ is non-decreasing with $g(1) = 1$, the following statement holds.

**Corollary 5.** Given $Z_t$ for all servers $t \in S \setminus \{s\}$, $g(r) \geq y_s(r)$ holds for all possible values of $Z_s$.

**Lemma 6.** Given $Z_t$ for all servers $t \in S \setminus \{s\}$, let $z_1 \geq \ldots \geq z_k$ be the $Z$-values of the matching partners of the $k = |N_s|$ neighbors of $s$ in a $G \setminus s$ execution in non-increasing order. Then, server $s$ has at least $\min\{a, b_s\}$ matching partners in an execution of RANKING on $G$, where $a$ is the largest possible integer such that $Z_s < z_a \leq \ldots \leq z_1$.

**Proof.** Whenever a neighbor $r_i$ of $s$ with $z_i > Z_s$ arrives and $s$ still has remaining capacity, then by Lemma 4 $r_i$ will be matched to $s$. Among adjacent servers with remaining capacity, $s$ has the smallest $Z$-value and the highest priority in case of ties.
Now, we can finally show how to choose \( g \) and \( c \) such that the dual constraints are satisfied in expectation. Let \( s \) be any server in \( G \) with \( k \) neighbors. Let \( z_i \) be the \( Z \)-value of the matching partner of neighbor \( r_i \in N_s \), \( 1 \leq i \leq k \), in the \( G \setminus s \) execution. If \( k < b_s \), we further define \( z_{k+1} = \ldots = z_{b_s} = 0 \). Let \( z'_1 \geq \ldots \geq z'_b \) then be the \( b_s \) largest values of \( \{z_1, \ldots, z_{\max\{k,b_s\}}\} \) in non-increasing order. Lemma 6 implies that

\[
\mathbb{E} \left[ x(s) \left| \bigwedge_{t \in S \setminus \{s\}} Z_t = z_t \right. \right] \geq \sum_{i=1}^{b_s} \int_0^{z'_i} \frac{g(t)}{c} \, dt.
\]

Moreover, by Corollary 5, it holds for every neighbor \( r \in N_s \) of \( s \)

\[
\mathbb{E} \left[ y(r) \left| \bigwedge_{t \in S \setminus \{s\}} Z_t = z_t \right. \right] \geq y_s(r) = \frac{1 - g(z_r)}{c},
\]

where \( z_r = z_i \) for some \( i, 1 \leq i \leq k \). Putting everything together yields

\[
\mathbb{E} \left[ x(s) + \sum_{r \in N} y(r) \left| \bigwedge_{t \in S \setminus \{s\}} Z_t = z_t \right. \right] \geq \frac{1}{c} \left( \sum_{i=1}^{b_s} \int_0^{z'_i} g(t) \, dt + \sum_{r \in N} \left( 1 - g(z'_r) \right) \right).
\]

Note that \( \sum_{t \in N} \left( 1 - g(z_t) \right) \) is lower bounded by \( \sum_{i=1}^{\min\{|N|, b_s\}} \left( 1 - g(z'_i) \right) \), since \( g \) is a non-decreasing function with \( g(1) = 1 \) and the \( z'_i \)-values are an upper bound for the \( z_t \)-values. Plugging this in, we get

\[
\mathbb{E} \left[ x(s) + \sum_{r \in N} y(r) \left| \bigwedge_{t \in S \setminus \{s\}} Z_t = z_t \right. \right] \geq \frac{1}{c} \sum_{i=1}^{\min\{|N|, b_s\}} \left( \int_0^{z'_i} g(t) \, dt + 1 - g(z'_i) \right) \geq \min\{|N|, b_s\}.
\]

Observe that the last inequality holds if \( g \) and \( c \) satisfy the following inequality, which is the same inequality that emerges in the analysis of RANKING without server capacities.

\[
\int_0^{z} g(t) \, dt + 1 - g(z) \geq c, \quad \forall z \in [0,1]. \tag{3}
\]

It is easy to check that the combination of \( g(x) = e^{x-1} \) with \( c = 1 - 1/e \) satisfies (3) and our additional condition \( g(1) = 1 \). By applying the law of total expectation, we finish the proof:

\[
\mathbb{E} \left[ x(s) + \sum_{r \in N} y(r) \right] = \int_0^1 \ldots \int_0^1 \mathbb{E} \left[ x(s) + \sum_{r \in N} y(r) \left| \bigwedge_{t \in S \setminus \{s\}} Z_t = z_t \right. \right] dz_t \ldots dz_{t'} \geq \int_0^1 \ldots \int_0^1 \min\{|N|, b_s\} \, dz_t \ldots dz_{t'} = \min\{|N|, b_s\}.
\]

\textbf{Theorem 7.} RANKING is \((1 - 1/e)\)-competitive for the maximum-cardinality online \( b \)-matching problem (with variable server capacities).
4 Vertex-weighted b-matching

The work by Buchbinder et al. [4] implies a deterministic online algorithm with an optimal competitiveness of \(1 - 1/(1 + 1/b_{\min})^{b_{\min}}\). We are not aware of any simpler strategy. Therefore, we focus on randomized algorithms and extend our previous result for Ranking to the vertex-weighted case. We will show that Perturbed-Greedy [1] achieves a competitiveness of \(1 - 1/e\) for vertex-weighted b-matching. Again, we execute the algorithm on the initial input graph \(G\).

Perturbed-Greedy is similar to Ranking; only the definition of ranks differs. For each server \(s \in S\), a single number \(Z_s \in [0, 1]\) is chosen uniformly at random. The rank of \(s\) is \(w_s(1 - g(Z_s))\), where \(g : [0, 1] \to [0, 1]\) is a monotonically increasing function that will be set to \(g(x) = e^{x-1}\).

Algorithm 3 Perturbed-Greedy.

```plaintext
for each server \(s \in S\) do
    Pick \(Z_s \in [0, 1]\) uniformly at random;
end
while a new request \(r \in R\) arrives do
    Let \(N(r)\) denote the set of neighbors of \(r\) with remaining capacity;
    if \(N(r) = \emptyset\) then
        Do not match \(r\);
    else
        Match \(r\) to \(\arg\max\{w_s(1 - g(Z_s)) : s \in N(r)\}\) (break ties consistently);
    end
end
```

We formulate the configuration LP and its dual for the vertex-weighted b-matching problem, where we take into account that each matching edge incident to a server \(s\) has a value of \(w_s\).

**Config LP:**

\[
\text{max} \sum_{s \in S} \sum_{N \subseteq N_s} w_s \cdot \min\{|N|, b_s\} \cdot m(s, N)
\]

s.t. \(\sum_{N \subseteq N_s} m(s, N) \leq 1, \quad (\forall s \in S)\)
\[
\sum_{s \in S} \sum_{N \subseteq N_s} \min_{r \in N} m(s, N) \leq 1, \quad (\forall r \in R)
\]
\[
m(s, N) \geq 0, \quad (\forall s \in S, \forall N \subseteq N_s).
\]

**Dual CLP:**

\[
\min \sum_{s \in S} x(s) + \sum_{r \in R} y(r)
\]

s.t. \(x(s) + \sum_{r \in N} y(r) \geq w_s \cdot \min\{|N|, b_s\}, \quad (\forall s \in S, \forall N \subseteq N_s)\)
\[
x(s), y(r) \geq 0, \quad (\forall s \in S, \forall r \in R).
\]

In the primal-dual analysis, we again update the primal variables as well as the dual variables \(x(s)\) and \(y(r)\) whenever Perturbed-Greedy matches a request \(r\) to a server \(s\). We set

\[
\Delta x(s) = \frac{w_s g(Z_s)}{e} \quad \text{and} \quad y(r) = \frac{w_s (1 - g(Z_s))}{e}
\]
to ensure that the value of the dual solution is always $1/c$ times the value of the solution for the configuration LP. Here, $g : [0, 1] \rightarrow [0, 1]$ is a monotonically increasing function and $c$ is a constant that will be the competitive ratio of the algorithm.

As before, it is sufficient to show that the dual constraints are satisfied in expectation. For this, we have to adapt Lemma 4 and Lemma 6. We consider two execution of Perturbed-Greedy on $G$ and $G \setminus s$ with the same $Z$-values $Z_t$ for all servers $t \in S \setminus \{s\}$. Moreover, denote the neighbors of $s$ in $G$ by $\{r_1, \ldots, r_k\} = N_s$ and let $z_i, 1 \leq i \leq k$, be the $Z$-value of the matching partner $\sigma_i$ of request $r_i$ in the $G \setminus s$ execution, if $r_i$ is matched there. If $r_i$ is unmatched, we set $z_i := 1$ and assign a dummy matching partner $\sigma_i$ with $\omega_{\sigma_i} := 0$. Now, further define $\zeta_i$ as the unique value in $[0, 1]$ such that

$$w_s (1 - g(\zeta_i)) = w_{\sigma_i} (1 - g(z_i)),$$

if it exists. Assuming that $g$ is a monotonically increasing function with $g(1) = 1$, note that such a solution can only not exist if $w_{\sigma_i} (1 - g(z_i)) > w_s (1 - g(0))$, in which case we define $\zeta_i := 0$. It is easy to see that Perturbed-Greedy would prefer server $s$ over server $\sigma_i$ if $Z_s < \zeta_i$. Moreover, let $y_s(r_i)$ be the value of $y(r_i)$ in the $G \setminus s$ execution. It follows that

$$y_s(r_i) = \frac{w_{\sigma_i} (1 - g(z_i))}{c} \geq \frac{w_s (1 - g(\zeta_i))}{c}.$$

We assume that Perturbed-Greedy assigns the $j$-th request matched to a server $s$ to the server spot $s_j$.

Lemma 8. At any point during the parallel execution of Perturbed-Greedy on $G$ and $G \setminus s$, it holds that the set of unmatched server spots $U$ in the $G$ execution forms a superset of the unmatched server spots $\tilde{U}$ in the $G \setminus s$ execution. For all server spots $s'_i \in U \setminus \tilde{U}$, it holds that $w_{s'_i} (1 - g(Z_{s'_i})) \leq w_s (1 - g(Z_s))$. If equality holds and $s' \neq s$, then $s$ has a higher priority in the tiebreaking.

Proof. By induction. The properties trivially hold initially. Then, whenever a new request $r$ arrives, $U \subseteq U$ can only be violated if $r$ is assigned to a server spot $t_i \in \tilde{U}$ in the $G$ execution, but $r$ is not assigned to $t_i$ in the $G \setminus s$ execution. There, it is either unmatched or matched to a different server spot, which leads to a contradiction in either case. Since $t_i \in \tilde{U}$ and $r$ is a neighbor of the server $t$, $r$ cannot be unmatched in the $G \setminus s$ execution. If Perturbed-Greedy chooses a different server spot $t_j$ for $r$ in the $G \setminus s$ execution, then either $i < j$ or $i > j$ has to hold. $i < j$ results in a contradiction because $t_i \in \tilde{U}$ and we defined that Perturbed-Greedy always chooses the server spot with smallest index. Furthermore, $i > j$ also results in a contradiction because $t_j \in \tilde{U} \subseteq U$ and thus Perturbed-Greedy would have chosen $t_j$ in the $G$ execution as well. Moreover, if Perturbed-Greedy assigns $r$ to a server spot of a different server spot $t'$ in the $G \setminus s$ execution, then $w_{t'} (1 - g(Z_{t'})) \geq w_t (1 - g(Z_t))$ has to hold. However, $\tilde{U} \subseteq U$ implies that this server spot would also be unmatched and available in the $G$ execution. If $w_{t'} (1 - g(Z_{t'})) > w_t (1 - g(Z_t))$, Perturbed-Greedy would not have chosen the correct neighbor in the $G$ execution according to its definition, and if $w_{t'} (1 - g(Z_{t'})) < w_t (1 - g(Z_t))$, then the tiebreak would be inconsistent between the two executions.

Moreover, a new server spot $t'_i$ is only added to $U \setminus \tilde{U}$ if the matching decision for $r$ is different in the two execution, i.e. the $G$ execution assigns $r$ to some server spot $t_j \in U \setminus \tilde{U}$ and the $G \setminus s$ execution assigns $r$ to $t'_i \in \tilde{U}$. Therefore, it has to hold that either $w_{t'} (1 - g(Z_{t'})) < w_t (1 - g(Z_t))$ or $w_{t'} (1 - g(Z_{t'})) = w_t (1 - g(Z_t))$ and $t$ has a higher tiebreak priority than $t'$. The induction hypothesis then finishes the proof. ▶
Corollary 9. Given $Z_t$ for all servers $t \in S \setminus \{s\}$, $y(r_i) \geq y_t(r_i) \geq w_s (1 - g(z_t))/c$ holds for all $i, 1 \leq i \leq k$, and all possible values of $Z_s$.

Lemma 10. Given $Z_t$ for all servers $t \in S \setminus \{s\}$, let $\zeta_1 \geq \ldots \geq \zeta_k$ be the $\zeta$-values of the $k = |N_s|$ neighbors of $s$ in a $G \setminus s$ execution in non-increasing order. Then, server $s$ has at least $\min\{a, b_s\}$ matching partners in an execution of Perturbed-Greedy on $G$, where $a$ is the largest possible integer such that $Z_k < \zeta_a \leq \ldots \leq \zeta_1$.

Proof. Whenever a neighbor $r_i$ of $s$ with $\zeta_i > Z_s$ (note that this implies $\zeta_i > 0$) arrives and $s$ still has remaining capacity, then Lemma 8 implies that $r_i$ will be matched to $s$ since $w_s (1 - g(Z_s)) > w_s (1 - g(\zeta_i)) = w_s (1 - g(z_t))$ holds by definition.

We finally show how to choose $g$ and $c$ such that the dual constraints are satisfied in expectation. Let $s$ be any server in $G$ with $k$ neighbors. Let $\zeta_i$ be the $\zeta$-value of neighbor $r_i \in N_s, 1 \leq i \leq k$, in the $G \setminus s$ execution. If $k < b_s$, we further define $\zeta_{k+1} = \ldots = \zeta_{b_s} = 0$. Let $\zeta'_s \geq \ldots \geq \zeta'_{b_s}$ be the $b_s$ largest values of $\{\zeta_1, \ldots, \zeta_{\max\{k,b_s\}}\}$ in non-increasing order. Lemma 10 implies that

$$E \left[ x(s) \sum_{t \in S \setminus \{s\}} Z_t = z_t \right] \geq w_s \sum_{i=1}^{b_s} \int_0^{\zeta'_i} g(t) \frac{g(t)}{c} dt.$$}

Moreover, by Corollary 9, it holds for every neighbor $r \in N_s$ of $s$

$$E \left[ r \sum_{r \in N} y(r) \sum_{t \in S \setminus \{s\}} Z_t = z_t \right] \geq \sum_{i=1}^{b_s} \int_0^{\zeta'_i} g(t) dt + \sum_{r \in N} (1 - g(\zeta_r)) \left( 1 - \frac{w}{c} \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt + 1 - g(\zeta_r) \right).$$

Note that $\sum_{r \in N} (1 - g(\zeta_r))$ is lower bounded by $\sum_{r \in N} (1 - g(\zeta'_i))$, since $g$ is an increasing function with $g(1) = 1$ and the $\zeta'$-values are an upper bound for the $\zeta$-values. Plugging this in, we get

$$E \left[ x(s) + \sum_{r \in N} y(r) \sum_{t \in S \setminus \{s\}} Z_t = z_t \right] \geq w_s \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt + 1 - g(\zeta_i) \left( 1 - \frac{w}{c} \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt + 1 - g(\zeta_i) \right).$$

Observe that this holds true if $g$ and $c$ fulfill the same inequality (3) as for Ranking. As argued before, it is satisfied for $g(x) = e^{x-1}$ and $c = 1 - 1/e$, which also satisfies our additional constraint $g(1) = 1$. Therefore, using the law of total expectation, we conclude that

$$E \left[ x(s) + \sum_{r \in N} y(r) \right] \geq w_s \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt + \sum_{r \in N} (1 - g(\zeta_r)) \left( 1 - \frac{w}{c} \right) \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt + 1 - g(\zeta_r) \left( 1 - \frac{w}{c} \right) \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt = w_s \sum_{i=1}^{\min\{|N|, b_s\}} \int_0^{\zeta'_i} g(t) dt.$$

Theorem 11. Perturbed-Greedy is $(1 - 1/e)$-competitive for the vertex-weighted online $b$-matching problem (with variable server capacities).
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A Comparison of RelativeBalance and Allocation

Consider the algorithm Allocation [4] specialized for maximum cardinality online \( b \)-matching. It is the other known optimal deterministic online algorithm for this problem besides RelativeBalance.

Algorithm 4 Allocation.

Initialize \( x(s) = 0, \forall s \in S \), and \( y(r) = 0, \forall r \in R \);

while a new request \( r \in R \) arrives do

Let \( N(r) \) denote the set of neighbors \( s \) of \( r \) with \( x(s) < 1 \);

if \( N(r) = \emptyset \) then

Do not match \( r \);

else

Match \( r \) to \( \arg \min \{ x(s) : s \in N(r) \} \) (break ties arbitrarily);

Update \( y(r) = 1 - x(s) \);

Update \( x(s) = x(s) \cdot \left(1 + \frac{1}{b_s}\right) + \frac{1}{(d-1)b_s} \).

end

end

The analysis of Buchbinder et al. [4] can be extended to show that Allocation constructs a feasible solution for the classical dual matching LP with its variables \( x(s) \) and \( y(r) \). Moreover, it can be shown that the size of the constructed matching is at least \( c = 1 - 1/d \) times the value of the constructed dual solution, where \( d = (1 + 1/b_{\min})^{b_{\min}} \). This implies that Allocation achieves the optimal competitiveness of \( 1 - 1/(1 + 1/b_{\min})^{b_{\min}} \).

Recall that RelativeBalance matches a request \( r \) to an eligible neighbor with minimum relative server load. In contrast, Allocation matches \( r \) to a neighbor \( s \) with minimum \( x(s) \), if \( x(s) < 1 \). It can be proven by induction that at any point during the execution of Allocation, a server \( s \) with capacity \( b_s \) and \( load_s \) assigned requests has

\[
x(s) = \frac{1}{d-1} \left( \left(1 + \frac{1}{b_s}\right)^{load_s} - 1 \right). \tag{4}
\]

This has two consequences: on the one hand, Allocation may choose a different matching partner for \( r \) compared to RelativeBalance in certain situations, since \( load_s/b_s \leq load_{s'}/b_{s'} \) does not imply \( (1 + 1/b_s)^{load_s} \leq (1 + 1/b_{s'})^{load_{s'}} \). On the other hand, Allocation considers \( s \) to be full once \( x(s) \geq 1 \). Equation (4) implies that this is the case when

\[
\left(1 + \frac{1}{b_s}\right)^{load_s} \geq \left(1 + \frac{1}{b_{\min}}\right)^{b_{\min}}.
\]

Observe that this may occur before \( load_s \) becomes \( b_s \), meaning before \( s \) actually has been assigned \( b_s \) requests. This implies that an unmodified version of Allocation may leave some server spots unused and thus not create a maximal matching.
**B. Analysis of Random**

We start with a pseudo-code description of Random.

**Algorithm 5 Random.**

```plaintext
while a new request \( r \in R \) arrives do
    Let \( N(r) \) denote the set of neighbors of \( r \) with remaining capacity;
    if \( N(r) = \emptyset \) then
        Do not match \( r \);
    else
        Match \( r \) to a random \( s \in N(r) \);
    end
end
```

We extend Random’s worst case input graph of the problem without server capacities and show that Random also does not achieve a competitive ratio better than \( \frac{1}{2} \) for the online \( b \)-matching problem, even if all server capacities are equal. Consider a graph with \( n \) servers \( S = \{s_1, \ldots, s_n\} \) and \( n \) rounds of requests \( R = R_1 \cup \ldots \cup R_n \), where \( n = 2k \). Every server \( s \) has the same capacity \( b_s := b \) and each round contains \( b \) identical requests that all have the same neighbors. The different rounds arrive one after another, such that the first request of \( R_{i+1} \) only arrives after the last request of \( R_i \) arrived, \( 1 \leq i < n \). Requests within the same round can arrive in an arbitrary order. All requests \( r \in R_i \) of the \( i \)-th round are adjacent to server \( s_i \). This implies that there exists a perfect matching of size \( b \cdot n \) that matches \( R_i \) to \( s_i \). Moreover, all requests \( r \in R_1 \cup \ldots \cup R_k \) of the first half of rounds are additionally adjacent to all servers \( s_{k+1}, \ldots, s_n \) of the second half (see Fig. 2).

![Figure 2](image-url) A bad input for Random. There are \( n = 6 \) servers, each with capacity \( b = 3 \), and \( n \) rounds of requests, each containing \( b \) identical requests. For clarity, the adjacencies of a round are depicted as a whole. Note that requests still arrive individually one after another and not together with their complete round.

Intuitively, Random performs poorly on this graph since its very unlikely that it makes the correct matching decision for the requests from the first half or rounds, i.e. assigning a request from \( R_i \) to server \( s_i \). Observe that - irrespective of the matching decision made
by Random for the requests of the first half of rounds - every server of the second half will be assigned exactly $b$ requests. Let $X$ be a random variable indicating how many requests were matched to the first half of servers by Random. The size of the constructed matching $M$ is then $|M| = b \cdot k + X$. Therefore, it is possible to compute the expected size of the constructed matching by determining the expected value of $X$.

Let $X_i$, $1 \leq i \leq k$, be the number of requests assigned to server $s_i$. It holds that $X = \sum_{i=1}^{k} X_i$. By design, only requests from $R_i$ may be assigned to $s_i$, for $1 \leq i \leq k$. Let $r$ be any request from such a round $R_i$ and let $p_i$ be the probability that Random assigns $r$ to its perfect matching partner $s_i$. Observe that $p_i$ depends on the number of servers in the second half with remaining capacity. At most $b \cdot (i - 1) + (b - 1)$ requests arrived before $r$ ($r$ may be the last request of $R_i$). Hence at most $(i - 1)$ of the last $k$ servers can be full, implying at least $(k - i + 1)$ eligible neighbors in the second half of servers for all requests from $R_i$. Furthermore, server $s_i$ cannot become full before the last request of $R_i$ arrives. Random has therefore at least $(k - i + 2)$ servers to choose from when assigning a request from round $R_i$. This yields

$$E[X] = \sum_{i=1}^{k} E[X_i] \leq \sum_{i=1}^{k} b \cdot p_i \leq b \sum_{i=1}^{k} \frac{1}{k+2-i} = b \sum_{j=2}^{k+1} \frac{1}{j} = b(H_{k+1} - 1) \leq b \ln(k+1),$$

where $H_n$ denotes the $n$-th harmonic number and the inequality $H_n \leq \ln(n) + 1$ is used. The size of the perfect matching in this graph is $b \cdot n$. Thus, Random achieves a competitive ratio of

$$\frac{E[|M|]}{b \cdot n} \leq \frac{b \cdot k + b \ln(k+1)}{b \cdot n} = \frac{1}{2} + \frac{\ln(n/2 + 1)}{n} \xrightarrow{n \to \infty} \frac{1}{2}.$$
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Abstract
We consider online scheduling to minimize weighted completion time on related machines, where each job consists of several tasks that can be concurrently executed. A job gets completed when all its component tasks finish. We obtain an $O(K^3 \log^2 K)$-competitive algorithm in the non-clairvoyant setting, where $K$ denotes the number of distinct machine speeds. The analysis is based on dual-fitting on a precedence-constrained LP relaxation that may be of independent interest.
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1 Introduction

Scheduling to minimize the weighted completion time is a fundamental problem in scheduling. Many algorithms have been developed in both the online and offline settings, and for the cases where machines are identical, related, or unrelated. Most of the work, however, focuses on the setting where each job is a monolithic entity, and has to be processed in a sequential manner.

In this work, we consider the online setting with multiple related machines, where each job consists of several tasks. These tasks are independent of each other, and can be executed concurrently on different machines. (Tasks can be preempted and migrated.) A job is said to have completed when all its component tasks finish processing. We consider the non-clairvoyant setting where the algorithm does not know the size of a task up-front, but only when the task finishes processing. Such instances arise in operating system schedulers, where a job and its tasks correspond to a process and its threads that can be executed in parallel. This setting is sometimes called a “bag of tasks” (see e.g. [2, 10, 4]).

The bag-of-tasks model can be modeled using precedence constraints. Indeed, each job is modeled as a star graph, where the tasks correspond to the leaves (and have zero weight), and the root is an auxiliary task with zero processing requirement but having weight $w_j$. Hence the root can be processed only after all leaf tasks have completed processing. The goal is to minimize total weighted completion time. Garg et al. [7] gave a constant-competitive algorithm for this problem for identical machines, in a more general setting where tasks form arbitrary precedence DAGs.
We extend this result to the setting of related machines where machine $i$ has speed $s_i$. By losing a constant factor, we assume that all speeds are powers of some constant $C$. Let $K$ denote the number of distinct machine speeds. In §2, we show that this problem is strictly more challenging than in the identical machines setting:

**Theorem 1 (Lower Bound).** Any online non-clairvoyant algorithm has $\Omega(K)$ competitive ratio for bags-of-tasks on related machines.

The lower bound arises because we want to process larger tasks on fast machines, but we have no idea about the sizes of the tasks, so we end up clogging the fast machines with small tasks: this issue did not arise when machines were identical. Given the lower bound, we now look for a non-clairvoyant scheduling algorithm with a competitive ratio that depends on $K$, the number of distinct speeds. This number may be small in many settings, e.g., when we use commodity hardware of a limited number of types (say, CPUs and GPUs). Our main result is a positive answer to this question:

**Theorem 2 (Upper Bound).** The online non-clairvoyant algorithm for bags-of-tasks on related machines has a competitive ratio of $O(\min\{K^3 \log^2 K, K + \log n\})$.

Our algorithm uses a greedy strategy. Instead of explicitly building a schedule, it assigns (processing) rates to tasks at each time $t$. Such a rate assignment is called feasible if for every $k$, the rate assigned to any subset of $k$ tasks is at most the total speed of the $k$ fastest machines. Using an argument based on Hall’s matching theorem, a schedule exists if and only if such a rate assignment can be found. To assign these rates, each alive task gets a “priority”, which is the ratio of the weight of the job containing it to the number of alive tasks of this job. In other words, a task with low weight or with many tasks gets a low priority. We assign feasible rates to alive tasks in a “fair manner”, i.e., we cannot increase the rate of a high priority task by decreasing the rate of a lower priority task. To efficiently find such feasible rates, we use a water-filling procedure.

The analysis proceeds using the popular dual-fitting approach, but we need new ideas: (i) we adapt the precedence-constrained LP relaxation for completion time in [5] to our setting. A naive relaxation would define the completion time of a task as the maximum of the (fractional) completion times of each of the tasks, where the fractional completion time of a task is the sum over times $t$ of the fraction of the task remaining at this time instead, we define $U_{j,t}$ for a job $j$ and time $t$ as the maximum over all tasks $v$ for $j$ of the fraction of $v$ which remains to be completed at time $t$, the completion time of $j$ as $\sum_t U_{j,t}$. (See §4 for details.) (ii) Although it is natural to divide the machines into classes based on their speeds, we need a finer partitioning, which drives our setting of dual variables. Indeed, the usual idea of dividing up the job’s weight equally among the tasks that are still alive only leads to an $O(\log n)$-competitiveness (see §5). To do better, we first preprocess the instance so that distinct machine speeds differ by a constant factor, but the total processing capacity of a slower speed class is far more than that of all faster machines. Now, at each time, we divide the machines into blocks. A constant fraction of the blocks have the property that either the average speed of the machines in the block is close to one of the speed classes, or the total processing capacity of a block is close to that of all the machines of a speed class. It turns out that our dual-fitting approach works for accounting the weight of jobs which get processed by such blocks; proving this constitutes the bulk of technical part of the analysis. Finally, we show that most jobs (in terms of weight) get processed by such blocks, and hence we are able to bound the overall weighted completion time. We present the proofs in stages, giving intuition for the new components in each of the sections.
1.1 Related Work

Minimizing weighted completion time on parallel machines with precedence constraints has $O(1)$-approximation in the offline setting: Li [9] improves on [8, 11] to give a $3.387 + \varepsilon$-approximation. For related machines the precedence constraints make the problem harder: there is an $O(\log m / \log \log m)$-approximation [9] improving on a prior $O(\log K)$ result [5], and an $\omega(1)$ hardness under certain complexity assumptions [3]. Here $m$ denotes the number of machines. These results are for offline and hence clairvoyant settings, and do not apply to our setting of non-clairvoyant scheduling.

In the setting of parallel machines, there has been recent work on minimizing weighted completion time in DAG scheduling, where each job consists of a set of tasks with precedence constraints given by a DAG [13, 1]. [7] generalized this to the non-clairvoyant setting and gave an $O(1)$-competitive algorithm. Our algorithm for the related case is based on a similar water-filling rate assignment idea. Since the machines have different speeds, a set of rates assigned to tasks need to satisfy a more involved feasibility condition. Consequently, its analysis becomes much harder; this forms the main technical contribution of the paper.

Indeed, even for the special case considered in this paper where every DAG is a star, we can show a lower bound of $\Omega(K)$ on the competitive ratio of any non-clairvoyant algorithm.

In the full version, we show that any non-clairvoyant algorithm for related machines DAG scheduling must have $\Omega\left(\frac{\log m}{\log \log m}\right)$-competitive ratio.

Our problem also has similarities to open shop scheduling. In open shop scheduling, each jobs consists of several tasks, where each task needs to be processed on a distinct machine for $p_{v,j}$ amount of time. However, unlike our setting, two tasks for a job cannot be processed simultaneously on different machines. [12] considered open shop scheduling in the offline setting for related machines and gave a $(2 + \varepsilon)$-approximation. [6] considered a further generalization of our problem to unrelated machines, where the tasks corresponding to distinct jobs need not be disjoint. They gave a constant-factor approximation algorithm, again offline.

1.2 Paper Organization

In this extended abstract, we first give the algorithm in §3, and the linear program in §4. A simpler proof of $O(K + \log n)$-competitiveness is in §5. We show poly($K$)-competitiveness for the case of a single job (which corresponds to makespan minimization) in §6, and then give the complete proof for the general case in §7.

2 Problem Statement and the $\Omega(K)$ Hardness

Each job $j$ has a weight $w_j$ and consists of tasks $T(j) = \{(j,1), (j,2), \ldots, (j,k_j)\}$ for some $k_j$. Each task $v = (j,\ell)$ has an associated processing requirement/size $p_v = p_{(j,\ell)}$. The job $j$ completes when all its associated tasks finish processing. We use letters $j, j', \ldots$ to denote jobs, and $v, v', \ldots$ to denote tasks $(j,\ell)$.

There are $m$ machines with speeds $s_1 \geq s_2 \geq \ldots \geq s_m$. The goal is to minimize the weighted completion time of the jobs. We allow task preemption and migration, and different tasks of a job can be processed concurrently on different machines. However, a task itself can be processed on at most one machine at any time. In this extended abstract we consider the special case when all release dates are 0, but our results also extend to the more general setting of arbitrary release dates (details in the full version). Let $S_k := s_1 + \ldots + s_k$ denote the total speed of the fastest $k$ machines. Since we care about the number of distinct speeds, we assume there are $K$ speed classes, with speeds $\sigma_1 > \sigma_2 > \ldots > \sigma_K$. There are $m_i$ machines having speed $\sigma_i$, where $\sum_i m_i = m$. 
Assumption 3 (Increasing Capacity Assumption). For parameter \( \gamma \geq 1 \):

1. (Falling Speeds.) For each \( \ell \), we have \( \sigma_i/\sigma_{i+1} \geq 64 \).
2. (Increasing Capacity.) For each \( \ell \), the total processing capacity of speed class \( \ell \) is at least twice that of the previous (faster) speed classes. I.e., \( m_\ell \sigma_\ell \geq 2(m_1 \sigma_1 + \ldots + m_{\ell-1} \sigma_{\ell-1}) \).
3. (Speed-up.) The algorithm uses machines that are \( \gamma \) times faster than the adversary’s machines.

Proposition 4. An arbitrary instance can be transformed into one satisfying Assumption 3 by losing a factor \( O(\gamma K) \) in the competitive ratio.

Proof. (Sketch) For the first part, we round down the speed of each machine to a power of 64. This changes the completion time by at most a factor of 64. The second increasing capacity assumption is not without loss of generality – we greedily find a subset of speed classes by losing \( O(K) \) factor in competitive ratio (see details in Appendix A). Finally, the \( \gamma \)-speedup can only change the competitive ratio by \( \gamma \) factor.

Next we show that any online algorithm has to be \( \Omega(K) \)-competitive even for a single job with the machines satisfying increasing capacity Assumption 3.

Proposition 5. Any online algorithm is \( \Omega(K) \)-competitive even for a single job under increasing capacity Assumption 3.

Proof. (Sketch) Consider a single job \( j \) with \( m \) tasks, where \( m \) is the number of machines. For each speed class \( \ell \), there are \( m_\ell \) tasks of size \( \sigma_\ell \) – call these tasks \( T_\ell(j) \). Since there is only one job, the objective is to minimize the makespan. The offline (clairvoyant) objective is 1, since all tasks can be assigned to machines with matching speeds. However, any online algorithm incurs a makespan of \( \Omega(K) \). Here is an informal argument, which can be proved even for randomized algorithms against oblivious adversaries: since there is no way to distinguish between the tasks, the algorithm can at best run all the alive tasks at the same speed. The tasks in \( T_K(j) \) will be the first to finish by time \( m_K \sigma_K \sum_\ell m_\ell \sigma_\ell \geq \frac{1}{2} \), where the inequality follows from the increasing capacity assumption. At this time, the processing on tasks from \( T_{K-1}(j) \) has been very small, and so tasks in \( T_{K-1}(j) \) will require about 1/2 more units of time to finish, and so on.

3 The Scheduling Algorithm

The scheduling algorithm assigns, at each time \( t \), a rate \( L_t^v \) to each unfinished task \( v \). The following lemma (whose proof is deferred to the appendix) characterizes rates that correspond to schedules:

Lemma 6. A schedule \( S \) is feasible if for every time \( t \) and every value of \( k \):

\[(*) \text{ the total rate assigned to any subset of } k \text{ tasks is at most } \gamma \cdot S_k.\]

For each time \( t \), we now specify the rates \( L_t^v \) assigned to each unfinished task \( v \). For job \( j \), let \( T_t^j(j) \) be the set of tasks in \( T(j) \) which are alive at time \( t \). Initially all tasks are unfrozen. We raise a parameter \( \tau \), starting at zero, at a uniform speed. The values taken by \( \tau \) will be referred to as moments. For each job \( j \) and each task \( v \in T_t^j(j) \) that is unfrozen, define a tentative rate at \( \tau \) to be

\[L_t^v := \frac{w_j}{|T_t^j(j)|} \cdot \tau.\]
Hence the tentative rates of these unfrozen tasks increase linearly, as long as condition (⋆) is satisfied. However, if (⋆) becomes tight for some subset \( V \) of alive tasks, i.e., \( \sum_{v \in V} L^t_v = \gamma \cdot S_{|V|} \), pick a maximal set of such tasks and freeze them, fixing their rates at their current tentative values. (Observe the factor of \( \gamma \) appears on the right side because we assume the machines in the algorithm to have a speedup of \( \gamma \).) Now continue the algorithm this way, raising \( \tau \) and the \( L^t_v \) values of remaining unfrozen tasks \( v \) until another subset gets tight, etc., stopping when all jobs are frozen. This defines the \( L^t_v \) rates for each task \( v \) for time \( t \).

By construction, these rates satisfy (⋆).

### 3.1 Properties of the Rate Assignment

The following claim shows that all alive tasks corresponding to a job get frozen simultaneously.

**Lemma 7 (Uniform Rates).** For any time \( t \) and any job \( j \), all its alive tasks (i.e., those in \( T^t(j) \)) freeze at the same moment \( \tau \), and hence get the same rate.

**Proof.** For the sake of contradiction, consider the first moment \( \tau \) where a maximal set \( V \) of tasks contains \( v \) but not \( v' \), for some job \( j \) with \( v, v' \in T(j) \). Both \( v, v' \) have been treated identically until now, so \( L^t_v = L^t_{v'} \). Also, by the choice of \( \tau \), \( \sum_{u \in V, u \neq v} L^t_u + L^t_v = \gamma S_{|V|} \).

Since we maintain feasibility at all moments,

\[
\sum_{u \in V, u \neq v} L^t_u + L^t_v + L^t_{v'} \leq \gamma S_{|V|} + 1 \quad \text{and} \quad \sum_{u \in V, u \neq v} L^t_u \leq \gamma S_{|V|} - 1.
\]

This implies \( L^t_v \geq \gamma s_{|V|} \) and \( L^t_{v'} \leq \gamma s_{|V|+1} \). Since \( L^t_v = L^t_{v'} \) and \( s_{|V|} \geq s_{|V|+1} \), all of these must be equal. In that case, by the maximality of set \( V \), the algorithm should have picked \( V \cup \{v'\} \) instead of \( V \).

For a task \( v \in T^t(j) \), define \( \tilde{w}^t(v) := w_j/|T^t(j)| \) to be task \( v \)'s “share” of the weight of job \( j \) at time \( t \). So if task \( v \) freezes at moment \( \tau \), then its rate is \( L^t_v = \tilde{w}^t(v) \cdot \tau \). Let us relate this share for \( v \) to certain averages of the weight. (Proof in Appendix B)

**Corollary 8.** Fix a time \( t \). Let \( V \) be the set of tasks frozen by some moment \( \tau \). For a task \( v \in V \),

(i) if \( V' \subseteq V \) is any subset of tasks which freeze either at the same moment as \( v \), or after it, then \( \frac{w^t(v)}{s_{|V'|}} \geq \frac{w(V')}{S_{|V'|}} \).

(ii) if \( V'' \subseteq V \) is any subset of tasks which freeze either at the same moment as \( v \), or before it, then \( \frac{w^t(v)}{L^t_v} \leq \frac{w^t(V'')}{\sum_{v' \in V''} L^t_{v'}} \).

### 3.2 Defining the Blocks

The rates for tasks alive at any time \( t \) are defined by a sequence of freezing steps, where some group of tasks are frozen: we call these groups blocks. By Lemma 7, all tasks in \( T^t(j) \) belong to the same block. The weight \( w(B) \) of block \( B \) is the total weight of jobs whose tasks belong to \( B \). Let \( B^1, B^2, \ldots \) be the blocks at time \( t \) in the order they were frozen, and \( \tau_1, \tau_2, \ldots \) be the moments at which they froze. Letting \( b^t_i := |B^1_i \cup \ldots \cup B^t_i| \), we get that any task \( v \in B^t_i \) satisfies \( w(B^t_i) = \gamma (S_{b^t_{i+1}} - S_{b^t_i}) \).

Each block \( B^t_i \) has an associated set of machines, namely the machines on which the tasks in this block are processed – i.e., the machines indexed \( b^t_i \). We use \( m(B) \) to denote the set of machines associated with a block \( B \). Since \( |B| = |m(B)| \) and the jobs in \( B \) are processed on \( m(B) \) in a pre-emptive manner at time \( t \), the rate assigned to any job is at least the slowest speed (and at most the fastest speed) of the machines in \( m(B) \).
4 The Analysis and Intuition

We prove the competitiveness by a dual-fitting analysis: we give a primal-dual pair of LPs, use the algorithm above to give a feasible primal, and then exhibit a feasible dual with value within a small factor of the primal cost.

In the primal LP, we have variables \( x_{ivt} \) for each task \( v \), machine \( i \), and time \( t \) denoting the extent of processing done on task \( v \) at machine \( i \) during the interval \([t, t+1]\). Here \( U_{j,t} \) denotes fraction of job \( j \) finished at or after time \( t \), and \( C_j \) denotes the completion time of job \( j \).

\[
\begin{align*}
\min \sum_j w_j C_j + \sum_{j,t} w_j U_{j,t} \\
U_{j,t} \geq \sum_{v \in T(j)} \sum_i \frac{x_{ivt}}{p_v} & \quad \forall j, \forall v \in T(j), \forall t \\
C_j \geq \sum_i \sum_{v \in T(j)} \frac{x_{ivt}}{s_i} & \quad \forall j, \forall v \in T(j) \\
\sum_i \sum_{t} \frac{x_{ivt}}{s_i} \geq 1 & \quad \forall j, \forall v \in T(j) \\
\sum_i \sum_{t} \frac{x_{ivt}}{s_i} \leq 1 & \quad \forall i, \forall t
\end{align*}
\]

The constraint (2) is based on precedence-constrained LP relaxations for completion time. Indeed, each job can be thought of as a star graph with a zero size task at the root preceded by all the actual tasks at the leaf. In our LP, for each time \( t \), we define \( U_{j,t} \in [0,1] \) to be the maximum over all tasks \( v \in T(j) \) of the fraction of \( v \) that remains (the RHS of (2)), and the completion time of \( j \) is at least the total sum over times \( t \) of \( U_{j,t} \) values. Since we do not explicitly enforce that a task cannot be processed simultaneously on many machines, the first term \( \sum_j w_j C_j \) is added to avoid a large integrality gap. We show feasibility of this LP relaxation (up to factor 2) in §C.

▷ Claim 9. For any schedule \( S \), there is a feasible solution to the LP of objective value at most \( 2 \cdot \text{cost}(S) \).

The linear programming dual has variables \( \alpha_{j,v}, \delta_{j,v}, \delta_{j,v,t} \) corresponding to constraints (4),(3),(2) for every job \( j \) and task \( v \in T(j) \), and \( \beta_{i,t} \) corresponding to constraints (5) for every machine \( i \) and time \( t \):

\[
\begin{align*}
\max_{\sum_{j,v} \alpha_{j,v} - \sum_{i,t} \beta_{i,t}} \frac{\alpha_{j,v}}{p_v} & \leq \frac{\beta_{i,t}}{s_i} + \sum_{v \in T(j)} \frac{\delta_{j,v}}{s_i} \quad \forall j, \forall i, \forall t, \forall v \in T(j) \\
\sum_{v \in T(j)} \delta_{j,v} & \leq w_j & \forall j, t \\
\sum_{v \in T(j)} \delta_{j,v,t} & \leq w_j & \forall j, t
\end{align*}
\]

We now give some intuition about these dual variables. The quantity \( \delta_{j,v,t} \) should be thought of the contribution (at time \( t \)) towards the weighted flow-time of \( j \). Similarly, \( \delta_{j,v} \) is global contribution of \( v \) towards the flow-time of \( j \). (In the integral case, \( \delta_{j,v} \) would be \( w_j \) for the task which finishes last. If there are several such tasks, \( \delta_{j,v} \) would be non-zero only for such tasks only and would add up to \( w_j \).) The quantity \( \alpha_{j,v} \) can be thought of as \( v \)'s contribution towards the total weighted flow-time, and \( \beta_{i,t} \) is roughly the queue size at time \( t \) on machine \( i \). Constraint (6) upper bounds \( \alpha_{j,v} \) in terms of the other dual variables. More intuition about these variables can be found in §4.2.
4.1 Simplifying the dual LP

Before interpreting the dual variables, we rewrite the dual LP and add some additional constraints. Define additional variables \( \alpha_{j,v,t} \) for each job \( j \) and task \( v \in T(j) \) and time \( t \), such that variable \( \alpha_{j,v} = \sum_t \alpha_{j,v,t} \). We add a new constraint:

\[
\sum_{v \in T(j)} \alpha_{j,v,t} \leq w_j. \tag{9}
\]

This condition is not a requirement in the dual LP, but we will set \( \alpha_{j,v,t} \) to satisfy it. Assuming this, we set \( \delta_{j,v,t} := \alpha_{j,v,t} \) for all jobs \( j \), tasks \( v \in T(j) \) and times \( t \); feasibility of (9) implies that of (8). Moreover, (6) simplifies to

\[
\sum_{t' \geq t} \frac{\alpha_{j,v,t'}}{p_v} \leq \frac{\beta_{j,t}}{s_i} + \frac{\delta_{j,v}}{s_i}. \]

Observe that we can write \( p_v \) as the sum of the rates, and hence as \( p_v = \sum_{t'} L_{t'}^v \). Since this is at least \( \sum_{t' \geq t} L_{t'}^v \) for any \( t \), we can substitute above, and infer that it suffices to verify the following condition for all tasks \( v \in T(j) \), time \( t \), and time \( t' \geq t \):

\[
\alpha_{j,v,t'} \leq \frac{\beta_{j,t} t' L_{t'}^v}{s_i} + \frac{\delta_{j,v} L_t^v}{s_i}. \tag{10}
\]

Henceforth, we ensure that our duals (including \( \alpha_{j,v,t} \)) satisfy (9),(10) and (7).

4.2 Interpreting the Duals and the High-Level Proof Idea

We give some intuition about the dual variables, which will be useful for understanding the subsequent analysis. We set dual variables \( \alpha_{j,v} \) such that for any job \( j \), the sum \( \sum_{v \in T(j)} \alpha_{j,v} \) is (approximately) the weighted completion of job \( j \). This ensures that \( \sum_{v} \alpha_{j,v} \) is the total weighted completion of the jobs. One way of achieving this is as follows: for every time \( t \) and task-job pair \((j,v)\) we define \( \alpha_{j,v,t} \) variables such that they add up to be \( w_j \) if job \( j \) is unfinished at time \( t \) (i.e., (9) is satisfied with equality). If \( \alpha_{j,v} \) is set to \( \sum_t \alpha_{j,v,t} \), then these \( \alpha_{j,v} \) variables would add up to the weighted completion time of \( j \).

The natural way of defining \( \alpha_{j,v,t} \) is to evenly distribute the weight of \( j \) among all the alive tasks at time \( t \), i.e., to set \( \alpha_{j,v,t} = \frac{w_j}{|T(j)|} \). This idea works if we only want to show that the algorithm is \( O(\log n) \)-competitive, but does not seem to generalize if we want to show \( O(K) \)-competitiveness. The reason for this will be clearer shortly, when we discuss the \( \delta_{j,v} \) variables.

Now we discuss \( \beta_{j,t} \) dual variables. We set these variables so that \( \sum_t \beta_{j,t} \) is a constant (less than 1) times the total weighted completion time. This ensures that the objective value of the dual LP is also a constant times the total weighted completion time. A natural idea (ignoring constant factors for now) is to set \( \beta_{j,t} = \frac{w(A^j)}{K m_{\ell}} \), where \( A^j \) is the set of alive jobs at time \( t \) and \( \ell \) is the speed class of machine \( i \). Since we have put an \( \Omega(K) \) term in the denominator of \( \beta_{j,t} \) (and no such term in the definition of \( \alpha_{j,v} \)), ensuring the feasibility of (6) would require a speed augmentation of \( \Omega(K) \).

Finally, consider the \( \delta_{j,v} \) dual variables. As (7) suggests, setting \( \delta_{j,v} \) is the same as deciding how to distribute the weight \( w_j \) among the tasks in \( T(j) \). Notice, however, that this distribution cannot depend on time (unlike \( \alpha_{j,v,t} \) where we were distributing \( w_j \) among all the alive tasks at time \( t \)). In the ideal scenario, tasks finishing later should get high \( \delta_{j,v} \) values. Since we are in the non-clairvoyant setting, we may want to set \( \delta_{j,v} = \frac{w_j}{|T(j)|} \). We now argue this can lead to a problem in satisfying (10).

Consider the setting of a single unit-weight job \( j \) initially having \( n \) tasks, and so we set \( \delta_{j,v} = \frac{1}{n} \) for all \( v \). Say that \( n = m_{\ell} \) for a large value of \( \ell \); by the increasing capacity assumption, \( m_{\ell} \approx m_1 + \ldots + m_{\ell} \). Now consider a later point in time \( t \) when only \( n' \) tasks
remain, where $n' = m_i \ell$. For some speed class $\ell' \ll \ell$. At this time $t$, each of the $n'$ surviving tasks have $\alpha_{j,v,t} = \frac{1}{\ell'}$. But look at the RHS of (10), with machine $i$ of speed class $\ell$. The rate $L_t^i$ will be very close to $\sigma_i$ (again, by the increasing capacity assumption), and so both the terms would be about $\frac{\sigma_i}{m_i \sigma_i}$. However, $m_i \sigma_i$ could be much larger than $m_i \sigma_i'$, and so this constraint will not be satisfied. In fact, we can hope to satisfy (10) at some time $t$ only if $n'$ is close to $n$, say at least $n/2$. When the number of alive tasks drops below $n/2$, we need to redistribute the weight of $j$ among these tasks, i.e., we need to increase the $\delta_{j,v}$ value for these tasks, to about $\frac{1}{n^2}$. Since these halving can happen for log $n$ steps, we see that (3) is violated by a factor of log $n$. These ideas can be extended to give an $O(\log n + K)$-competitive algorithm for arbitrary inputs; see §5 for details. To get a better bound, we need a more careful setting of the dual variables, which we talk about in §6 and §7.

5 Analysis I: A Weaker $O(K + \log n)$ Guarantee

We start with a simpler analysis which yields an $O(K + \log n)$-competitiveness. This argument will not use the increasing capacity assumption from Assumption 3; however, the result gives a competitiveness of $O(\max(K, \log n))$ which is logarithmic when $K$ is small, whereas our eventual result will be $O(\min(K^{O(1)}, K + \log n))$, which can be much smaller when $K \ll \log n$.

> Theorem 10. The scheduling algorithm in §3 is $O(K + \log n)$-competitive.

Proof. For each job $j$, we arrange the tasks in $T(j)$ in descending order of their processing requirements. (This is the opposite of the order in which they finish, since all alive tasks of a job are processed at the same rate.) Say the sequence of the tasks for a job $j$ is $v_1, \ldots, v_r$. We partition these tasks into groups with exponentially increasing cardinalities: $T_1(j):=\{v_1\}$, $T_2(j):=\{v_2, v_3\}$, and $T_h(j):=\{v_{2^{h-1}}, \ldots, v_{2^h-1}\}$ has $2^{h-1}$ tasks. (Assume w.l.o.g. that $r + 1$ is a power of 2 by adding zero-sized tasks to $T(j)$.) Now we define the dual variables.

**Dual Variables.** Define $\gamma := 2 \max\{K, \log_2 n\}$.

- For a time $t$ and machine $i$ of speed class $\ell$, let $A^i_t$ denote the set of active (unfinished) jobs at time $t$, and define $\beta_{i,t} := \frac{w(A^i_t)}{m_i \gamma}$.

- For job $j$ and a task $v \in T_h(j)$ in the $h$-th group, define $\delta_{j,v} := \frac{w_j}{2^{h-1} \gamma}$.

- In order to define $\alpha_{j,v}$, we first define quantities $\alpha_{j,v,t}$ for every time $t$, and then set $\alpha_{j,v} := \sum_t \alpha_{j,v,t}$. At time $t$, recall that $T^i(j)$ is the set of alive tasks of job $j$, and define

$$
\alpha_{j,v,t} := \frac{w_j}{|T^i(j)|} \cdot 1(\text{alive at time } t) = \frac{w_j}{|T^i(j)|} \cdot 1(v \in T^i(j)).
$$

This “spreads” the weight of $j$ equally among its alive tasks.

Having defined the dual variables, we first argue that they are feasible.

> Lemma 11 (Dual feasibility). The dual variables defined above always satisfy the constraints (9), (7) and (10) for a speed-up factor $\gamma \geq 2 \max\{K, \log_2 n\}$.

Proof. To check feasibility of (7), consider a job $j$ and observe that

$$
\sum_{v \in T(j)} \delta_{j,v} = \sum_h \sum_{v \in T_h(j)} \delta_{j,v} = \sum_h \sum_{v \in T_h(j)} \frac{w_j}{2^{h-1} \gamma} = \sum_h \frac{w_j}{\gamma} \leq w_j,
$$

because $|T_h(j)| = 2^{h-1}$ and there are at most $\log_2 n \leq \gamma$ distinct groups. Feasibility of (9) also follows easily. It remains to check (10) for a job $j$, task $v$, machine $i$ and times $t' \leq t$. 

If \( v \) is not alive at time \( t' \), then \( \alpha_{j,v,t'} \) is 0, and (10) follows trivially. Else, \( v \in T'\ell(j) \), and suppose \( v \in T_h(j) \). This means the jobs in \( T_1(j), \ldots, T_{h-1}(j) \) are also alive at time \( t' \), so \( |T'\ell(j)| \geq 1 + 2 + \ldots + 2^{h-2} + 1 = 2^h-1 \). Furthermore, suppose the tasks in \( T'\ell(j) \) belong to block \( B \) (defined in §3.1), and let \( \ell^* \) be the speed class with the slowest machines among the associated machines \( m(B) \). Let \( \ell \) denote the speed class of machine \( i \) (considered in (10)). Two cases arise: the first is when \( \ell \geq \ell^* \), where \( L_v' \geq \gamma \sigma_{\ell^*} \geq \gamma \sigma_{\ell} = \gamma s_1 \), so (10) holds because

\[
\alpha_{j,v,t'} = \frac{w_j}{|T'(\ell)(j)|} \leq \frac{w_j}{\frac{s_1}{\gamma}} = \frac{\gamma \cdot \delta_{j,v}}{\gamma m_i \sigma_{\ell}}.
\]

The second case is \( \ell < \ell^* \): Let \( V \subseteq A' \) be the set of jobs which are frozen by the moment \( v \) freezes. In other words, \( V \) contains tasks in block \( B \) and the blocks before it. Applying the second statement in Corollary 8 with \( V'' = V \),

\[
\frac{w_j}{|T'(\ell)(j)|} \leq \sum_{v' \in V} \frac{w(v')}{\gamma \delta_{j,v}} \leq \sum_{v' \in V} \frac{w(V')}{\gamma m_i \sigma_{\ell}} \leq \frac{w(A')}{{\gamma m_i \sigma_{\ell}}},
\]

where the last inequality uses the fact that all machines of speed class \( \ell \) are busy processing jobs in \( V \). Therefore,

\[
\alpha_{j,v,t'} = \frac{w_j}{|T'(\ell)(j)|} \leq \frac{w(A')}{{\gamma m_i \sigma_{\ell}}} \leq \frac{\beta_{i,t} L_v'}{s_1},
\]

the last inequality using the definition of \( \beta_{i,t} \) and that \( w(A') \geq w(A'') \). \( \square \)

Finally, we show that the dual objective value for this setting of dual variables is close to the primal value. It is easy to check that \( \sum_j \alpha_j = \sum_t w(A') \), which is the total weighted completion time of the jobs. Moreover,

\[
\sum_{i,t} \beta_{i,t} = \sum_t \sum_{i,j = \sigma_{\ell}} w(A') \leq \frac{K}{\gamma} \cdot \sum_t w(A') .
\]

Since we chose speedup \( \gamma = 2 \max \{K, \log_2 n\} \), we have \( K \leq \gamma/2 \) and the dual objective value \( \sum_{i,t} \alpha_{j,v} = \sum_{i,t} \beta_{i,t} \) is at least half of the total weighted completion time (primal value). This completes the proof of Theorem 10. \( \square \)

# 6 Analysis II: An Improved Guarantee for a Single Job

We want to show that the competitiveness of our algorithm just depends on \( K \), the number of speed classes. To warm up, in this section we consider the special case of a single job; in §7 we consider the general case. As was shown in Proposition 5, any algorithm has competitive ratio \( \Omega(K) \) even in the case of a single job. We give a matching upper bound using dual fitting for an instance with a single job \( j \), say of weight 1, when the machines satisfy Assumption 3.

important theorem.

▶ Theorem 12. If the machines satisfy Assumption 3, the scheduling algorithm in §3 is \( O(K^2) \)-competitive for a single job.

## 6.1 The Intuition Behind the Improvement

The analysis in §5 incurred \( \Omega(\log n) \)-competitive ratio because we divided the execution of the tasks of each job into \( O(\log n) \) epochs, where each epoch ended when the number of tasks halved. In each such epoch, we set the \( \delta_{j,v} \) variables by distributing the job’s weight evenly among all tasks alive at the beginning of the epoch. A different way to define epochs would
be to let them correspond to the time periods when the number of alive tasks falls in the range \((m_\ell, m_{\ell+1})\). This would give us only \(K\) epochs. There is a problem with this definition: as the number of tasks vary in the range \((m_\ell, m_{\ell+1})\), the rate assigned to tasks varies from \(\sigma_\ell\) to \(\sigma_{\ell+1}\). Indeed, there is a transition point \(\tilde{m}_\ell\) in \((m_\ell, m_{\ell+1})\) such that the rate assigned to the tasks stays close to \(\sigma_{\ell+1}\) as long as the number of tasks lie in the range \((\tilde{m}_\ell, \sigma_{\ell+1})\); but if the number of tasks lie in the range \((m_\ell, \tilde{m}_\ell)\), the assigned rate may not stay close to any fixed value. However, in this range, the total processing rate assigned to all the tasks stays close to \(m_\ell\sigma_\ell\).

It turns out that our argument for an epoch (with minor modifications) works as long as one of these two facts hold during an epoch: (i) the total rate assigned to the tasks stays close to \(m_\ell\sigma_\ell\) for some speed class \(\ell\) (even though the number of tasks is much larger than \(m_\ell\)), or (ii) the actual rate assigned to the tasks stays close to \(\sigma_{\ell+1}\). Thus we can divide the execution of the job into \(2K\) epochs, and get an \(O(K)\)-competitive algorithm. In this section, we prove this for a single job; we extend to the case of multiple jobs in §7 (with a slightly worse competitiveness).

### 6.2 Defining the New Epochs

Before defining the dual variables, we begin with a definition. For each speed class \(\ell\), define the threshold \(\tilde{m}_\ell\) to be the following:

\[
\tilde{m}_\ell := \frac{1}{\sigma_{\ell+1}} (\sigma_1 m_1 + \cdots + \sigma_\ell m_\ell).
\] (11)

The parameter \(\tilde{m}_\ell\) is such that the processing capacity of \(\tilde{m}_\ell\) machines of class \(\ell + 1\) equals the combined processing capacity of machines of class at most \(\ell\). The increasing capacity assumption implies \(m_\ell < \tilde{m}_\ell < m_{\ell+1}\), as formalized below:

\[\begin{align*}
\triangleright & \text{ Claim 13. Define } M_\ell := m_1 + \cdots + m_\ell \text{ and } \tilde{M}_\ell := M_\ell + \tilde{m}_\ell. \text{ Under the increasing capacity assumption 3 and } \kappa = 2, \text{ for any speed class } \ell, \text{ we have} \\
& \text{(a) } 2\tilde{m}_\ell \leq m_{\ell+1} \text{ and so, } M_\ell \leq \tilde{M}_{\ell+1}, \\
& \text{(b) } \tilde{M}_\ell \geq 2M_\ell, \\
& \text{(c) } m_\ell \sigma_\ell \geq \frac{1}{2} \tilde{m}_\ell \sigma_{\ell+1}, \text{ and} \\
& \text{(d) } \tilde{m}_\ell \geq 2m_\ell. \\
\end{align*}\]

\[\begin{proof}
\text{Fact (a) follows from the increasing capacity assumption and the definition of the threshold, since } 2\tilde{m}_\ell \sigma_{\ell+1} \leq \sigma_{\ell+1} m_{\ell+1}. \text{ This implies } \tilde{M}_\ell = M_\ell + \tilde{m}_\ell \leq M_\ell + m_{\ell+1} \leq M_{\ell+1}. \text{ Proving (b) is equivalent to showing } \tilde{M}_\ell \geq M_\ell, \text{ which follows from the definition of } \tilde{m}_\ell \text{ and the fact that } \sigma_{\ell+1} < \sigma_\ell \text{ for all } i \leq \ell. \text{ The last two statements also follow from the increasing capacity assumption.} \\
\end{proof}\]

We identify a set of \(2K\) break-points as follows: for each speed class \(\ell\), let \(t_\ell\) denote the first time when \(M_\ell\) alive tasks remain. Similarly, let \(\tilde{t}_\ell\) be the first time when exactly \(\tilde{M}_\ell\) alive tasks remain. Note that \(t_{\ell+1} < \tilde{t}_\ell < t_\ell\). Let \(\tilde{F}_t\) be the tasks which finish during \([t_{\ell+1}, \tilde{t}_\ell]\), and \(F_t\) be those which finish during \([t_\ell, \tilde{t}_\ell]\). Let \(f_\ell\) and \(f_{\ell+1}\) denote the cardinality of \(\tilde{F}_t\) and \(F_t\) respectively. Note that \(f_\ell = M_{\ell+1} - \tilde{M}_\ell = m_{\ell+1} - \tilde{m}_\ell, f_{\ell} = M_\ell - M_\ell = \tilde{m}_\ell\).

\[\begin{align*}
\triangleright & \text{ Claim 14. For any speed class } \ell, \text{ we have } f_\ell \leq \tilde{f}_\ell \leq f_{\ell+1}. \\
\end{align*}\]

\[\begin{proof}
\text{The first statement requires that } \tilde{m}_\ell \leq m_{\ell+1} - \tilde{m}_\ell. \text{ This is the same as } 2\tilde{m}_\ell \leq m_{\ell+1}, \text{ which follows from Claim 13(a). The second statement requires that } m_{\ell+1} - \tilde{m}_\ell \leq M_{\ell+1}, \text{ i.e., } m_{\ell+1} \leq \tilde{m}_\ell + m_{\ell+1}. \text{ But } m_{\ell+1} \leq \tilde{m}_{\ell+1} \text{ (by Claim 13(d)), hence the proof.} \\
\end{proof}\]
Next we set the duals. Although it is possible to directly argue that the delay incurred by the job in each epoch is at most (a constant times) the optimal objective value, the dual fitting proof generalizes to the arbitrary set of jobs.

6.3 Setting the Duals

Define the speed-up $\gamma \geq 2K$. We set the duals as:

- Define $\delta_{j,v} := \begin{cases} \frac{1}{2K \cdot f_v} & \text{if } v \in F_{\ell} \\ \frac{1}{2K \cdot f_v} & \text{if } v \notin F_{\ell} \end{cases}$.
- For machine $i$ of class $\ell$, define $\beta_{i,t} := \frac{1}{2K \cdot m_i} \cdot 1_{(\text{not all tasks finished})}$.
- Finally, as in §5, we define $\alpha_{j,v,t}$ for each task $v$ of job $j$, and then set $\alpha_{j,v,t} := \sum_{j,v,t} \alpha_{j,v,t}$.

To define $\alpha_{j,v,t}$, we consider two cases (we use $n_{t}$ to denote the number of alive tasks at time $t$):

1. $n_{t} \in [M_{\ell}, \tilde{M}_{\ell}]$ for some $\ell$: Then $\alpha_{j,v,t} := (1/n_{t}) \cdot 1_{(v \text{ alive at time } t)}$.
2. $n_{t} \in [\tilde{M}_{\ell}, M_{\ell+1}]$ for some $\ell$: Then $\alpha_{j,v,t} := (1/f_{\ell}) \cdot 1_{(v \in F_{\ell})}$.

Note the asymmetry in the definition. It arises because in the first case, the total speed of machines processing a task is (up to a constant) $m_i \sigma_\ell$, whereas in the second case the average speed of such machines is about $\sigma_{\ell+1}$.

Lemma 15 (Dual feasibility). The dual variables defined above always satisfy the constraints (7) and (9), and satisfy constraint (10) for speed-up $\gamma \geq 2K$.

Proof. It is easy to check from the definition of $\delta_{j,v}$ and $\alpha_{j,v,t}$ that the dual constraints (7) and (9) are satisfied. It remains to verify constraint (10) (re-written below) for any task $v$, machine $i$, times $t$ and $t' \geq t$.

$$\alpha_{j,v,t'} \leq \frac{L_{v}'}{s_i} \cdot (\beta_{i,t} + \delta_{j,v}).$$

((10) repeated)

As in the definition of $\alpha_{j,v,t'}$, there are two cases depending on where $n_{t'}$ lies. First assume that there is class $\ell'$ such that $M_{\ell'} \leq n_{t'} < \tilde{M}_{\ell'}$. Assume that $v$ is alive at time $t'$ (otherwise $\alpha_{j,v,t'}$ is 0), so $\alpha_{j,v,t'} = \frac{1}{n_{t'}}$, where $n_{t'}$ is the number of alive tasks at time $t'$. Being alive at this time $t'$, we know that $v$ will eventually belong to some $F_{\ell}$ with $\ell \leq \ell'$, or in some $\tilde{F}_{\ell}$ with $\ell < \ell'$. So by Claim 14, $\delta_{j,v} \geq \frac{1}{2K \cdot M_{\ell}}$. Moreover, let $i$ be a machine of some class $\ell$, so $s_i = \sigma_\ell$. Hence, it is enough to verify the following in order to satisfy (10):

$$\frac{1}{n_{t'}} \leq \frac{L_{v}'}{\sigma_\ell} \cdot \left( \frac{1}{2K \cdot M_{\ell}} + \frac{1}{2K \cdot f_{\ell}} \right).$$

(12)

Two subcases arise, depending on how $\ell$ and $\ell'$ relate – in each we show that just one of the terms on the right is larger than the left.
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= \ell^* \geq \ell: Since at least \( M_{t'} \) tasks are alive at this time, the total speed assigned to all the alive tasks at time \( t' \) is at least \( \gamma \cdot \sigma_{t'} \cdot m_{t'} \). Therefore, \( L_{v}^{t'} \geq \frac{\gamma m_{t'} \sigma_{t'}}{n_{v}} \). Now using \( \gamma \geq 2K \), we get

\[
\frac{L_{v}^{t'}}{2K \cdot m_{t'} \sigma_{t'}} \geq \frac{m_{t'} \sigma_{t'}}{m_{t'} \sigma_{t'}} \cdot \frac{1}{n_{t'}} \geq \frac{1}{n_{t'}},
\]

where the last inequality follows from the increasing capacity assumption.

= \ell^* \leq \ell - 1: The quantity \( L_{v}^{t'} \cdot n_{v} \) is the total speed of all the machines which are busy at time \( t' \), which is at least \( \gamma (m_{1} \sigma_{1} + \ldots + m_{t'} \sigma_{t'}) = \gamma \cdot \tilde{m}_{t'} \sigma_{t'} + 1 \). Again, using \( \gamma \geq 2K \), we get

\[
\frac{L_{v}^{t'} \cdot n_{v}}{2K \cdot f_{t'} \sigma_{t'}} \geq \frac{\tilde{m}_{t'} \sigma_{t'} + 1}{f_{t'} \sigma_{t'}} \geq 1
\]

because \( \sigma_{t'} + 1 \geq \sigma_{t} \) and \( \tilde{m}_{t'} = f_{t'} \).

Thus, (12) is satisfied in both the above subcases.

Next we consider the case when there is a speed class \( \ell_{c} \) such that \( M_{c} < n_{c} \leq M_{c+1} \).

We can assume that \( v \in F_{c} \), otherwise \( \alpha_{j,v,t} = 0 \); this means \( \delta_{0,j} = \frac{1}{K f_{c}} \).

Since \( \alpha_{j,v,t} = \frac{1}{f_{c}} = \frac{1}{m_{c}} \), and \( L_{v}^{t'} \geq \gamma \cdot \sigma_{t'} + 1 \), the expression (10) follows from showing

\[
\frac{1}{\tilde{m}_{t'}} \leq \frac{\gamma}{\sigma_{t}} \left( \frac{1}{2K \cdot m_{c}} + \frac{1}{2K \cdot f_{c}} \right) \cdot \sigma_{t'} + 1. 
\]

Since \( \gamma \geq 2K \), we can drop those terms. Again, two cases arise:

= \ell^* \geq \ell: By definition, \( \sigma_{t'} = \tilde{m}_{t'} \cdot \sigma_{t} \geq \sigma_{t',m_{t'}} \) (by the increasing capacity assumption).

= \ell^* \leq \ell - 1: Since \( f_{t'} = \tilde{m}_{t'} \), and \( \sigma_{t} \leq \sigma_{t'+1} \), this case also follows easily.

Proof of Theorem 12. Having checked dual feasibility in Lemma 15, consider now the objective function. For any time \( t \) when at least one task is alive, \( \sum_{v} \alpha_{j,v,t} = 1 \). Therefore, \( \sum_{v} \alpha_{j,v} \) is the makespan. Also, \( \sum \beta_{s,t} = 1/2 \) as long as there are unfinished tasks, so \( \sum_{v} \beta_{s,t} \) is half the makespan, and the objective function \( \sum_{v} \alpha_{j,v} - \sum_{v} \beta_{s,t} \) also equals half the makespan. Since we had assumed \( \gamma = O(K) \)-speedup, the algorithm is \( O(K) \)-competitive.

7 Analysis III: Proof for \( \tilde{O}(K^3) \) Guarantee

We now extend the ideas from the single job case to the general case. We only discuss the proof outline here, and refer the readers to the full version for details. For time \( t \), let \( A^t \) be the set of alive tasks at time \( t \). Unlike the single job case where we had only one block, we can now have multiple blocks. While defining \( \alpha_{j,v,t} \) in the single job case, we had considered two cases: (i) the rate assigned to each task stayed close to \( \sigma_{t} \) for some class \( \ell \) (this corresponded to \( n_{t} \in [M_{t-1}, M_{t}) \)), and (ii) the total rate assigned to each task was close to \( m_{t} \sigma_{t} \) for speed class \( \ell \) (this corresponded to \( n_{t} \in [M_{t}, M_{t+1}) \)). We extend these notions to blocks as follows:

Simple blocks: A block \( B \) is said to be simple w.r.t. to a speed class \( \ell \) if the average rate assigned to the tasks in \( B \) is close to \( \sigma_{t} \). Similarly a job \( j \) is said to be simple w.r.t. a speed class \( \ell \) if all the alive tasks in it are assigned rates close to \( \sigma_{t} \) (recall that all alive tasks in a job are processed at the same rate). All the jobs in a simple block \( B \) may not be simple (w.r.t. the same speed class \( \ell \)), but we show that a large fraction of jobs (in terms of weight) in \( B \) will be simple. Thus, it is enough to account for the weight of simple jobs in \( B \). This is analogous to case (i) mentioned above (when there is only one job and tasks in it receive rate
close to $\sigma_\ell$). In §6, we had defined $\alpha_{j,v,t}$ for such time $t$ as follows: we consider only those tasks which survive in $F_\ell$, and then evenly distribute $w_j$ among these tasks. The analogous definition here would be as follows: let $\tau_{\ell,j}$ be the last time when $j$ is simple w.r.t. the speed class $\ell$. We define $\alpha_{j,v,t}$ by evenly distributing $w_j$ among those tasks in $v$ which are alive at $\tau_{\ell,j}$. We give details in the full version.

**Long blocks:** The total speed of the machines in this block stays close to $m_\ell \sigma_\ell$ for some speed class $\ell$. Again, inspired by the definitions in §6, we assign $\alpha_{j,v,t}$ for tasks $v \in B$ by distributing $w(B)$ to these tasks (in proportion to the rate assigned to them). From the perspective of a job $j$ which belongs to a long block $B$ w.r.t. a speed class $\sigma_\ell$ at a time $t$, the feasibility of (6) works out provided for all subsequent times $t'$ when $j$ again belongs to such a block $B'$, we have $w(B')$ and $w(B)$ remain close to each other. If $w(B') \geq 2w(B)$, we need to reassign a new set of $\delta_{j,v}$ values for $v$. To get around this problem we require that long blocks (at a time $t$) also have weight at least $w(A_t)/(10^K)$. With this requirement, the doubling step mentioned above can only happen $O(\log K)$ times (and so we incur an additional $O(\log K)$ in the competitive ratio). The details are given in the full version. Blocks which were cheaper than $w(A_t)/(10^K)$ do not create any issue because there can be at most $K$ of them, and so their total weight is small in comparison to $w(A_t)$.

In the overall analysis, we charge short blocks to simple and long blocks, and use dual fitting as indicated above to handle simple and long blocks.

### 8 Discussion

Several interesting problems remain open. (i) Can we close the gap between lower bound of $\Omega(K)$ and upper bound of $O(K^3 \log^2 K)$? (ii) Can we prove an analogous result for weighted flow-time (with speed augmentation)? (iii) Can we generalize this result to the unrelated machines setting? (iv) Our lower bound of $\Omega(K)$-competitive ratio relies on non-clairvoyance; can we prove a better bound if the processing times of tasks are known at their arrival times?

### References

A Missing Proofs of Section 2

Proposition 4. An arbitrary instance can be transformed into one satisfying Assumption 3 by losing a factor $O(\gamma K)$ in the competitive ratio.

Proof. We show how to transform the instance so that it satisfies the increasing capacity assumption, while losing only $O(K)$-factor in the competitive ratio. For sake of brevity, let $\kappa$ denote the constant 64.

For a speed class $\ell$, let $C_\ell$ denote $m_\ell \sigma_\ell$, i.e., the total processing capacity of the machines in this speed class. Starting from speed class 1, we construct a subset $X$ of speed classes as follows: if $\ell$ denotes the last speed class added to $X$, then let $\ell' > \ell$ be the smallest class such that $C_{\ell'} \geq 2\kappa C_\ell$. We add $\ell'$ to $X$ and continue this process till we have exhausted all the speed classes.

Consider the instance $I'$ in which the set of jobs is the same as those in $I$, but there are $Km_{\ell'}$ machines of speed class $\ell$ for each $\ell \in X$. For a speed class $\ell \in X$, let $C'_\ell$ denote $2\kappa K m_{\ell} \sigma_{\ell}$, which is at most the total capacity of the speed class $\ell$ machines in $I'$. Let us now consider the optimal solutions of the two instances. We first observe that $\text{opt}(I') \leq \text{opt}(I)$.

Consider two consecutive speed classes $\ell_1 < \ell_2$ in $X$. From the definition of $X$, we see that $C'_{\ell_1} \geq \sum_{t'=t_1}^{t_2-1} C_{t'}$. Therefore all the processing done by a solution to $I$ on machines of speed class $[\ell_1, \ell_2]$ during a timeslot $[t, t+1]$ can be performed on machines of speed class $\ell_1$ in $I'$ during the same timeslot. Therefore, $\text{opt}(I') \leq \text{opt}(I)$.

For the converse statement, it is easy to see that if we give $2\kappa K$ speedup to each machine in $I$, then the processing capacity of each speed class in $I$ is at least that in $I'$. Therefore, $\text{opt}(I) \leq 2\kappa K \text{opt}(I')$. Therefore, replacing $I$ by $I'$ will result in $O(\kappa K)$ loss in competitive ratio. It is also easy to check that $I'$ satisfies increasing capacity assumption.

Observe that the conversion from $I$ to $I'$ can be easily done at the beginning – we just need to identify the index set $X$, and use only these for processing. The factor $K$ loss in competitive ratio is also tight for the instance $I$ where all speed classes have the same capacity.
\section*{B Missing proofs of Section 3}

\begin{proof}[Lemma 6] A schedule \( S \) is feasible if for every time \( t \) and every value of \( k \):
\begin{enumerate}[(i)]
  \item the total rate assigned to any subset of \( k \) tasks is at most \( \gamma \cdot S_k \).
\end{enumerate}
\end{proof}

Let the ordered tasks at time \( t \) be \( v_1, \ldots, v_n \). We schedule \( v_j \) on machine \( i \).

\begin{proof}[Claim 16] Let \( v \) and \( v' \) be two tasks such that at some point of time \( t' \in [t, t+\delta) \), we order the tasks in descending order of the remaining processing requirement for this slot (at time \( t \), each task \( v \) has processing requirement of \( \bar{p}_v \)). Let the ordered tasks at time \( t' \) be \( v_1, \ldots, v_n \). We schedule \( v_j \) on machine \( i \).

Suppose for the sake of contradiction, a task \( v^* \) is not able to complete \( \bar{p}_{v^*} \) amount of processing. We first make the following observation:

\begin{claim}
\end{claim}

Starting from \( \{v^*\} \), we build a set \( S \) of tasks which has the following property: if \( v \in S \), then we add to \( S \) all the tasks \( v' \) such that \( v' \) was preferred over \( v \) at some point of time during \([t, t+\delta) \). Repeating application of Claim 16 shows that none of these tasks \( v \) complete \( \bar{p}_v \) amount of processing during \([t, t+\delta) \). Let \( \tilde{m} \) denote \(|S| \). We note that only tasks in \( S \) would have been processed on the first \( \tilde{m} \) machines during \([t, t+\delta) \) – otherwise, we can add more tasks to \( S \). Since none of these tasks finish their desired amount of processing during this interval, it follows that

\[
\sum_{v \in S} \bar{p}_v \geq \gamma \delta \cdot \tilde{m} \cdot S_k.
\]

Since \( \bar{p}_v = \delta L_v^i \), we see that the set of tasks in \( S \) violates (i). This is a contradiction, and so such a task \( v^* \) cannot exist.

\begin{corollary}
\end{corollary}

Fix a time \( t \). Let \( V \) be the set of tasks frozen by some moment \( \tau \). For a task \( v \in V \),
\begin{enumerate}[(i)]
  \item if \( V' \subseteq V \) is any subset of tasks which freeze either at the same moment as \( v \), or after it, then \( \frac{w_t(v)}{S_t(V')} \geq \frac{w_t(V')}{S_t(V)} \).
  \item if \( V'' \subseteq V \) is any subset of tasks which freeze either at the same moment as \( v \), or before it, then \( \frac{w_t(v)}{L_v^i} \leq \sum_{v' \in V''} \frac{w_t(v')}{L_v^i} \).
\end{enumerate}
Proof. For any task \( v' \), let \( \tau_{v'} \) be the value of \( \tau \) at which \( v' \) freezes. We know that
\[
\sum_{v' \in V} \tilde{w}^j(v') \cdot \tau_{v'} = \gamma S_{|V|}.
\] (14)
Since \( \sum_{v' \in V \setminus \{v\}} \tilde{w}^j(v') \cdot \tau_{v'} \leq \gamma S_{|V|-1} \) by feasibility, it follows that
\[
\tilde{w}^j(v) \cdot \tau_v \geq \gamma S_{|V|}.
\] (15)
Now for all \( v' \in V' \), we have \( \tau_{v'} \geq \tau_v \), so
\[
\sum_{v' \in V'} \tilde{w}^j(v') \cdot \tau_{v'} \leq \sum_{v' \in V'} \tilde{w}^j(v') \cdot \tau_{v'} \leq \sum_{v' \in V} \tilde{w}^j(v') \cdot \tau_{v'} \leq \gamma S_{|V|}.
\]
Hence, the first claim follows:
\[
\frac{\tilde{w}^j(v)}{S_{|V|}} \geq \frac{\gamma}{\tau_v} \geq \frac{\tilde{w}^j(V')}{S_{|V|}}.
\]
For the second claim,
\[
\sum_{v' \in V''} L^j_{v'} = \sum_{v' \in V''} \tilde{w}^j(v') \cdot \tau_{v'} \leq \tilde{w}^j(V'') \cdot \tau_v.
\]
The claim now follows by the definition \( L^j_v = \tilde{w}^j(v) \cdot \tau_v \).

\[ \triangleright \]

C Missing Proofs of Section 4

▷ Claim 9. For any schedule \( S \), there is a feasible solution to the LP of objective value at most \( 2 \cos(S) \).

Proof. Consider a schedule \( S \), and let \( x_{ivt} \) be the extent of processing done on a task \( v \) (belonging to job \( j \)) during \([t, t+1] \) on machine \( i \). More formally, if the task is processed for \( \varepsilon \) units of time on machine \( i \) during this time slot, then we set \( x_{ivt} \) to \( \varepsilon \cdot s_i \). Constraint (4) states that every task \( v \) needs to be processed to an extent of \( p_v \), whereas (5) requires that we cannot do more than \( s_i \) unit of processing in a unit time slot on machine \( i \). Now we verify (3). Consider a task job \( j \) and a task \( v \) belonging to it. The total processing time of \( v \) is
\[
\sum_{t, i} \frac{x_{ivt}}{s_i}.
\] (16)
The completion time \( F_j \) of \( j \) is at least the processing time of each of the tasks in it. Finally, we check (2). Define \( F_{j,t} \) to be 1 if \( j \) is alive at time \( t \). The RHS of this constraint is the fraction of \( v \) which is done after time \( t \); and so if this is non-zero, then \( F_{j,t} \) is 1. This shows the validity of this constraint.

In the objective function, the first term is the total weighted completion time of all the jobs. The second term is also the same quantity, because \( F_j \) is equal to \( \sum_{t \geq r_j} F_{j,t} \). \[ \triangleright \]
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Abstract

The Euclidean $k$-median problem is defined in the following manner: given a set $X$ of $n$ points in $d$-dimensional Euclidean space $\mathbb{R}^d$, and an integer $k$, find a set $C \subset \mathbb{R}^d$ of $k$ points (called centers) such that the cost function $\Phi(C, X) \equiv \sum_{x \in X} \min_{c \in C} \|x - c\|_2$ is minimized. The Euclidean $k$-means problem is defined similarly by replacing the distance with squared Euclidean distance in the cost function. Various hardness of approximation results are known for the Euclidean $k$-means problem [7, 29, 17]. However, no hardness of approximation result was known for the Euclidean $k$-median problem. In this work, assuming the unique games conjecture (UGC), we provide the hardness of approximation result for the Euclidean $k$-median problem in $O(\log k)$ dimensional space. This solves an open question posed explicitly in the work of Awasthi et al. [7].

Furthermore, we study the hardness of approximation for the Euclidean $k$-means/$k$-median problems in the bi-criteria setting where an algorithm is allowed to choose more than $k$ centers. That is, bi-criteria approximation algorithms are allowed to output $\beta k$ centers (for constant $\beta > 1$) and the approximation ratio is computed with respect to the optimal $k$-means/$k$-median cost. We show the hardness of bi-criteria approximation result for the Euclidean $k$-median problem for any $\beta < 1.015$, assuming UGC. We also show a similar hardness of bi-criteria approximation result for the Euclidean $k$-median problem with a stronger bound of $\beta < 1.28$, again assuming UGC.
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1 Introduction

We start by giving the definition of the Euclidean $k$-median problem.

\begin{definition}[$k$-median] Given a set $X$ of $n$ points in $d$-dimensional Euclidean space $\mathbb{R}^d$, and a positive integer $k$, find a set of centers $C \subset \mathbb{R}^d$ of size $k$ such that the cost function $\Phi(C, X) \equiv \sum_{x \in X} \min_{c \in C} \|x - c\|$ is minimized.
\end{definition}

The Euclidean $k$-means problem is defined similarly by replacing the distance with squared Euclidean distance in the cost function (i.e., replacing $\|x - c\|$ with $\|x - c\|^2$). These problems are also studied in the discrete setting where the centers are restricted to be chosen from a specific set $L \subset \mathbb{R}^d$, also given as input. This is known as the discrete version whereas the former version (with $L = \mathbb{R}^d$) is known as the continuous version. In the approximation...
setting, the continuous version is not harder than its discrete counterpart since it is known (e.g., [22, 36]) that an $\alpha$-approximation for the discrete problem gives an $\alpha + \varepsilon$ approximation for the continuous version, for arbitrary small constant $\varepsilon > 0$, in polynomial time. In this work, we only study the hardness of approximation for continuous version of the problem. The hardness of approximation for the discrete version thus follows from the hardness of approximation of continuous version. In the rest of the paper, we use $k$-means/median to implicitly mean continuous Euclidean $k$-means/median unless specified otherwise.

The relevance of the $k$-means and $k$-median problems in various computational domains such as resource allocation, big data analysis, pattern mining, and data compression is well known. A significant amount of work has been done to understand the computational aspects of the $k$-means/median problems. The $k$-means problem is known to be $\text{NP}$-hard even for fixed $k$ or $d$ [4, 20, 33, 40]. Similar $\text{NP}$ hardness result is also known for the $k$-median problem [37]. Even the 1-median problem, popularly known as the Fermat-Weber problem [21], is a hard problem and designing efficient algorithms for this problem is a separate line of research in itself – see for e.g. [27, 42, 12, 10, 15]. These hardness barriers motivate approximation algorithms for these problems and a lot of progress have been made in this area. For example, there are various polynomial time approximation schemes (PTASs) known for $k$-means and $k$-median when $k$ is fixed (or constant) [36, 28, 22, 14, 25]. Similarly, various PTASs are known for fixed $d$ [19, 23, 16]. A number of constant factor approximation algorithms are also known for $k$-means and $k$-median when $k$ and $d$ are considered as part of the input. For the $k$-means problem, constant approximation algorithms have been given [26, 2], the best being a 6.357 approximation algorithm by Ahmadian et al. [2]. On the negative side, there exists a constant $\varepsilon > 0$ such that there does not exist an efficient $(1 + \varepsilon)$-approximation algorithm for the $k$-means problem, assuming $\text{P} \neq \text{NP}$ [7, 29, 17]. The best-known hardness of approximation result for the $k$-means problem is 1.07 due to Cohen-Addad and Karthik [17].

The constant factor approximation algorithms for the $k$-median problem are also known [13, 5, 32, 11, 2]. The best known approximation guarantee for $k$-median is 2.633 due to Ahmadian et al. [2]. On the hardness side, it was known that for general metric spaces, the discrete $k$-median problem is hard to approximate within a factor of $1 + 2/e$ [24]. However, unlike the Euclidean $k$-means problem, no hardness of approximation result was known for the Euclidean $k$-median problem. Resolving the hardness of approximation for the Euclidean $k$-median problem was left as an open problem in the work of Awasthi et al. [7]. They asked whether their techniques for proving the inapproximability results for Euclidean $k$-means can be used to prove the hardness of approximation result for the Euclidean $k$-median problem. From their paper,

“It would also be interesting to study whether our techniques give hardness of approximation results for the Euclidean $k$-median problem.”

In this work, assuming UGC, we solve this open problem by obtaining the hardness of approximation result for the Euclidean $k$-median problem. Following is one of the main results of this work.

**Theorem 2 (Main Theorem).** There exists a constant $\varepsilon > 0$ such that the Euclidean $k$-median problem in $O(\log k)$ dimensional space cannot be approximated to a factor better than $(1 + \varepsilon)$, assuming the Unique Games Conjecture.

---

1 In some literature, the Euclidean space implicitly means the dimension is bounded, but in our case the dimension $d$ can be arbitrarily large.
Having established the hardness of approximation results for $k$-means and $k$-median, the next natural step in the discussion is to allow more flexibility to the algorithm. One possible relaxation is to allow an approximation algorithm to choose more than $k$ centers, say, $\beta k$ centers (for some constant $\beta > 1$) and produce a solution that is close to the optimal solution with respect to $k$ centers. This is known as bi-criteria approximation and the following definition formalizes this notion.

**Definition 3 (($\alpha, \beta$)-approximation algorithm).** An algorithm $A$ is called an $(\alpha, \beta)$ approximation algorithm for the Euclidean $k$-means/$k$-median problem if given any instance $I = (X, k)$ with $X \subseteq \mathbb{R}^d$, $A$ outputs a center set $F \subseteq \mathbb{R}^d$ of size $\beta k$ that has the cost at most $\alpha$ times the optimal cost with $k$ centers. That is,

$$\sum_{x \in X} \min_{f \in F} \{D(x, f)\} \leq \alpha \cdot \min_{C \subseteq \mathbb{R}^d, |C| = k} \left\{ \sum_{x \in X} \min_{c \in C} \{D(x, c)\} \right\}$$

For the Euclidean $k$-means problem, $D(p, q) \equiv \|p - q\|^2$ and for the $k$-median problem $D(p, q) \equiv \|p - q\|$.

One expects that as $\beta$ grows, there would exist efficient $(\alpha, \beta)$-approximation algorithms with smaller values of $\alpha$. This is indeed observed in the work of Makarychev et al. [35]. For example, their algorithm gives a $(9 + \varepsilon)$ approximation for $\beta = 1; 2.59$ approximation for $\beta = 2; 1.4$ approximation for $\beta = 3$. In other words, the approximation factor of their algorithm decreases as the value of $\beta$ increases. Furthermore, their algorithm gives a $(1 + \varepsilon)$-approximation guarantee with $O(k \log(1/\varepsilon))$ centers. Bandyapadhyay and Varadarajan [8] gave a $(1 + \varepsilon)$ approximation algorithm that outputs $(1 + \varepsilon)k$ centers in constant dimension. There are various other bi-criteria approximation algorithms that use distance-based sampling techniques and achieve better approximation guarantees than their non bi-criteria counterparts [3, 1, 41]. Unfortunately in these bi-criteria algorithms, at least one of $\alpha, \beta$ is large. Ideally, we would like to obtain a PTAS with a small violation of the number of output centers. More specifically, we would like to address the following question:

*Does the Euclidean $k$-means or Euclidean $k$-median problem admit an efficient $(1 + \varepsilon, 1 + \varepsilon)$-approximation algorithm?*

Note that such type of bi-criteria approximation algorithms that outputs $(1 + \varepsilon)k$ centers have been extremely useful in obtaining a constant approximation for the capacitated $k$-median problem [30, 31] for which no true constant approximation is known yet. Therefore, the above question is worth exploring. Note that here we are specifically aiming for a PTAS since the $k$-means and $k$-median problems already admit a constant factor approximation algorithm. In this work, we give a negative answer to the above question by showing that there exists a constant $\varepsilon > 0$ such that an efficient $(1 + \varepsilon, 1 + \varepsilon)$-approximation algorithm for the $k$-means and $k$-median problems does not exist assuming the Unique Games Conjecture. The following two theorems state this result more formally.

**Theorem 4 ($k$-median).** For any constant $1 < \beta < 1.015$, there exists a constant $\varepsilon > 0$ such that there is no $(1 + \varepsilon, \beta)$-approximation algorithm for the Euclidean $k$-median problem in $O(\log k)$ dimensional space assuming the Unique Games Conjecture.

---

2 In the capacitated $k$-median/$k$-means problem there is an additional constraint on each center that it cannot serve more than a specified number of clients (or points).
4:4 Hardness of Approximation for Euclidean k-Median

Theorem 5 (k-means). For any constant \(1 < \beta < 1.28\), there exists a constant \(\varepsilon > 0\) such that there is no \((1 + \varepsilon, \beta)\)-approximation algorithm for the Euclidean \(k\)-means problem in \(O(\log k)\) dimensional space assuming the Unique Games Conjecture. Moreover, the same result holds for any \(1 < \beta < 1.1\) under the assumption that \(P \neq NP\).

For simplicity, we present the proof of our results in \(O(n)\) dimensional space. However, the results easily extend to \(O(\log k)\) dimensional space using dimensionality reduction techniques of Makarychev et al. [34].

Important note: We would like to note that assuming \(P \neq NP\), a similar hardness of approximation result for the Euclidean \(k\)-median problem using different techniques has been obtained independently by Vincent Cohen-Addad, Karthik C. S., and Euiwoong Lee. We came to know about their results through personal communication with the authors. Since their manuscript has not been published online yet, we are not able to add a citation to their work.

In the next subsection, we discuss the known results on hardness of approximation of the \(k\)-means and \(k\)-median problems in more detail.

1.1 Related Works

Guha and Khuller proved a \((1 + \frac{2}{e})\) hardness of approximation result for the discrete \(k\)-median problem for the general metric spaces [24]. The first hardness of approximation result for the Euclidean \(k\)-means problem was given by Awasthi et al. [7]. They obtained their result using a reduction from Vertex Cover on triangle-free graphs of bounded degree \(\Delta\) to the Euclidean \(k\)-means instances. Their reduction yields a \((1 + \frac{\Delta}{2})\) hardness factor for the \(k\)-means problem for some constant \(\varepsilon > 0\). Lee et al. [29] showed the hardness of approximation of Vertex Cover on triangle-free graphs of bounded degree four. Using \(\Delta = 4\), they obtained a 1.0013 hardness of approximation for the Euclidean \(k\)-means problem. Subsequently, Cohen-Addad and Karthik [17] improved the hardness of approximation to 1.07 using a modified reduction from the vertex coverage problem instead of a reduction from the vertex cover problem. Moreover, they also gave several improved hardness results for the discrete \(k\)-means/\(k\)-median problems in general and \(\ell_p\) metric spaces. In their more recent work, they also improved the hardness of approximation results for the continuous \(k\)-means/\(k\)-median problem in general metric spaces [18].

Unlike the Euclidean \(k\)-means problem, no hardness of approximation result was known for the Euclidean \(k\)-median problem. In this work, we give hardness of approximation result for the Euclidean \(k\)-median problem assuming the Unique Game Conjecture. As mentioned earlier, in an unpublished work communicated to us through personal communication, Vincent Cohen-Addad, Karthik C. S., and Euiwoong Lee have independently obtained hardness of approximation result for the Euclidean \(k\)-median problem using different set of techniques and under the assumption that \(P \neq NP\). They also gave bi-criteria hardness of approximation results in \(\ell_{\infty}\)-metric for the \(k\)-means and \(k\)-median problems [18]. We would like to point out that in the bi-criteria setting, our result is the first hardness of approximation result for the Euclidean \(k\)-means/\(k\)-median problem to the best of our knowledge.

1.2 Technical Overview and Contributions

Awasthi et al. [7] proved the first hardness of approximation result for the Euclidean \(k\)-means problem. Given any instance \(\mathcal{I} = (\mathcal{X}, k)\) for the Euclidean \(k\)-means problem, they showed that there exists an \(\varepsilon > 0\) such that obtaining \((1 + \varepsilon)\)-approximation for Euclidean \(k\)-means
is \( \text{NP} \)-hard. In this work we build on their techniques to prove the inapproximability result for the Euclidean \( k \)-median problem. First, we describe the reduction employed by Awasthi et al. for the Euclidean \( k \)-means problem and some related results.

**Construction of \( k \)-means instance:** Let \((G, k)\) be a hard Vertex Cover instance where the graph \( G \) has bounded degree \( \Delta \). Let \( n \) and \( m \) denote respectively the number of vertices and the number of edges in the graph. A \( k \)-means instance \( I := (X, k) \) with \( X \subset \mathbb{R}^n \) is constructed as follows. For every vertex \( i \in V \), we have an \( n \)-dimensional vector \( x_i \in \{0,1\}^n \), which has a 1 at \( i^{th} \) coordinate and 0 everywhere else. For each edge \( e = (i, j) \in E \), a point \( x_e := x_i + x_j \) is defined in \( \{0,1\}^n \). The set \( X := \{x_e\mid e \in E\} \) with \( m \) points in \( \mathbb{R}^n \) and parameter \( k \) define the \( k \)-means instance.

Awasthi et al. proved the following theorem based on the above construction [7].

**Theorem 6 (Theorem 4.1 [7]).** There is an efficient reduction from vertex cover on bounded degree triangle-free graphs to the Euclidean \( k \)-means problem that satisfies the following properties:

1. If vertex cover of the instance is \( k \), then there is a \( k \)-means clustering of cost at most \((m - k)\).
2. If vertex cover of the instance is at least \((1 + \varepsilon)k\), then the cost of optimal \( k \)-means clustering is at least \((m - k + \delta k)\).

Here, \( \varepsilon \) is some fixed constant > 0 and \( \delta = \Omega(\varepsilon) \).

Awasthi et al. [7] used the following hardness result for the vertex cover problem on bounded degree triangle-free graphs.

**Theorem 7 (Corollary 5.3 [7]).** Given any unweighted bounded degree triangle-free graph \( G \), it is \( \text{NP} \)-hard to approximate Vertex Cover within any factor smaller than 1.36.

Theorem 6 and Theorem 7 together imply that the Euclidean \( k \)-means problem is \text{APX}-hard. A formal statement for the same is given as follows (see Section 4 of [7] for the proof of this result).

**Corollary 8.** There exists a constant \( \varepsilon' > 0 \) such that it is \( \text{NP} \)-hard to approximate the Euclidean \( k \)-means problem to any factor better than \((1 + \varepsilon')\).

We would like to obtain a similar gap-preserving reduction for the Euclidean \( k \)-median problem. The first obstacle one encounters in this direction is that unlike the 1-mean problem, there does not exist a closed form expression for the 1-median problem, and hence we don’t have an exact expression for the optimal 1-median cost. We overcome this barrier by obtaining good upper and lower bounds on the optimal 1-median cost and showing that these bounds suffice for our purpose. More concretely, to upper bound the optimal 1-median cost, we use the centroid as the 1-median and compute the 1-median cost with respect to the centroid. To obtain a lower bound on the 1-median cost of a cluster, we use a decomposition technique to break a cluster into smaller sub-clusters for which we can compute exact or good approximate lower bounds on the 1-median cost. Here we use a simple observation that the optimal 1-median cost of a cluster is at least the sum of the optimal 1-median costs of the sub-clusters. For any sub-cluster that corresponds to a star graph, one can compute the

---

3 Since a set of edges in a graph form a cluster of points in the reduction, we use the terms sub-graphs and sub-clusters interchangeably.
exact 1-median cost using our reduction. In order to bound the 1-median cost for sub-clusters that correspond to non-star graphs, we use the following observation crucially: the optimal 1-median cost is preserved under any transformation that preserves the pairwise distances. For non-star graphs, we first employ such a transformation that preserves the 1-median cost and then compute this cost exactly in the projected space. Note that this technique does not give exact 1-median cost for any arbitrary non-star graph, but works only for some special families of non-star graphs. The main idea of the decomposition technique is to ensure that only these kinds of non-star graphs are created in the decomposition process. The upper and lower bounds on the 1-median cost, as constructed in the above manner, are used in the completeness and soundness steps of the proof of the reduction, respectively.

The analysis for the completeness part of the reduction is relatively straightforward. If the vertex cover of a graph is \( k \), then the edges of the graph can be divided into \( k \) star sub-graphs, each of which results in a star cluster in the \( k \)-median instance. The cost for this clustering with \( k \) star clusters can be found using the reduction easily.

In the proof for the soundness part of our reduction, we prove the contrapositive statement that assumes the \( k \)-median clustering cost to be bounded and proves that the vertex cover of the graph is not too large. Our analysis crucially depends on the relation between the vertex cover of a subgraph and the 1-median cost for that subgraph. More specifically, we need to answer the following question. Given a graph with \( r \) edges having vertex cover \( z \), how does the optimal 1-median cost for that graph behave with respect to \( z \). For example, for star graphs, \( z = 1 \) and the optimal 1-median cost of a star graph on \( r \) edges is exactly \( \sqrt{r(r-1)} \). For any non-star graph with \( r \) edges, we first show that the optimal 1-median cost of the non-star graph is at least the optimal 1-median cost of a star graph with \( r \) edges. For any non-star graph \( F \) with \( r \) edges, we denote by \( \delta(F) \) the extra cost of \( F \), defined as the difference of the optimal 1-median cost of \( F \) and the optimal 1-median cost of a star graph with \( r \) edges. If we can figure out non-trivial lower bounds for \( \delta(F) \) for different non-star graphs \( F \), then we would be done. But, figuring out these non-trivial lower bounds that work for any non-star graph is quite a daunting prospect. The way we overcome this in our work is as follows. We characterize the non-star graphs as having maximum matching of size two or more than two, and for each, we relate the extra cost of 1-median clustering of that graph with the vertex cover of that graph. We show that the extra cost of a non-star sub-graph is proportional to the number of vertex-disjoint edges in the sub-graph. And since we assume the \( k \)-median cost to be bounded, the number of vertex disjoint edges is also bounded, giving a small vertex cover.

We need one more idea to finish the proof for the soundness part of the reduction. We call a cluster “singleton” if there is only one point in the cluster. Note that any such cluster would cost zero in a \( k \)-median clustering. If there are a large number of singleton clusters, say \( t < k \), then they pay zero to the cost of the solution, even though those edges have vertex cover \( t \). We prove a key lemma showing that for any hard instance of the vertex cover, the vertex cover of the sub-graph spanned by \( t \) singleton edges is at most \( \frac{2t}{k} \). We combine these ideas to prove that if \( k \)-median clustering cost is bounded, the vertex cover of the graph cannot be too large.

We also prove the hardness of bi-criteria approximation results for Euclidean \( k \)-means and \( k \)-median problems. The hardness of bi-criteria approximation for Euclidean \( k \)-median is obtained by extending the proof for the hardness of approximation for the Euclidean \( k \)-median problem. We use the same reduction from the vertex cover problem and show that the soundness guarantees hold even if one is allowed to use \( \beta k \) centers, for some \( \beta > 1 \). We also show that similar techniques give the hardness of bi-criteria approximation results for the Euclidean \( k \)-means problem.
2 Useful Facts and Inequalities

In this section, we discuss some basic facts and inequalities that we will frequently use in our proofs. First, we note that the Fermat-Weber problem is not difficult for all 1-median instances. We can efficiently obtain 1-median for some special instances. For example, for a set of equidistant points, the 1-median is simply the centroid of the point set. We give a proof of this statement in the next section. Most importantly, we use the following fact and lemma to compute the 1-median cost.

Fact 1 ([38]). For a set of non-collinear points the optimal 1-median is unique.

Lemma 9. Let \( A = \{a_1, \ldots, a_n\} \) and \( B = \{b_1, \ldots, b_n\} \) be any two sets of \( n \) points in \( \mathbb{R}^d \). If the pairwise distances between points within \( A \) is the same as pairwise distance between points within \( B \). That is, for all \( i, j \in \{1, \ldots, n\} \), \( \|a_i - a_j\| = \|b_i - b_j\| \). Then the optimal 1-median cost of \( A \) is the same as the optimal 1-median cost of \( B \).

The proof of Lemma 9 is deferred to Appendix A. We use the above lemma, in vector spaces where it is tricky to compute the optimal 1-median exactly. In such cases, we transform the space to a different vector space, where computing the 1-median is relatively simpler. More specifically, we employ a rigid transformation since it preserves pairwise distances. Next, we give a simple lemma, that is used to prove various bounds related to the quantity \( \sqrt{m(m-1)} \).

Lemma 10. Let \( m \) and \( t \) be any positive real numbers greater than one. If \( m \geq t \), the following bound holds:

\[
m - (t - \sqrt{t(t-1)}) \leq \sqrt{m(m-1)} \leq m - 1/2.
\]

Proof. The upper bound follows from the sequence of inequalities: \( \sqrt{m(m-1)} < \sqrt{m^2 - m + 1} \leq \sqrt{(m - 1/2)^2} = m - 1/2 \). The lower bound follows from the following sequence of inequalities:

\[
\sqrt{m(m-1)} = m + m \cdot \left( \sqrt{\frac{m-1}{m}} - 1 \right) \geq m + t \cdot \left( \sqrt{\frac{t-1}{t}} - 1 \right) = m - (t - \sqrt{t(t-1)}).
\]

The second inequality holds because \( \frac{a+1}{b+1} \geq \frac{a}{b} \) for \( b \geq a \). This completes the proof of the lemma.

2.1 Preliminaries

Recall that a point in \( \mathcal{X} \) corresponds to an edge of the graph. Therefore, a sub-graph \( S \) of \( G \) corresponds to a subset of points \( \mathcal{X}(S) := \{x_e \mid e \in E(S)\} \) of \( \mathcal{X} \). We define the 1-median cost of \( \mathcal{X}(S) \) with respect to a center \( c \in \mathbb{R}^n \) as \( \Phi(c, S) \equiv \sum_{x \in \mathcal{X}(S)} \|x - c\| \). Furthermore, we define the optimal 1-median cost of \( \mathcal{X}(S) \) as \( \Phi^*(S) \). That is, \( \Phi^*(S) \equiv \min_{c \in \mathbb{R}^n} \Phi(c, S) \). We often use these statements interchangeably, “optimal 1-median cost of a graph \( S \)” to mean “optimal 1-median cost of the cluster \( \mathcal{X}(S) \)”.

3 Inapproximability of Euclidean k-Median

In this section, we show the inapproximability result of the Euclidean \( k \)-median problem. We obtain this result by showing a gap preserving reduction from Vertex Cover on bounded degree triangle-free graphs to the Euclidean \( k \)-median. For Vertex Cover on bounded degree triangle-free graphs, the inapproximability result is stated in Corollary 13. The corollary simply follows from the following two results of Austrin et al. [6] and Awasthi et al. [7].
Theorem 11 (Austrin et al. [6]). Given any unweighted bounded degree graph \( G = (V, E) \) of maximum degree \( \Delta \), Vertex Cover can not be approximated within any factor smaller than \( 2 - \varepsilon \), for \( \varepsilon = (2 + o(1)) \cdot \frac{\log \log \Delta}{\log \Delta} \) assuming the Unique Games Conjecture.

In the above theorem, \( \varepsilon \) can be set to arbitrarily small value by taking sufficiently large value of \( \Delta \).

Theorem 12 (Awasthi et al. [7]). There is a \((1 + \varepsilon)\)-approximation-preserving reduction from Vertex Cover on bounded degree graphs to Vertex Cover on triangle-free graphs of bounded degree.

Corollary 13. Given any unweighted triangle-free graph \( G \) of bounded degree, Vertex Cover can not be approximated within a factor smaller than \( 2 - \varepsilon \), for any constant \( \varepsilon > 0 \), assuming the Unique Games Conjecture.

Earlier, in Section 1.2, we described the reduction used by Awasthi et al. [7] to construct instances for Euclidean \( k \)-means from a Vertex Cover instance. We use the same construction for the Euclidean \( k \)-median instances. Let \( G = (V, E) \) denote a triangle-free graph of bounded degree \( \Delta \). Let \( I = (X, k) \) denote the Euclidean \( k \)-median instance constructed from \( G \). We establish the following theorem based on this construction.

Theorem 14. There is an efficient reduction from Vertex Cover on bounded degree triangle-free graphs with \( m \) edges to the Euclidean \( k \)-median problem that satisfies the following properties:

1. If the graph has a vertex cover of size \( k \), then the \( k \)-median instance has a solution of cost at most \( m - k/2 \).
2. If the graph has no vertex cover of size at most \((2 - \varepsilon) \cdot k \), then the cost of any \( k \)-median solution on the instance is at least \( m - k/2 + \delta k \).

Here, \( \varepsilon \) is some fixed constant, \( \delta = \Omega(\varepsilon) \), and \( k \geq \) the size of maximum matching of the graph.

The graphs with a vertex cover of size at most \( k \) are said to be “Yes” instances and the graphs with no vertex cover of size at most \((2 - \varepsilon) \cdot k \) are said to be “No” instances. Now, the above theorem gives the following inapproximability result for the Euclidean \( k \)-median problem.

Corollary 15. There exists a constant \( \varepsilon' > 0 \) such that the Euclidean \( k \)-median problem can not be approximated to a factor better than \((1 + \varepsilon')\), assuming the Unique Games Conjecture.

Proof. Since the hard Vertex Cover instances have bounded degree \( \Delta \), the maximum matching of such graphs is at least \( \left\lceil \frac{m}{2\Delta} \right\rceil \). First, let us prove this statement. Suppose \( M \) be a matching, that is initially empty, i.e., \( M = \emptyset \). We construct \( M \) in an iterative manner. First, we pick an arbitrary edge from the graph and add it to \( M \). Then, we remove this edge and all the edges incident on it. We repeat this process for the remaining graph until the graph becomes empty. In each iteration, we remove at most \( 2\Delta \) edges. Therefore, the matching size of the graph is at least \( \left\lceil \frac{m}{2\Delta} \right\rceil \).

Now, suppose \( k < \frac{m}{2\Delta} \). Then, the graph does not have a vertex cover of size \( k \) since matching size is at least \( \left\lceil \frac{m}{2\Delta} \right\rceil \). Therefore, such graph instances can be classified as “No” instances in polynomial time. So, they are not the hard Vertex Cover instances. Therefore, we can assume \( k \geq \frac{m}{2\Delta} \) for all the hard Vertex Cover instances. In that case, the second property of Theorem 14, implies that the cost of \( k \)-median instance is \( (m - \frac{k}{2}) + \delta k \geq (1 + \frac{\delta}{2\Delta}) \cdot (m - \frac{k}{2}) \). Thus, the \( k \)-median problem can not be approximated within any factor smaller than \( 1 + \frac{\delta}{2\Delta} = 1 + \Omega(\varepsilon) \). ◼
3.1 Completeness

Let $W = \{v_1, \ldots, v_k\}$ be a vertex cover of $G$. Let $S_i$ denote the set of edges covered by $v_i$. If an edge is covered by two vertices $v_i$ and $v_j$, then we arbitrarily keep the edge either in $S_i$ or $S_j$. Let $m_i$ denote the number of edges in $S_i$. We define $\{X(S_1), \ldots, X(S_k)\}$ as a clustering of the point set $X$. Now, we show that the cost of this clustering is at most $m - k/2$. Note that each $S_i$ forms a star graph centered at $v_i$. Moreover, the point set $X(S_i)$ forms a regular simplex of side length $\sqrt{2}$. We compute the optimal cost of $X(S_i)$ using the following lemma.

Lemma 16. For a regular simplex on $r$ vertices and side length $s$, the optimal $1$-median is the centroid of the simplex. Moreover, the optimal $1$-median cost is $s \cdot \sqrt{\frac{r(r-1)}{2}}$.

Proof. The statement is easy to see for $r = 1$. For $r = 2$, there are two points $s$ distance apart. Therefore, the optimal center lies on the line segment joining the two points and the optimal $1$-median cost is trivially $s$. So, for the rest of the proof, we assume that $r > 2$. Suppose $A = \{a_1, a_2, \ldots, a_r\}$ denote the vertex set of a regular simplex. Let $s$ be the side length of the simplex. Using Lemma 9, we can represent each point $a_i$ in an $r$-dimensional space as follows; we use the same notation to denote the points after such transformations.

$$a_1 := \left(\frac{s}{\sqrt{2}}, 0, \ldots, 0\right), \quad a_2 := \left(0, \frac{s}{\sqrt{2}}, \ldots, 0\right), \quad \ldots, \quad a_r := \left(0, 0, \ldots, \frac{s}{\sqrt{2}}\right)$$

Note that the distance between any $a_i$ and $a_j$ is $s$, which is the side length of the simplex. Let $c^* = (c_1, \ldots, c_r)$ be an optimal $1$-median of point set $A$. Then, the $1$-median cost is the following:

$$\Phi(c^*, A) = \sum_{i=1}^r \|a_i - c^*\| = \sum_{i=1}^r \left(\sum_{j=1}^r c_{ij}^2 - c_i^2 + \left(\frac{s}{\sqrt{2}} - c_i\right)^2\right)^{1/2}$$

Suppose $c_i \neq c_j$ for any $i \neq j$. Then, we can swap $c_i$ and $c_j$ to create a different median, while keeping the $1$-median cost the same. It contradicts the fact that there is only one optimal $1$-median, by Fact 1. Therefore, we can assume $c^* = (c, c, \ldots, c)$. Now, the optimal $1$-median cost is:

$$\Phi^*(A) = \Phi(c^*, A) := r \cdot \sqrt{\left(c - \frac{s}{\sqrt{2}}\right)^2 + (r-1) \cdot c^2}$$

The function $\Phi(c^*, A)$ is strictly convex and attains minimum at $c = \frac{s}{m \cdot \sqrt{2}}$, which is the centroid of $A$. The optimal $1$-median clustering cost is $\Phi(c^*, A) = s \cdot \sqrt{\frac{r(r-1)}{2}}$. This completes the proof of the lemma.

The following corollary establishes the cost of a star graph $S_i$.

Corollary 17. Any star graph $S_i$ with $r$ edges has the optimal $1$-median cost of $\sqrt{r(r-1)}$

Using this corollary, we bound the optimal $k$-median cost of $X$ as follows. Let $OPT(X, k)$ denote the optimal $k$-median cost of $X$. The following sequence of inequalities proves the first property of Theorem 14.

$$OPT(X, k) \leq \sum_{i=1}^k \Phi^*(S_i) \overset{(Corollary 17)}{=} \sum_{i=1}^k \sqrt{m_i(m_i-1)} \overset{(Lemma 10)}{\leq} \sum_{i=1}^k \left(m_i - \frac{1}{2}\right) = m - \frac{k}{2}.$$
3.2 Soundness

Now, we prove the second property of Theorem 14. For this, we prove the equivalent contrapositive statement: If the optimal $k$-median clustering of $X$ has cost at most $(m - \frac{k}{2} + \delta k)$, for some constant $\delta > 0$, then $G$ has a vertex cover of size at most $(2 - \varepsilon)k$, for some constant $\varepsilon > 0$. Let $C$ denote an optimal $k$-median clustering of $X$. We classify its optimal clusters into two categories: (1) star and (2) non-star. Let $F_1, F_2, \ldots, F_t$ denote the non-star clusters, and $S_1, \ldots, S_{k-1}$ denote the star clusters. For any star cluster, the vertex cover size is exactly one. Moreover, using Corollary 17, the optimal 1-median cost of any star cluster with $r$ edges is $\sqrt{r(r-1)}$. On the other hand, it may be tricky to exactly compute the vertex cover or the optimal cost of any non-star cluster. Suppose the optimal 1-median cost of a non-star cluster $F$ on $r$ edges is given as $\sqrt{r(r-1)} + \delta(F)$, where $\delta(F)$ denotes the extra-cost due to a non-star cluster $F$. Using this, we define $\delta(F)$ as the following:

$$\delta(F) \equiv \Phi^*(F) - \sqrt{|F||F| - 1}$$

The following lemmas bound the vertex cover of $F$ in terms of $\delta(F)$.

- **Lemma 18.** Any non-star cluster $F$ with a maximum matching of size two has a vertex cover of size at most $1.62 + (\sqrt{2} + 1)\delta(F)$.

- **Lemma 19.** Any non-star cluster $F$ with a maximum matching of size at least three has a vertex cover of size at most $1.8 + (\sqrt{2} + 1)\delta(F)$.

These lemmas are the key to proving the main result. We discussed the main proof ideas earlier in Section 1.2; however, due to page-limit, the complete proof is deferred to the full version of the paper [9]. Now, let us see how these lemmas give a vertex cover of size at most $(2 - \varepsilon)k$. Let us classify the star clusters into the following two sub-categories:

(a) Clusters composed of exactly one edge. Let these clusters be: $P_1, P_2, \ldots, P_t_1$.

(b) Clusters composed of at least two edges. Let these clusters be: $S_1, S_2, \ldots, S_{k-1}$.

Similarly, we classify the non-star clusters into the following two sub-categories:

(i) Clusters with a maximum matching of size two. Let these clusters be: $W_1, W_2, \ldots, W_{t_3}$

(ii) Clusters with a maximum matching of size at least three. Let these clusters be: $Y_1, Y_2, \ldots, Y_{t_4}$

Note that $t_1 + t_2 + t_3 + t_4$ equals $k$. Now, consider the following strategy for computing the vertex cover of $G$. Suppose, we compute the vertex cover for every cluster separately. Let $C_i$ be any cluster, and $|VC(C_i)|$ denote the vertex cover size of $C_i$. Then, the vertex cover of $G$ can be simply bounded in the following manner:

$$|VC(G)| \leq \sum_{i=1}^{t_1} |VC(P_i)| + \sum_{i=1}^{t_2} |VC(S_i)| + \sum_{i=1}^{t_3} |VC(W_i)| + \sum_{i=1}^{t_4} |VC(Y_i)|$$

However, we can obtain a vertex cover of smaller size using a slightly different strategy. In this strategy, we first compute a minimum vertex cover of all the clusters except single edge clusters $P_1, P_2, \ldots, P_{t_1}$. Suppose that vertex cover is $VC'$. Then we compute a vertex cover for $P_1, P_2, \ldots, P_{t_1}$. Now, let us see why this strategy gives a vertex cover of smaller size than before. Note that some vertices in $VC'$ may also cover the edges in $P_1, \ldots, P_{t_1}$. Suppose there are $t'_1$ clusters in $P_1, \ldots, P_{t_1}$ that remain uncovered by $VC'$. Without loss of generality, assume these clusters to be $P_1, \ldots, P_{t'_1}$. Now, the vertex cover of $G$ is bounded in
the following manner:

\[ |VC(G)| \leq |VC\left(\bigcup_{i=1}^{t_1} P_i\right)| + |VC'| \]

\[ = |VC\left(\bigcup_{i=1}^{t_1} P_i\right)| + |VC\left(\bigcup_{j=1}^{t_2} S_j \cup \bigcup_{k=1}^{t_3} W_k \cup \bigcup_{i=1}^{t_4} Y_i\right)| \]

\[ \leq |VC\left(\bigcup_{i=1}^{t_1} P_i\right)| + \sum_{i=1}^{t_2} |VC(S_i)| + \sum_{i=1}^{t_3} |VC(W_i)| + \sum_{i=1}^{t_4} |VC(Y_i)| \]

Now, we will try to bound the size of the vertex cover of \(P_1 \cup \ldots \cup P_{t_1}\). Note that we can cover all these single-edge clusters with \(t_1\) vertices by choosing one vertex per cluster. However, it may be possible to obtain a vertex cover of smaller size if we collectively consider all these clusters. Suppose \(E_P\) denote the set of all edges in \(P_1, \ldots, P_{t_1}\) and \(V_P\) denote the vertex set spanned by them. We define a graph \(G_P = (V_P, E_P)\). Further, suppose that \(M_P\) is a maximal matching of \(G_P\). Then, it is easy to see that if \(|M_P| \leq t_1/3 + 8\delta k\) for some \(\delta > 0\), we can simply pick both end-points of every edge in \(M_P\), and it would give a vertex cover of \(G_P\) of size at most \(2t_1/3 + 8\delta k\). On the other hand, if \(|M_P| > t_1/3 + 8\delta k\), we show that the graph \(G\) admits a vertex cover of size at most \((2k - 2\delta k)\). This fact is mentioned in the following lemma. Due to page limit, the proof is deferred to the full version of the paper [9].

**Lemma 20.** Let \(\delta > 0\) be any constant and \(G_P\) be as defined above. If \(G_P\) does not have a vertex cover of size \(\left(\frac{2t_1}{3} + 8\delta k\right)\), then \(G\) has a vertex cover of size at most \((2k - 2\delta k)\).

Based on the above lemma, we will assume that all single edge clusters can be covered with \((\frac{2t_1}{3} + 8\delta k)\) vertices; otherwise the graph has a vertex cover of size at most \((2k - 2\delta k)\) and the soundness proof would be complete. Now, we bound the vertex cover of the entire graph in the following manner.

\[ |VC(G)| \leq |VC\left(\bigcup_{i=1}^{t_1} P_i\right)| + |VC'| \]

\[ = |VC\left(\bigcup_{i=1}^{t_1} P_i\right)| + |VC\left(\bigcup_{j=1}^{t_2} S_j \cup \bigcup_{k=1}^{t_3} W_k \cup \bigcup_{i=1}^{t_4} Y_i\right)| \]

\[ \leq \sum_{i=1}^{t_1} |VC(P_i)| + \sum_{i=1}^{t_2} |VC(S_i)| + \sum_{i=1}^{t_3} |VC(W_i)| + \sum_{i=1}^{t_4} |VC(Y_i)| \]

\[ \leq \left(\frac{2t_1}{3} + 8\delta k\right) + t_2 + \sum_{i=1}^{t_3} \left(\left(\sqrt{2} + 1\right) \delta(W_i) + 1.62\right) + \sum_{i=1}^{t_4} \left(\left(\sqrt{2} + 1\right) \delta(Y_i) + 1.8\right), \]

(\text{using Lemmas 18, 19, and 20})

\[ = (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \left(\sum_{i=1}^{t_3} \delta(W_i) + \sum_{i=1}^{t_4} \delta(Y_i)\right) \]

Since the optimal cost \(OPT(X, k) = \sum_{j=1}^{k} \sqrt{m_j(m_j - 1)} + \sum_{i=1}^{t_3} \delta(W_i) + \sum_{i=1}^{t_4} \delta(Y_i) \leq m - k/2 + \delta k\),

we get \(\sum_{i=1}^{t_3} \delta(W_i) + \sum_{i=1}^{t_4} \delta(Y_i) \leq m - k/2 + \delta k - \sum_{j=1}^{k} \sqrt{m_j(m_j - 1)}.\) We substitute this value in the previous equation, and get the following inequality:

\[ |VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left(m - k/2 - \sum_{j=1}^{k} \sqrt{m_j(m_j - 1)} + \delta k\right) \]
Using Lemma 10, we obtain the following inequalities:

1. For any cluster $P_j$ with $|P_j| = 1$, we have $\sqrt{|P_j|((|P_j| - 1)} \geq |P_j| - 1$
2. For any cluster $S_j$ with $|S_j| \geq 2$, we have $\sqrt{|S_j|((|S_j| - 1)} \geq |S_j| - (2 - \sqrt{2})$
3. For any cluster $W_j$ with $|W_j| \geq 2$, we have $\sqrt{|W_j|((|W_j| - 1)} \geq |W_j| - (2 - \sqrt{2})$
4. For any cluster $Y_j$ with $|Y_j| \geq 3$, we have $\sqrt{|Y_j|((|Y_j| - 1)} \geq |Y_j| - (3 - \sqrt{6})$

We substitute these values in the previous equation, and get the following inequality:

$$|VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left(2 + m - k/2 - \sum_{j=1}^{t_4} |P_j| - 1\right)$$

Since the number of edges $m = \sum_{j=1}^{t_1} |P_j| + \sum_{j=1}^{t_2} |S_j| + \sum_{j=1}^{t_3} |W_j| + \sum_{j=1}^{t_4} |Y_j|$, we get the following inequality:

$$|VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left(2 + m - k/2 + t_1 + t_2 \cdot (2 - \sqrt{2}) + t_3 \cdot (2 - \sqrt{2}) + t_4 \cdot (3 - \sqrt{6}) + \delta k\right)$$

We substitute $k = t_1 + t_2 + t_3 + t_4$, and obtain the following inequality:

$$|VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left((t_1 + t_2)/10 + (t_3 + t_4)/10 + \frac{3t_4}{50} + \delta k\right)$$

$$= (1.88)t_1 + (1.25)t_2 + (1.87)t_3 + (1.95)t_4 + (\sqrt{2} + 9) \delta k$$

$$< (1.95)k + (\sqrt{2} + 9) \delta k$$

(using $t_3 + t_4 + t_1 + t_2 = k$)

$$\leq (2 - \varepsilon)k,$$

for appropriately small constants $\varepsilon, \delta > 0$

This proves the soundness condition and it completes the proof of Theorem 14. Note that the result holds under the Unique Games Conjecture. To prove the result in a weaker assumption of $P \neq \text{NP}$, it would require to show that $|VC(G)| < (1.36)k$ instead of $|VC(G)| < (1.95)k$. That would require tighter analysis of the cost of $k$-median instances than the one done in this work.

In the next section, we extend the above techniques to give the bi-criteria inapproximability results for the Euclidean $k$-median and $k$-means problems.

### 4 Bi-criteria Hardness of Approximation

In the previous section, we showed that the $k$-median problem cannot be approximated to any factor smaller than $(1 + \varepsilon)$, where $\varepsilon$ is some positive constant. The next step in the beyond worst-case discussion is to study the bi-criteria approximation algorithms. That is, we allow the algorithm to choose more than $k$ centers and analyse whether it produces a solution that is close to the optimal solution with respect to $k$ centers? Since the algorithm is allowed to output more than $k$ centers we can hope to get a better approximate solution. An interesting question in this regard would be: Does there exist a PTAS (polynomial time approximation scheme) for the $k$-median/$k$-means problem when the algorithm is allowed to choose $\beta k$ centers for some constant $\beta > 1$? In other words, is there an $1 + (\varepsilon, \beta)$-approximation algorithm? Note that here we compare the cost of $\beta k$ centers with the optimal cost with respect to $k$ centers. See Definition 3 in Section 1 for formal definition of $(\alpha, \beta)$ bi-criteria approximation algorithms.
In this section, we show that even with $\beta k$ centers, the $k$-means/$k$-median problems cannot be approximated within any factor smaller than $(1 + \varepsilon')$, for some constant $\varepsilon' > 0$. The following theorem state this result formally.

**Theorem 21 (k-median).** For any constant $1 < \beta < 1.015$, there exists a constant $\varepsilon > 0$ such that there is no $(1 + \varepsilon, \beta)$-approximation algorithm for the Euclidean $k$-median problem assuming the Unique Games Conjecture.

**Theorem 22 (k-means).** For any constant $1 < \beta < 1.28$, there exists a constant $\varepsilon > 0$ such that there is no $(1 + \varepsilon, \beta)$-approximation algorithm for the Euclidean $k$-means problem assuming the Unique Games Conjecture. Moreover, the same result holds for any $1 < \beta < 1.1$ under the assumption that $\mathbb{P} \neq \mathbb{NP}$.

First, let us prove the bi-criteria inapproximability result for the $k$-median problem.

### 4.1 Bi-criteria Inapproximability: k-Median

In this subsection, we give a proof of Theorem 21. Let us define a few notations. Suppose $I = (X, k)$ be some $k$-median instance. Then, $OPT(X, k)$ denote the optimal $k$-median cost of $X$. Similarly, $OPT(X, \beta k)$ denote the optimal $\beta k$-median cost of $X$ (or the optimal cost of $X$ with $\beta k$ centers). We use the same reduction as we used in the previous section for showing the hardness of approximation of the $k$-median problem. Based on the reduction, we establish the following theorem.

**Theorem 23.** There is an efficient reduction from Vertex Cover on bounded degree triangle-free graphs $G$ (with $m$ edges) to Euclidean $k$-median instances $I = (X, k)$ that satisfies the following properties:

1. If $G$ has a vertex cover of size $k$, then $OPT(X, k) \leq m - k/2$
2. For any constant $1 < \beta < 1.015$, there exists constants $\varepsilon, \delta > 0$ such that if $G$ has no vertex cover of size $\leq (2 - \varepsilon) k$, then $OPT(X, \beta k) \geq m - k/2 + \delta k$.

**Proof.** Since the reduction is the same as we discussed in Section 1.2 and 3, we keep all notations the same as before. Also, note that Property 1 in this theorem is the same as Property 1 of Theorem 14. Therefore, the proof is also the same as we did in Section 3.1. Now, we directly move to the proof of Property 2.

The proof is almost the same as we gave in Section 3.2. However, it has some minor differences since we consider the optimal cost with respect to $\beta k$ centers instead of $k$ centers. Now, we prove the following contrapositive statement: “For any constants $1 < \beta < 1.015$ and $\varepsilon > 0$, there exists constants $\varepsilon, \delta > 0$ such that if $OPT(X, \beta k) < (m - k/2 + \delta k)$ then $G$ has a vertex cover of size at most $(2 - \varepsilon)k$”. Let $\mathcal{C}$ denote an optimal clustering of $X$ with $\beta k$ centers. We classify its optimal clusters into two categories: (1) star and (2) non-star.

Further, we sub-classify the star clusters into the following two sub-categories:

(a) Clusters composed of exactly one edge. Let these clusters be: $P_1, P_2, \ldots, P_{t_1}$.

(b) Clusters composed of at least two edges. Let these clusters be: $S_1, S_2, \ldots, S_{t_2}$.

Similarly, we sub-classify the non-star clusters into the following two sub-categories:

(i) Clusters with a maximum matching of size two. Let these clusters be: $W_1, W_2, \ldots, W_{t_3}$

(ii) Clusters with a maximum matching of size at least three. Let these clusters be: $Y_1, Y_2, \ldots, Y_{t_4}$

Note that $t_1 + t_2 + t_3 + t_4$ equals $\beta k$. Suppose, we first compute a vertex cover of all the clusters except the single edge clusters: $P_1, \ldots, P_{t_1}$. Let that vertex cover be $VC'$. Now, some vertices in $VC'$ might also cover the edges in $P_1, \ldots, P_{t_1}$. Suppose there are $t'_1$ single edge clusters...
that remain uncovered by $VC'$. Without loss of generality, we assume that these clusters are $P_1, \ldots, P_t$. By Lemma 20, we can cover these clusters with \((\frac{2\gamma}{\delta} + 8\delta k)\) vertices; otherwise the graph would have a vertex cover of size at most \((2k - \delta k)\), and the proof of Property 2 would be complete. Now, we bound the vertex cover of the entire graph in the following manner.

\[
|VC(G)| \leq \sum_{i=1}^{t_1} |VC(P_i)| + \sum_{j=1}^{t_2} |VC(S_j)| + \sum_{i=1}^{t_3} |VC(W_i)| + \sum_{i=1}^{t_4} |VC(Y_i)|
\]

\[
\leq \left(\frac{2t_1}{3} + 8\delta k\right) + t_2 + \sum_{i=1}^{t_3} \left((\sqrt{2} + 1) \delta(W_i) + 1.62\right) + \sum_{i=1}^{t_4} \left((\sqrt{2} + 1) \delta(Y_i) + 1.8\right),
\]

(\text{using Lemmas 18, 19, and 20})

\[
= (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \left(\sum_{i=1}^{t_3} \delta(W_i) + \sum_{i=1}^{t_4} \delta(Y_i)\right)
\]

Since the optimal cost $OPT(X, \beta k) = \sum_{j=1}^{\beta k} \sqrt{m_j(m_j - 1)} + \sum_{i=1}^{t_3} \delta(W_i) + \sum_{i=1}^{t_4} \delta(Y_i) \leq m - k/2 + \delta k$,

we get $\sum_{i=1}^{t_3} \delta(W_i) + \sum_{i=1}^{t_4} \delta(Y_i) \leq m - k/2 + \delta k - \sum_{j=1}^{\beta k} \sqrt{m_j(m_j - 1)}$. We substitute this value in the previous equation, and get the following inequality:

\[
|VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \left(m - k/2 - \sum_{j=1}^{\beta k} \sqrt{m_j(m_j - 1)} + \delta k\right)
\]

Using Lemma 10, we obtain the following inequalities:

1. For $P_j$, $\sqrt{m(P_j)}(m(P_j) - 1) \geq m(P_j) - 1$ since $m(P_j) = 1$
2. For $S_j$, $\sqrt{m(S_j)(m(S_j) - 1)} \geq m(S_j) - (2 - \sqrt{2})$ since $m(S_j) \geq 2$
3. For $W_j$, $\sqrt{m(W_j)(m(W_j) - 1)} \geq m(W_j) - (2 - \sqrt{2})$ since $m(W_j) \geq 2$
4. For $Y_j$, $\sqrt{m(Y_j)(m(Y_j) - 1)} \geq m(Y_j) - (3 - \sqrt{6})$ since $m(Y_j) \geq 3$

We substitute these values in the previous equation, and get the following inequality:

\[
|VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left(m - k/2 - \sum_{j=1}^{t_1} \sqrt{m_j(m_j - 1)} + \delta k\right)
\]

Since $m = \sum_{j=1}^{t_1} m(P_j) + \sum_{j=1}^{t_2} m(S_j) + \sum_{j=1}^{t_3} m(W_j) + \sum_{j=1}^{t_4} m(Y_j)$, we get the following inequality:

\[
|VC(G)| \leq (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left(k/2 + t_1 + t_2 \cdot (2 - \sqrt{2}) + t_3 \cdot (2 - \sqrt{2}) + t_4 \cdot (3 - \sqrt{6}) + \delta k\right)
\]

\[
= (0.67)t_1 + 8\delta k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left(\frac{(\beta - 1)k}{2} - \frac{\delta k}{2} + t_1 + t_2 \cdot (2 - \sqrt{2}) + t_3 \cdot (2 - \sqrt{2}) + t_4 \cdot (3 - \sqrt{6}) + \delta k\right)
\]

Now, we substitute $\beta k = t_1 + t_2 + t_3 + t_4$, and obtain the following inequality:
\[ |V(G)| \leq (0.67)t_1 + 8k + t_2 + (1.62)t_3 + (1.8)t_4 + (\sqrt{2} + 1) \cdot \left( \frac{(\beta - 1)k}{2} + t_2 + \frac{t_2}{10} + t_4 + \frac{3t_4}{50} + \delta k \right) \]
\[ = (1.88)t_1 + (1.25)t_2 + (1.87)t_3 + (1.95)t_4 + (\sqrt{2} + 1) \cdot \left( \frac{(\beta - 1)k}{2} + (\sqrt{2} + 9) \delta k \right) \]
\[ < (1.95)\beta (\sqrt{2} + 1) + \frac{(\beta - 1)k}{2} + (\sqrt{2} + 9) \delta k \]
\[ < (3.16)\beta - (1.21)k + (\sqrt{2} + 9) \delta k \]
\[ \leq (2 - \varepsilon)k, \text{ for any } \beta < 1 \text{.} \]

This proves Property 2 and it completes the proof of Theorem 23.

The following corollary states the main bi-criteria inapproximability result for the k-median problem.

**Corollary 24.** There exists a constant \( \varepsilon' > 0 \) such that for any constant \( 1 < \beta < 1.015 \), there is no \((1 + \varepsilon', \beta)\)-approximation algorithm for the k-median problem assuming the Unique Games Conjecture.

**Proof.** In the proof of Corollary 15, we showed that \( k \geq \frac{m}{2} \) for all the hard Vertex Cover instances. Therefore, the second property of Theorem 23, implies that \( OPT(X, \beta k) \geq (m - \frac{k}{2}) + \delta k \geq (1 + \frac{2}{\varepsilon k}) \cdot (m - \frac{k}{2}) \). Thus, the k-median problem can not be approximated within any factor smaller than \( 1 + \Omega(\varepsilon) \), with \( \beta k \) centers for any \( \beta < 1.015 \). ▶

The proof for the bi-criteria inapproximability of the k-means problem works in a similar manner. We defer its proof to Appendix B.

---

**References**


If the pairwise distances between points within $A$ is the same as pairwise distance between points within $B$. That is, for all $i, j \in \{1, \ldots, n\}$, $\|a_i - a_j\| = \|b_i - b_j\|$. Then the optimal 1-median cost of $A$ is the same as the optimal 1-median cost of $B$.

Let $co(A)$ and $co(B)$ denote the convex hulls of $A$ and $B$, respectively. We split the proof of Lemma 25 in two parts. In the first part (Lemma 26), we show that there exists a distance preserving transformation $\mathcal{R}$ from $co(A)$ to $co(B)$ such that $\mathcal{R}(a_i) = b_i$ for every $i \in \{1, \ldots, n\}$. By distance preserving transformation, we mean that for any two points $x, y \in co(A)$, the distance $\|x - y\|$ is preserved after applying the transformation $\mathcal{R}$, i.e., $\|x - y\| = \|\mathcal{R}(x) - \mathcal{R}(y)\|$. In the second part (Lemma 27), we show that applying the transformation $\mathcal{R}$ preserves the optimal 1-median cost of $A$.

**Lemma 26.** Given two sets of points $A = \{a_1, a_2, \ldots, a_n\}$ and $B = \{b_1, b_2, \ldots, b_n\}$ in $\mathbb{R}^d$ such that $\|a_i - a_j\| = \|b_i - b_j\|$ for all $i, j \in \{1, \ldots, n\}$. Then there exists a distance preserving transformation $\mathcal{R}: co(A) \rightarrow co(B)$ such that $\mathcal{R}(a_i) = b_i$ for every $i \in \{1, \ldots, n\}$.

**Proof.** Let $X_i$ be a vector$^4$ defined as $a_i - a_1$ for every $a_i \in A$. Similarly, we define a vector $Y_i := b_i - b_1$ for every $b_i \in B$. We will use these vectors to define the transformation $\mathcal{R}$. For now, note the following property of inner product of $X_i$ and $X_j$:

$$\langle X_i, X_j \rangle = \langle Y_i, Y_j \rangle \quad \text{for every } i, j \in \{1, \ldots, n\} \quad (1)$$

The proof of the above property follows from the following sequence of inequalities:

$$2 \cdot \langle X_i, X_j \rangle = \|X_i\|^2 + \|X_j\|^2 - \|X_i - X_j\|^2$$

$$= \|Y_i\|^2 + \|Y_j\|^2 - \|Y_i - Y_j\|^2$$

$$= \|X_i - X_j\|^2 = \|Y_i - Y_j\|^2$$

$$= 2 \cdot \langle Y_i, Y_j \rangle$$

In other words, the triangles $(a_1, a_i, a_j)$ and $(b_1, b_i, b_j)$ are congruent for all $i, j \in \{1, \ldots, n\}$. Therefore, the inner product $\langle X_i, X_j \rangle$ is the same as $\langle Y_i, Y_j \rangle$.

---

$^4$ For better readability, we boldfaced the vector symbols to distinguish them from any scalar quantity.
Now, we describe the transformation $\mathcal{R}$ from $co(A)$ to $co(B)$. By the definition of $co(A)$, any point $x \in co(A)$ can be expressed in the form $\sum_{i=1}^{n} \lambda_i \cdot a_i$ for some $0 \leq \lambda_i \leq 1$ and $\sum_{i=1}^{n} \lambda_i = 1$. Equivalently, $x$ can be expressed as $a_1 + \sum_{i=2}^{n} \lambda_i \cdot X_i$. For $x \in co(A)$, we define the transformation $\mathcal{R}$ as $\mathcal{R}(x) := \sum_{i=1}^{n} \lambda_i \cdot b_i$. Again, $\mathcal{R}(x)$ can be equivalently expressed as $b_1 + \sum_{i=2}^{n} \lambda_i \cdot Y_i$. It is easy to see that $\lambda_i \cdot b_i$ indeed belongs to $co(B)$ since $0 \leq \lambda_i \leq 1$ and $\sum_{i=1}^{n} \lambda_i = 1$. Now, we show that $\mathcal{R}$ is a distance preserving transformation.

Let $x := a_1 + \sum_{i=2}^{n} \lambda_i \cdot X_i$ and $y := a_1 + \sum_{i=2}^{n} \gamma_i \cdot X_i$ be any two points in $co(A)$. The following sequence of inequalities prove that $\|x - y\| = \|\mathcal{R}(x) - \mathcal{R}(y)\|$. 

\[
\begin{align*}
\|x - y\|^2 &= \langle x - y, x - y \rangle \\
&= \left(\sum_{i=2}^{n} (\lambda_i - \gamma_i) \cdot X_i \right)^T \left(\sum_{i=2}^{n} (\lambda_i - \gamma_i) \cdot X_i \right) \\
&= \sum_{i=2}^{n} \sum_{j=2}^{n} (\lambda_i - \gamma_i) \cdot (\lambda_j - \gamma_j) \cdot \langle X_i, X_j \rangle \\
&= \sum_{i=2}^{n} \sum_{j=2}^{n} (\lambda_i - \gamma_i) \cdot (\lambda_j - \gamma_j) \cdot \langle Y_i, Y_j \rangle, \\
&\quad \text{(using Equation 1)} \\
&= \left(\sum_{i=2}^{n} (\lambda_i - \gamma_i) \cdot Y_i \right)^T \left(\sum_{i=2}^{n} (\lambda_i - \gamma_i) \cdot Y_i \right) \\
&= \langle \mathcal{R}(x) - \mathcal{R}(y), \mathcal{R}(x) - \mathcal{R}(y) \rangle \\
&= \|\mathcal{R}(x) - \mathcal{R}(y)\|^2 
\end{align*}
\]

This proves that $\mathcal{R}$ is a distance preserving transformation from $co(A)$ to $co(B)$. Moreover, note that $\mathcal{R}$ is a bijective function. It is possible that a vector $x \in co(A)$ has multiple forms, say $\sum_{i=1}^{n} \lambda_i \cdot a_i$ and $\sum_{i=1}^{n} \Lambda_i \cdot a_i$. Therefore, it appears that $x$ maps to different vectors in $co(B)$. However, it always maps to the same vector. For the sake of contradiction, assume that $x$ maps to two different vectors $p := \sum_{i=1}^{n} \lambda_i \cdot b_i$ and $q := \sum_{i=1}^{n} \Lambda_i \cdot b_i$ in $co(B)$. Then $\|p - q\| \neq 0$. It contradicts the fact that $\mathcal{R}$ is a distance preserving transformation. Similarly, we can show that any two different vectors $x, y \in co(A)$ can not map to the same vector in $co(B)$. This proves that $\mathcal{R}$ is a bijective function.

Furthermore, note that $\mathcal{R}(a_i) = b_i$ for every $i \in \{1, \ldots, n\}$. To see this, consider $\lambda_i = 1$ and $\lambda_j = 0$ for all $j \in \{1, \ldots, n\} \setminus \{i\}$. Then $a_i = \sum_{j=1}^{n} \lambda_j \cdot a_j$ and therefore $\mathcal{R}(a_i) = \sum_{j=1}^{n} \lambda_j \cdot b_j = b_j$. This completes the proof of the lemma. \(\blacktriangle\)

Similar to $\mathcal{R}$, we can also define a distance preserving transformation $\mathcal{R}^{-1}$ from $co(B)$ to $co(A)$. The transformation $\mathcal{R}^{-1}$ is defined such that for any $x = \sum_{i=1}^{n} \lambda_i \cdot b_i \in co(B)$,
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\[ R^{-1}(x) = \sum_{i=1}^{n} \lambda_i \cdot a_i \in co(A). \] Furthermore, as per this definition of \( R^{-1} \), \( R^{-1}(b_i) = a_i \) for every \( i \in \{1, \ldots, n\} \). Now, we show that applying the transformation \( R \) on \( A \) preserves the optimal 1-median cost of \( A \).

**Lemma 27.** If there exists distance preserving transformations \( R: co(A) \rightarrow co(B) \) and \( R^{-1}: co(B) \rightarrow co(A) \) such that \( R(a_i) = b_i \) and \( R^{-1}(b_i) = a_i \) for every \( i \in \{1, \ldots, n\} \). Then the optimal 1-median cost of \( A \) is the same as the optimal 1-median cost of \( B \).

**Proof.** Recall that 1-median cost of an instance \( A \) with respect to a center \( c \in \mathbb{R}^d \) is denoted by \( \Phi(c, A) = \sum_{a_i \in A} ||a_i - c|| \). Let \( c_1^* \) be the optimal 1-median of \( A \). Furthermore, we can assume that \( c_1^* \in co(A) \) since the optimal 1-median lies in the convex hull of \( A \) (see e.g. Remark 2.1 in [39]). Similarly, let \( c_2^* \in co(B) \) be the optimal 1-median of \( B \). Now, we show that \( \Phi(c_1^*, A) \geq \Phi(c_2^*, B) \) and \( \Phi(c_1^*, A) \leq \Phi(c_2^*, B) \) using the following sequence of inequalities:

\[
\begin{align*}
\Phi(c_1^*, A) &= \sum_{a_i \in A} ||a_i - c_1^*|| \\
&= \sum_{a_i \in A} ||R(a_i) - R(c_1^*)||, & \because R \text{ preserves the pairwise distances} \\
&= \sum_{b_i \in B} ||b_i - R(c_1^*)||, & \because R(a_i) = b_i \\
&\geq \sum_{b_i \in B} ||b_i - c_2^*||, & \because c_2^* \text{ is the optimal 1-median of } B \\
&= \Phi(c_2^*, B)
\end{align*}
\]

Similarly, we show that \( \Phi(c_2^*, B) \geq \Phi(c_1^*, A) \) as follows:

\[
\begin{align*}
\Phi(c_2^*, B) &= \sum_{b_i \in B} ||b_i - c_2^*|| \\
&= \sum_{b_i \in B} ||R^{-1}(b_i) - R^{-1}(c_2^*)||, & \because R^{-1} \text{ preserves the pairwise distances} \\
&= \sum_{a_i \in A} ||a_i - R^{-1}(c_2^*)||, & \because R^{-1}(b_i) = a_i \\
&\geq \sum_{a_i \in A} ||a_i - c_1^*||, & \because c_1^* \text{ is the optimal 1-median of } A \\
&= \Phi(c_1^*, A)
\end{align*}
\]

This proves that \( \Phi(c_1^*, A) = \Phi(c_2^*, B) \). Hence it proves the lemma. \( \blacksquare \)

Therefore, Lemma 26 and 27 together proves Lemma 25.

**B Bi-criteria Inapproximability: k-means**

Here, we again use the same reduction that we used earlier for the k-median problem in Sections 1.2, 3, and 4.1. Using this, we establish the following theorem.

**Theorem 28.** There is an efficient reduction from Vertex Cover on bounded degree triangle-free graphs \( G \) (with \( m \) edges) to Euclidean k-means instances \( I = (X, k) \) that satisfies the following properties:
1. If $G$ has a vertex cover of size $k$, then $OPT(X, k) \leq m - k$

2. For any $1 < \lambda \leq 2$ and $\beta < \frac{2}{7} \cdot (\lambda + \frac{5}{2})$, there exists constants $\epsilon, \delta > 0$ such that if $G$ has no vertex cover of size $\leq (\lambda - \epsilon) \cdot k$, then $OPT(X, \beta k) \geq m - k + \delta k$.

This theorem is simply an extension of the result of Awasthi et al. [7] to the bi-criteria setting. Now, let us prove this theorem.

### B.1 Completeness

Note that the proof of completeness is already given in [7]. Therefore, we just describe the main components of the proof for the sake of clarity. To understand the proof, let us define some notations used in [7]. Suppose $F$ is a subgraph of $G$. For a vertex $v \in V(F)$, let $d_F(v)$ denote the number of edges in $F$ that are incident on $v$. Note that, the optimal center for 1-means problem is simply the centroid of the point set. Therefore, we can compute the optimal 1-means cost of $F$. The following lemma states the optimal 1-means cost of $F$.

#### Lemma 29 (Claim 4.3 [7]).

Let $F$ be a subgraph of $G$ with $r$ edges. Then, the optimal 1-means cost of $F$ is $\sum v d_F(v) \left(1 - \frac{d_F(v)}{r}\right)$.

The following corollary bounds the optimal 1-means cost of a star cluster. This corollary is implicitly stated in the proof of Claim 4.4 of [7].

#### Corollary 30.

The optimal 1-means cost of a star cluster with $r$ edges is $r - 1$.

Using the above corollary, we give the proof of completeness. Let $V = \{v_1, \ldots, v_k\}$ be a vertex cover of $G$. Let $S_i$ denote the set of edges covered by $v_i$. If an edge is covered by two vertices $i$ and $j$, then we arbitrarily keep the edge either in $S_i$ or $S_j$. Let $m_i$ denote the number of edges in $S_i$. We define $\{X(S_1), \ldots, X(S_k)\}$ as a clustering of the point set $X$. Now, we show that the cost of this clustering is at most $m - k$. Note that each $S_i$ forms a star graph with its edges sharing the common vertex $v_i$. The following sequence of inequalities bound the optimal $k$-means cost of $X$.

$$OPT(X, k) \leq \sum_{i=1}^{k} \Phi^*(S_i) \overset{\text{(Corollary 30)}}{=} \sum_{i=1}^{k} (m(S_i) - 1) = m - k.$$ 

### B.2 Soundness

For the proof of soundness, we prove the following contrapositive statement: "For any constant $1 < \lambda \leq 2$ and $\beta < \frac{2}{7} \cdot (\lambda + \frac{5}{2})$, there exists constants $\epsilon, \delta > 0$ such that if $OPT(\beta k) \leq (m - k + \delta k)$ then $G$ has a vertex cover of size at most $(\lambda - \epsilon)k$, for $\epsilon = \Omega(\delta)$.”

Let $C$ denote an optimal clustering of $X$ with $\beta k$ centers. We classify its optimal clusters into two categories: (1) star and (2) non-star. Suppose there are $t_1$ star clusters: $S_1, \ldots, S_{t_1}$, and $t_2$ non-star clusters: $F_1, F_2, \ldots, F_{t_2}$. Note that $t_1 + t_2$ equals $\beta k$. The following lemma bounds the optimal 1-means cost of a non-star cluster.

#### Lemma 31 (Lemma 4.8 [7]).

The optimal 1-means cost of any non-star cluster $F$ with $m$ edges is at least $m - 1 + \delta(F)$, where $\delta(F) \geq \frac{2}{3}$. Furthermore, there is an edge $(u, v) \in E(F)$ such that $d_F(u) + d_F(v) \geq m + 1 - \delta(F)$.

In the original statement of the lemma in [7], the authors mentioned a weak bound of $\delta(F) > 1/2$. However, in the proof of their lemma they have shown $\delta(F) > 2/3 > 1/2$. This difference does not matter when we consider inapproximability of the $k$-means problem. However, this difference improves the $\beta$ value in bi-criteria inapproximability of the $k$-means problem.
Corollary 32 ([17]). Any non-star cluster \( F \) has a vertex cover of size at most \( 1 + \frac{5}{2} \cdot \delta(F) \).

**Proof.** Suppose \((u, v)\) be an edge in \( F \) that satisfies the property: \( d_F(u) + d_F(v) \geq m + 1 - \delta(F) \), by Lemma 31. This means that \( u \) and \( v \) covers at least \( m(F) - \delta(F) \) edges of \( F \). We pick \( u \) and \( v \) in the vertex cover, and for the remaining \( \delta(F) \) edges we pick one vertex per edge. Therefore, \( F \) has a vertex cover of size at most \( 2 + \delta(F) \). Since \( \delta(F) \geq \frac{2}{3} \), by Lemma 31, we get \( 2 + \delta(F) \leq 1 + \frac{5}{2} \cdot \delta(F) \). Hence, \( F \) has a vertex cover of size at most \( 1 + \frac{5}{2} \cdot \delta(F) \). This proves the corollary. □

Now, the following sequence of inequalities bound the vertex cover size of the entire graph \( G \).

\[
|VC(G)| \leq \sum_{i=1}^{t_1} |VC(S_i)| + \sum_{i=1}^{t_2} |VC(F_i)|
\]
\[
\leq t_1 + \sum_{i=1}^{t_2} \left( 1 + \frac{5}{2} \cdot \delta(F_i) \right) \quad \text{(using Corollary 32)}
\]
\[
= t_1 + t_2 + \frac{5}{2} \cdot \sum_{i=1}^{t_1} \delta(F_i)
\]

Since the optimal \( k \)-means cost \( OPT(X, \beta k) = \sum_{i=1}^{t_1} (m(S_i) - 1) + \sum_{i=1}^{t_2} (m(F_i) - 1 + \delta(F_i)) \leq m - k + \delta k \), and \( t_1 + t_2 = \beta k \). Therefore, \( \sum_{i=1}^{t_1} \delta(F_i) \leq (\beta - 1)k + \delta k \). On substituting this value in the previous equation, we get the following inequality:

\[
|VC(G)| \leq t_1 + t_2 + \frac{5}{2} \cdot (\beta - 1)k + \frac{5}{2} \cdot \delta k,
\]
\[
= \beta k + \frac{5}{2} \cdot (\beta - 1)k + \frac{5}{2} \cdot \delta k, \quad (\because t_1 + t_2 = \beta k)
\]
\[
\leq (\lambda - \varepsilon)k, \quad \text{for any } \beta < \frac{2}{7} \left( \lambda + \frac{5}{2} \right) \text{ and appropriately small constants } \varepsilon, \delta > 0
\]

This proves the soundness condition and thus completes the proof of Theorem 28.

Next, we state a corollary of Theorem 28 that gives the main bi-criteria inapproximability result for the \( k \)-means problem.

**Corollary 33.** For any constant \( 1 < \beta < 1.28 \), there exists a constant \( \varepsilon' > 0 \) such that there is no \((1 + \varepsilon', \beta)-approximation algorithm for the \( k \)-means problem assuming the Unique Games Conjecture. Moreover, the same result holds for any \( 1 < \beta < 1.1 \) under the assumption that \( P \neq NP \).

**Proof.** Suppose Vertex Cover can not be approximated to any factor smaller than \( \lambda - \varepsilon \), for some constants \( \varepsilon, \lambda > 0 \). In the proof of Corollary 15, we showed that \( k \geq \frac{m}{\lambda \varepsilon} \) for all the hard Vertex Cover instances. In that case, the second property of Theorem 28 implies that \( OPT(X, \beta k) \geq (m - k) + \delta k \geq (1 + \frac{\delta k}{\lambda \varepsilon}) \cdot (m - k) \). Thus, the \( k \)-means problem can not be approximated within any factor smaller than \( 1 + \frac{\delta k}{\lambda \varepsilon} = 1 + \Omega(\varepsilon) \), with \( \beta k \) centers. Now, let us compute the value of \( \beta \) using the value of \( \lambda \). We know that \( \beta < \frac{2}{7} \left( \lambda + \frac{5}{2} \right) \). Consider the following two cases:

- By Corollary 13, Vertex Cover is hard to approximate within any factor smaller than \( 2 - \varepsilon \) on bounded degree triangle-free graphs assuming UGC. Hence \( \lambda = 2 \) and thus \( \beta < 1.28 \) assuming UGC.
By Theorem 7, Vertex Cover is hard to approximate within any factor smaller than 1.36 on bounded degree triangle-free graphs assuming $P \neq NP$. Hence $\lambda = 1.36$ and thus $\beta < 1.1$ assuming $P \neq NP$.

This completes the proof of the corollary.
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1 Introduction

We study online variants of directed network optimization problems. In an online problem, the input is presented sequentially, one item at a time, and the algorithm is forced to make irrevocable decisions in each step, without knowledge of the remaining part of the input. The performance of the algorithm is measured by its competitive ratio, which is the ratio between the value of the online solution and that of an optimal offline solution.

Our main results focus on directed spanners, which are sparse subgraphs that approximately preserve pairwise distances between vertices. Spanners are fundamental combinatorial objects with a wide range of applications, such as distributed computation [9,69], data structures [5,75], routing schemes [35,67,70,72], approximate shortest paths [18,41,42], distance oracles [18,31,68], and property testing [8,22]. For a comprehensive account of the literature, we refer the reader to the excellent survey [2].

We also study related network connectivity problems, and in particular on directed Steiner forests, which are sparse subgraphs that maintain connectivity between target terminal vertex pairs. Steiner forests are ubiquitously used in a heterogeneous collection of areas, such as multicommodity network design [49,53], mechanism design and games [30,63,64,73], computational biology [62,71], and computational geometry [19,24].

Our approaches are based on covering and packing linear programming (LP) formulations that fall into the unifying framework developed by Buchbinder and Naor [26], using the powerful primal-dual technique [51]. This unifying framework extends across widely different domains, and hence provides a general abstraction that captures the algorithmic essence of all online covering and packing formulations. In our case, to obtain efficient competitive algorithms for solving the LPs online, we observe that the algorithms in [26] can be slightly modified to significantly speed up the setting of our applications, in which the algorithm might otherwise make exponentially many calls to a separation oracle. This component is not tailored to the applications studied here and may be of independent interest. In particular, previous approaches solving online covering and packing problems either focus on the competitiveness of the algorithm [4,12,16], or manage to leverage the specific structure of the problem for better time efficiency in a somewhat ad-hoc manner [3,11,15,21,25,59], while here the solution may be viewed as a more unified framework that is also efficient.

1.1 Our contributions

1.1.1 Directed spanners

Let \( G = (V, E) \) be a directed simple graph with \( n \) vertices. Each edge is associated with its length \( \ell : E \rightarrow \mathbb{R}_{\geq 0} \). The edge lengths are uniform if \( \ell(e) = 1 \) for all \( e \in E \). In spanner problems, the goal is to compute a minimum cardinality (number of edges) subgraph in which the distance between terminals is preserved up to some prescribed factor. In the most well-studied setting, called the directed \( s \)-spanner problem, there is a fixed value \( s \geq 1 \) called the stretch, and the goal is to find a minimum cardinality subgraph in which every pair of vertices has distance within a factor of \( s \) in the original graph. For low stretch spanners, when \( s = 2 \), there is a tight \( \Theta(\log n) \)-approximation algorithm [44,65]; when \( s = 3, 4 \) both with uniform edge lengths, there are \( \tilde{O}(n^{1/3}) \)-approximation algorithms [20,40]. When \( s > 4 \), the best known approximation factor is \( \tilde{O}(n^{1/2}) \) [20]. The problem is hard to approximate within an \( O(2^{\log^{1/2} n}) \) factor for \( 3 \leq s = O(n^{1-\delta}) \) and any \( \varepsilon, \delta \in (0,1) \), unless \( NP \subseteq \text{DTIME}(n^{polylog n}) \) [45].
A more general setting, called the pairswise spanner problem [34], and the client-server model [22, 44], considers an arbitrary set of terminals $D = \{(s_i, t_i) \mid i \in [k]\} \subseteq V \times V$. Each terminal pair $(s_i, t_i)$ has its own target distance $d_i$. The goal is to compute a minimum cardinality subgraph in which for each $i$, the distance from $s_i$ to $t_i$ is at most $d_i$. For the pairwise spanner problem with uniform edge lengths, [34] obtains an $\tilde{O}(n^{3/5+\varepsilon})$-approximation.

In the online version, the graph is known ahead of time, and the terminal pairs and the corresponding target distances are received one by one in an online fashion. The distance requirement of the arriving terminal pair is satisfied by irrevocably including edges. There are no online algorithms for the pairwise spanner problem that we are aware of, even in the simpler and long-studied case of stretch $s$ or graphs with uniform lengths.

For graphs with uniform edge lengths, we present the proof outline of the following theorem in Section 2 and refer the reader to the full version [52] for the complete proof.

\textbf{Theorem 1.} For the online pairwise spanner problem with uniform edge lengths, there exists a deterministic polynomial time algorithm with competitive ratio $\tilde{O}(k^{1/2+\delta})$ for any constant $\delta > 0$.

Next, we turn to graphs with general edge lengths and derive online algorithms with competitive ratios in terms of $n$. We present a generic algorithm (Algorithm 3) used for Theorems 2, 3, 4, 5, 6, and 7. Due to space limitations, we refer the reader to the full version [52] for the complete proof of Theorems 3, 4, and 5.

For graphs with general edge lengths, we show the following in Section 3.1.

\textbf{Theorem 2.} For the online pairwise spanner problem, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(n^{4/5})$.

Another special case is where the edge lengths are quasimetric. That is, they satisfy the following directed form of the triangle inequality. For any two edges $u \rightarrow v$ and $v \rightarrow w$, there is also an edge $u \rightarrow w$ such that $\ell(u, w) \leq \ell(u, v) + \ell(v, w)$. This setting includes the class of transitive-closure graphs with uniform edge lengths, in which each pair or vertices connected by a directed path is also connected by a directed edge. The offline version of the transitive-closure spanner problem was formally defined in [22].

\textbf{Theorem 3.} For the online pairwise spanner problem with uniform edge lengths and maximum allowed distance $d$, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(d^{1/3}n^{2/3})$.

Another special case is where the edge lengths are quasimetric. That is, they satisfy the following directed form of the triangle inequality. For any two edges $u \rightarrow v$ and $v \rightarrow w$, there is also an edge $u \rightarrow w$ such that $\ell(u, w) \leq \ell(u, v) + \ell(v, w)$. This setting includes the class of transitive-closure graphs with uniform edge lengths, in which each pair or vertices connected by a directed path is also connected by a directed edge. The offline version of the transitive-closure spanner problem was formally defined in [22].

\textbf{Theorem 4.} For the online pairwise spanner problem where edge lengths are quasimetric, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(n^{2/3})$.

In a special case on graphs with uniform edge lengths, for each terminal pair $(s_i, t_i)$, there is also an edge $s_i \rightarrow t_i$ in the given graph. This setting is equivalent to the all-server spanner problem introduced in [44].

\textbf{Theorem 5.} For the online all-server spanner problem with uniform edge lengths, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(n^{2/3})$. 
For graphs with uniform edge lengths without further assumptions, we use Theorem 1 and the generic algorithm to prove the following theorem in Section 3.2.

**Theorem 6.** For the online pairwise spanner problem with uniform edge lengths, there is a randomized polynomial time algorithm with competitive ratio $O(n^{2/3+\epsilon})$ for any constant $\epsilon \in (0, 1/3)$.

### 1.1.2 Directed Steiner forests

In the directed Steiner forest problem, we are given a directed graph $G = (V, E)$ with edge costs $w : E \to \mathbb{R}_{\geq 0}$, and a set of terminals $D = \{(s_i, t_i) \mid i \in [k]\} \subseteq V \times V$. The goal is to find a subgraph $H = (V, E')$ which includes an $s_i \leadsto t_i$ path for each terminal pair $(s_i, t_i)$, and the total cost $\sum_{e \in E'} w(e)$ is minimized. The costs are uniform when $w(e) = 1$ for all $e \in E$.

In the offline setting with general costs, the best known approximations are $O(k^{1/2+\epsilon})$ by Chekuri et al. [32] and $O(n^{2/3+\epsilon})$ by Berman et al. [20]. For the special case of uniform costs, there is an improved approximation factor of $O(n^{20/45+\epsilon})$ by Abboud and Bodwin [1]. In the online setting, Chakrabarty et al. [28] give an $O(k^{1/2+\epsilon})$ approximation for general costs. Their algorithm also extends to the more general buy-at-bulk version. We prove the following in Section 3.3.

**Theorem 7.** For the online directed Steiner forest problem with uniform costs, there is a randomized polynomial time algorithm with competitive ratio $O(n^{2/3+\epsilon})$ for any constant $\epsilon \in (0, 1/3)$.

We essentially improve the competitive ratio when the number of terminal pairs is $\omega(n^{4/3})$.

### 1.1.3 Summary

We summarize our main results for online pairwise spanners and directed Steiner forests in Table 1 by listing the competitive ratios and contrast them with the corresponding known competitive and approximation ratios. We note that offline $O(n^{4/5})$-approximate pairwise spanners for graphs with general edge lengths and offline $O(k^{1/2+\epsilon})$-approximate pairwise spanners for graphs with uniform edge lengths can be obtained by our online algorithms.

**Table 1** Summary of the competitive and approximation ratios. Here, $n$ refers to the number of vertices and $k$ refers to the number of terminal pairs. We include the known results for comparison. The text in gray refers to known results while the text in black refers to our contributions.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Pairwise Spanners</th>
<th>Directed Steiner Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offline</td>
<td>$\tilde{O}(n^{4/5})$ (implied by Thm 2)</td>
<td>$\tilde{O}(n^{20/45+\epsilon})$ (uniform costs) [1]</td>
</tr>
<tr>
<td></td>
<td>$\tilde{O}(n^{3/5+\epsilon})$ (uniform lengths) [34]</td>
<td>$O(n^{2/3+\epsilon})$ [20]</td>
</tr>
<tr>
<td></td>
<td>$\tilde{O}(k^{1/2+\epsilon})$ (uniform lengths, implied by Thm 1)</td>
<td>$O(k^{1/2+\epsilon})$ [32]</td>
</tr>
<tr>
<td>Online</td>
<td>$\tilde{O}(n^{4/5})$ (Thm 2)</td>
<td>$\tilde{O}(k^{1/2+\epsilon})$ [28]</td>
</tr>
<tr>
<td></td>
<td>$\tilde{O}(n^{2/3+\epsilon})$ (uniform lengths, Thm 6)</td>
<td>$\tilde{O}(n^{2/3+\epsilon})$ (uniform costs, Thm 7)</td>
</tr>
<tr>
<td></td>
<td>$\tilde{O}(k^{1/2+\epsilon})$ (uniform lengths, Thm 1)</td>
<td></td>
</tr>
</tbody>
</table>

### 1.2 An efficient online covering and packing framework

Before presenting our modification to the unified framework in [26] to obtain efficient online covering and packing LP solvers, we give an overview of the well-known primal-dual framework.
for approximating covering and packing LP’s online. This framework is the main engine of our application and it is important to establish some context before getting into the application for spanners and Steiner forests. We also introduce a discussion of certain technical nuances that arise for our application, and the small modification we propose to address it. A more formal description, including proofs and fully parameterized theorem statements, is fairly technical and therefore deferred to Appendix C after we have used these tools in the context of spanners and Steiner forests.

The primal-dual framework was first developed for the online set cover problem in the seminal work of [4]. The approach was extended to network optimization problems in undirected graphs in [3], then abstracted and generalized to a broad LP-based primal-dual framework in [26]. Our discussion primarily centers around the abstract framework in [26]. A number of previous results in online algorithms, such as ski rental [61] and paging [16], can be recovered from this approach and many new important applications have since been developed, such as the $k$-server problem [76]. We refer the reader to the excellent survey by Buchbinder and Naor [27].

These works develop a clean two-step approach to online algorithms based on 1) solving the LP online, and 2) rounding the LP online. Solving the LP online can be done in a generic fashion, while rounding tends to be problem-specific. The setting for the covering LP is the following.

$$\begin{align*}
\text{minimize } \langle c, x \rangle & \quad \text{over } x \in \mathbb{R}^n_{\geq 0} \\
\text{subject to } Ax & \geq b
\end{align*}$$  

Here $A \in \mathbb{R}^{m \times n}_{\geq 0}$ consists of $m$ covering constraints, $b \in \mathbb{R}^n_{> 0}$ is a positive lower bound of the covering constraints, and $c \in \mathbb{R}^m_{> 0}$ denotes the positive coefficients of the linear cost function. Each constraint can be normalized, so we focus on covering LP’s in the following form.

$$\begin{align*}
\text{minimize } \langle c, x \rangle & \quad \text{over } x \in \mathbb{R}^n_{\geq 0} \\
\text{subject to } Ax & \geq 1
\end{align*}$$  

where $1$ is a vector of all ones.

In the online covering problem, the cost vector $c$ is given offline, and each of these covering constraints is presented one by one in an online fashion, that is, $m$ can be unknown. The goal is to update $x$ in a non-decreasing manner such that all the covering constraints are satisfied and the objective value $\langle c, x \rangle$ is approximately optimal. An important idea in this line of work is to simultaneously consider the dual packing problem:

$$\begin{align*}
\text{maximize } \langle 1, y \rangle & \quad \text{over } y \in \mathbb{R}^m_{\geq 0} \\
\text{subject to } A^T y & \leq c
\end{align*}$$  

where $A^T$ consists of $n$ packing constraints with an upper bound $c$ given offline.

In the online packing problem, the columns of $A^T$ and the corresponding variables are presented online with value zero, one can either let the arriving variable remain zero, or irrevocably assign a positive value to the arriving variable. The goal is to approximately maximize the objective value $\langle 1, y \rangle$ with each constraint approximately satisfied.

### 1.2.1 Separation oracles in the online setting

The primal-dual framework in [26] simultaneously solves both LP (2) and LP (3), and crucially uses LP-duality and strong connections between the two solutions to argue that they are both nearly optimal. Here we give a sketch of the LP solving framework for reference in the subsequent discussion. We maintain solutions $x$ and $y$ for LP (2) and LP (3), respectively, in an online fashion. The covering solution $x$ is a function of the packing solution $y$. In particular, each coordinate $x_j$ is exponential in the load of the corresponding packing constraint in LP.
Both $x$ and $y$ are monotonically increasing. The algorithm runs in phases, where each phase corresponds to an estimate for OPT revised over time. Within a phase we have the following. If the new covering constraint $i \in [m]$, presented online, is already satisfied, then there is nothing to be done. Otherwise, increase the corresponding coordinate $y_i$, which simultaneously increases the $x_j$’s based on the magnitude of the coordinate $a_{ij}$, where $a_{ij}$ is the $i$-th row $j$-th column entry of $A$. The framework in [26] increases $y_i$ until the increased $x_j$’s satisfy the new constraint. This naturally extends to the setting when the problem relies on a separation oracle to retrieve an unsatisfied covering constraint where the number of constraints can be unbounded [26]. However, while this approach will fix all violating constraints, each individual fix may require a diminishingly small adjustment that cannot be charged off from a global perspective. Consequently the algorithm may have to address exponentially many constraints.

### 1.2.2 A primal-dual bound on separation oracles

Our goal is to adjust the framework to ensure that we only address a polynomial number of constraints (per phase). For many concrete problems in the literature, this issue can be addressed directly based on the problem at hand (discussed in greater detail in Section A). In our setting, we start with a combinatorially defined LP that is not a pure covering problem, and convert it to a covering LP. While having a covering LP is conducive to the online LP framework, the machinery generates a large number of covering constraints that are very unstructured. For example, we have little control over the coefficients of these constraints. This motivates us to develop a more generic argument to bound the number of queries to the separation oracle, based on the online LP framework, more so than the exact problem at hand. Here, when addressing a violated constraint $i$, we instead increase the dual variable $y_i$ until the increased primal variables $x$ (over-)satisfy the new constraint by a factor of 2. This forces at least one $x_j$ to be doubled – and in the dual, this means we used up a substantial amount of the corresponding packing constraint. Since the packing solution is already guaranteed to be feasible in each phase by the overall framework, this leads us to conclude that we only ever encounter polynomially many violating constraints.

For our modified online covering and packing framework, we show that 1) the approximation guarantees are identical to those in [26], 2) the framework only encounters polynomially many violating constraints for the online covering problem, and 3) only polynomially many updates are needed for the online packing problem.

**Theorem 8** (Informal). There exists an $O(\log n)$-competitive online algorithm for the covering LP (2) which encounters polynomially many violating constraints.

**Theorem 9** (Informal). Given any parameter $B > 0$, there exists a $1/B$-competitive online algorithm for the packing LP (3) which updates $y$ polynomially many times, and each constraint is violated within an $O(f(A)/B)$ factor ($f(A)$ is a logarithmic function that depends on the entries in $A$).

We note that the competitive ratios given in [26] are tight, which also implies the tightness of the modified framework. The number of violating constraints depends not only on the number of covering variables and packing constraints $n$, but also on the number of bits used to present the entries in $A$ and $c$. The formal proof for Theorem 8 is provided in Appendix C, while the formal proof for Theorem 9 provided in the full version [52] is not directly relevant to this work, but may be of independent interest.
1.3 High-level technical overview for online network optimization problems

1.3.1 Online pairwise spanners

For this problem, a natural starting point is the flow-based LP approach for offline s-stretch directed spanners, introduced in [38]. The results of [34] adopt a slight tweak for this approach to achieve an $\tilde{O}(n/\sqrt{OPT})$-approximation, where OPT is the size of the optimal solution. With additional ideas, the $O(n/\sqrt{OPT})$-approximation is converted into an $\tilde{O}(n^{3/5+\varepsilon})$-approximation for pairwise spanners. One technical obstacle in the online setting is the lack of a useful lower bound for OPT. Another challenge is solving the LP for the spanner problem and rounding the solution in an online fashion, particularly as the natural LP is not a covering LP. We address these technical obstacles as discussed below in Section 3. Ultimately we obtain an $\tilde{O}(n^{4/5})$ competitive ratio for the online setting. The strategy here is to convert the LP for spanners into a covering LP, where the constraints are generated by an internal LP. The covering LP previously appeared in [38] implicitly, and in [39] explicitly.

1.3.2 Online pairwise spanners with uniform edge lengths

For the special case of uniform edge lengths, [34] obtains an improved bound of $\tilde{O}(n^{3/5+\varepsilon})$. It is natural to ask if the online bound of $\tilde{O}(n^{4/5})$ mentioned above can be improved as well. Indeed, we obtain an improved bound of $\tilde{O}(n^{2/3+\varepsilon})$ by replacing the greedy approach in the small OPT regime by using the $\tilde{O}(k^{1/2+\varepsilon})$-competitive online algorithm discussed in Section 2. This algorithm leverages ideas from [34] in reducing to label cover problems with ideas from the online network design algorithms of [28]. Some additional ideas are required to combine the existing tools and among others we had to formulate a new pure covering LP that can be solved online, to facilitate the transition.

1.3.3 Online Steiner forests with uniform costs

This problem is a special case of the online pairwise spanner problem where the distance requirement for each terminal pair is infinity and the edge lengths are uniform. The online algorithm for this problem has a similar structure to the one for pairwise spanners and similar obstacles to overcome. Before small value of OPT gets large, we can leverage the $\tilde{O}(k^{1/2+\varepsilon})$-competitive online algorithm or the online buy-at-bulk framework [28] for a better bound than a greedy approach would give, improving the competitive ratio to $\tilde{O}(n^{2/3+\varepsilon})$.

1.4 Organization

Since the proof of Theorem 1 is the most involved contribution of this work, we start by presenting the proof outline in Section 2 and refer the reader to the full version [52] for the technical proof details. In Section 3, we prove Theorems 2, 6, and 7 by designing a generic online algorithm, which is also used for proving Theorems 3, 4, and 5 in the full version [52]. We show the modified online covering framework in Appendix C, while the modified online packing framework is presented in the full version [52]. We refer the reader to Appendix A for a detailed description of related work and an exposition situating our work in the expansive literature of directed spanners, Steiner forests, and covering and packing problems.
Online Directed Spanners and Steiner Forests

2 Online Pairwise Spanners with Uniform Lengths

In this section, we present the proof outline of Theorem 1, namely we design an online algorithm for the pairwise spanner problem with uniform edge lengths with competitive ratio $\tilde{O}(k^{1/2+\delta})$ for any constant $\delta > 0$. We recall that in the pairwise spanner problem, we are given a directed graph $G = (V, E)$ with edge length $\ell: E \rightarrow \mathbb{R}_{\geq 0}$, a general set of $k$ terminals $D = \{(s_i, t_i) \mid i \in [k]\} \subseteq V \times V$, and a target distance $d_i$ for each terminal pair $(s_i, t_i)$, the goal is to output a subgraph $H = (V, E')$ of $G$ such that for every pair $(s_i, t_i) \in D$ it is the case that $d_H(s_i, t_i) \leq d_i$, i.e. the length of a shortest $s_i \sim t_i$ path is at most $d_i$ in the subgraph $H$, and we want to minimize the number of edges in $E'$. The edge lengths are uniform if $\ell(e) = 1$ for all $e \in E$. In the online setting, the directed graph $G$ is given offline, while the vertex pairs in $D \subseteq V \times V$ arrive online one at a time. In the beginning, $E' = \emptyset$. Suppose $(s_i, t_i)$ and its target distance $d_i$ arrive in round $i$, we select some edges from $E$ and irrevocably add them to $E'$, such that in the subgraph $H = (V, E')$, $d_H(s_i, t_i) \leq d_i$.

2.1 Outline of the proof of Theorem 1

We start by describing the high-level approach of our proof of Theorem 1. While the proof combines ideas of the online buy-at-bulk framework in [28] and of the reduction from the pairwise spanner problem to a connectivity problem in [34], implementing the details require several new ideas. Specifically, we introduce a useful extension of the Steiner problem, called the Steiner label cover problem, and our main contribution is an online covering LP formulation for this problem. This approach allows us to not only capture the global approximation property in an online setting, as in [28], but also to handle distance constraints, as in [34]. The entire proof consists of three main ingredients:

1. We first show that there exists an $O(\sqrt{k})$-approximate solution consisting of junction trees. A junction tree is a subgraph consisting of an in-arborescence and out-arborescence rooted at the same vertex (see also Definition 10).

2. We then show a reduction from the online pairwise spanner problem to the online Steiner label cover problem on a forest with a loss of an $O(k^{1/2+\delta})$ factor. More precisely, an $O(\sqrt{k})$ factor comes from the junction tree approximation and an extra $O(k^\delta)$ factor comes from the height reduction technique introduced in [32, 58]. The height reduction technique allows us to focus on low-cost trees of height $O(1/\delta)$ in order to recover a junction tree approximation.

3. Finally, we show a reduction from the online Steiner label cover problem to the online undirected Steiner forest problem, with a loss of a polylog($n$) factor. More precisely, we first formulate an online covering LP for the online Steiner label cover instance, then construct an online undirected Steiner forest instance from the LP solution, with a loss of a factor of 2. By [21], the online undirected Steiner forest problem can then be solved deterministically with competitive ratio polylog($n$).

Combining these three ingredients results in an $\tilde{O}(k^{1/2+\delta})$-competitive algorithm. We provide further intuition below. The detailed description these three ingredients are presented in the full version [52].

2.1.1 Junction tree approximation

Many connectivity problems, including Steiner forests, buy-at-bulk, and spanner problems, are usually solved using junction trees introduced in [33].
Definition 10. A junction tree rooted at \( r \in V \) is a directed graph \( G = (V,E) \), by taking the union of an in-arborescence rooted at \( r \) and an out-arborescence rooted at \( r^2 \). A junction tree solution is a collection of junction trees rooted at different vertices, that satisfies all the terminal distance constraints.

Lemma 11. There exists an \( O(\sqrt{k}) \)-approximate junction tree solution for pairwise spanners.

At a high level, the proof of Lemma 11 follows by a standard density argument. A partial solution is a subgraph that connects a subset of the terminal pairs within the required distances. The density of a partial solution is the ratio between the number of edges used and the number of terminal pairs connected within the required distances. This argument is used for solving offline problems including the Steiner forest problem [20,32,46], the buy-at-bulk problem [6], the Client-Server s-spanner [22] problem, and the pairwise spanner problem [34], by greedily removing low density partial solutions in an iterative manner. Fortunately, this iterative approach also guarantees a nice global approximation that consists of junction trees rooted at different vertices, which is amenable in the online setting. The online buy-at-bulk algorithm in [28] is an online version of the junction tree framework for connectivity problems. Our main technical contribution is further modifying the online version of the junction tree framework for problems with distance constraints.

2.1.2 Reduction to Steiner label cover

We reduce the pairwise spanner problem to the following extension of Steiner problem termed Steiner label cover.

Definition 12. In the Steiner label cover problem, we are given a (directed or undirected) graph \( G = (V,E) \), non-negative edge costs \( w : E \to \mathbb{R}_{\geq 0} \), and a collection of \( k \) disjoint vertex subset pairs \((S_i,T_i)\) for \( i \in [k] \) where \( S_i,T_i \subseteq V \) and \( S_i \cap T_i = \emptyset \). Each pair is associated with a relation (set of permissible pairs) \( R_i \subseteq S_i \times T_i \). The goal is to find a subgraph \( F = (V,E') \) of \( G \), such that 1) for each \( i \in [k] \), there exists \((s,t) \in R_i \) such that there is an \( s \sim t \) path in \( F \), and 2) the cost \( \sum_{e \in E'} w(e) \) is minimized.

For the online Steiner label cover problem, \((S_i,T_i)\) and \( R_i \) arrive online, and the goal is to irrevocably select edges to satisfy the first requirement and also approximately minimize the cost.

To reduce to the online Steiner label cover problem, we construct a directed graph \( G' \) that consists of disjoint layered graphs from the given graph \( G = (V,E) \). Each vertex in \( G' \) is labelled by the distance to (from) the root of a junction tree. This allows us to capture distance constraints by a Steiner label cover instance with distance-based relations. From \( G' \), we further construct an undirected graph \( H \) which is a forest by the height reduction technique [32,58]. In \( H \), we define the corresponding Steiner label cover instance, where the terminal vertex sets consist of the leaves, and the solution is guaranteed to be a forest. The Steiner label cover instance on the forest \( H \) has a nice property. For each tree in \( H \), the terminal vertices can be ordered in a way such that if an interval belongs to the relation, then any subinterval also belongs to the relation.

---

2 A junction tree does not necessarily have a tree structure in directed graphs, i.e. edges in the in-arborescence and edges in the out-arborescence may overlap. Nevertheless, we continue using this term because of historical reasons. A similar notion can also be used for undirected graphs, where a junction tree is indeed a tree.
Definition 13. The ordered Steiner label cover problem on a forest is defined as a special case of the Steiner label cover problem (see Definition 12) with the following properties.

1. $G$ is an undirected graph consisting of disjoint union of trees $H_1, H_2, \ldots, H_n$ each of which has a distinguished root vertex $r_j$, where $j \in [n]$.
2. For each $(S_i, T_i)$ and $R_i$, and each tree $H_j$, the input also includes the orderings $\prec_{i,j}$ such that:
   a. For $S_i^0 := S_i \cap H_j$ and $T_i^0 := T_i \cap H_j$, the ordering $\prec_{i,j}$ is defined on $S_i^0 \cup T_i^0$.
   b. The root $r_j$ separates $S_i^0$ from $T_i^0$.
   c. If $s \in S_i^0$ and $t \in T_i^0$ are such that $(s,t) \in R_i$, then for any $s' \in S_i^0$ and $t' \in T_i^0$ such that $s \prec_{i,j} s'$, $s' \prec_{i,j} t'$, we have that $(s', t') \in R_i$.

We note that for the online ordered Steiner label cover problem on a forest, besides $(S_i, T_i)$ and $R_i$, the orderings $\{(\prec_{i,j}) \}_{j \in [n]}$ also arrive online.

We employ a well-defined mapping between junction trees in $G$ and forests in $H$ by paying an $O(k^{1/2+\delta})$ factor for competitive online solutions. A crucial step for showing Theorem 1 is the following theorem.

Theorem 14. For any constant $\delta > 0$, an $\alpha$-competitive polynomial time algorithm for online ordered Steiner label cover on a forest implies an $O(\alpha k^{1/2+\delta})$-competitive polynomial time algorithm for the online pairwise spanner problem on a directed graph with uniform edge lengths.

At a high level, the online pairwise spanner problem on a directed graph $G = (V,E)$ with uniform edge lengths reduces to an instance of online Steiner label cover on the forest $H$ with the following properties.

1. $H$ consists of disjoint trees $H_r$ rooted at $r'$ for each vertex $r \in V$.
2. $|V(H)| = n^{O(1/\delta)}$, $E(H) = n^{O(1/\delta)}$, and each tree $H_r$ has depth $O(1/\delta)$ with respect to $r'$.
3. For each arriving terminal pair $(s_i, t_i)$ with distance requirement $d_i$, there is a corresponding pair of terminal sets $(\hat{S}_i, \hat{T}_i)$ and relation $\hat{R}_i$ with $|\hat{R}_i| = n^{O(1/\delta)}$, where $\hat{S}_i$ and $\hat{T}_i$ are disjoint subsets of leaves in $H$. Furthermore, we can generate orderings $\prec_{i,r}$ based on the distance-based relations $\hat{R}_i$ such that the Steiner label cover instance is an ordered instance on the forest $H$.

This technique closely follows the one for solving offline pairwise spanners in [34]. The intermediary problem considered in [34] is the minimum density Steiner label cover problem. In this framework, the solution is obtained by selecting the partial solution with the lowest density among the junction trees rooted at different vertices and repeat. In the online setting, to capture the global approximation for pairwise spanners, we construct a forest $H$ and consider all the possible roots simultaneously.

2.1.3 An online algorithm for Steiner label cover on $H$

The goal is to prove the following lemma.

Lemma 15. For the online ordered Steiner label cover problem on a forest (see definition 13), there is a deterministic polynomial time algorithm with competitive ratio $\text{polylog}(n)$.

We derive an LP formulation for the Steiner label cover instance on $H$. At a high level, the LP minimizes the total edge weight by selecting edges that cover paths with endpoint pairs which belong to the distance-based relation. We show that the LP for Steiner label cover can be converted into an online covering problem, which is efficiently solvable by Theorem 8.
The online rounding is based on the online LP solution for Steiner label cover. Given the online LP solution and the orderings in round $i$ generated by the distance-based relation $\hat{R}_i$, we extract the representative vertex sets $\tilde{S}_i$ and $\tilde{T}_i$ from the terminal sets $\hat{S}_i$ and $\hat{T}_i$, respectively, according to orderings $\prec_{i,r}$ and the contribution of the terminal vertex to the objective of the Steiner label cover LP. We show that the union of cross-products over partitions of $\tilde{S}_i$ and $\tilde{T}_i$ (based on the trees in $H$) is a subset of the distance-based relation $\hat{R}_i$. This allows us to reduce the online ordered Steiner label cover problem to the online undirected Steiner forest problem by connecting a super source to $\tilde{S}_i$ and a super sink to $\tilde{T}_i$.

This technique closely follows the one for solving offline pairwise spanners in [34]. The main difference is that in the offline pairwise spanner framework, the LP formulation is density-based and considers only one (fractional) junction tree. To globally approximate the online pairwise spanner solution, our LP formulation is based on the forest $H$ and its objective is the total weight of a (fractional) forest.

The LP for the undirected Steiner forest problem is roughly in the following form.

$$\begin{align*}
\min_x & \sum_{e \in E(H)} w'(e)x_e \\
\text{subject to} & \quad x \text{ supports an } \tilde{S}_i-\tilde{T}_i \text{ flow of value } 1 \quad \forall i \in [k], \\
& \quad x_e \geq 0 \quad \forall e \in E(H).
\end{align*}$$

(4)

Here $w'$ denotes the edge weights in $H$. We show that a solution of the undirected Steiner forest LP (4) recovers a solution for the Steiner label cover LP by a factor of 2. The integrality gap of the undirected Steiner forest LP is $\text{polylog}(n)$ because the instance can be decomposed into single source Steiner forest instances by the structure of $H$ [28, 50]. This implies that the online rounding for the Steiner label cover LP can be naturally done via solving the undirected Steiner forest instance online, by using the $\text{polylog}(n)$-competitive framework [21].

### 2.1.3.1 Putting it all together

We summarize the overall $\tilde{O}(k^{1/2+\delta})$-competitive algorithm for online pairwise spanners when the given graph has uniform edge lengths. The reduction strategy is as follows:

1. Reduce the online pairwise spanner problem on the original graph $G$ to the online Steiner label cover problem on the directed graph $G'$ which consists of disjoint layered graphs.
2. Reduce the online Steiner label cover problem on $G'$ to an online ordered Steiner label cover problem on $H$, where $H$ is a forest.
3. In the forest $H$, reduce the online ordered Steiner label cover problem to the online undirected Steiner forest problem.

We note that $G'$ and $H$ are constructed offline, while the graph for the final undirected Steiner forest instance is partially constructed online, by adding super sources and sinks and connecting incident edges to the representative leaf vertices online in $H$. The pairwise spanner in $G$ is $O(\sqrt{k})$-approximated by junction trees according to Lemma 11. The graph $G'$ preserves the same cost of the pairwise spanner (junction tree solution) in $G$. The solution of the ordered Steiner label cover problem in graph $H$ is a forest. One can map a forest in $H$ to junction trees in $G'$, via the height reduction technique by losing an $O(k^\delta)$ factor. Finally, in the forest $H$, we solve the undirected Steiner forest instance online and recover an ordered Steiner label cover solution by losing a $\text{polylog}(n)$ factor. The overall competitive ratio is therefore $\tilde{O}(k^{1/2+\delta})$. 
3 Online Pairwise Spanners

We recall that in the general pairwise spanner problem, we are given a directed graph \( G = (V, E) \) with edge length \( \ell : E \rightarrow \mathbb{R}_{\geq 0} \), a general set of \( k \) terminals \( D = \{(s_i, t_i) \mid i \in [k] \} \subseteq V \times V \), and a target distance \( d_i \) for each terminal pair \((s_i, t_i)\), the goal is to output a subgraph \( H = (V, E') \) of \( G \) such that for every pair \((s_i, t_i)\) it is the case that \( d_H(s_i, t_i) \leq d_i \), i.e. the length of a shortest \( s_i \sim t_i \) path is at most \( d_i \) in the subgraph \( H \), and we want to minimize the number of edges in \( E' \).

3.1 An \( \tilde{O}(n^{4/5}) \)-competitive online algorithm for pairwise spanners

In this section, we prove Theorem 2. Recall that in the online setting of the problem, the directed graph \( G \) is given offline, while the vertex pairs in \( D \subseteq V \times V \) arrive online one at a time. In the beginning, \( E' = \emptyset \). Suppose \((s_i, t_i)\) and its target distance \( d_i \) arrive in round \( i \), we select some edges from \( E \) and irrevocably add them to \( E' \), such that in the subgraph \( H = (V, E') \), \( d_H(s_i, t_i) \leq d_i \). The goal is to approximately minimize the total number of edges added to \( E' \).

We start with a high-level sketch of an offline algorithm, which we will build on for the online setting. The randomized rounding framework in \([20,34]\) has two main steps. One step is to solve and round an LP for the spanner problem. The second is to uniformly sample vertices and add the shortest path in-arborescences and out-arborescences rooted at each of the sampled vertices. Terminal pairs are classified as either thin or thick and are addressed by one of the two steps above accordingly.

In the first step, the rounding scheme based on an LP solution for spanners ensures with high probability that for all thin terminal pairs the distance requirements are met. The second step ensures with high probability that for all thick terminal pairs the distance requirements are met. By selecting an appropriate threshold for classifying the thin and thick pairs, this leads to an \( O(n/\sqrt{\text{OPT}}) \)-approximation, where \( \text{OPT} \) is the number of edges in the optimal solution.

The main challenges in adapting this approach to the online setting are as follows: 1) \( \text{OPT} \) can be very small, and 2) the LP for spanners is not naturally a pure covering LP, which makes it difficult to solve online. In the previous work in the offline setting, the small-\( \text{OPT} \) case is addressed by sophisticated strategies that appear difficult to emulate online. Instead, we show that the optimal value (however small) is at least the square root of the number of terminal pairs that have arrived. Thus, if \( \text{OPT} \) is small and not many pairs have arrived, we can greedily add a path with the fewest edges subject to the distance requirement for each pair. To overcome the second challenge, we convert the LP for spanners into an equivalent covering LP as in \([39]\), where exponentially many covering constraints are generated by an auxiliary LP. Having transformed the LP into a purely covering one, we can solve the LP online, treating the auxiliary LP as a separation oracle.

3.1.1 A simple \( \tilde{O}(n^{4/5}) \)-approximate offline algorithm based on \([34]\)

For ease of exposition, we first design a simpler offline algorithm (slightly weaker than the state-of-the-art) that is more amenable to the online setting. This allows us to establish the main ingredients governing the approximation factor in a simpler setting, and then address the online aspects separately. The algorithm leverages the framework developed in \([20,34]\).
Let $\mathcal{P}_i$ denote the collection of $s_i \sim t_i$ paths of length at most $d_i$ consisting of edges in $E$. Let the local graph $G^i = (V^i, E^i)$ be the union of all vertices and edges in $\mathcal{P}_i$. A pair $(s_i, t_i) \in D$ is $t$-thick if $|V^i| \geq t$, otherwise $(s_i, t_i)$ is $t$-thin. Consider the following standard LP relaxation (essentially the one in [38]).

\[
\begin{align*}
\min_{x, y} & \quad \sum_{e \in E} x_e \\
\text{subject to} & \quad \sum_{P \in \mathcal{P}_i} y_P \geq 1 \quad \forall i \in [k], \\
& \quad \sum_{P \mid e \in P \in \mathcal{P}_i} y_P \leq x_e \quad \forall e \in E, \forall i \in [k], \\
& \quad x_e \geq 0 \quad \forall e \in E, \\
& \quad y_P \geq 0 \quad \forall P \in \mathcal{P}_i \quad \forall i \in [k].
\end{align*}
\]

(5)

Herein, $x_e$ is an indicator of edge $e$ and $y_P$ is an indicator of path $P$. Suppose we have an integral feasible solution. Then the first set of constraints ensures that there is at least one $s_i \sim t_i$ path of length at most $d_i$ selected, and the second set of constraints ensures that if a path $P$ is selected, then all its edges are selected.

We say that a pair $(s_i, t_i) \in D$ is settled if the selection of edges is such that there exists an $s_i \sim t_i$ path of length at most $d_i$. Applying a simple rounding scheme based on a solution of LP (5) settles the thin pairs with high probability, while sampling enough vertices and adding shortest path in-arborescences and out-arborescences rooted at each sampled vertex ensures with high probability that thick pairs are settled. Let $OPT$ be the optimum value of the given pairwise spanner instance. Without loss of generality, we may assume that we know $OPT$ since we can guess every value of $OPT$ in $|E|$ in the offline setting. Now we are ready to describe Algorithm 1 in [34].

Lemma 16. ([34]) Algorithm 1 is $\tilde{O}(n/\sqrt{OPT})$-approximate.

Algorithm 1 Offline pairwise spanner.

1: $E' \leftarrow \emptyset$ and $t \leftarrow n/\sqrt{OPT}$.
2: Solve LP (5) and add each edge $e \in E$ to $E'$ with probability $\min\{1, x_e t \ln n\}$ independently.
3: Obtain a vertex set $W \subseteq V$ by sampling $(3n \ln n)/t$ vertices from $V$ independently and uniformly at random. Add the edges of shortest path in-arborescences and out-arborescences rooted at $w$ for each $w \in W$.

In the all-pairs spanner problem where $OPT$ is $\Omega(n)$, Algorithm 1 is $\tilde{O}(\sqrt{n})$-approximate which matches the state-of-the-art approximation ratio given in [20]. For the pairwise spanner problem, the main challenge is the lack of a nice lower bound for $OPT$. In the offline setting, [34] achieves an $\tilde{O}(n^{3/5+\epsilon})$-approximate solution by a careful case analysis when edges have uniform lengths. We give an alternative approach that is amenable to the online setting by considering two cases, where one resolves the issue when $OPT$ does not have a nice lower bound, and the other uses a variant of Algorithm 1 given that $OPT$ has a nice lower bound. This approach relies on the following observation.

Lemma 17. $OPT \geq \sqrt{k}$.
Proof. We observe that when the spanner has $\ell$ edges, there are at most $\ell$ source vertices and $\ell$ sink vertices, so there are at most $\ell^2$ terminal pairs. Therefore, when the spanner has $\text{OPT}$ edges, there are at most $\text{OPT}^2$ terminal pairs, so $\text{OPT} \geq \sqrt{k}$.

Now we specify the simple offline algorithm given in Algorithm 2. In the beginning, we set two parameters $T$ and $t$ (which we will describe later), and set $E' = \emptyset$. An $s_i \rightsquigarrow t_i$ path is \emph{cheapest feasible} if it meets the distance requirement $d_i$ by using the minimum number of edges from $E$. We note that cheapest feasible paths can be found by Bellman-Ford algorithm.

Algorithm 2 Simple offline pairwise spanner.

1: if $k < T$ then
2: Add the edges of a cheapest feasible $s_i \rightsquigarrow t_i$ path to $E'$ for each $i \in [k]$.
3: else
4: Solve LP (5) and add each edge $e \in E$ to $E'$ with probability $\min\{1, x_e t \ln n\}$ independently.
5: Obtain a vertex set $W \subseteq V$ by sampling $(3n \ln n) / t$ vertices from $V$ independently and uniformly at random. Add the edges of shortest path in-arborescences and out-arborescences rooted at each vertex $w \in W$ to $E'$.

Lemma 18. Algorithm 2 is $\tilde{O}(n^{4/5})$-approximate when $T = t = n^{4/5}$.

Proof. If $k < n^{4/5}$, we add the edges of a cheapest feasible $s_i \rightsquigarrow t_i$ path for each $(s_i, t_i) \in D$. Each cheapest feasible $s_i \rightsquigarrow t_i$ path contains at most $\text{OPT}$ edges, so the ratio between this solution and $\text{OPT}$ is $n^{4/5}$. If $k \geq n^{4/5}$, then $\text{OPT} \geq n^{2/5}$ by Lemma 17. Let LP$^*$ be the optimal objective value of LP (5). The approximation guarantee is

$$\frac{\tilde{O}(\text{LP}^*) + \tilde{O}(n^2/t)}{\text{OPT}} \leq \frac{\tilde{O}(n^{4/5} \text{OPT}) + \tilde{O}(n^{6/5})}{\text{OPT}} = \tilde{O}(n^{4/5})$$

since the number of edges retained from the rounding scheme is at most $\tilde{O}(t)\text{LP}^*$ and the number of edges retained by adding arborescences is at most $2n \cdot 3n \ln n/t$. This summarizes the simple offline $\tilde{O}(n^{4/5})$-approximation algorithm.

3.1.2 An $\tilde{O}(n^{4/5})$-competitive online algorithm

It remains to convert the simple offline algorithm to an online algorithm. We address the two main modifications.

1. We have to (approximately) solve LP (5) online, which is not presented as a covering LP.
2. We have to round the solution of LP (5) online.

For the first modification, LP (5) is converted to an equivalent covering LP (9) (which we show in Appendix B) and approximately solved in an online fashion. For the second modification, we use an online version of the rounding scheme in Algorithm 2, such that the overall probability (from round 1 to the current round) for the edge selection is consistent with the probability based on the online solution of LP (5), by properly scaling the probability based on a conditional argument.

The online algorithm in round $i$ is given in Algorithm 3. The same structure is used for other variants of the online pairwise spanner problem. In the beginning, we pick a threshold parameter $T$ and a thickness parameter $t$, and set $E' = \emptyset$. Let $x_e^i$ denote the value of $x_e$ in the approximate solution of LP (9) obtained in round $i$. Let $p_e^i := \min\{1, x_e^i \ln n\}$. Algorithm 3 is the online version of Algorithm 2. A key insight is that when we add the arborescences in round $T$, it also settles the future thick terminal pairs with high probability. With the outline structure of the online algorithm, we prove Theorem 2 in Appendix B.
Theorem 2. For the online pairwise spanner problem, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(n^{4/5})$.

Algorithm 3 Online pairwise spanner.

1: for an arriving pair $(s_i, t_i)$ do
2: Convert the spanner LP (5) to the covering LP (9) and solve LP (9) online.
3: if $i < T$ then
4: Add the edges of a cheapest feasible $s_i \sim t_i$ path to $E'$.
5: else if $i = T$ then
6: Obtain a vertex set $W \subseteq V$ by sampling $(3n \ln n)/t$ vertices from $V$ independently and uniformly at random. Add the edges of shortest path in-arborescences and out-arborescences rooted at each vertex $w \in W$ to $E'$.
7: Add each edge $e$ to $E'$ independently with probability $p^e_i$ for each edge $e \in E \setminus E'$.
8: else $\triangleright i > T$
9: Add each edge $e$ to $E'$ independently with probability $(p^e_i - p^e_{i-1})/(1 - p^e_{i-1})$ for each edge $e \in E \setminus E'$.

3.2 Online pairwise spanners with uniform edge lengths

In this section, we prove Theorem 6.

Theorem 6. For the online pairwise spanner problem with uniform edge lengths, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(n^{2/3+\varepsilon})$ for any constant $\varepsilon \in (0, 1/3)$.

Proof. We employ Algorithm 3 with a slight tweak and set $T = \lfloor n^{4/3-4\varepsilon} \rfloor$ and $t = n^{2/3+\varepsilon}$.

If $k < T$, instead of adding edges of a shortest $s_i \sim t_i$ path, we use Theorem 1 to find an $\tilde{O}(n^{2/3+\varepsilon})$-competitive solution.

Theorem 1. For the online pairwise spanner problem with uniform edge lengths, there exists a deterministic polynomial time algorithm with competitive ratio $\tilde{O}(k^{1/2+\delta})$ for any constant $\delta > 0$.

For any $\varepsilon \in (0, 1/3)$, there exists $\delta$ such that $4\delta/(9 + 12\delta) = \varepsilon$. By picking this $\delta$, we have

$$k^{1/2+\delta} \leq n^{(4/3-4\varepsilon)(1/2+\delta)} = n^{2/3+\varepsilon} = \tilde{O}(n^{2/3+\varepsilon}).$$

By Lemma 17, if $k \geq T$, then $\text{OPT} \geq n^{2/3-2\varepsilon}$. Let $\text{LP}$ be the online integral solution of LP (5) obtained by Algorithm 3. The approximation guarantee is

$$\frac{\tilde{O}(\text{LP}) + \tilde{O}(n^2/t)}{\text{OPT}} \leq \frac{\tilde{O}(n^{2/3+\varepsilon} \text{OPT}) + \tilde{O}(n^{4/3-\varepsilon})}{\text{OPT}} = \tilde{O}(n^{2/3+\varepsilon}).$$ (6)
3.3 Online directed Steiner forests with uniform costs

We recall that in this problem, we are given a directed graph \(G = (V, E)\) and a set of terminals \(D = \{(s_i, t_i) \mid i \in [k]\} \subseteq V \times V\). The goal is to find a minimum cardinality subgraph which includes an \(s_i \sim t_i\) path for each terminal pair \((s_i, t_i)\). We show the following theorem.

**Theorem 7.** For the online directed Steiner forest problem with uniform costs, there is a randomized polynomial time algorithm with competitive ratio \(\tilde{O}(n^{2/3+\varepsilon})\) for any constant \(\varepsilon \in (0, 1/3)\).

**Proof.** In this problem, for each terminal pair \((s_i, t_i)\), it suffices to have an \(s_i \sim t_i\) path. Therefore, this problem reduces to the pairwise spanner problem by setting \(d_i = \infty\) for each \(i \in [k]\). The structure of the online algorithm is the same as that for online pairwise spanners with uniform lengths. We employ Algorithm 3 with a slight tweak and set \(T = [n^{k/3-4\varepsilon}]\) and \(t = n^{2/3+\varepsilon}\). If \(k < T\), instead of adding edges of a shortest \(s_i \sim t_i\) path, we use Theorem 1 to find an \(\tilde{O}(n^{2/3+\varepsilon})\) competitive solution. If \(k \geq T\), then the algorithm is \(\tilde{O}(n^{2/3+\varepsilon})\)-competitive by (6).

4 Conclusions and Open Problems

In this work, we present the first online algorithm for pairwise spanners with competitive ratio \(\tilde{O}(n^{4/5})\) for general lengths and \(\tilde{O}(n^{2/3+\varepsilon})\) for uniform lengths, and improve the competitive ratio for the online directed Steiner forest problem with uniform costs to \(\tilde{O}(n^{2/3+\varepsilon})\) when \(k = \omega(n^{4/3})\). We also show an efficient modified framework for online covering and packing. Our work raises several open questions that we state below.

An intriguing open problem is improving the competitive ratio for online pairwise spanners. For graphs with uniform edge lengths, there is a small polynomial gap between the state-of-the-art offline approximation ratio \(\tilde{O}(n^{3/5+\varepsilon})\) and the online competitive ratio \(\tilde{O}(n^{2/3+\varepsilon})\). For graphs with general edge lengths, we are not aware of any studies about the pairwise spanner problem. Our \(\tilde{O}(n^{4/5})\)-competitive online algorithm intrinsically suggests an \(\tilde{O}(n^{3/5})\)-approximate offline algorithm. As the approach in [34] achieves an \(O(n/\sqrt{\text{OPT}})\)-approximation, we believe that the approximation ratio can be improved for the offline pairwise spanner problem, by judicious case analysis according to the cardinality of OPT.

The state-of-the-art online algorithm for Steiner forests with general costs is \(\tilde{O}(k^{1/2+\varepsilon})\)-competitive [28]. A natural open question is designing an \(o(n)\)-competitive online algorithm when \(k\) is large, and potentially extend this result to the more general buy-at-bulk network design problem. The currently best known offline approximation for Steiner forests with general costs is \(O(n^{2/3+\varepsilon})\) [20], by case analysis that settles thick and thin terminal pairs separately. However, the approach in [20] for settling thin pairs is essentially a greedy procedure which is inherently offline. Our approach utilizes the uniform cost assumption to obtain a useful lower bound for the optimal solution, which is incompatible with general costs. It would be interesting to resolve the aforementioned obstacles and have an \(o(n)\)-competitive online algorithm for directed Steiner forests with general edge costs. One open problem for uniform costs is to improve the competitive ratio, as there is a polynomial gap between the state-of-the-art offline approximation ratio \(\tilde{O}(n^{26/45+\varepsilon})\) and the online competitive ratio \(\tilde{O}(n^{2/3+\varepsilon})\).

---

3 One can also use the \(\tilde{O}(k^{1/2+\varepsilon})\)-competitive online algorithm for graphs with general costs in [28].
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A Additional background and related work

A model related to online algorithms is that of streaming algorithms. In the streaming model an input is also revealed sequentially, but the algorithm is only allowed to use some small amount of space, which is sublinear in the length of the stream, and is supposed to maintain an approximate solution. For this model, several papers consider spanner variants, such as undirected or weighted graphs, and additive or multiplicative stretch approximations, and the aim is to build spanners with small size or distortion [17, 48, 60]. In a related direction, spanners have also been studied in the setting of dynamic data structures, where the edges of a graph are inserted or removed one at a time and the goal is to maintain an approximate solution with small update time and space [23, 43]. A relevant model is that of distributed...
computation where nodes in the network communicate efficiently to build a solution [36,37,47]. As mentioned earlier, the survey by Ahmed et al. [2] gives a comprehensive account of the vast literature on spanners, and we refer the reader to the references within.

In the buy-at-bulk network design problem [10], each edge is associated with a sub-additive cost function of its load. Given a set of terminal demands, the goal is to route integral flows from each source to each sink concurrently to minimize the total cost of the routing. This problem is a generalization of various single-source or multicommodity network connectivity problems, including Steiner trees and Steiner forests, in which the cost function of each edge is a fixed value once allocated. While most problems admit polylogarithmic approximations in either the online or offline setting for undirected networks [11,21,32,55], the problems are much harder for directed networks. In the offline setting, the current best approximation ratio is $O(k^{ε})$ for the directed Steiner tree problem [29,77], $O(\min\{k^{1/2+ε}, n^{2/3+ε}\})$ for the directed Steiner forest problem [20,32], and $O(\min\{k^{1/2+ε}, n^{4/5+ε}\})$ for the directed buy-at-bulk problem [6]. In the online setting for directed networks, [28] showed that compared to offline, it suffices to pay an extra polylogarithmic factor, where the polylogarithmic term was later improved by [74]. The main contribution of [28] is essentially bringing the junction-tree-based approach into the online setting for connectivity problems. This is the main ingredient that improves the competitive ratio of our online algorithm from $\tilde{O}(k^{4/5+ε})$ for pairwise spanners to $\tilde{O}(n^{2/3+ε})$ for Steiner forests. Our approach for online pairwise spanners with uniform edge length combines this ingredient and the offline pairwise spanner framework [34] which tackles hard distance requirements.

As previously mentioned, generating separating constraints with an oracle in the online setting is not new. For example, this arises implicitly in early work on network optimization [3] and the oracle is discussed explicitly in [26]. As a recent example, [56] develops online algorithms for the multistage matroid maintenance problem, which requires solving a covering LP with box constraints online. [56] adjusts the separation oracle to only identify constraints that are violated by at least some constant. Because of the $\{0,1\}$-incidence structure of their LP, the sum of primal variables has to increase by a constant to satisfy such a constraint. Meanwhile the box constraints limit the total sum of primal variables to $O(n)$. This leads to an $O(n)$ bound on the number of separating constraints. While there are strong similarities to our approach, one difference is the use of the $\{0,1\}$-structure and box constraints to obtain their bound. Our comparably unstructured setting required us to develop an argument independent of concrete features such as these.

Beyond linear objectives, there are other variants of online covering and packing problems, which focus on different objectives with linear constraints. This includes optimizing convex objectives [14] and $ℓ_q$-norm objectives [74]. Other online problem-dependent variants include for instance mixed covering and packing programs [13], and sparse integer programs [54]. All these frameworks utilize the primal-dual technique, which updates the covering and packing solutions simultaneously with some judiciously selected growth rate, to guarantee nice competitive ratio. Instead, our modified framework focuses on the efficiency of online algorithms for fundamental covering and packing problems, which is amenable to applications with exponential or unbounded number of constraints, where a violating one can be searched by an efficient separation oracle.

## B Proof of Theorem 2

**Theorem 2.** For the online pairwise spanner problem, there is a randomized polynomial time algorithm with competitive ratio $\tilde{O}(n^{4/5})$. 
Suppose in the online setting, there are \( k \) rounds where \( k \) may be unknown. In round \( i \in [k] \), the pair \((s_i, t_i)\) and the distance requirement \( d_i \) arrive and we select some new edges from \( E \) to settle \((s_i, t_i)\). We run Algorithm 3 by setting \( T = t = \lfloor n^{4/5} \rfloor \). It suffices to show that 1) LP (5) can be solved online by losing a polylogarithmic factor, and 2) the overall probability of edge selection is consistent with the probability based on the online solution of LP (5).

### B.1 Converting and solving LP (5) online

The goal is to update \( x \) in a non-decreasing manner upon the arrival of the pair \((s_i, t_i)\) to satisfy all its corresponding constraints, so that the objective value is still approximately optimal. We convert LP (5) into a covering LP as follows.

First, we check in round \( i \), given the edge capacity \( x \), if there is a (fractional) \( s_i \sim t_i \) path of length at most \( d_i \). This can be captured by checking the optimum of the following LPs,

\[
\max_y \sum_{P \in \mathcal{P}_i} y_P \text{ over } y : \mathcal{P}_i \rightarrow \mathbb{R}_{\geq 0} \text{ s.t. } \sum_{P \in \mathcal{P}_i} y_P \leq x_e \text{ for all } e \in E
\]

and its dual

\[
\min_z \sum_{e \in E} x_{e} z_e \text{ over } z : E \rightarrow \mathbb{R}_{\geq 0} \text{ s.t. } \sum_{P \in \mathcal{P}_i} z_e \geq 1 \text{ for all } P \in \mathcal{P}_i.
\]

We say that \( x \) is good if the optimum of LP (7) and LP (8) is at least 1, and it is bad otherwise. Namely, \( x \) is good if there is at least one (fractional) \( s_i \sim t_i \) path of length at most \( d_i \). In LP (8), the feasibility problem is equivalent to the following problem. Given the local graph \( G' \) and edge weight \( z \), is there an \( s_i \sim t_i \) path of length at most \( d_i \) and weight less than \( 1 \)? We note that with uniform lengths, this problem can be solved by Bellman-Ford algorithm with \( d_i \) iterations, which computes the smallest weight among all \( s_i \sim t_i \) paths of length at most \( d_i \) in the local graph \( G' \).

Although this bicriteria path problem in general is NP-hard [7], an FPTAS is known to exist [57,66], which gives an approximate separation oracle. We can verify in polynomial time that if there is a path of length at most \( d_i \) and weight less than \( 1 - \varepsilon \). We obtain a solution \( z' \) for LP (8) where each constraint is satisfied by a factor of \( 1 - \varepsilon \) and set \( z := z'/\lfloor 1 - \varepsilon \rfloor \) as the solution.

To solve LP (5), suppose in round \( i \), we are given \( x \). First, we check if \( x \) is good or bad by approximately solving LP (8). If \( x \) is good, then there exists \( y \) such that \( \sum_{P \in \mathcal{P}_i} y_P \geq 1 \), i.e. the solution is feasible for LP (5), so we move on to the next round. Otherwise, \( x \) is bad, so we increment \( x \) until it becomes good, which implies \( \sum_{e \in E} x_e z_e \geq 1 \) for all feasible \( z \) in LP (8). Let \( Z_i \) be the feasible polyhedron of LP (8) in round \( i \). We derive the following LP (essentially the one in [38,39]) which is equivalent to LP (5), by considering all the constraints of LP (8) from round 1 to round \( k \).

\[
\min_{x} \sum_{e \in E} x_e \text{ over } x : E \rightarrow \mathbb{R}_{\geq 0} \text{ s.t. } \sum_{e \in E} z_e x_e \geq 1 \text{ for all } i \in [k] \text{ and } z \in Z_i.
\]

In round \( i \in [k] \), the subroutine that approximately solves LP (8) and checks if the optimum is good or not, is the separation oracle used for solving LP (9) online. Here we use Theorem 20 (the formal version of Theorem 8) to show that LP (9) can be solved online in polynomial time by paying an \( O(\log n) \) factor. This requires that both \( \log(1/z_e) \) and \( \log \text{LP}^* \) are polynomial in the number of bits used for the edge lengths, where \( \text{LP}^* \) is the...
According to Algorithm 3, the base case is round \( T = \lfloor n^{4/5} \rfloor \). Clearly, \( \log \text{LP}^* \leq \log |E| \) is in \( \text{poly}(n) \). For \( \log(1/z_\ell) \), the subroutine that approximately solves \( \text{LP} \) returns an approximate solution \( z \) which is represented by polynomial number of bits used for the edge lengths [57,66]. By Theorem 20, we have the following Lemma.

**Lemma 19.** There exists a polynomial time \( O(\log n) \)-competitive online algorithm for \( \text{LP} \) (5).

### B.2 Conditional edge selection

After having a fractional solution of \( \text{LP} \) (5) in round \( i \) where \( i > T = \lfloor n^{4/5} \rfloor \), we independently pick \( e \in E \setminus E' \) with some scaled probability so that the edge selection is consistent with the probability based on the online solution of \( \text{LP} \) (5). More specifically, let \( p_e := \min\{1, x_{e} \ln n\} \) and let \( p_e^* \) be the value of \( p_e \) in round \( i \). Let \( E \) be the set of edges where each edge is neither selected while adding cheapest feasible paths prior to round \( T \) nor selected while adding in-arborescences and out-arborescences in round \( T \). We show that each edge \( e \in E \) has already been selected with probability \( p_e^* \) in round \( i \). This can be proved by induction. According to Algorithm 3, the base case is round \( T \), where \( e \in E \) is selected with probability \( p_e^T \). Now suppose \( i > T \), if \( e \in E \) has been selected, it is either selected prior to round \( i \) or in round \( i \). For the former case, \( e \) must have already been selected in round \( i - 1 \), with probability \( p_e^{i-1} \) by inductive hypothesis. For the later case, conditioned on \( e \) has not been selected in round \( i - 1 \), \( e \) is selected with probability \( (\overline{p}_e - p_e^{i-1})/(1 - p_e^{i-1}) \). Therefore, in round \( i \), \( e \) has been selected with probability \( p_e^{i} = (1 - p_e^{i-1}) \cdot (\overline{p}_e - p_e^{i-1})/(1 - p_e^{i-1}) = p_e^i \), which completes the proof. Intuitively, when \( i > T \), conditioned on \( e \in E \) was not picked from round 1 to round \( i - 1 \), we pick \( e \) with probability \( (\overline{p}_e - p_e^{i-1})/(1 - p_e^{i-1}) \) at round \( i \), so that the overall probability that \( e \) is picked from round 1 to round \( i \) is \( p_e^i \).

### B.3 Summary

We conclude the proof as follows. The overall algorithm is given in Algorithm 3. For the initialization, \( x \) is a zero vector, \( E' \) is an empty set, and \( T = t = \lfloor n^{4/5} \rfloor \). The set \( E' \) is the solution. We pay an extra logarithmic factor for solving \( \text{LP} \) (5) online by Lemma 19. The competitive ratio remains \( O(n^{4/5}) \).

### C Online Covering in Polynomial Time

This section is devoted to proving the formal version of Theorem 8. We recall that the problem of interest is to solve the covering \( \text{LP} \) (2) online:

\[
\text{minimize } \langle c, x \rangle \text{ over } x \in \mathbb{R}_{\geq 0}^{m} \text{ s.t. } Ax \geq 1
\]

where \( A \in \mathbb{R}_{\geq 0}^{m \times n} \) consists of \( m \) covering constraints, \( 1 \in \mathbb{R}^{m}_{\geq 0} \) is a vector of all ones treated as the lower bound of the covering constraints, and \( c \in \mathbb{R}_{\geq 0}^{m} \) denotes the positive coefficients of the linear cost function.

In the online covering problem, the cost vector \( c \) is given offline, and each of these covering constraints is presented one by one in an online fashion, that is, \( m \) can be unknown. In round \( i \in [m] \), \( \{a_{ij}\}_{j \in [n]} \) (where \( a_{ij} \) denotes the \( i \)-th row \( j \)-th column entry of \( A \)) is revealed, and we have to monotonically update \( x \) so that the constraint \( \sum_{j \in [n]} a_{ij} x_j \geq 1 \) is satisfied. We always assume that there is at least one positive entry \( a_{ij} \) in each round \( i \), otherwise constraint \( i \) cannot be satisfied since all the row entries are zeros. The goal is to update \( x \) in a non-decreasing manner and approximately minimize the objective value \( \langle c, x \rangle \).
We recall that an important idea in this line of work is to simultaneously consider the dual packing problem:

\[
\max \langle \mathbf{1}, y \rangle \text{ over } y \in \mathbb{R}^m_{\geq 0} \text{ s.t. } A^T y \leq \mathbf{c}
\]

where \( A^T \) consists of \( n \) packing constraints with an upper bound \( \mathbf{c} \) given offline.

The primal-dual framework in [26] simultaneously solves both LP (2) and LP (3), and crucially uses LP-duality and strong connections between the two solutions to argue that they are both nearly optimal. The modified framework closely follows the *guess-and-double* scheme in [26]. Specifically, the scheme runs in phases where each phase estimates a lower bound for the optimum. When the first constraint arrives, the scheme generates the first lower bound

\[
\alpha(1) \leftarrow \min_{j \in [n]} \left\{ \frac{c_j}{a_{1j}} \mid a_{1j} > 0 \right\} \leq \text{OPT}
\]

where \( c_j \) is the \( j \)-th entry of \( \mathbf{c} \) and \( \text{OPT} \) is the optimal value of LP (2).

During phase \( r \), we always assume that the lower bound of the optimum is \( \alpha(r) \) until the online objective \( \langle \mathbf{c}, \mathbf{x} \rangle \) exceeds \( \alpha(r) \). Once the online objective exceeds \( \alpha(r) \), we start the new phase \( r+1 \) from the current violating constraint \( i_r \) (let us call it constraint \( i_{r+1} \), in particular, \( i_1 = 1 \)), and double the estimated lower bound, i.e. \( \alpha(r+1) \leftarrow 2\alpha(r) \). We recall that \( \mathbf{x} \) must be updated in a non-decreasing manner, so the algorithm maintains \( \{x_{rj}\} \), which denotes the value of each variable \( x_j \) in each phase \( r \), and the value of each variable \( x_j \) is actually set to \( \max_{r} \{x_{rj}\} \).

In Algorithm 4, we describe one round of the modified scheme in phase \( r \). When a covering constraint \( i \) arrives, we introduce a packing variable \( y_i = 0 \). If the constraint is violated, we increment each \( x_j \) according to an exponential function of \( y_i \) until the constraint is satisfied by a factor of 2. This is the main difference between the modified framework and [26], which increments the variables until the constraint is satisfied.

### Algorithm 4 Online Covering.

1: for arriving covering constraint \( i \) do
2: \( y_i \leftarrow 0 \). \( \triangleright \) the packing variable \( y_i \) is used for the analysis
3: if \( \sum_{j=1}^{n} a_{ij} x_{rj} < 1 \) then \( \triangleright \) if constraint \( i \) is not satisfied
4: while \( \sum_{j=1}^{n} a_{ij} x_{rj} < 2 \) do \( \triangleright \) update until constraint \( i \) is satisfied by a factor of 2
5: Increase \( y_i \) continuously.
6: Increase each variable \( x_{rj} \) by the following increment function:

\[
x_{rj} \leftarrow \frac{\alpha(r)}{2nc_j} \exp \left( \frac{\ln(2n)}{c_j} \sum_{k=i_r}^{i} a_{kj} y_k \right).
\]

Although the augmentation is in a continuous fashion, it is not hard to implement it in a discrete way for any desired precision by binary search. Therefore, to show that the modified framework is efficient, it suffices to bound the number of violating constraints it will encounter. The performance of the modified scheme is analyzed in Theorem 20 (the formal version of Theorem 8).

---

\(^4\) In [26], the scheme starts all over again from the first constraint. We start from the current violating constraint because it is more amenable when violating constraints are generated by a separation oracle. There is no guarantee for the order of arriving violating constraints in such settings.
Theorem 20. There exists an $O(\log n)$-competitive online algorithm for the covering LP (2) which encounters $\text{poly}(n, \log \text{OPT}, \log(1/\alpha(1)))$ violating constraints.

Proof. The proof for the $O(\log n)$-competitiveness closely follows the one in [26]. Let $X(r)$ and $Y(r)$ be the covering and packing objective values, respectively, generated during phase $r$. The following claims are used to show that Algorithm 4 is $O(\log n)$-competitive.

1. $x$ is feasible.
2. For each finished phase $r$, $\alpha(r) \leq 4 \ln(2n) \cdot Y(r)$.
3. $y$ generated during phase $r$ is feasible.
4. The sum of the covering objective generated from phase 1 to $r$ is at most $2 \alpha(r)$.
5. Let $r'$ be the last phase, then the covering objective $\langle c, x \rangle \leq 2 \alpha(r')$.

From these five claims together with weak duality, we conclude that

$$\langle c, x \rangle \leq 2 \alpha(r') = 4 \alpha(r' - 1) \leq 16 \ln(2n) \cdot Y(r' - 1) \leq 16 \ln(2n) \cdot \text{OPT}.$$

Now we show that Algorithm 4 encounters $\text{poly}(n, \log \text{OPT}, \log(1/\alpha(1)))$ violating constraints. We first show that there are $O(\log \log n + \log \text{OPT} + \log(1/\alpha(1)))$ phases. The estimated lower bound $\alpha$ doubles when we start a new phase. Suppose there are $r'$ phases, then $\alpha(1) \cdot 2^{r'-1} = O(\log n) \cdot \text{OPT}$ because Algorithm 4 is $O(\log n)$-competitive. This implies that $r' = O(\log \log n + \log \text{OPT} + \log(1/\alpha(1)))$.

In each phase, when a violating constraint arrives, we increment $x$ so that the constraint is satisfied by a factor of 2. This implies that at least one variable $x_j$ is doubled. $x_j = O(\log n) \cdot \text{OPT} / c_j$ because $c_j x_j \leq \langle c, x \rangle = O(\log n) \cdot \text{OPT}$. At the start of phase $r$, $x_j = \alpha(r)/(2nc_j) \geq \alpha(1)/(2nc_j)$. Suppose $x_j$ has been doubled $t$ times in phase $r$, then

$$\frac{\alpha(1)}{2nc_j} \cdot 2^t \leq \frac{\alpha(r)}{2nc_j} \cdot 2^t \leq x_j = O(\log n) \cdot \text{OPT} / c_j,$$

which indicates that $t = O(\log n + \log \text{OPT} + \log(1/\alpha(1)))$.

There are $n$ variables and $r'$ phases, and in each phase, each variable is doubled at most $t$ times. Therefore, Algorithm 4 encounters $\text{poly}(n, \log \text{OPT}, \log(1/\alpha(1)))$ violating constraints. ▶
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Abstract

In this work, we resolve the query complexity of global minimum cut problem for a graph by designing a randomized algorithm for approximating the size of minimum cut in a graph, where the graph can be accessed through local queries like Degree, Neighbor, and Adjacency queries.

Given $\epsilon \in (0, 1)$, the algorithm with high probability outputs an estimate $\hat{t}$ satisfying the following $(1 - \epsilon)t \leq \hat{t} \leq (1 + \epsilon)t$, where $t$ is the size of minimum cut in the graph. The expected number of local queries used by our algorithm is $\min\{m + n, m\} \cdot \text{poly}(\log n, \frac{1}{\epsilon})$ where $n$ and $m$ are the number of vertices and edges in the graph, respectively. Eden and Rosenbaum showed that $\Omega(m/t)$ local queries are required for approximating the size of minimum cut in graphs, but no local query based algorithm was known. Our algorithmic result coupled with the lower bound of Eden and Rosenbaum [APPROX 2018] resolve the query complexity of the problem of estimating the size of minimum cut in graphs using local queries.

Building on the lower bound of Eden and Rosenbaum, we show that, for all $t \in \mathbb{N}$, $\Omega(m)$ local queries are required to decide if the size of the minimum cut in the graph is $t$ or $t - 2$. Also, we show that, for any $t \in \mathbb{N}$, $\Omega(m)$ local queries are required to find all the minimum cut edges even if it is promised that the input graph has a minimum cut of size $t$. Both of our lower bound results are randomized, and hold even if we can make RANDOM EDGE queries in addition to local queries.

1 Introduction

The global minimum cut (denoted $\text{MINCUT}$) of a connected, unweighted, undirected and simple graph $G = (V, E)$, $|V| = n$ and $|E| = m$, is a partition of the vertex set $V$ into two sets $S$ and $V \setminus S$ such that the number of edges between $S$ and $V \setminus S$ is minimized. Let $\text{Cut}(G)$ denote this edge set corresponding to a minimum cut in $G$, and $t$ denote $|\text{Cut}(G)|$. The problem is so fundamental that researchers keep coming back to it again and again across different models [23, 22, 27, 25, 28, 1, 29, 14, 12, 13, 21]. The algorithmic landscape for the minimum cut problem has been heavily influenced by Karger and Stein’s work [22, 23] and algorithmic solutions for minimum cut across different models [27, 25, 28, 1, 29, 14, 12,
13, 21] have revisited their approach [22, 23]. Fundamental graph parameter estimation problems, like estimation of the number of edges [11, 17], triangles [7], cliques [8], stars [18], etc. have been solved in the local and bounded query models [16, 17, 24]. Estimation of the size of MinCut is also in the league of such fundamental problems to be solved in the model of local queries.

In property testing [15], a graph can be accessed at different granularities – the query oracle can answer properties about graph that are local or global in nature. Local queries involve the relation of a vertex with its immediate neighborhood, whereas, global queries involve the relation between sets of vertices. Recently using a global query, named CUT QUERY [29], the problem of estimating and finding MinCut was solved, but the problem of estimating or finding MinCut using local queries has not been solved. The fundamental contribution of our work is to resolve the query complexity of MinCut using local queries. We resolve both the estimation and finding variants of the problem. To start with, we formally define the query oracle models we would be needing for discussions that follow. Before proceeding further, we note that all the upper and lower bound results in this paper are randomized unless otherwise stated.

**The query oracle models.** We start with the most studied local queries and the random edge query for a graph $G = (V, E)$ where the vertex set $V$ is known but the edge set $E$ is unknown.

- **Local Query**
  - Degree query: given $u \in V$, the oracle reports the degree of $u$ in $V$;
  - Neighbor query: given $u \in V$ and a positive integer $i$, the oracle reports the $i$-th neighbor of $u$, if it exists; otherwise, the oracle reports ⊥;
  - Adjacency query: given $u, v \in V$, the oracle reports whether $\{u, v\} \in E$.
- **Random Edge** query: The query outputs an uniformly random edge of $G$.

Apart from the local queries mentioned, in the last few years, researchers have also used the **Random Edge** query [2, 3]. Notice that the randomness will be over the probability space of all edges, and hence, a random edge query is not a local query. This fact is also evident from the work of Eden and Rosenbaum [10]. We use **Random Edge** query in conjunction with local queries only for lower bound purposes. The other query oracle relevant for our discussion will be a global query called the **CUT QUERY** proposed by Rubinstein et al. [29] that was motivated by submodular function minimization. The query takes as input a subset $S$ of the vertex set $V$ and returns the size of the cut between $S$ and $V \setminus S$ in the graph $G$.

**Prologue.** Our motivation for this work is twofold – MinCut is a fundamental graph estimation problem that needs to be solved in the local query oracle model and the lower bound of Eden and Rosenbaum [9] who extended the seminal work of Blais et al. [5] to develop a technique for proving query complexity lower bounds for graph properties via reductions from communication complexity. Using those techniques, for graphs that can be accessed by only local queries like Degree, Neighbor, Adjacency and Random Edge, Eden and Rosenbaum [9] showed that MinCut admits a lower bound of $\Omega(m/t)$ in general graphs, where $m$ and $t$ are the number of edges and the size of the minimum cut, respectively, in the graph. However, the query complexity of estimating MinCut (in general graphs)
has remained elusive as there is no matching upper bound. It is surprising that the query complexity of a fundamental graph problem like MinCut has not been addressed before Eden and Rosenbaum [9].

In this work, we prove an upper bound of \(\min\{m + n, \frac{m}{t}\}\)poly \((\log n, \frac{1}{\epsilon})\) for estimating MinCut using local queries only (and not RANDOM EDGE query). Observe that for \(t \geq 1\), our upper bound almost matches with the lower bound given by Eden and Rosenbaum [9] if we ignore poly \((\log n, \frac{1}{\epsilon})\) term. Note that the case of \(t = 0\) is the Connectivity problem, where the objective is to decide whether the graph is connected. We build on the lower bound result for estimating MinCut by Eden et al. [9] to show that \(\Omega(m)\) local queries are required if we want to determine the exact size of a MinCut or find a MinCut. This result implies that there is a separation between the problem of estimating the size of MinCut and the problem of finding a MinCut using local queries. On the other hand, Babai et al. [4] showed that Connectivity testing has a randomized communication complexity of \(\Omega(n)\). This implies that any algorithm that solves Connectivity requires \(\Omega(n/\log n)\) local queries. This is because Alice and Bob can deterministically simulate each local query by communicating at most \(\log n\) bits. We have already discussed that \(\Omega(m)\) local queries are needed to solve Connectivity. From the lower bounds of \(\Omega(m)\) and \(\Omega(n/\log n)\) for Connectivity along with the lower bound result of Eden and Rosenbaum [9] for estimating MinCut, our upper bound result on estimating MinCut (ignoring poly \((\log n, \frac{1}{\epsilon})\) term) is tight - this settles the query complexity of MinCut using local queries.

Prior to our work, no local query based algorithm existed for MinCut. But it was Rubinstein et al. [29] who studied MinCut for the first time using Cut Query, a global query. They showed that there exists a randomized algorithm for finding a MinCut in \(G\) using \(\tilde{O}(n)\) Cut Query. The deterministic lower bound of \(\Omega(n/\log n)\) by Hajnal et al. [20], for Connectivity in communication complexity, implies that \(\Omega(n)\) Cut Query are required by any deterministic algorithm to estimate MinCut. The randomized lower bound of \(\Omega(n)\) by Babai et al. [4], for Connectivity in communication complexity, says that \(\Omega(n/\log n)\) Cut Query are necessary for any randomized algorithm to estimate MinCut. So, if we ignore polylogarithmic factors, the upper bound result by Rubinstein et al. for finding a MinCut along with the above discussed lower bound result for finding a MinCut, imply that there is no separation between the problem of estimating size of MinCut and the problem of finding a MinCut using Cut Query. On a different note, Graur et al. [19] showed a deterministic lower bound of \(3n/2\) on the number of Cut Query for estimating MinCut.

Problem statements and results. We focus on two problems in this work.

<table>
<thead>
<tr>
<th>Minimum Cut Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A parameter (\epsilon \in (0, 1)), and access to an unknown graph (G) via local queries</td>
</tr>
<tr>
<td><strong>Output:</strong> A ((1 \pm \epsilon))-approximation to</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minimum Cut Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Access to an unknown graph (G) via local queries</td>
</tr>
<tr>
<td><strong>Output:</strong> Find a set (\text{Cut}(G))</td>
</tr>
</tbody>
</table>
Our results are the following.

**Theorem 1.1** (Minimum cut estimation using local queries). There exists an algorithm, with Degree and Neighbor query access to an unknown graph $G = (V, E)$, that solves the minimum cut estimation problem with high probability. The expected number of queries used by the algorithm is $\min \{m + n, \frac{m}{t}\} \poly(\log n, \frac{1}{\epsilon})$.

Building on the lower bound construction of Eden and Rosenbaum [9], we show that no nontrivial query algorithm exists for finding a minimum cut or even estimating the exact size of a minimum cut in graphs.

**Theorem 1.2** (Lower bound for minimum cut finding, i.e., $\text{Cut}(G)$). Let $m, n, t \in \mathbb{N}$ with $t \leq n - 1$ and $2nt \leq m \leq \binom{n}{2}$.

Any algorithm that has access to Degree, Neighbour, Adjacency and Random Edge queries to an unknown graph $G = (V, E)$ must make at least $\Omega(m)$ queries in order to find all the edges in a minimum cut of $G$ with probability $2/3$.

**Theorem 1.3** (Lower bound for finding the exact size of the minimum cut, i.e., $|\text{Cut}(G)|$).

Let $m, n, t \in \mathbb{N}$ with $2 \leq t \leq n - 2$ and $2nt \leq m \leq \binom{n}{2}$. Any algorithm that has access to Degree, Neighbour, Adjacency and Random Edge queries to an unknown graph $G = (V, E)$ must make at least $\Omega(m)$ queries in order to decide whether $|\text{Cut}(G)| = t$ or $|\text{Cut}(G)| = t - 2$ with probability $2/3$.

**Remark 1.** Local queries show a clear separation in its power in finding $\text{MinCut}$ as opposed to the estimation problem. This is established by using the tight lower bound of minimum cut estimation (viz. $\Omega(m/t)$ lower bound of Eden and Rosenbaum and our Theorem 1.1) vis-à-vis $\text{MinCut}$ as mentioned in our Theorems 1.2 and 1.3 on lower bound for finding $\text{Cut}(G)$.

As noted earlier, there is no such separation between estimating and finding $\text{MinCut}$ when $\text{Cut Query}$ is used.

**Notations.** In this paper, we denote the set $\{1, \ldots, n\}$ by $[n]$. For ease of notation, we sometimes use $[n]$ to denote the set of vertices of a graph. We say $x \geq 0$ is an $(1 + \epsilon)$-approximation to $y \geq 0$ if $|x - y| \leq \epsilon y$. $V(G)$ and $E(G)$ would denote the vertex and edge sets when we want to make the graph $G$ explicit, else we use $V$ and $E$. For a graph $G$, $\text{Cut}(G)$ denotes the set of edges in a minimum cut of $G$. Let $A_1, A_2$ be a partition of $V$, i.e., $V = A_1 \cup A_2$ with $A_1 \cap A_2 = \emptyset$. Then, $\mathcal{C}_G(A_1, A_2) = \{\{u, v\} \in E : u \in A_1 \text{ and } v \in A_2\}$. The statement with high probability means that the probability of success is at least $1 - \frac{1}{n^\delta}$, where $c$ is a positive constant. $\tilde{O}(\cdot)$ and $\tilde{O}(\cdot)$ hides a poly $\log n, \frac{1}{\epsilon}$ term in the upper bound.

**Organization of the paper.** Section 2 discusses the query algorithm for estimating the $\text{MinCut}$ while Section 3 proves lower bounds on finding the $\text{MinCut}$. Section 4 concludes with a few observations.

## 2 Estimation algorithm

In this Section, we will prove Theorem 1.1. In Section 2.1, we discuss about the intuitions and give the overview of our algorithm. We formalize the intuitions in Section 2.2.

---

* As mentioned at the beginning of the introduction, $n, m$ and $t$ denote the number of vertices, number of edges and the size of $\text{MinCut}$ in $G$, respectively.
2.1 Overview of our algorithm

We start by assuming that a lower bound \( \hat{\ell} \) on \( |\text{Cut}(G)| \) is known. Later, we discuss how to remove this assumption.

We generate a random subgraph \( H \) of \( G \) by sampling each edge of the graph \( G \) independently with probability \( p = \Theta(\log n/\ell \hat{\ell}) \). Using Chernoff bound, we can show that any particular cut of size \( k \), \( k \geq \hat{\ell} \), in \( G \) is well approximated in \( H \) with probability at least \( n^{-\Omega(k/\ell)} \). With this idea, consider the following Algorithm, stated informally, for minimum cut estimation.

Algorithm-Sketch (works with \( \hat{\ell} \leq \ell \))

Step-1: Generate a random subgraph \( H \) of \( G \) by sampling each edge in \( G \) independently with probability \( p = \Theta(\log n/\ell \hat{\ell}) \). Note that \( H \) can be generated by using \( O(m/\hat{\ell}) \) Degree and Neighbor queries in expectation. We will discuss it in Algorithm 1 in Section 2.2.

Step-2 Determine \( |\text{Cut}(H)| \) and report \( \hat{\ell} = |\text{Cut}(H)|/p \) as a \((1 \pm \epsilon)\)-approximation of \( |\text{Cut}(G)| \).

The number of queries made by the above algorithm is \( O(m/\hat{\ell}) \) in expectation. But it produces correct output only when the vertex partition corresponding to \( \text{Cut}(G) \) and \( \text{Cut}(H) \) are the same. This is not the case always. If we can show that all cuts in \( G \) are approximately preserved in \( H \), then Algorithm-Sketch produces correct output with high probability. The main bottleneck to prove it is that the total number of cuts in \( G \) can be exponential. A result of Karger (stated in the following lemma) will help us to make Algorithm-Sketch work.

- **Lemma 2.1** (Karger [22]). For a given graph \( G \) the number of cuts in \( G \) of size at most \( j \cdot |\text{Cut}(G)| \) is at most \( n^{2j} \).

Using the above lemma along with Chernoff bound, we can show the following.

- **Lemma 2.2.** Let \( G \) be a graph, \( \hat{\ell} \leq \ell = |\text{Cut}(G)| \) and \( \epsilon \in (0, 1) \). If \( H(V(G), E_p) \) is a subgraph of \( G \) where each edge in \( E(G) \) is included in \( E_p \) with probability \( p = \min\left\{\frac{200 \log n}{\epsilon^{2j}}, 1\right\} \) independently, then every cut of size \( k \) in \( G \) has size \( pk(1 \pm \epsilon) \) in \( H \) with probability at least \( 1 - \frac{1}{n^{2j}} \).

The above lemma implies the correctness of Algorithm-Sketch, which is for minimum cut estimation when we know a lower bound \( \hat{\ell} \) of \( |\text{Cut}(G)| \). But in general we do not know any such \( \hat{\ell} \). To get around the problem, we start guessing \( \hat{\ell} \) starting from \( \frac{\ell}{2} \) each time reducing \( \hat{\ell} \) by a factor of 2. The guessing scheme gives the desired solution due to Lemma 2.2 coupled with the following intuition when \( \hat{\ell} = \Omega(\ell \log n/\epsilon^2) \) — if we generate a random subgraph \( H \) of \( G \) by sampling each edge with probability \( p = \Theta(\log n/\ell \hat{\ell}) \), then \( H \) is disconnected with at least a constant probability. So, it boils down to a connectivity check in \( H \). The intuition is formalized in the following lemma that can be proved using Markov’s inequality.

- **Lemma 2.3.** Let \( G \) be a graph with \( |V(G)| = n, \hat{\ell} \geq \frac{200 \log n}{\epsilon^2} |\text{Cut}(G)| \) and \( \epsilon \in (0, 1) \). If \( H(V(G), E_p) \) be a subgraph of \( G \) where each edge in \( E(G) \) is included in \( E_p \) independently with probability \( p = \min\left\{\frac{200 \log n}{\epsilon^{2j}}, 1\right\} \), then \( H \) is connected with probability at most \( \frac{1}{10} \).

Before moving to the next section, we prove Lemmas 2.2 and 2.3 here.

\[ \text{\footnotesize{\textsuperscript{1} Though } p \text{ can be more than } 1 \text{ here, we will make it explicit in the formal description}} \]
Theorem 1.1)

In this Section, the main algorithm for minimum cut estimation is described in Algorithm 3 (ESTIMATOR) that makes multiple calls to Algorithm 2 (VERIFY-GUESS). The VERIFY-GUESS subroutine in turn calls Algorithm 1 (SAMPLE) multiple times.

Given degree sequence of the graph $G$, that can be obtained using degree queries, we will first show how to independently sample each edge of $G$ with probability $p$ using only NEIGHBOR queries.

Algorithm 1:  

**Input:** $D = \{d(i): i \in [n]\}$, where $d(i)$ denotes the degree of the $i$-th vertex in the graph $G$, and $p \in (0, 1]$.

**Output:** Return a subgraph $H(V, E_p)$ of $G(V, E)$ where each edge in $E(G)$ is included in $E_p$ with probability $p$.

Set $q = 1 - \sqrt{1 - p}$ and $m = \sum_{i=1}^{n} d_i$.

for (each $i \in [n]$) do
  for (each $j \in [d(i)]$ with $d(i) > 0$) do
    // Let $r_j$ be the $j$-th neighbor of the $i$-th vertex;
    Add the edge $(i, r_j)$ to the set $E_p$ with probability $q$;
  end
end
Return the graph $H(V, E_p)$.

The following lemma proves the correctness of the above algorithm SAMPLE($D, p$).
Lemma 2.4. \textsc{Sample}(D, p) returns a random subgraph $H(V(G), E_p)$ of $G$ such that each edge $e \in E$ is included in $E_p$ independently with probability $p$. Moreover, in expectation, the number of \textsc{Neighbor} queries made by \textsc{Sample}(D, p) is at most $2pm$.

Proof. From the description of \textsc{Sample}(D, p), it is clear that the probability that a particular edge $e \in E(G)$ is added to $E_p$ with probability $1 - (1 - q)^2 = p$.

Observe, $E[|E_p|] = pm$. The bound on the number of \textsc{Neighbor} queries now follows from the fact that \textsc{Sample}(D, p) makes at most $2|E_p|$ many \textsc{Neighbor} queries. □

One of the core ideas behind the proof of Theorem 1.1 is that, given an estimate $\hat{t}$ of $t$, we want to efficiently (in terms of number of local queries used by the algorithm) decide if $\hat{t} \leq t$ or if $\hat{t} \gtrsim \frac{\log n}{\epsilon^2} \times t$. Using Algorithm 2, we will show that this can be done using $\tilde{O}(m/\hat{t})$ many \textsc{Neighbor} queries in expectation. Another interesting feature of Algorithm 2 is that, if estimate $\hat{t} \leq t$, then Algorithm 2 outputs an estimate which is a $(1 \pm \epsilon)$-approximation of $t$.

Algorithm 2 \textsc{Verify-Guess}(D, $\hat{t}$, $\epsilon$).

\begin{verbatim}
\textbf{Input:} $D = \{d(i) : i \in [n]\}$, where $d(i)$ denotes the degree of the $i$-th vertex in the graph $G$
and $m = \frac{1}{2} \sum_{i=1}^{n} d(i) \geq n - 1$. Also, a guess $\hat{t}$, with $1 \leq \hat{t} \leq \frac{2}{\epsilon}$, for the size of the
\qquad \text{global minimum cut in } G, \text{ and } \epsilon \in (0, 1).
\textbf{Output:} The algorithm should “Accept” or “Reject” $\hat{t}$, with high probability, depending
\quad on the following
\begin{itemize}
\item If $\hat{t} \leq \lceil \text{Cut}(G) \rceil$, then Accept $\hat{t}$ and also output a $(1 \pm \epsilon)$-approximation of $|\text{Cut}(G)|$
\item If $\hat{t} \geq \frac{2000 \log n}{\epsilon^2} |\text{Cut}(G)|$, then Reject $\hat{t}$
\end{itemize}
\begin{verbatim}
Set $p = \min \left\{ \frac{200 \log^2 n}{\epsilon^2}, 1 \right\}$;
Set $\Gamma = 100 \log n$ and Call \textsc{Sample}(D, p) $\Gamma$ times;
\begin{verbatim}
// Let $H_i(V, E_p)$ be the output of $i$-th call to \textsc{Sample}(D, p), where $i \in [\Gamma]$
\begin{itemize}
\item if (at least $\Gamma/2$ many $H_i$’s are disconnected) then
\quad \textbf{Reject} $\hat{t}$
\item else (all $H_i$’s are connected) then
\quad \textbf{Accept} $\hat{t}$, find $\text{Cut}(H_i)$ for any $i \in [\Gamma]$, and return $\hat{t} = \frac{|\text{Cut}(H_i)|}{p}$
\end{itemize}
\end{verbatim}
\end{verbatim}
\end{verbatim}

The following lemma proves the correctness of Algorithm 2. The lemmas used in proof are Lemmas 2.2, 2.3 and 2.4.

Lemma 2.5. \textsc{Verify-Guess}(D, $\hat{t}$, $\epsilon$) in expectation makes $\tilde{O}\left(\frac{m}{\hat{t}}\right)$ many \textsc{Neighbor} queries to the graph $G$ and behaves as follows:

\begin{itemize}
\item[(i)] If $\hat{t} \geq \frac{2000 \log n}{\epsilon^2} |\text{Cut}(G)|$, then \textsc{Verify-Guess}(D, $\hat{t}$, $\epsilon$) rejects $\hat{t}$ with probability at least $1 - \frac{1}{m}$.
\item[(ii)] If $\hat{t} \leq |\text{Cut}(G)|$, then \textsc{Verify-Guess}(D, $\hat{t}$, $\epsilon$) accepts $\hat{t}$ with probability at least $1 - \frac{1}{m}$.
Moreover, in this case, \textsc{Verify-Guess}(D, $\hat{t}$, $\epsilon$) reports an $(1 \pm \epsilon)$-approximation to $\text{Cut}(G)$.
\end{itemize}
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**Proof.** Verify-Guess($D, \hat{t}, \epsilon$) calls Sample($D, \epsilon$) for $\Gamma = 100 \log n$ times with $p$ being set to $\min\left\{ \frac{200 \log n}{n^3}, 1 \right\}$. Recall from Lemma 2.4 that each call to Sample($D, p$) makes in expectation at most $2pn$ many Neighbor queries, and returns a random subgraph $H(V, E_p)$, where each edge in $E(G)$ is included in $E_p$ with probability $p$. So, Verify-Guess($D, \hat{t}, \epsilon$) makes in expectation $O(pm \log n) = O(m/\ell)$ many Neighbor queries and generates $\Gamma$ many random subgraphs of $G$. The subgraphs are denoted by $H_1(V, E_{p_1}^1), \ldots, H_\Gamma(V, E_{p_\Gamma}^\Gamma)$.

(i) Let $\hat{t} \geq \frac{2000 \log n}{\epsilon^2} |\text{Cut}(G)|$. From Lemma 2.3, we have that $H_i$ will be connected with probability at most $1 - \frac{1}{100}$. Observe that in expectation, we get that at least $\frac{99}{100}$ many $H_i$’s will be disconnected. By Chernoff bound (see Lemma B.1 in Section B), the probability that at most $\frac{1}{10}$ many $H_i$’s are disconnected is at most $\frac{1}{n^{10}}$. Therefore, Verify-Guess($D, \hat{t}, \epsilon$) rejects any $\hat{t}$ satisfying $\hat{t} \geq \frac{2000 \log n}{\epsilon^2} |\text{Cut}(G)|$ with probability at least $1 - \frac{1}{n^{10}}$.

(ii) Let $\hat{t} \leq |\text{Cut}(G)|$. Using Lemma 2.2, we have that every cut of size $k$ in $G$ has size $\frac{\ell p_k(1 \pm \epsilon)}{1 - \frac{1}{n}}$, for all $i \in [\ell]$, every cut of size $k$ in $G$ has size $\frac{\ell p_k(1 \pm \epsilon)}{1 - \frac{1}{n}}$ in $H_i$. This implies that if $\hat{t} \leq |\text{Cut}(G)|$ then Verify-Guess($D, \hat{t}, \epsilon$) accepts any $\hat{t}$ with probability at least $1 - \frac{1}{n^2}$. Moreover, for any $H_i$, observe that $\frac{|\text{Cut}(H_i)|}{p} = (1 \pm \epsilon)$-approximation to $|\text{Cut}(G)|$. Hence, when $\hat{t} \leq |\text{Cut}(G)|$, Verify-Guess($D, \hat{t}, \epsilon$) also returns a $(1 \pm \epsilon)$ approximation to $|\text{Cut}(G)|$ with probability $1 - \frac{1}{n^{10}}$.

**Estimator**($\epsilon$) (Algorithm 3) will estimate the size of the minimum cut in $G$ using Degree and Neighbor queries. The main subroutine used by the algorithm will be Verify-Guess($D, \hat{t}, \epsilon$).

The following lemma shows that with high probability Estimator($\epsilon$) correctly estimates the size of the minimum cut in the graph $G$, and it also bounds the expected number of queries used by the algorithm.

**Lemma 2.6.** Estimator($\epsilon$) returns a $(1 \pm \epsilon)$ approximation to $|\text{Cut}(G)|$ with probability at least $1 - \frac{1}{n^2}$ by making in expectation $\min\{m + n, \frac{n^2}{\epsilon^2}\}$ poly$(\log n, \frac{1}{\epsilon})$ queries and each query is either a Degree or a Neighbor query to the unknown graph $G$.

**Proof.** Without loss of generality, assume that $n$ is a power of 2. If $m < n - 1$ or if there exists an $i \in [n]$ such that $d_i = 0$ then the graph $G$ is disconnected. In this case the algorithm Estimator($\epsilon$) makes $n$ Degree queries and returns the correct answer. Thus we assume that $m \geq n - 1$.

First, we prove the correctness and query complexity when the graph is connected, that is, $t \geq 1$. Note that Estimator($\epsilon$) calls Verify-Guess($D, \hat{t}, \epsilon$) for different values of $\hat{t}$ starting from $\frac{\ell}{2}$. Recall that $k = \frac{2000 \log n}{\epsilon^2}$. For a particular $\hat{t}$ with $\hat{t} \geq \kappa t$, Verify-Guess($D, \hat{t}, \epsilon$) does not Reject $\hat{t}$ with probability at most $\frac{1}{n^{10}}$ by Lemma 2.5 (i). So, by the union bound, the probability that Verify-Guess($D, \hat{t}, \epsilon$) will either Accept or Fail for some $\hat{t}$ with $\hat{t} \geq \kappa t$, is at most $\frac{\log n}{n^{10}}$. Hence, with probability at least $1 - \frac{\log n}{n^{10}}$, we can say that Verify-Guess($D, \hat{t}, \epsilon$) rejects all $\hat{t}$ with $\hat{t} \geq \kappa t$.

Observe that, from Lemma 2.5 (ii), the first time $\hat{t}$ satisfies the following inequality $\frac{\ell}{2} < \hat{t} \leq t$, Verify-Guess($D, \hat{t}, \epsilon$) will accept $\hat{t}$ with probability at least $1 - \frac{1}{n^{10}}$. Therefore, for the first time Verify-Guess($D, \hat{t}, \epsilon$) will either Accept or Fail, then $\hat{t}$ satisfies the following inequality $\frac{\ell}{2} < \hat{t} \leq \kappa t$ with probability at least $1 - \frac{\log n + 1}{n^{10}}$. Let $t_0$ denote the first time Verify-Guess returns Accept or Fail. From the description of Estimator($\epsilon$), note that, we get $\hat{t}_u$ by dividing $t_0$ by $\kappa$. Note that, with probability at least $1 - \frac{1 + \log n}{n^{10}}$, we have...
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Algorithm 3 Estimator(\(\epsilon\)).

\textbf{Input:} Degree and Neighbor query access to an unknown graph \(G\), and a parameter \(\epsilon \in (0, 1)\).

\textbf{Output:} Either returns a \( (1 \pm \epsilon) \)-approximation to \( t = |\text{Cut}(G)| \) or Fail.
Find the degrees of all the vertices in \(G\) by making \(n\) many Degree queries;
// Let \(D = \{d(1), \ldots, d(n)\}\), where \(d(i)\) denotes the degree of the \(i\)-th vertex in \(G\);
If \(\exists i \in [n]\) such that \(d(i) = 0\), then return \(t = 0\) and Quit. Otherwise, proceed as follows.
Find \(m = \frac{1}{2} \sum_{i=1}^{n} d(i)\). If \(m < n - 1\), return \(t = 0\) and Quit. Otherwise, proceed as follows.
Set \(\kappa = \frac{2000 \log n}{\mathfrak{O}}\).
Initialize \(\hat{t} = \frac{t}{2}\).
\textbf{while} \(\hat{t} \geq 1\) \textbf{do}
\begin{itemize}
  \item Call \textsc{Verify-Guess}(\(D, \hat{t}, \epsilon\)).
  \item \textbf{if} \(\textbf{Verify-Guess}(D, \hat{t}, \epsilon) \textbf{ returns } \text{Reject}\) \textbf{then}
    \begin{itemize}
      \item set \(\hat{t} = \frac{\hat{t}}{2}\) and continue.
    \end{itemize}
  \item \textbf{else}
    \begin{itemize}
      \item \textbf{// Note that in this case Verify-Guess}(D, \(\hat{t}, \epsilon\)) \textbf{ either returns } \text{Fail} \textbf{ or Accept.}
      \item Set \(\hat{t}_u = \max \left\{ \frac{\hat{t}}{\kappa}, 1 \right\}\).
      \item Call \textsc{Verify-Guess}(\(D, \hat{t}_u, \epsilon\)).
      \item \textbf{if} \(\text{Verify-Guess}(D, \hat{t}_u, \epsilon) \textbf{ returns } \text{Fail or Reject}\) \textbf{ then}
        \begin{itemize}
          \item return \text{Fail} as the output of \textbf{Estimator}(\(\epsilon\)).
        \end{itemize}
      \item \textbf{else}
        \begin{itemize}
          \item Let \(\hat{t}\) be the output of \textsc{Verify-Guess}(\(D, \hat{t}_u, \epsilon\)).
          \item Return \(\hat{t}\) as the output of \textbf{Estimator}(\(\epsilon\)).
        \end{itemize}
    \end{itemize}
\end{itemize}
\textbf{end}
\textbf{end}
\textbf{Output:} Return that the graph \(G\) is disconnected.

\(\hat{t}_u < t\). We then call the procedure \textsc{Verify-Guess}(\(D, \hat{t}, \epsilon\)) with \(\hat{t} = \hat{t}_u\). By Lemma 2.5 (ii), \textsc{Verify-Guess}(\(D, \hat{t}_u, \epsilon\)) will \text{Accept} and report a \((1 \pm \epsilon)\) approximation to \(t\) with probability at least \(1 - \frac{1}{m}\).

We will now analyze the number of Degree and Neighbor queries made by the algorithm.
We make an initial \(n\) many queries to construct the set \(D\). Then at the worst case, we call \textsc{Verify-Guess}(\(D, \hat{t}, \epsilon\)) for \(\hat{t} = \frac{t}{2}, \ldots, t'\) and \(t' = \frac{t}{2} + \frac{1}{\kappa}\), where \(\frac{1}{2} < t' < \kappa t\). It is because \textsc{Verify-Guess}(\(D, \hat{t}, \epsilon\)) accepts \(\hat{t}\) with probability \(1 - \frac{1}{m}\) when the first time \(\hat{t}\) satisfy the inequality \(\hat{t} \leq t\). Hence, by Lemma 2.5 and the facts that \(n \leq \frac{m}{\epsilon^2}\) and \(\hat{t}_u \geq \frac{t}{\kappa}\) with probability at least \(1 - \frac{\log n + 1}{m}\), in expectation the total number of queries made by the algorithm is at most \(n + \log n \cdot \left(1 - \frac{\log n + 1}{m}\right) \cdot \mathfrak{O} \left(\frac{2m}{\epsilon^2}\right) + \log n \cdot \left(\frac{1}{\kappa}\right) \cdot \mathfrak{O}(m) = \hat{O} \left(\frac{m}{\epsilon^2}\right)\).

Note that each query made by \textbf{Estimator}(\(\epsilon\)) is either a Degree or a Neighbor query.
Now we analyze the case when \(t = 0\). Observe that \textsc{Verify-Guess}(\(D, \hat{t}, \epsilon\)) rejects all \(\hat{t} \geq 1\) with probability \(1 - \frac{\log n}{m}\), and therefore, \textbf{Estimator}(\(\epsilon\)) will report \(t = 0\). As we have called
VERIFY-GUESS(D, i, ε) for all i = 2, . . . , 1, the number of queries made by ESTIMATOR(ε), in the case when i = 0, is ˜O(m) + n. Note that the additional term of n in the bound comes from the fact that to compute D, the algorithm needs to make n many DEGREE queries.

3 Lower bounds

In this Section, we prove Theorems 1.2 and 1.3 using reductions from suitable problems in communication complexity. In Section 3.1, we discuss about two party communication complexity along with the problems that will be used in our reductions. We will discuss the proofs of Theorems 1.2 and 1.3 in Section 3.2.

3.1 Communication Complexity

In two-party communication complexity there are two parties, Alice and Bob, that wish to compute a function Π : {0, 1}N × {0, 1}N → {0, 1} ∪ {0, 1}N. Alice is given x ∈ {0, 1}N and Bob is given y ∈ {0, 1}N. Let xi(yi) denotes the i-th bit of x(y). While the parties know the function Π, Alice does not know y, and similarly Bob does not know x. Thus they communicate bits following a pre-decided protocol P in order to compute Π(x, y).

We say a randomized protocol P computes Π if for all (x, y) ∈ {0, 1}N × {0, 1}N we have P(Π(x, y) = Π(x, y)) ≥ 2/3. The model provides the parties access to common random string of arbitrary length. The cost of the protocol P is the maximum number of bits communicated, where maximum is over all inputs (x, y) ∈ {0, 1}N × {0, 1}N. The communication complexity of the function is the cost of the most efficient protocol computing Π. For more details on communication complexity see [26]. We now define two functions k-INTERSECTION and FIND-k-INTERSECTION and discuss their communication complexity. Both these functions will be used in our reductions.

Definition 3.1 (FIND-k-INTERSECTION). Let k, N ∈ N such that k ≤ N. Let S = \{(x, y) ∈ \{0, 1\}^N × \{0, 1\}^N : \sum_{i=1}^{N} x_i y_i = k\}. The FIND-k-INTERSECTION function on N bits is a partial function and is defined as FIND-INT^N_k : S → \{0, 1\}^N, and is defined as FIND-INT^N_k(x, y) = z, where z_i = x_i y_i for each i ∈ [N].

Note that the objective is that at the end of the protocol Alice and Bob know z.

Definition 3.2 (k-INTERSECTION). Let k, N ∈ N such that k ≤ N. Let S = \{(x, y) : \sum_{i=1}^{N} x_i y_i = k \text{ or } k - 1\}. The k-INTERSECTION function on N bits is a partial function denoted by INT^N_k : S → \{0, 1\}, and is defined as follows: INT^N_k(x, y) = 1 if \sum_{i=1}^{N} x_i y_i = k and 0, otherwise.

In communication complexity, the k-INTERSECTION function on N bits when k = 1 is known as DISJOINTNESS function on N. The following lemmas follow easily from the communication complexity of DISJOINTNESS (see [26]).

Lemma 3.3. Let k, N ∈ N such that k ≤ cN for some constant c < 1. The randomized communication complexity of FIND-k-INTERSECTION function on N bits is Ω(N).

Lemma 3.4. Let k, N ∈ N such that k ≤ cN for some constant c < 1. The randomized communication complexity of k-INTERSECTION function on N bits (INT^N_k) is Ω(N).

**The co-domain of Π looks odd, as the the co-domain is \{0, 1\} usually. However, we need \{0, 1\} ∪ \{0, 1\}^n to take care of all the problems in communication complexity we discuss in this paper.
3.2 Proofs of Theorems 1.2 and 1.3

The proofs of Theorems 1.2 and 1.3 are inspired from the lower bound proof of Eden and Rosenbaum [9] for estimating \( \text{MINCUT} \).††

Proof of Theorem 1.2. We prove by giving a reduction from \textsc{Find}-\( t/2 \)-\textsc{Intersection} on \( N \) bits. Without loss of generality assume that \( t \) is even. Let \( x \) and \( y \) be the inputs of Alice and Bob. Note that \( \sum_{i=1}^{N} x_i y_i = t/2 \).

We first construct a graph \( G_{(x,y)}(V,E) \) that can be generated from \( (x,y) \), such that \( |V| = n \) and \( |E| = m \geq 2nt \), and works as the “hard” instance for our proof. Note that \( G_{(x,y)} \) should be such that no useful information about the \( \text{MINCUT} \) can be derived by knowing only one of \( x \) and \( y \). Let \( s = t + \sqrt{t^2 + (m - nt)/2} \) and \( N = s^2 \). In particular, \( 2t \leq s \leq 2t + 3\sqrt{m} \). Also, \( s \geq \sqrt{m/2} \) and therefore \( s = \Theta(\sqrt{m}) \).

The graph \( G_{(x,y)} \) and its properties:

\( G_{(x,y)} \) has the following structure.
- \( V = S_A \cup T_A \cup S_B \cup T_B \cup C \) such that \( |S_A| = |T_A| = |S_B| = |T_B| = s \) and \( |C| = n - 4s \).
- Let \( S_A = \{ s_i^A : i \in [s] \} \) and similarly \( T_A = \{ t_i^A : i \in [s] \} \), \( S_B = \{ s_i^B : i \in [s] \} \) and \( T_B = \{ t_i^B : i \in [s] \} \).
- Each vertex in \( C \) is connected to \( 2t \) different vertices in \( S_A \).
- For \( i,j \in [s] \): if \( x_{ij} = y_{ij} = 1 \), then \( (s_i^A, t_j^B) \in E \) and \( (s_i^B, t_j^A) \in E \); otherwise, \( (s_i^A, t_j^A) \in E \) and \( (s_i^B, t_j^B) \in E \).

Observation 3.5. \( G_{(x,y)} \) satisfies the following properties.

Property-1: The degree of every vertex in \( C \) is \( 2t \). For any \( v \notin C \), the neighbors of \( v \) inside \( C \) are fixed irrespective of \( x \) and \( y \); and the number of neighbors outside \( C \) is \( s \geq 2t \).

Property-2: There are \( t \) edges between the vertex sets \((C \cup S_A \cup T_A) \) and \((S_B \cup T_B) \), and removing them \( G_{(x,y)} \) becomes disconnected.

Property-3: Every pair of vertices \((S_A \cup T_A \cup C) \) is connected by at least \( 3t/2 \) edge disjoint paths. Also, every pair of vertices in \((S_B \cup T_B) \) is connected by at least \( 3t/2 \) edge disjoint paths.

Property-4: The set of \( t \) edges between the vertex sets \((C \cup S_A \cup T_A) \) and \((S_B \cup T_B) \) forms the unique global minimum cut of \( G_{(x,y)} \).

Property-5: \( x_{ij} = y_{ij} = 1 \) if and only if \((s_i^A, t_j^B) \) and \((s_i^B, t_j^A) \) are the edges in the unique global minimum cut of \( G_{(x,y)} \).

Proof. Property-1 and Property-2 directly follow from the construction. Now, we will prove Property-3. We first show that every pair of vertices \((S_A \cup T_A \cup C) \) is connected by at least \( 3t/2 \) edge disjoint paths by breaking the analysis into the following cases.

(i) Consider \( s_i^A, s_j^A \in S_A \), for \( i,j \in [s] \). Under the promise that \( \sum_{j=1}^{N} x_j y_j = t/2 \), \( s_i^A, s_j^A \) have at least \( s - t \geq 3t/2 \) common neighbors in \( T_A \) and thus there are at least \( 3t/2 \) edge disjoint paths connecting them.

(ii) Consider \( s_i^A \in S_A \) and \( t_j^A \in T_A \), for \( i,j \in [s] \). Let \( s_{i1}^A, \ldots, s_{i3t/2}^A \) be \( 3t/2 \) distinct neighbors of \( t_j^A \) in \( S_A \). Since, \( s_i^A \) has \( 3t/2 \) common neighbors with each \( s_{i1}^A, \ldots, s_{i3t/2}^A \), \( r \in [3t/2] \), there is a matching of size \( 3t/2 \). Denote this matching by \( (t_j^A,r_{i1}^A), (t_j^A,r_{i2}^A), (s_i^A,r_{i3t/2}^A), r \in [3t/2] \). Thus \((s_i^A, t_j^A), (t_j^A, r_{i1}^A), (s_i^A, r_{i2}^A), (s_i^A, t_j^A), r \in [3t/2] \), forms a set of edge disjoint paths of size \( 3t/2 \)

†† Note that Eden and Rosenbaum [9] stated the result in terms \( k \)-Edge Connectivity.
from $s_i^A$ to $t_j^A$, each of length 3. In case $s_i^A$ is one of the neighbors of $t_j^A$, then one of the $3t/2$ paths gets reduced to $(s_i^A, t_j^A)$, a length 1 path that is edge disjoint from the remaining paths.

(iii) Consider $u, v \in C$. Let $u_1, \ldots, u_{2t} \in S_A$ and $v_1, \ldots, v_{2t} \in S_A$ be the neighbors of $u$ and $v$ respectively in $S_A$. If for some $i, j \in [2t]$, $u_i = v_j$ then $(u_i, u_j), (u_i, v_j), (v_j, v)$ is a desired path. Thus, assume $u_i \neq v_j$ for all $i, j \in [2t]$. For all $i \in [2t]$, since $u_i$ and $v_i$ have at least $3t/2$ common neighbors in $T_A$ we can find $3t/2$ edge disjoint paths $(u_i, t_i^A), (t_i^A, v_i)$, where $t_i^A \in T^A$. Existence of $3t/2$ edge disjoint paths from $u \in C$ to $v \in S_A$ can be proved as in (i). and from $u \in C$ to $v \in T_A$ can be proved as in (ii).

Similarly, we can show that every pair of vertices in $(S_B \cup T_B)$ is connected by $3t/2$ many edge disjoint paths.

Observe that Property-4 follows from Property-3, and Property-5 follows from the construction of $G_{(x,y)}$ and Property-4.

Now, by contradiction assume that there exists an algorithm $A$ that makes $o(m)$ queries to $G_{(x,y)}$ and finds all the edges of a global minimum cut with probability $2/3$. Now, we give a protocol $\mathcal{P}$ for $\text{Find-}t/2\text{-INTERSECTION}$ on $N$ bits when the $x$ and $y$ are the inputs of Alice and Bob, respectively. Note that $x, y \in \{0, 1\}^N$ such that $\sum_{i=1}^N x_i y_i = t/2$.

**Protocol $\mathcal{P}$ for $\text{Find-}t/2\text{-INTERSECTION}$**

Alice and Bob run the query algorithm $A$ when the unknown graph is $G_{(x,y)}$. Now we explain how they simulate the local queries and random edge query on $G_{(x,y)}$ by communication. We would like to note that each query can be answered deterministically.

**Degree query:** By Property-1, the degree of every vertex does not depend on the inputs of Alice and Bob, and therefore any degree query can be simulated without any communication.

**Neighbor query:** For $v \in C$, the set of $2t$ neighbors are fixed by the construction. So, any neighbor query involving any $v \in C$ can be answered without any communication. For $i \in [s]$ and $s_i^A \in S_A$, let $N_C(s_i^A)$ be the set of fixed neighbors of $s_i^A$ inside $C$. So, by Property-1, $d(s_i^A) = |N_C(s_i^A)| + s$ \textsuperscript{11}. The labels of the neighbors of $s_i^A$ are such that the first $|N_C(s_i^A)|$ many neighbors are inside $C$, and they are arranged in a fixed but arbitrary order. For $j \in [s]$, the $(|N_C(v)| + j)$-th neighbor of $s_i^A$ is either $t_j^B$ or $s_i^A$ depending on whether $x_{ij} = y_{ij} = 1$ or not, respectively. So, any neighbor query involving vertex in $S_A$ can be answered by $2$ bits of communication. Similar arguments also hold for the vertices in $S_B \cup T_A \cup T_B$.

**Adjacency query:** Observe that each adjacency query can be answered by at most $2$ bits of communication, and it can be argued like the Neighbor query.

**Random Edge query:** By Property-1, the degree of any vertex $v \in V$ is independent of the inputs of Alice and Bob. Alice and Bob use shared randomness to sample a vertex in $V$ proportional to its degree. Let $r \in V$ be the sampled vertex. They again use shared randomness to sample an integer $j$ in $[d(v)]$ uniformly at random. Then they determine the $j$-th neighbor of $r$ using Neighbor query. Observe that this procedure simulates a Random Edge query by using at most $2$ bits of communication.

Using the fact that $G_{(x,y)}$ satisfies Property-4 and 5, the output of algorithm $A$ determines the output of protocol $\mathcal{P}$ for $\text{Find-}t/2\text{-INTERSECTION}$. As each query of $A$ can be simulated

\textsuperscript{11} $d(u)$ denotes the degree of the vertex $u$ in $G_{(x,y)}$
by at most two bits of communication by the protocol $\mathcal{P}$, the number of bits communicated is $o(m)$. Recall that $N = s^2$ and $s = \Theta(\sqrt{m})$. So, the number of bits communicated by Alice and Bob in $\mathcal{P}$ is $o(N)$. This contradicts Theorem 3.3.\hfill\Box

**Proof of Theorem 1.3.** The proof of this theorem uses the same construction as the one used in the proof of Theorem 1.2. The “hard” communication problem to reduce from is $t/2$-INTERSECTION (see Definition 3.2) on $N$ bits, where $N = s^2$ and $s = \Theta(\sqrt{m})$.\hfill\Box

4 Conclusion

Our work first and foremost closes a gap in the query complexity of a fundamental problem of finding a minimum cut using local queries. The strength of our algorithm lies in its simplicity – it uses existing ingredients in a fashion suitable for the query framework. The crucial idea was to ensure that cuts are preserved in a sparsified graph in a query framework. We discuss the application of our approach to other cut problems in Appendix A.

---
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Application of our approach to other cut problems

Sublinear time algorithm for Global minimum cut. For simplicity, the algorithm (Algorithm 3) presented for estimating global minimum cut is $\tilde{O}(m)$. But, our algorithm can be adapted to get a sublinear time algorithm (with time complexity $\tilde{O}\left(\frac{m}{\hat{t}}\right)$) for estimating the size of the global minimum cut in the graph. We will sample $\tilde{O}\left(\frac{m}{\hat{t}}\right)$ random edges with replacement from the graph $G$ using $\tilde{O}\left(\frac{m}{\hat{t}}\right)$ using local queries, where $\hat{t}$ is the guess for the size of the global minimum, rather than sampling each edge with probability $p = \tilde{O}\left(\frac{1}{\hat{t}}\right)$ as we have done in the Algorithm 2. Observe that, after finding the degrees of all the vertices, a random edge can be generated using $O(1)$ local queries. The rest of the algorithm and its analysis can be adapted directly. Therefore, we have the following result.
Theorem A.1 (Estimating Global minimum cut in sublinear time). There exists an algorithm, with Degree and Neighbor query access to an unknown graph $G = (V,E)$, that solves the minimum cut estimation problem with high probability. With high probability, the time complexity and the query complexity of the algorithm is $\min\left\{m + n, m t_r\right\} \poly\left(\log n, \frac{1}{\epsilon}\right)$.

Global minimum $r$-way cut. Global minimum $r$-cut, for a graph $G = ([n],E)$, $|V| = n$ and $|E| = m$, is a partition of the vertex set $[n]$ into $r$-sets $S_1, \ldots, S_r$ such that the following is minimized: $|\{(i,j) \in E : \exists k, \ell (k \neq \ell) \in [r], \text{ with } i \in S_k \text{ and } j \in S_\ell\}|$.

Let $\text{Cut}_r(G)$ denote the set of edges corresponding to a minimum $r$-cut, i.e., the edges that goes across different partitions, and by the size of minimum $r$-cut, we mean $|\text{Cut}_r(G)|$.

The sampling and verification idea used in the proof of Theorem 1.1 can be extended directly, together with [22, Corollary 8.2], to get the following result.

Theorem A.2. There exists an algorithm, with Degree and Neighbor query access to an unknown graph $G = ([n],E)$, that with high probability outputs a $(1 + \epsilon)$-approximation of the size of the minimum $r$-cut of $G$. The expected number of queries used by the algorithm is $\min\left\{m + n, m t_r\right\} \poly\left(r, \log n, \frac{1}{\epsilon}\right)$, where $t_r = |\text{Cut}_r(G)|$.

Minimum cuts in simple multigraphs. A graph with multiple edges between a pair of vertices in the graph but without any self loops are called simple multigraphs. If we have Degree and Neighbor query access * to simple multigraphs then we can directly get the following generalization of Theorem 1.1.

Theorem A.3 (Minimum cut estimation in simple multigraphs using local queries). There exists an algorithm, with Degree and Neighbor query access to an unknown simple multigraph $G = (V,E)$, that solves the minimum cut estimation problem with high probability. The expected number of queries used by the algorithm is $\min\left\{m + n, \frac{m}{T}\right\} \poly\left(\log n, \frac{1}{\epsilon}\right)$, where $n$ is the number of vertices in the multigraph, $m$ is the number of edges in the multigraph and $t$ is the number of edges in a minimum cut.

B Probability Results

Lemma B.1 (See [6]). Let $X = \sum_{i \in [n]} X_i$ where $X_i, i \in [n]$, are independent random variables, $X_i \in [0,1]$ and $\mathbb{E}[X]$ is the expected value of $X$. Then

(i) For $\epsilon > 0$
$$\Pr[|X - \mathbb{E}[X]| > \epsilon \mathbb{E}[X]] \leq \exp\left(-\frac{\epsilon^2}{2} \mathbb{E}[X]\right).$$

(ii) Suppose $\mu_L \leq \mathbb{E}[X] \leq \mu_H$, then for $0 < \epsilon < 1$

(a) $\Pr[X > (1 + \epsilon)\mu_H] \leq \exp\left(-\frac{\epsilon^2}{2} \mu_H\right).$

(b) $\Pr[X < (1 - \epsilon)\mu_L] \leq \exp\left(-\frac{\epsilon^2}{2} \mu_L\right).$

* For simple multigraphs, we will assume that the neighbors of a vertex are stored with multiplicities.
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Introduction and main ideas of our results

For a class $F$ of graphs, the problem Weighted $F$-Vertex Deletion asks, given weighted graph $G = (V,E,w)$, for a vertex set $S \subseteq V$ of minimum weight such that $G - S$ belongs to the class $F$. The Weighted $F$-Vertex Deletion captures classic graph problems such as Weighted Vertex Cover and Weighted Feedback Vertex Set, which corresponds to $F$ being the classes of edgeless and acyclic graphs, respectively. A vast literature is devoted to the study of (Weighted) $F$-Vertex Deletion for various instantiations of $F$, both in approximation algorithms and in parameterized complexity. Much of the work considers a class $F$ that is characterized by a set of forbidden (induced) subgraphs [41, 33, 14, 1, 28, 3, 4, 5, 6, 37] or that is minor-closed [22, 16, 18, 20, 31, 19, 30, 8, 2, 23, 21, 44, 11], thus characterized by a (finite) set of forbidden minors.

Lewis and Yannakakis [35] showed that $F$-Vertex Deletion, the unweighted version of Weighted $F$-Vertex Deletion, is NP-hard whenever $F$ is nontrivial (there are infinitely many graphs in and outside of $F$) and hereditary (is closed under taking induced subgraphs). It was also long known that $F$-Vertex Deletion is APX-hard for every non-trivial hereditary class $F$ [39]. So, the natural question is for which class $F$, (Weighted) $F$-Vertex Deletion admits constant-factor approximation algorithms.

When $F$ is characterized by a finite set of forbidden induced subgraphs, a constant-factor approximation for Weighted $F$-Vertex Deletion is readily derived with LP-rounding technique. Lund and Yannakakis [39] conjectured that for $F$ characterized by a set of minimal forbidden induced subgraphs, the finiteness of $F$ defines the borderline between approximability and inapproximability with constant ratio of $F$-Vertex Deletion. This conjecture was refuted due to the existence of 2-approximation for Weighted Feedback Vertex Set [7, 12, 16]. Since then, a few more classes with an infinite set of forbidden induced subgraphs are known to allow constant-factor approximations for $F$-Vertex Deletion, such as block graphs [1], 3-leaf power graphs [5], interval graphs [14], ptolemaic graphs [6], and bounded treewidth graphs [20, 23]. That is, we are only in the nascent stage when it comes to charting the landscape of (Weighted) $F$-Vertex Deletion as to constant-factor approximability. In the remainder of this section, we focus on the case where $F$ is a minor-closed class.

Known results on (Weighted) $F$-Vertex Deletion. According to Robertson and Seymour theorem, every non-trivial minor-closed graph class $F$ is characterized by a finite set, called (minor) obstruction set, of minimal forbidden minors, called (minor) obstructions [43]. It is also well-known that $F$ has bounded treewidth if and only if one of the obstructions is planar [42]. Therefore, the $F$-Vertex Deletion for $F$ excluding at least one planar graph as a minor can be deemed a natural extension of Feedback Vertex Set. In this context, it is not surprising that $F$-Vertex Deletion, for minor-closed $F$, attracted particular attention in parameterized complexity, where Feedback Vertex Set was considered the flagship problem serving as an igniter and a testbed for new techniques.

For every minor-closed $F$, the class of yes-instances to the decision version of $F$-Vertex Deletion is minor-closed again (for every fixed size of a solution), thus there exists a finite obstruction set for the set of its yes-instances. With a minor-membership test algorithm [26], this implies that $F$-Vertex Deletion is fixed-parameter tractable. The caveat is, such a fixed-parameter algorithm is non-uniform and non-constructive, and the exponential term in the running time is gigantic. Much endeavour was made to reduce the parametric dependence of such algorithms for $F$-Vertex Deletion. The case when $F$ has bounded treewidth is
now understood well. The corresponding $\mathcal{F}$-Vertex Deletion is known to be solvable in time $2^{O(k)} \cdot n^{O(1)}$ [20, 31] and the single-exponential dependency on $k$ is asymptotically optimal under the Exponential Time Hypothesis\(^2 [31]\). (See also [44] for recent parameterized algorithms for general minor-closed $\mathcal{F}$s).

Turning to approximability, the (unweighted) $\mathcal{F}$-Vertex Deletion can be approximated within a constant-factor when $\mathcal{F}$ has bounded treewidth, say $t$, or equivalently when the obstruction set of $\mathcal{F}$ contains some planar graph. The first general result in this direction was the randomized $f(t)$-approximation of Fomin et al. [20]. Gupta et al. [23] made a further progress with an $O(\log t)$-approximation algorithm. Unfortunately, such approximation algorithms whose approximation ratio depends only on $\mathcal{F}$ are not known when the input is weighted. A principal reason for this is that most of the techniques developed for the unweighted case do not extend to the weighted setting. In this direction, Agrawal et al. [2] presented a randomized $O(\log^{1.5} n)$-approximation algorithm and a deterministic $O(\log^2 n)$-approximation algorithm which run in time $n^{O(t)}$ when $\mathcal{F}$ has treewidth at most $t$. It is reported in [2] that an $O(\log n \cdot \log \log n)$-approximation can be deduced from the approximation algorithm of Bansal et al. [8] for the edge deletion variant of Weighted $\mathcal{F}$-Vertex Deletion. For the class $\mathcal{F}$ of planar graphs, Kawarabayashi and Sidiropoulos [30] presented an algorithm for $\mathcal{F}$-Vertex Deletion with polylogarithmic approximation ratio running in quasi-polynomial time. Beyond this work, no nontrivial approximation algorithm is known for $\mathcal{F}$ of unbounded treewidth.

Regarding constant-factor approximability for Weighted $\mathcal{F}$-Vertex Deletion with minor-closed $\mathcal{F}$, only three results are known till now. For the Weighted Vertex Cover, it was observed early that a 2-approximation can be instantly derived from the half-integrality of LP [40]. The local-ratio algorithm by Bar-Yehuda and Even [10] was presumably the first primal-dual algorithm and laid the groundwork for subsequent development of the primal-dual method.\(^3\) For the Weighted Feedback Vertex Set, 2-approximation algorithms were proposed using the primal-dual method [7, 12, 16]. Furthermore, a constant-factor approximation algorithm was given for Weighted Diamond Hitting Set by Fiorini, Joret, and Pietropaoli [18] in 2010. To the best of our knowledge, no progress is made on approximation with constant ratio for minor-closed $\mathcal{F}$ since then.

For minor-closed $\mathcal{F}$ with graphs of bounded treewidth, the known approximation algorithms for (Weighted) $\mathcal{F}$-Vertex Deletion take one of the following two avenues. First, the algorithms in [8, 2, 23] draw on the fact that a graph of constant treewidth has a constant-size separator which breaks down the graph into smaller pieces. The measure for smallness is an important design feature of these algorithms. Regardless of the design specification, however, it seems there is an inherent bottleneck to extend these algorithmic strategy to handle weights while achieving a constant approximation ratio; the above results either use an algorithm for the Balanced Separator problem that does not admit a constant-factor approximation ratio, under the Small Set Expansion Hypothesis [38], or use a relationship between the size of the separator and the size of resulting pieces that do not hold for weighted graphs.

The second direction is the primal-dual method [10, 7, 12, 16, 18]. The constant-factor approximation of [20] for $\mathcal{F}$-Vertex Deletion is also based on the same core observation of the primal-dual algorithm such as [12]. The 2-approximation for Weighted Feedback

---

\(^2\) The ETH states that 3-SAT on $n$ variables cannot be solved in time $2^{o(n)}$, see [27] for more details.

\(^3\) In this paper, we consider local-ratio and primal-dual as the same algorithms design paradigm and use the word primal-dual throughout the paper even when the underlying LP is not explicitly given. We refer the reader to the classic survey of Bar-Yehuda et al. [9] for the equivalence.
7:4 Approximation for Weighted Bond Cover

Vertex Set became available by introducing a new LP formulation which translates the property “$G - X$ is a forest” in terms of the sum of degree contribution of $X$. The idea of expressing the sparsity condition of $G - X$ in terms of the degree contribution of $X$ again played the key role in [18] for Weighted Diamond Hitting Set. However, the (extended) sparsity inequality of [18] is highly intricate as the LP constraint describes the precise structure of diamond-minor-free graphs (after taming the graph via some special protrusion replacer). Therefore, expressing the sparsity condition for other classes $\mathcal{F}$ with tailor-made LP constraints is likely to be prohibitively convoluted. This implies that a radical simplification of the known algorithm for, say, Weighted Diamond Hitting Set will be necessary if one intends to apply the primal-dual method for broader classes.

Our result and the key ideas. Let $\theta_c$ be the graph on two vertices joined by $c$ parallel edges. The central problem we study is the Weighted $\mathcal{F}$-Vertex Deletion where $\mathcal{F}$ is the class of $\theta_c$-minor-free graphs: a weighted graph $G = (V, E, w)$ is given as input, and the goal is to find a vertex set $S$ of minimum weight such that $G - S$ is $\theta_c$-minor-free. We call this particular problem the Weighted $c$-Bond Cover problem, as we believe that this nomenclature is more adequate for reasons to be clear in Section 2. Our main result is the following.

Theorem 1. There is a constant-factor approximation algorithm for Weighted $c$-Bond Cover running in uniformly\(^4\) polynomial time.

Let us briefly recall the classic 2-approximation algorithms for Weighted Feedback Vertex Set [7, 12]. These algorithms repeatedly delineate a vertex subset $S$ on which the induced subgraph contains an obstruction (a cycle), and “peel off” a weighted graph on $S$ from the current weighted graph so that the weight of at least one vertex of the current graph drops to zero. The crux of this approach is to create a weighted graph to peel off (or design a weighting scheme) on which every (minimal) feasible solution is consistently an $\alpha$-approximate solution. We remark that peeling-off of a weighted graph on $S$ can be viewed as increasing the dual variable (from zero) corresponding to $S$ until some dual constraint becomes tight, as articulated in [16].

If one aims to capitalize on the power of the primal-dual method for other minor-closed classes and ultimately for arbitrary $\mathcal{F}$ with graphs of bounded treewidth, more sophisticated weighting scheme is needed. As we already mentioned, this was successfully done by Fiorini, Joret and Pietropaoli [18] for Weighted Diamond Hitting Set, where their primal-dual algorithm is based on an intricate LP formulation. Our primal-dual algorithm diverges from such tactics, and instead use the next structural theorem as a guide for the weighting scheme. Before we present it, we need to define some basic concepts.

Given two disjoint subsets $X, Y$ of $V(G)$, the edges crossing $X$ and $Y$ is the set of edges with one endpoint in $X$ and the other in $Y$. Notice that $\theta_c$ is a minor of $G$ iff $G$ contains two disjoint connected sets $X$ and $Y$ crossed by $c$ edges of $G$. We call the union $M := X \cup Y$ $\theta_c$-model in $G$.

Given a positive integer $c$, a $c$-outgrowth of a graph $G$ is a triple $K = (K, u, v)$ where $u, v$ are distinct vertices of $G$, $K$ is a component of $G \setminus \{u, v\}$, $N_G(V(K)) = \{u, v\}$, and the graph, denoted by $K^{(u,v)}$, obtained from $G[V(K) \cup \{u, v\}]$ if we remove all edges with endpoints $u$ and $v$ is $\theta_c$-minor free. The size of a $c$-outgrowth of $G$ is the size of $K$. A cluster collection

---

\(^4\) We use the term “uniformly polynomial” in order to indicate that a constructive algorithm exists that, for every $c$, runs in $f(c) \cdot n^{O(1)}$ time for some constructible function $f$. 
of a graph $G$ is a non-empty collection $\mathcal{C} = \{C_1, \ldots, C_r\}$ of pairwise disjoint non-empty connected subsets of $V(G)$. In case $\bigcup_{C \in \mathcal{C}} C = V(G)$ we say that $\mathcal{C}$ is a cluster partition of $G$. The capacity of a cluster collection $\mathcal{C}$ is the maximum number of vertices of a cluster in $\mathcal{C}$. We use the notation $G/\mathcal{C}$ for the multigraph obtained from $G[\bigcup_{C \in \mathcal{C}}]$ by contracting all edges in $G[C_i]$ for each $i \in \{1, \ldots, r\}$.

**Theorem 2.** There is a function $f_3 : \mathbb{N}^2 \to \mathbb{N}$ such that, for every two positive integers $c$ and $t$, there is a uniformly polynomial time algorithm that, given as input a graph $G$, outputs one of the following:
1. a $c$-outgrowth of size at least $c$, or
2. a $\theta_c$-model $M$ of $G$ of size at most $f_3(c, t)$, or
3. a cluster collection $\mathcal{C}$ of $G$ of capacity at most $f_3(c, t)$ such that $\delta(G/\mathcal{C}) \geq t$, or
4. a report that $G$ is $\theta_c$-minor free.

(By $\delta(G)$ we denote the minimum edge-degree of a vertex in $G$. The edge-degree of a vertex $v$ of $G$, denoted by $\text{edeg}_G(v)$, is the number of edges that are incident to $v$.) A variant of Theorem 2 was originally proved by Joret et al. [29] without the capacity condition on a cluster collection in Case 3. It turns out that imposing the capacity condition of Case 3 is crucial for designing a weighting scheme.

At each iteration, our primal-dual algorithm invokes Theorem 2. Depending on the outcome, the algorithm either runs a replacer (defined in Section 2) and reduces the size of a $c$-outgrowth, or computes a suitable weighted graph which we call $\alpha$-thin layer (defined in Section 3), using a suitable weighting scheme, thus reducing the current weight. In both cases, we convert the current weighted graph $G = (V, E, w)$ into a new weighted graph $G' = (V', E', w')$ on a strictly smaller number of vertices so that an $\alpha$-approximate solution for $G'$ implies an $\alpha$-approximate solution for $G$ for some particular value of $\alpha$.

We stress that the replacer is compatible with any approximation ratio in the sense that the optimal weight of a solution is unchanged and every solution after the replacement can be transformed to a solution that is at least as good. When Theorem 2 reports a constant-sized $\theta_c$-model, it is easy to see that a uniformly weighted $\alpha$-thin layer suffices. The gist of Theorem 2 is in the third case, which promises a collection of pairwise disjoint constant-sized connected sets.

Let us first consider the simplest such case where all connected sets are singletons, namely when $\delta(G) \geq t$. It is not difficult to see that, if we consider $t := 6c$ and under the edge-degree-proportional weight function, that is for every $v \in V(G)$, $w(v) := \text{edeg}_G(v)$, any feasible solution to Weighted $c$-Bond Cover is a 4-approximate solution.

In the general case where we have a collection of pairwise disjoint connected sets, each of size at most $r$, the critical observation (Lemma 3) is that if the contraction of these sets yields a graph of minimum edge-degree at least $t := 8c$, then a weighting scheme akin to the simple case also works. That is, any feasible solution to Weighted $c$-Bond Cover is a $4r$-approximate solution. The overall primal-dual framework is summarized in Section 3.

## 2 Preliminary definitions and results

We use $\mathbb{N}$ for the set of non-negative integers and $\mathbb{R}_{\geq 0}$ for the set of non-negative reals. Given some $r \in \mathbb{N}$, we define $[r] = \{1, \ldots, r\}$. Given some collection $\mathcal{A}$ of objects on which the union operation can be defined, we define $\bigcup \mathcal{A} = \bigcup_{A \in \mathcal{A}} A$. All graphs we consider are multigraphs.

---

5 When considering edge contractions we sum up edge multiplicities of multiple edges that are created during the contraction. However, when a loop appears after a contraction, then we suppress it.
without loops. We denote a graph by $G = (V, E)$ where $V$ and $E$ are its vertex and edge set respectively. A vertex-weighted graph is denoted by $G = (V, E, w)$ where $w : V(G) \to \mathbb{R}_{\geq 0}$ and we say that $G$ is a $w$-weighted graph. We use $V(G)$ and $E(G)$ for the vertex set and the edge multiset of $G$. We also refer to $|V(G)|$ as the size of $G$. If $X \subseteq V(G)$, we denote by $G[X]$ the subgraph of $G$ induced by $X$ and by $G - X$ the graph $G[V(G) \setminus X]$. We say that $X$ is connected in $G$ if $G[X]$ is connected. A graph $H$ is a minor of a graph $G$ if $H$ can be obtained from a subgraph of $G$ after contracting edges. Given a graph $H$, we say that $G$ is $H$-minor free if $G$ does not contain $H$ as a minor. We denote by $N_G(v)$ the set of all neighbors of $v$ in $G$.

**Covering bonds.** Let $G$ be a graph. Given a bipartition $\{V_1, V_2\}$ of $V(G)$, the set of edges crossing $V_1$ and $V_2$ is called the cut of $\{V_1, V_2\}$ and an edge set is a cut if it is a cut of some vertex bipartition. A minimal non-empty cut is known as a bond in the literature. We remark that the bonds of $G$ are precisely the circuits of the cographic matroid of $G$. Given a positive integer $c$, a $c$-bond of a graph $G$ is any minimal cut of $G$ of size at least $c$. The problem of finding the maximum $c$ for which a graph $G$ contains a $c$-bond has been examined both from the approximation [25, 15] and the parameterized point of view [17]. Given a set $S \subseteq V(G)$, we say that $S$ is a $c$-bond cover of $G$ if $G - S$ is $\theta_c$-minor-free. Notice that $S$ is a $c$-bond cover if and only if $G - S$ does not contain a $c$-bond. Given a weighted graph $G = (V, E, w)$ with $w : V(G) \to \mathbb{R}_{\geq 0}$, a minimum weight $c$-bond cover of $G$ is a $c$-bond cover $S$ where the weight of $S$, defined as $w(S) := \sum_{v \in S} w(v)$, is minimized.

It is easy to prove that, for every $c \in \mathbb{N}$, a graph $G$ contains $\theta_c$ as a minor if and only if it has a $c$-bond. This means that when $F$ is the class of $\theta_c$-minor-free graphs, then Weighted $F$-vertex deletion can be restated as follows.

<table>
<thead>
<tr>
<th>Weighted $c$-Bond Cover</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> a vertex weighted graph $G = (V, E, w)$.</td>
</tr>
<tr>
<td><strong>Solution:</strong> a minimum weight $c$-bond cover of $G$.</td>
</tr>
</tbody>
</table>

**The weighting scheme.** Let $G$ be a graph and let $C$ be a cluster partition of $G$ of capacity at most $r$. Given a cluster $C \in \mathcal{C}$ we denote by $\text{ext}_C(C)$ (or simply $\text{ext}(C)$) the set of edges with one endpoint in $C$ and the other not in $C$.

Let now $G$ be an instance of Weighted $c$-Bond Cover for some positive integer $c$. We define the vertex weighting function $w_C : V(G) \to \mathbb{R}_{\geq 0}$ so that if $v \in C \in \mathcal{C}$, then

$$w_C(v) = \frac{|\text{ext}(C)|}{|C|}. \quad (1)$$

When $C$ is clear from the context, we simply write $w$ instead of $w_C$. The main result of this section is that, with respect to the weight function $w$ in Equation 1, every $c$-bond cover of $G$ is a $4r$-approximation.

**Lemma 3.** Let $c$ be a non-negative integer, $G$ be a graph, $r$ be a positive integer, $\mathcal{C}$ be a cluster partition of $G$ of capacity at most $r$ and such that $\delta(G/\mathcal{C}) \geq 8c$, and $w : V(G) \to \mathbb{R}_{\geq 0}$ be a vertex weighting function as in Equation 1. Then for every $c$-bond cover $X$ of $G$, it holds that $\frac{1}{2r} \cdot |E(G/\mathcal{C})| \leq \sum_{v \in X} w(v) \leq 2 \cdot |E(G/\mathcal{C})|.$

**Proof.** For the upper bound, note that $\sum_{v \in X} w(v) = \sum_{v \in X} \frac{|\text{ext}(C)|}{|C|} \leq \sum_{C \in \mathcal{C}} \sum_{v \in C} \frac{|\text{ext}(C)|}{|C|} = \sum_{C \in \mathcal{C}} |\text{ext}(C)| = \sum_{v \in V(G/\mathcal{C})} \text{edeg}_{G/\mathcal{C}}(v) = 2 \cdot |E(G/\mathcal{C})|.$
Lemma 4. For every positive $c \in \mathbb{N}$, there is a $c$-outgrowth replacer. In particular, an $\alpha$-approximate solution for $G$ implies an $\alpha$-approximate solution for $G$.

Proof. For $i \in \{0, \ldots, c-1\}$, let $K_i^{(u,v)}$ be the graph obtained from $K^{(u,v)}$ by adding $i$ edges connecting $u$ and $v$. Obviously $K_0^{(u,v)} = K^{(u,v)}$. Let also $T_i \subseteq V(K)$ be a minimum weight set contained in $V(K)$ such that $K_i^{(u,v)}$ contains neither $u$ nor $v$. For example, $T_{c-1}$ is a minimum (internal) vertex cut separating $u$ and $v$ in $K^{(u,v)}$, and $w_{c-1} = w(T_{c-1})$. Note that $T_i \subseteq V(K)$ implies that $T_i$ contains neither $u$ nor $v$. By definition, it holds that $0 = w_0 \leq w_1 \leq \cdots \leq w_{c-1} < \infty$, and these values can be computed in uniformly polynomial time by using dynamic programming on $\theta_c$-minor free graphs (that is bounded treewidth graphs). We also remark that $T_j$ is a $c$-bond cover of $K_j^{(u,v)}$ for all $i \leq j$. We construct the $c$-outgrowth replacer $K' = (K', u, v)$ so that $K_i^{(u,v)}$ is as follows (see Figure 1).

- $V(K_i^{(u,v)}) = \{u, v, x_1, \ldots, x_{c-1}\}$ where $K' = \{x_1, \ldots, x_{c-1}\}$. For each $1 \leq i \leq c-1$, the weight of $x_i$ is $w_i$.
- There are edges $(u, x_1), (x_1, x_2), \ldots, (x_{c-2}, x_{c-1}), (x_{c-1}, v)$. Additionally for each $2 \leq i \leq c-1$, there is an edge $(x_i, u)$.

**Figure 1** The construction of the replacement $c$-outgrowth $K' = (K', u, v)$.

We observe that for each $i \in \{0, \ldots, c-1\}$, the set $\{x_i\}$ is the minimum weight $c$-bond cover of $K_i^{(u,v)}$. The next claims are handy (the proof is omitted in this extended abstract).
Approximation for Weighted Bond Cover

Claim 5. Let \((K, u, v)\) be a c-outgrowth in \(G\) and let \(M = (X, Y)\) be a minimal \(\theta_c\)-model in \(G\). If \(M\) does not contain \(u\), then we have \((X \cup Y) \cap V(K) = \emptyset\). Furthermore, if \(S\) is a minimal c-bond cover of \(G\) and if \(S\) contains \(u\) or \(v\), say \(u\), then \(S \cap V(K) = \emptyset\).

Claim 6. Let \(Z\) be a c-bond cover of \(G - V(K)\) and let \(\ell\) be the maximum integer\(^6\) such that \(G - (K \cup Z)\) contains a \(\theta_{\ell}\)-model with \(u\) and \(v\) in different sets. Then \(Z' = Z \cup T_\ell\) is a c-bond cover of \(G\).

We begin with proving the third condition of the replacer. Let \(G'\) be the graph where \(K'(u, v)\) is replaced by \(K'(u, v)\). It suffices to prove the second statement for an arbitrary minimal c-bond cover \(S' \subseteq V(G')\) of \(G'\).

First, assume that \(S'\) contains \(u\) or \(v\), say \(u\). Claim 5 is applied to \(G'\) verbatim with \(G \leftarrow G', K \leftarrow K', K'(u, v) \leftarrow K'(u, v)\), and we deduce that \(S' \cap V(K') = \emptyset\). Now we take \(S \leftarrow S'\), and let us argue that \(S\) is a c-bond cover of \(G\). Again Claim 5 implies that if \(G - S\) contains a \(\theta_c\)-model, then one can find one disjoint from \(V(K)\). This is not possible because \(S = S'\) is a c-bond cover of \(G - K = G' - K'\).

Secondly, let us assume that \(S' \cap \{u, v\} = \emptyset\). Let \(\ell\) be the maximum integer such that \(G' = (K' \cup S')\) contains a \(\theta_{\ell}\)-model \(M = (X, Y)\) with \(u\) and \(v\) in different sets, say \(u \in X\) and \(v \in Y\). Clearly \(\ell\) is strictly smaller than \(c\) because \(S'\) is a c-bond cover of \(G' - K'\). Note that \(K'_\ell(u, v)\) is obtained from \(G'[X \cup Y \cup V(K')]\) by contracting \(X\) and \(Y\). Because \(S' \cap V(K')\) is a c-bond cover of \(G'[X \cup Y \cup V(K')]\), it is also a c-bond cover of \(K'_\ell(u, v)\). Therefore we have \(w_\ell \leq w(S' \cap V(K'))\).

Let \(S = (S' \setminus V(K')) \cup T_\ell\) be a vertex set of \(G\) and note that \(w(S) \leq w(S')\). Now applying Claim 6 to \(G \cup Z\) with \(Z \leftarrow S' \setminus V(K')\) (as a vertex set of \(G\)), we conclude that \(S\) is a c-bond cover of \(G\). This proves the third condition of the replacer, which also establishes \(\text{opt}(G) \leq \text{opt}(G')\) in the second condition of the replacer.

It remains to show \(\text{opt}(G) \geq \text{opt}(G')\). Consider an optimal c-bond cover \(S\) of \(G\), and let \(p\) be the maximum integer such that \(G - (K \cup S)\) contains a \(\theta_p\)-model \(M = (X, Y)\) with \(u\) and \(v\) in different sets. Again we apply Claim 6 with \(G \leftarrow G', Z \leftarrow S' \setminus V(K)\) (as a vertex set of \(G'\)), \(K \leftarrow K'\) and \(T_\ell \leftarrow \{x_p\}\), and derive that \((S \setminus V(K)) \cup \{x_p\}\) is a c-bond cover of \(G'\). Lastly, observe that \(K'_p(u, v)\) is a minor of \(G'[X \cup Y \cup V(K')]\), and because \(S \cap V(K)\) is a c-bond cover of the latter, it is also a c-bond cover of the former. Therefore, we have \(w(S \cap V(K)) \geq w_p\), from which we have \(\text{opt}(G) = w(S) \geq w(S \setminus V(K)) + w_p = w((S \setminus V(K)) \cup \{x_p\}) \geq \text{opt}(G')\).

3 The primal-dual approach

We begin the section by formalizing the notion of \(\alpha\)-thin layer. An \(\alpha\)-thin layer of a weighted graph \(G = (V, E, w)\) is a weighted graph \(H = (V, E, w^\alpha)\) such that the following holds.

- \(w^\alpha(v) \leq w(v)\) for every \(v \in V\).
- \(w^\alpha(v) = w(v)\) for some \(v \in V\), and
- \(w^\alpha(S) \geq (1/\alpha) \cdot w^\alpha(V)\) for any c-bond cover \(S \subseteq V\) of \(H\).

We are now ready to prove our main approximation result.

Theorem 7. There is a uniformly polynomial-time algorithm which, given a positive integer \(c\) and a weighted graph \(G = (V, E, w)\), computes a c-bond cover of weight at most \(\alpha \cdot \text{opt}(G)\) for some \(\alpha = \alpha(c)\).

\(^6\) If \(u\) and \(v\) are not connected in \(G - (K \cup Z)\), we let \(\ell = 0\).
Proof. The algorithm initially sets $G_1 = G$, and iteratively constructs a sequence of weighted graphs $G_i = (V_i, E_i, w_i)$ for $i = 0, 1, \ldots$. At $i$-th iteration, we run the algorithm $A$ of Theorem 2 for $t = 8c$. If $A$ detects a $c$-outgrowth of size at least $c$, then we call the algorithm of Lemma 4, which is clearly a replacer. We run the replacer on $G_i$ and set $G_{i+1}$ to be the output of the replacer. If a $\theta_c$-model $M$ of $G_i$ of size at most $f_1(c, t)$ is detected by $A$, then let $\epsilon := \min \{w_i(v) : v \in M\}$ and consider the weighted graph $H_i = (V_i, E_i, w_i)$ with the weight function $w$ as follows:

$$w_i^\epsilon(v) = \begin{cases} \epsilon & \text{if } v \in M \\ 0 & \text{otherwise.} \end{cases}$$

It is obvious that $H_i$ is an $\alpha$-thin layer with $\alpha = f_1(c, t)$.

In the third case, note that the cluster collection $C$ forms a cluster partition of $G_i \cup C$. Consider the weight function $w : U \mathcal{C} \to \mathbb{R}_{\geq 0}$ as in Equation 1 of $G_i \cup C$. Let $\epsilon := \min \{w_i(v)/w(v) : v \in U \mathcal{C}\}$ and consider the weighted graph $H_i = (V_i, E_i, w_i^\epsilon)$ be the weighted graph, where

$$w_i^\epsilon(v) = \begin{cases} \epsilon \cdot w(v) & \text{if } v \in U \mathcal{C} \\ 0 & \text{otherwise.} \end{cases}$$

Let us verify that $H_i$ is an $\alpha$-thin layer of $G_i$ for $\alpha = 4r$, where $r = f_1(c, t)$. It is straightforward to see that the first two requirement of $\alpha$-thin layer are met due to the choice of $\epsilon$. To check the last requirement, consider an arbitrary $c$-bond cover $S \subseteq V_i$ of $H_i$. By Lemma 3, it holds that

$$\frac{\epsilon}{2r} \cdot |E(G_i \cup C)/C| \leq \sum_{v \in S} w_i^\epsilon(v) \leq \sum_{v \in V_i} w_i^\epsilon(v) \leq 2\epsilon \cdot |E(G_i \cup C)/C|,$$

and therefore,

$$\sum_{v \in S} w_i^\epsilon(v) \geq \frac{\epsilon}{2r} \cdot |E(G_i \cup C)/C| \geq \frac{1}{4r} \cdot \sum_{v \in V_i} w_i^\epsilon(v).$$

In both the second and the third cases, we set $G_{i+1}$ to be the weighted graph $(V_i, E_i, w_i - w_i^\epsilon)$ after removing all vertices of weight zero.

Finally, if $A$ reports that $G_i$ is $\theta_c$-minor free, then we terminate the iteration. Let $G = G_1, G_2, \ldots, G_t$ be the constructed sequence of weighted graph at the end, with $G_t$ being a $\theta_c$-minor-free graph. Observe that our algorithm strictly decrease the number of vertices before the $\ell$-th iteration, and thus $\ell \leq n$.

To establish the main statement, it suffices show that there is a polynomial-time algorithm which produces an $4r$-approximate solution for $G_i$ given an $4r$-approximate solution $T_{i+1}$ for $G_{i+1}$, where $r = f_1(c, t)$ and $t = 8c$. This trivially holds if the execution of $A$ at $i$-th iteration calls the replacer.

Suppose that $i$-th iteration produces an $\alpha$-thin layer $H_i = (V_i, E_i, w_i^\epsilon)$, and recall that every $\alpha$-thin layer produced in our algorithm satisfies $\alpha \leq 4r$. As $T_{i+1}$ is an $4r$-approximate solution for $G_{i+1}$, we have

$$\text{opt}(G_{i+1}) \geq (1/4r) \cdot w_{i+1}(T_{i+1}),$$

Claim 8. $T_i := T_{i+1} \cup (V_i \setminus V_{i+1})$ is an $4r$-approximate solution for $G_i$.

Proof. Let $D_i = V_i \setminus V_{i+1}$, namely the vertices deleted from $G_i$ to obtain $G_{i+1}$. It is obvious that $T_{i+1} \cup D_i$ is a feasible solution for $G_i$, that is, a $c$-bond cover of $G_i$ because $G_{i+1} - T_{i+1} = G_i - (T_{i+1} \cup D_i)$ and $T_{i+1}$ is a $c$-bond cover of $G_{i+1}$. Let $Q \subseteq V_i$ be an optimal
solution for $G_i$. Then $Q$ is a feasible solution for $H_i$ and $Q \cap V_{i+1}$ is a feasible solution for $G_{i+1}$, therefore

$$w_i^c(Q) \geq (1/4r) \cdot w_i^c(V_i) \quad \text{and} \quad w_{i+1}^c(Q \cap V_{i+1}) \geq \text{opt}(G_{i+1}),$$

where the inequality 3 is due to the third requirement of $\alpha$-thin layer. Furthermore, it holds that

$$w_i(v) = w_i^c(v) + w_{i+1}(v) \quad \text{for each } v \in V_{i+1} \quad \text{and} \quad w_i(v) = w_i^c(v) \quad \text{for each } v \in D_i.$$

Therefore,

$$w_i(Q) = w_i^c(Q) + w_{i+1}(Q \cap V_{i+1}) \quad \therefore (5), (6)$$

$$\geq (1/4r) \cdot w_i^c(V_i) + \text{opt}(G_{i+1}) \quad \therefore (3), (4)$$

$$\geq (1/4r) \cdot w_i^c(T_{i+1} \cup D_i) + (1/4r) \cdot w_{i+1}(T_{i+1}) \quad \therefore (2)$$

$$= (1/4r) \cdot (w_i^c(T_{i+1}) + w_{i+1}(T_{i+1})) + (1/4r) \cdot w_i^c(D_i)$$

$$= (1/4r) \cdot w_i(T_{i+1} \cup D_i) \quad \therefore (5), (6)$$

and the claim follows.

We inductively obtain a $4r$-approximate solution for $G_i$, and finally for the graph $G_1 = G$. This finishes the proof.

4 Discussion

In this paper we construct a polynomial-time constant-factor approximation algorithm for the Weighted $F$-Vertex Deletion problem in the case $F$ is the class of graphs not containing a $c$-bond or, alternatively, the $\theta_c$-minor free graphs. The constant-factor of our approximation algorithm is a (constructible) function of $c$ and the running time is uniformly polynomial. Our results, in case $c = 2$, yield a constant-factor approximation for the Weighted Feedback Vertex Set. Also, a constant-factor approximation for Weighted Diamond Hitting Set can easily be derived for the case where $c = 3$. For this we apply our results on simple graphs and observe that each time a $\theta_3$-minor-model appears, this model, under the absence of multiple edges, should contain 4 vertices and therefore is a minor-model of the diamond $K_4^-$ (that is $K_4$ without an edge).

Certainly the general open question is whether Weighted $F$-Vertex Deletion admits a constant-factor approximation for more general instantiations of the minor-closed class $F$.

In this direction, the challenge is to use our approach when the graphs in $F$ have bounded treewidth (or, equivalently, if the minor obstruction of $F$ contains some planar graph). For this, one needs to extend the structural result of Theorem 2 and, based on this to build a replacer as in Lemma 4.

Given an $r \in \mathbb{N}$, an $r$-protrusion of a graph $G$ is a set $X \subseteq V(G)$ such that $G[X]$ has treewidth at most $t$ and $|\partial_G(X)| \leq t$, were $\partial_G(X)$ is the set of vertices of $X$ that are incident to edges not in $G[X]$. We conjecture that a possible extension of Theorem 2 might be the following.

-**Conjecture 9.** There are functions $f_2 : \mathbb{N}^2 \to \mathbb{N}$ and $f_3 : \mathbb{N}^3 \to \mathbb{N}$ such that, for every $h$-vertex planar graph $H$ and every two positive integers $t, p$, there is a uniformly polynomial time algorithm that, given as input a graph $G$, outputs one of the following:
1. an $f_2(h,t)$-protrusion $X$ of size at least $p$, or
2. a minor-model of $H$ of of size at most $f_3(h,t,p)$, or
3. a cluster collection $C$ of $G$ of capacity at most $f_3(h,t,p)$ such that $\delta(G/C) \geq t$, or
4. a report that $G$ is $H$-minor free.

Given a proof of some suitable version of Conjecture 9 at hand, cases 1, 2, and 3 above can be treated using the method proposed in this paper. In the first case, we need to find a weighted protrusion replacer that can replace, in the weighed graph $G = (V, E, w)$, the subgraph $G[X]$ by another one (glued on the same boundary) and create a new weighted graph $G' = (V', E', w')$ so that an optimal solution has the same weight in both instances. In our case, the role of a protrusion is played by the $c$-outgrowth, where $X$ is the vertex set of $K(u,v)$ that has treewidth at most $2c$ and $|\partial G(X)| \leq 2$, i.e., $V(K(u,v))$ is a $2c$-protrusion of $G$. In the case of $\theta_c$, the the replacer is given in Lemma 4. The existence of such a replacer in the general case is wide open, first because the boundary $\partial C(X)$ has bigger size (depending on $h$ but perhaps also on $t$) and second, and most important, because we now must deal with weights which does not permit us to use any protrusion replacement machinery such as the one used in [20, 19] unweighted version of the problem (based on the, so called, FII-property [13] for more details).

We believe that a possible way to prove Conjecture 9 is to use as departure the proof of the main combinatorial result in [45]. However, in our opinion, the most challenging step is to design a weighted protrusion replacer (or, on the negative side, to provide instantiations of $H$ where such a replacer does not exist). As such a replacer needs to work on the presence of weights, we suggest that its design might use techniques related to mimicking networks technology [24, 34].

Finally, since our algorithm is based on the primal-dual framework and proceeds by constructing suitable weights for the second and third case where every feasible solution is $O(1)$-approximate, one can ask whether it is possible to bypass the need for a replacer and construct suitable weights for the first case. Indeed, the previous approximation algorithms for Weighted Feedback Vertex Set [7, 12, 16] designed suitable weights even for the case 1 where every minimal solution is $O(1)$-approximate. (And used the additional “reverse delete” step at the end to ensure that the final solution remains minimal, for every weighted graph constructed.) In the full version of the paper [32], we show that such weights cannot exist for a simple planar graph $H$, which suggests that replacers are inherently needed for this class of algorithms for Weighted $F$-Vertex Deletion.
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1 Introduction

We study the classical vector packing problem (VP) \cite{21, 20, 2, 1, 3}. In VP with dimension \(d \geq 2\), a set of items is given, where every item is a non-zero \(d\)-dimensional vector, whose components are rational numbers in \([0, 1]\). This set is to be partitioned into subsets called bins, such that the vector sum of every subset does not exceed 1 in any component. Here, we consider lower bounds on the worst-case performance guarantees of online algorithms for VP. Online algorithms obtain input items one by one, and pack each new item irrevocably before the next item is presented, into an empty (new), or non-empty bin. Such algorithms receive an input as a sequence, while offline algorithms receive an input as a set. An arbitrary optimal offline algorithm, which uses the minimum number of bins for packing the items of the input or instance, is denoted by \(OPT\). For an input \(L\) and algorithm \(A\), we let \(A(L)\) denote the number of bins that \(A\) uses to pack \(L\), also termed the cost of algorithm \(A\) on input \(L\). For a randomized algorithm we denote the expected value of the cost of the algorithm \(A\) on input \(L\) as \(E[A(L)]\). We also let \(OPT(L)\) denote the number of bins that \(OPT\) uses for a given input \(L\). The absolute competitive ratio of an algorithm \(A\) is defined as the supremum ratio over the following ratios. These are the ratios for all inputs \(L\), where the ratio for \(L\) is the ratio between the number of its bins \(A(L)\) and \(OPT(L)\), the number of the bins of \(OPT\). The asymptotic competitive ratio is the limit of absolute competitive ratios \(R_K\) when \(K\) tends to infinity, and \(R_K\) takes into account only inputs for which \(OPT\) uses at least \(K\) bins. That is, the asymptotic competitive ratio of \(A\) is:

\[
\lim_{K \to \infty} \sup_{OPT(L) \geq K} \frac{A(L)}{OPT(L)}.
\]

For randomized online algorithms the definition for the asymptotic competitive ratio and for the absolute competitive ratio is the same, except that we consider \(E[A(L)]\) instead of \(A(L)\). In this paper, we focus mostly on the asymptotic competitive ratio, which is the most natural measure for bin packing algorithms, and we sometimes refer to it by the term competitive ratio. When we discuss the absolute competitive ratio, we use this last term explicitly.

Note that VP is defined as a distinct optimization problem for every fixed value of \(d\). For each such value (which is a dimension), there might be an online algorithm that is the best possible with respect to the absolute competitive ratio (the algorithm whose absolute competitive ratio is minimized), and there might be an online algorithm that is the best possible with respect to the asymptotic competitive ratio. These algorithms may be different. Denote by \(\text{Abs}(d)\) the best possible absolute competitive ratio of a deterministic online algorithm for VP with dimension \(d\), and let \(\text{Asym}(d)\) denote the best possible asymptotic competitive ratio of a deterministic online algorithm for VP with dimension \(d\). If there are values of \(d\) for which such best possible online algorithms do not exist, we define the corresponding values of \(\text{Abs}(d)\) and \(\text{Asym}(d)\) as the infinums of the corresponding ratios, where the infimum is taken over all online algorithms for VP with \(d\) dimensions. Thus, these values are well-defined for all \(d\) even though we currently do not know their values. It is known that these values are mostly linear in \(d\) (see below).

Observe that both \(\text{Abs}(d)\) and \(\text{Asym}(d)\) are monotone non-decreasing functions of \(d\), as we can use the online algorithm with larger dimension in order to pack the lower dimension vectors by simulating a higher dimension input using additional components, which are always set to 0. Furthermore, by the definitions of the asymptotic competitive ratio and the absolute competitive ratio, we conclude that for every \(d\), we have \(\text{Asym}(d) \leq \text{Abs}(d)\).

In this work, we improve on the known lower bounds of the asymptotic competitive ratio for all fixed values of \(d\) that are at least 3 for online VP. We focus mostly on deterministic
online algorithms, while our main result uses an oblivious adversary and holds also against randomized online algorithms. This also improves the known results for the absolute ratios, that is, we improve upon the state of the art of lower bounding \(\text{Asym}(d)\) for all \(d \geq 3\). Our main result is that the order of growth of the asymptotic competitive ratio is \(\Omega\left(\frac{d}{(\log_2 d)^2}\right)\).

Recall that the term asymptotic here, does not refer to the asymptotic growth of \(d\), but to the asymptotic definition of the competitive ratio, which is the most common measure for bin packing problems. To do that, we present four constructions leading to different lower bounds on \(\text{Asym}(d)\). For every specific value of \(d\), one may use the construction that leads to the largest possible lower bound. In Section 2, we present our results for very large values of \(d\). That is, we show that for \(d > 16\), there is a lower bound of \(\frac{d-1}{\pi(d-1)}\) on \(\text{Asym}(d)\), and for sufficiently large and fixed values of \(d\), the lower bound determined for the asymptotic competitive ratio for online VP is \(\frac{d}{2^{\sqrt{\frac{d}{2}}} + 2}\). The lower bounds presented in Section 2 are based on an oblivious adversary. An elaborate explanation for using values of \(d\) that are sufficiently large is also provided in Section 2.

Next, we present the improved lower bounds for relatively small values of \(d\) against deterministic online algorithms. In Section 3, we show a lower bound of at least \(\frac{\sqrt{d-1}}{2} + 2\) that applies for all fixed values of \(d \geq 2\). For example, in the case \(d = 14\) we obtain a lower bound of 2.5 on the asymptotic competitive ratio. Then, in Section 4 we show a lower bound of \(\frac{d}{2} = 2.25\) on \(\text{Asym}(3)\). Finally, in Section 5, we introduce a lower bound of \(\frac{26}{15} \approx 2.62\) on \(\text{Asym}(8)\).

The last three constructions, presented in Sections 3, 4, and 5, are based on a technique called adaptive constructions for packing problems, explained in detail below. We note that our lower bound of \(\frac{\sqrt{d-1}}{2} + 2\) is the largest lower bound that we establish for a large variety of values of \(d\). This holds even for extremely large values of \(d\) like \(d = 2^{30}\), for which the value of this lower bound is at least \(2^{14} > 16000\). Comparing this result to the values of lower bounds presented in Section 2, we find that they are much smaller, and in fact the values resulting from the constructions of that section are not larger than 4972 and 583. Thus, for any reasonable value of \(d\), the lower bounds obtained based on the adaptive construction method are much better than the ones in Section 2.

The lower bounds on \(\text{Abs}(d)\) established in Azar et al. [2] were not computed explicitly, in the sense that they are only stated as \(\Omega(d^{1-\varepsilon})\) for every \(\varepsilon > 0\). These lower bounds hold only in the absolute sense, and their order of growth is \(\Omega\left(\frac{d}{(\log_2 d)^2}\right)\). In order to compare their bounds to our lower bounds on \(\text{Asym}(d)\), we examined their proofs. Their lower bounds are basically the deterministic lower bounds on node coloring of graphs where the nodes arrive in an online fashion, thus they are using black-box reductions from the (deterministic) lower bounds of Halldórsson and Szegedy [22]. These black-box reductions are the main reason that lower bounds cannot be obtained on the asymptotic competitive ratio, but only on the absolute competitive ratio, which may be larger (and it is not the standard tool to analyze bin packing problems). Note that we improve the known absolute lower bound for a large number of values of \(d\). For example, the deterministic lower bound resulting from the construction of [22] for \(d = 60\) is 3.75, while our results imply a lower bound above 4.8 (which holds even in the asymptotic case, and for a slightly lower dimension of 57).

In the work of [22], the part of randomized lower bounds consists of two constructions. In the first one, the value of \(d\) is relatively large, thus we can use Stirling’s formula to approximate \(\lfloor\log_2 d\rfloor\) with a constant multiplicative error, while the second one holds for all dimensions \(d\). In Section 2, we use the ideas of Halldórsson and Szegedy [22] to obtain similar lower bounds on the asymptotic competitive ratio of VP. Unlike the work of [2], we do not apply black-box reduction from node coloring. The main motivation for that is that we need a lower bound with respect to a different coloring problem in which we are interested.


Asym VP is simply the bin packing problem (BP), which has been studied for half a century [23, 24].

The current best bounds on Asym VP are a lower bound of $1.54278$ [7] and an upper bound of $1.5729$ [5], while Asym(1) = $\frac{3}{2}$ [8]. In [4, 6], the authors considered a generalization of BP, known as the Cardinality Constrained Bin Packing (CCBP). CCBP is defined as follows: each item has a scalar size in $[0, 1]$ (one-dimensional), and in addition, the constraint that the sum of items sizes in each bin does not exceed 1, there is an integer parameter $k \geq 2$, such that no bin can have more than $k$ items. Note that CCBP is a special case of VP with $d \geq 2$, by defining a vector for each item, where its first component is the item's size and its second component is $\frac{1}{k}$ (the other components are zeros). In [6], the authors consider the case of VP with $d = 2$, and present its difference from CCBP. They demonstrated that $\text{Asym}(2) \geq 2.03731129$ with respect to VP in two dimensions, and thus for all $d \geq 2$ it was established that $\text{Asym}(d) \geq 2.03731129$, whereas for CCBP there is a 2-competitive algorithm. In [3] it is shown that when $d$ grows to infinity there is a lower bound that tends to $e$, thus $\lim_{d \to \infty} \text{Asym}(d) \geq e$. It is interesting to note that the lower bound in [3] applies even if all components of all vectors are small. That is, for every small $\varepsilon > 0$, where all components are smaller than $\varepsilon$, the lower bound of [3] holds, and it holds even when $\varepsilon$ tends to 0. This matches the upper bound for the very specific case of VP (of small components) established by [1]. Prior to the publications of [3, 6], the lower bounds on $\text{Asym}(d)$ were weaker [20, 14, 13].

As for upper bounds on $\text{Asym}(d)$, the best known result [21] is (still) that the First-Fit algorithm has an asymptotic competitive ratio of $d + 0.7$ for VP in $d$ dimensions. Prior to that work, there was a slightly weaker bound of $d + 1$ established by Kou and Markowsky [26].

For the absolute competitive ratio, the resulting bound is also $d + O(1)$ [21, 26] (an upper bound of $O(d)$ follows from the simple property that for greedy algorithms, no two bins of the output have a sum of at most 1 in all components). With respect to the literature on VP regarding oblivious adversary, all known upper bounds are using deterministic algorithms, while the lower bound of [3] is the unique lower bound larger than 2 that holds also using oblivious adversary (by applying standard adaptation). The lower bound of [6] is stated only for deterministic algorithms, and the means for adjusting it for use of an oblivious adversary are unknown.

We stress that prior to our work it was unknown whether there is an online algorithm $A$ for VP for any dimension $d$ (or for sufficiently large dimensions) such that for every input $L$, its cost $A(L)$ satisfies $A(L) \leq 3 \cdot OPT(L) + d$ (where $d$ is the dimension of the input). This is due to the fact that the known lower bound of $e$ holds for any additive term, while the non-constant known lower bound uses only $d$ items for dimension $d$.

Vast literature is available on the offline versions of all the problems mentioned above [16, 10, 12, 15, 18, 19, 25, 28]. In particular, similar lower bounds to those of [1] on the absolute approximation ratio for VP (under a certain standard complexity assumption, that
NP≠ZPP) were observed for the offline scenario [16, 12], also by reductions from coloring problems. The lower bounds are for the absolute measures, since for every dimension \( d \), the number of items is simply \( d \). The other bin packing problems discussed here (BP and CCBP) admit polynomial time asymptotic approximation schemes [15, 18, 19, 25], but one can show that unless P=NP, such schemes cannot exist for the absolute cases, and the absolute approximation ratio is at least 1.5. This can serve as evidence that lower bounds for the absolute approximation ratio or the absolute competitive ratio are not sufficient for the analysis of the asymptotic approximation ratio or the asymptotic competitive ratio. In fact, it is true also for online bin packing problems that the absolute measure is different from the asymptotic one. For example, for BP, the best possible absolute competitive ratio is \( \frac{5}{3} \) [8], while the asymptotic competitive ratio is significantly smaller [5]. For CCBP, one example is the parameter \( k = 4 \), for which the best possible absolute competitive ratio is 2 [4, 6], while an improved asymptotic competitive ratio below 2 is known [17].

Omitted proofs will appear in the full version of this work.

2 The lower bound for large values of \( d \)

In this section we consider the cases of very large dimensions. We will prove a lower bound of \( \Omega(\frac{1}{\log d}) \) for sufficiently large dimensions \( d \). Our lower bounds are not smaller than the weaker results of Azar et al. [2], which were established only for the absolute competitive ratio measure (as a function of the dimension, for large enough values of \( d \)). Here, we consider the stronger measure of the asymptotic competitive ratio, and even prove these lower bounds for randomized algorithms.

The input’s sequence presented by the adversary is constructed in \( d \) phases, where each phase consists of \( N \) identical items. The construction uses integer parameter \( \nu \) (which will be chosen later as a function of the number of dimensions), and maintains \( \nu \) classes and a subset of the \( \nu \) class sets, \( S \subseteq X = 2^{|\nu|} \setminus \emptyset \) where \( |\nu| = \{1, 2, \ldots, \nu\} \), let \( 0 < \epsilon \leq \frac{1}{\log \nu} \). The adversary examines the online algorithm’s expected values, and associates a class and a set for each phase, which will determine the items’ phase components. We denote \( c_j \in [\nu] \), and \( S_j \in S \) as the class and the set of the phase \( j \), respectively.

Formally, at the beginning of phase \( j \in [d] \), the adversary examines the algorithm’s expected assignment and chooses a set \( S_j \). The adversary presents \( N \) identical items, where each item component is defined as follows: the items have as their \( j \)th component, all components of indexes larger than \( j \) are 0, while a component of index \( i < j \) is \( \epsilon \) if \( c_i \notin S_j \) and 0 otherwise. Note that the previous phases classes \( c_1, \ldots, c_{j-1} \) have been already set. Finally, after examining the expected assignment of these vectors the adversary associates a class \( c_j \in S_j \) for the phase.

First, observe that the non zero components’ values are either 1 or \( \epsilon \leq \frac{1}{\log \nu} \). Since the number of items is \( Nd \), a subset of the items cannot be assigned to the same bin, only if exists a component for which there is an item with a value of 1 and another item with a non-zero value. In addition, a construction of this form satisfies that any solution has a cost of at least \( N \) (and of at most \( Nd \)), regardless of its specific details. Therefore, by letting \( N \) grow to infinity by proving a lower bound for these instances a lower bound on the asymptotic competitive ratio follows. Next, consider a bin \( B \) with a fixed realization of the random bits of the online algorithm (at some point during the lower bound construction). We associate the subset \( S(B) \subseteq [\nu] \) of classes with every such bin, where \( S(B) \) contains the classes of items that are packed into \( B \), that is, \( \ell \in S(B) \) if there exists at least one phase \( j \) such that \( \ell = c_j \) and an item of phase \( j \) is packed into \( B \). The set \( S(B) \), named the associated set of
B may be extended later. Intuitively, the adversary chooses a set $S_j$ and a class $c_j$ in each phase, in order to increase the (expected) cardinality of the associated set ($|S(B)|$) of the online algorithm bins. Then, by using a corresponding potential function, we will obtain the lower bound of the expected number of bins of the online algorithm. Full details of the adversary’s choices are presented later. First, we introduce several properties, which hold for any choice of adversary. The following claim characterizes the possible associated set that an algorithm may pack the items of phase $j$.

**Claim 1.** Any algorithm may pack an item of phase $j$ in bin $B$, if and only if it does not contain another item of phase $j$, and before the item is added it holds that $S(B) \subseteq S_j$.

**Proof.** Two items of the phase $j$ cannot fit into a common bin, since there is 1 in the $j$’th component of the items. The number of items is $N \cdot d$, hence a collection of items fit into a bin, if and only if, no item in the collection has an $\epsilon$ component when another item of the collection has a value of 1 at the same component.

Given a bin $B$, for any $\ell \in S(B)$ there exists at least one value $j'$, such that an item of phase $j'$ is assigned to $B$, and the class of phase $j'$ is $\ell$. By the construction definition, the $j'$ component of this item (and the bin $B$) is 1, and if $\ell \notin S_j$, the $j'$ component of items of phase $j$ is $\epsilon$. Hence, if item of phase $j$ can be assigned to bin $B$ then $\ell \in S_j$. On the other hand, if $S(B) \subseteq S_j$, then for any component $i < j$ of $B$ which is 1, we have $c_i \in S(B) \subseteq S_j$, and by definition the $j$’th phase vector value at component $i$ is 0.

We observe that there exists a solution which uses at most $\nu \cdot N$ bins.

**Claim 2.** For any choice of $c_j, S_j$ there exists an offline solution which uses at most $\nu \cdot N$ bins.

**Proof.** A solution that opens $N$ bins for each class and assigns the phase’s vector according to the class is a feasible assignment by Claim 1, since for a bin we use to pack in phase $j$ we have $S(B) \subseteq \{c_j\}$ and $c_j \in S_j$ by the algorithm’s definition.

Next, we will present an important characterization of the set $S$ necessary for the analysis. The set $S$ in the construction will depend on a parameters pair $(\alpha, \beta)$, and will require that $(\alpha, \beta)$ would be *satisfiable*.

**Definition 3.** Given $\nu$, $(\alpha, \beta)$ is satisfiable if there exists a set of subsets $S \subseteq X$ such that $|S| \geq \alpha$, and for every pair $S, S' \in S$ such that $S \neq S'$ we have that their symmetric difference $S \Delta S'$ satisfies $|S \Delta S'| \geq \beta$.

The next claim characterizes two satisfiable pairs, which will be used in our lower bound construction.

**Claim 4.** For any $\nu$, $(\alpha, \beta) = (2^\nu - 1, 1)$ is satisfiable, and if $\nu$ is sufficiently large then $(\alpha, \beta) = (2^{\nu/2}, 0.3\nu)$ is satisfiable.

**Proof.** For the first part, consider $S$ to be the set $X$, which has $2^\nu - 1$ elements, as required. Each pair of distinct elements represents non-equal subsets of $[\nu]$, so that they differ by at least one element. We fix the value of $\beta$ to 1, in this case.

The second part was proven by [22], which demonstrated that if we pick a random sub-collection of subsets of $[\nu]$ with $2^{\nu/2}$ subsets, each consisting of exactly $\lceil \nu/2 \rceil$ elements of $[\nu]$ (chosen independently and uniformly at random), then with some positive probability (for large enough value of $\nu$) each pair of these selected subsets satisfies the condition on their symmetric difference. Using the probabilistic method, they were able to prove our claim (deterministically) for large enough values of $\nu$ (that they have not specified).
For a specific satisfiable pair \((\alpha, \beta)\) and their corresponding set \(S\), and for any associated set \(S(B) \subseteq [\nu]\), we denote a subset in \(S \in S\) that represents \(B\), (where \(S\) is represented by \(B\)) if \(|S \triangle S(B)| \leq \frac{\nu}{2}\). We will prove that any set is represented by at most a single set in \(S\).

\[\triangleright\text{Claim 5.} \] If for every pair \(S, S' \in S\) such that \(S \neq S'\) we have \(|S \triangle S'| \geq \beta\) and \(\beta \geq 1\), then any bin \(B\) is represented by at most one set \(S \in S\).

\[\text{Proof.}\] Assume for contradiction that a bin \(B\) is represented by two sets \(S_1, S_2 \in S\). Recall that \(|S_1 \triangle S_2| \geq \beta\) (by assumption), but \(|S(B) \triangle S_i| \leq \frac{\beta}{\nu}\) for \(i = 1, 2\) (by the definition of representation). First, consider the elements of \(S_1 \setminus S_2\). Some of these elements belong to \(S(B)\), while others do not. Observe that \((S_1 \setminus S_2) \cap S(B) \subseteq S(B) \triangle S_2\) so \(|(S_1 \setminus S_2) \cap S(B)| \leq \frac{\beta}{\nu}\).

Since \((S_1 \setminus S_2) \setminus S(B) \subseteq S(B) \triangle S_1\), we conclude that \(|(S_1 \setminus S_2) \setminus S(B)| \leq \frac{\beta}{\nu}\). Therefore, \(|S_1 \setminus S_2| \leq \frac{2\beta}{\nu}\). Similarly (by changing the roles of \(S_1\) and \(S_2\)) we conclude that \(|S_2 \setminus S_1| \leq \frac{2\beta}{\nu}\). Thus, \(|S_1 \triangle S_2| \leq \frac{4\beta}{\nu}\), contradicting our assumption about \(S\).

We are ready to prove our main lemma, which achieves a lower bound on the expected number of bins opened. We will demonstrate that the adversary may choose a set and a class \(S\), such that the expected number of bins before phase \(j\) is \(\sum_{S \in S} \nu(S)\), where \(\nu(S)\) is the expected number of bins opened by the algorithm. That is, \(\Phi = \mathbb{E}[\sum_B |S(B)|]\). Observe that the expected value of the cost of the online algorithm is at most \(\Phi\) and not smaller than \(\frac{\nu}{2}\), since for any \(B\) it holds that \(|S(B)| \leq \nu\). Let \(\gamma = \left\lceil \frac{\nu}{2} \right\rceil\), this parameter is chosen to ensure that each associated set of a bin is represented by at most one set \(S \in S\).

\[\triangleright\text{Lemma 6.} \] For a satisfiable pair \((\alpha, \beta)\) there exists an adversary strategy, such that the expected number of bins opened by the online algorithm is at least \(\min\{\alpha \cdot N/2, d \cdot \frac{\gamma}{\nu} \cdot \frac{N}{\nu}\}\).

\[\text{Proof.}\] We will show that if the expected number of bins before phase \(j\) is less than \(\alpha \cdot N/2\), then there exists \(S_j, c_j\), which will increase the potential \(\Phi\) by at least \(\frac{\gamma}{\nu} \cdot \frac{N}{\nu}\). The lemma holds since we can perform \(d\) phases, and since the number of bins opened is at least \(\frac{\nu}{2}\).

Prior to phase \(j\), we let \(n(S)\) for a set \(S \in S\) be the expected value of the number of bins opened by the algorithm, and not \(\Phi\). The adversary may use \(n(S), \tilde{n}(S)\) when determining \(S_j, c_j\) respectively, and that these values do not depend on the realization of the random bits used by the algorithm.

\[\text{Determining } S_j.\] We obtained \(\sum_{S \in S} n(S) \leq \alpha \cdot \frac{N}{2}\) through the assumption that the expected number of bins is less than \(\alpha \cdot N/2\), and since every bin of the algorithm is represented by at most one set. The adversary sets \(S_j \in S\) such that \(n(S_j)\) is below \(\frac{N}{2}\), and the existence of \(S_j\) can be guaranteed by the pigeonhole principle.

\[\text{Determining } c_j.\] The algorithm assigns each item of phase \(j\) to a distinct bin; by linearity of expectation we have,

\[N = \sum_{S} \tilde{n}(S) = \sum_{|S \triangle S_j| < \gamma} \tilde{n}(S) + \sum_{|S \triangle S_j| \geq \gamma} \tilde{n}(S) \leq \frac{N}{2} + \sum_{|S \triangle S_j| \geq \gamma} \tilde{n}(S),\]

where the first inequality is obtained by our choice of \(S_j\). Therefore, we have

\[N/2 \leq \sum_{|S \triangle S_j| \geq \gamma} \tilde{n}(S) \leq \sum_{\ell \in S_j} \sum_{S \in S} \tilde{n}(S),\]
where the second inequality follows, since \( \tilde{n}^j(S) > 0 \) only if \( S \subseteq S_j \) by Claim 1, so the same \( S \) will appear at least \( \gamma \) times in the inner summation on the right hand side. The adversary set \( c_j \in S_j \) such that \( \sum_{S_j \notin S} \tilde{n}^j(S) \) is above \( \frac{\nu}{d} \cdot \frac{N}{d} \), the existence of \( c_j \) can be guaranteed by the pigeonhole principle since \( |S_j| \leq \nu \). Note that the increase in the potential function is exactly \( \sum_{S_j \notin S} \tilde{n}^j(S) \), as required.

2.1 Assembling the pieces together

Recall that by Claim 2 the cost of the optimal solution is at most \( \nu \cdot N \). By Lemma 6 any online algorithm will use at least \( \min \{ \alpha \cdot N/2, d \cdot \frac{\gamma}{d} \cdot \frac{N}{d} \} \) number of bins. This value is maximized if \( \alpha \cdot \frac{N}{d} \approx \frac{\alpha \cdot N}{d} \). Thus, we need a method for selecting \( \nu \), if the dimension \( d \) is given. We will use a value \( \nu \) for which the corresponding pair \( (\alpha, \beta) \) satisfies \( d \geq \frac{\nu^2}{\beta} \) (where \( \gamma \) is determined by \( \beta \)), and consequently the resulting lower bound would be \( \frac{\alpha}{\nu} \).

First, consider the case where \( d \) is relatively small and we use \( (\alpha, \beta) = (2^\nu - 1, 1) \) and thus \( \gamma = 1 \), and \( \nu \) is an integer such that \( \nu^2 \cdot (2^\nu - 1) \leq d \). It is sufficient to require that \( \nu^2 \cdot 2^\nu \leq d \), that is satisfied by letting \( \nu = \lceil \log_2 d - 2 \log_2 \log_2 d \rceil \), as for this choice \( \nu^2 \geq (\log_2 d)^2 \). The resulting lower bound is not smaller than

\[
\alpha \geq \frac{2 \log_2 d - 2 \log_2 \log_2 d - 1}{4 \cdot \log_2 d - 2 \log_2 \log_2 d} \geq \frac{d - 1}{8 (\log_2 d)^3},
\]

where the last inequality holds for \( d > 16 \), as for these values of \( d \) we have that \( 8 \log_2 \log_2 d < 4 \log_2 d \).

Next, consider the case where the dimension is higher, and we could use \( (\alpha, \beta) = (2^{\nu/4}, 0.3 \nu) \), and thus \( \gamma = 0.06 \nu \). We pick \( \nu \) as the largest integer such that \( \frac{\nu^2}{\beta} \leq d \) that is, \( \alpha \nu = \nu^2 \cdot 0.06 \cdot d \). Letting \( \nu' = \frac{\nu}{4} \) we will require \( \nu' \cdot 2^{\nu'} \leq 0.015d \). This condition is satisfied, e.g. for \( \nu' = \lceil \log_2 d - 2 \log_2 \log_2 d - 7 \rceil \), as for this choice of \( \nu' \) we have

\[
\nu' \cdot 2^{\nu'} \leq (\log_2 d) \cdot 2^{\log_2 (\log_2 d - 2 \log_2 \log_2 d - 7)} = (\log_2 d) \cdot \frac{d}{\log_2 d \cdot 2^7} = \frac{d}{2^7} \leq 0.015d
\]

and \( \nu' \) is an integer and thus also \( \nu = 4 \nu' \) is integer. The resulting lower bound is

\[
\alpha \geq \frac{2^{\nu'} \cdot 2^{\nu'}}{8 \nu' \nu} \geq \frac{2^{\log_2 d - 2 \log_2 \log_2 d - 8}}{8 \cdot (\log_2 d - 2 \log_2 \log_2 d - 7)} \geq \frac{d}{2^{\log_2 d} \cdot \log_2 d} \geq \frac{d}{2^{11} \cdot (\log_2 d)^2},
\]

that holds for large enough values of \( d \).

Thus, we conclude the construction of this section by the following theorem.

\( \deg \text{Theorem 7.} \) For every fixed dimension \( d > 16 \), there is a lower bound of

\[
\frac{d - 1}{8 (\log_2 d)^3},
\]

on the asymptotic competitive ratio of online randomized algorithms for VP. For sufficiently large and fixed values of \( d \) the lower bound on the asymptotic competitive ratio is

\[
\frac{d}{2^{11} \cdot (\log_2 d)^2}.
\]
3 A lower bound for medium sized dimensions

Let $\alpha, \beta \geq 2$ be the two positive integers such that $d \geq 2 + \alpha(\beta - 2)$. Next we show a lower bound of $\frac{\alpha \beta}{3\alpha + \beta - 2}$ for the corresponding special case. Note that choosing the values $\alpha = \beta$ results in a lower bound of $\Omega(\sqrt{d})$ so for very large dimension this result is inferior to the general lower bound we considered earlier. However, the hidden constants in the $\Omega$ notation are smaller for the current construction leading to better lower bounds for medium sized dimensions.

Let $N > d$ be a large integer such that $\frac{N}{\alpha}$ is an integer. Our sequence of items may have up to $N^3$ items, and we let $\varepsilon < \frac{1}{N^2}$. We will use the adaptive construction method to generate a sequence of scalar values where $a_i$ is the value associated with the $i$th item, such that all values are smaller than $\varepsilon$, and furthermore the following condition holds. If an item is large, then its value is at least $N^3$ times larger than the value of a small item. The logical condition that we will use to define small and large items is that a $d$-dimensional item is large if it is packed into an empty bin and otherwise it is small. We stress the property that every item of the construction will have a one-dimensional associated value, and we will explain how this value is used in the definition of the $d$-dimensional item.

During the adaptive construction, after packing the current item, there will be a value $\mu < \frac{1}{N} < \frac{1}{2}$. The value of $\mu$ may decrease (but cannot increase) after assigning an item. The value $\mu$ will satisfy the property that the value of every large item that appeared up to (and including) the current iteration is strictly larger than $\mu$ while for any subset of items $S$ where $S$ contains only small items that appear in the instance (both during the prefix and later on) or large items that appear later on in the input sequence, the total value of $S$ is strictly smaller than $\mu$. This is obtained by letting $\mu$ be the current upper bound on values of items that can still be either small or large at termination, and reducing the length of the interval of possible values in the adaptive construction by a multiplicative factor of $N^3$ after each item. This is done by using the scheme of [6], and setting the predefined constant mentioned earlier ($k$) to $N^3$, this ensure that all such subsets $S$, whose number of elements will be less than $N^3$ (as this will be a valid upper bound on the number of items in the entire construction), will satisfy the requirement. Note that, in the construction all the successive items to a large item must be at least $N^3$ smaller than this large item since those items could be eventually small.

Our construction will have $\beta$ phases, and it will be useful to denote by $\mu_i$ the current value of $\mu$ at the end of phase $i$ (i.e., after packing the last item of phase $i$ and modifying the current interval according to the rules of the adaptive construction). Furthermore, phase $i$ uses the value $\mu_{i-1}$.

The first and last phase have special properties while the intermediate phases ($\beta - 2$ phases) are all similar. Each phase lasts until the first point in time in which the algorithm has opened $N$ new bins during this phase. Thus, we will ensure that the total cost of the algorithm is $N \cdot \beta$. We also maintain an integer value $\pi$ denoting the current component that is being dealt with, and it has a special role in the construction. We will show later that $\pi$ will always be an index of a component (i.e., $\pi \leq d$), even though it is increased frequently. The value $\pi$ is an index of a component such that items have a very big (and close to 1) component of this index. By increasing $\pi$, we change (and increase) the position of this very big component in the construction. This value is initially set as $\pi = 2$ (while the very first component has a special role during the first phase), and it increases gradually, each time by 1, and it never decreases, as items are being presented. We will see that the value of $\pi$ never exceeds $d$, and during the presentation of items of intermediate phases it will hold that $\pi \leq d - 1$. 
The first phase

We construct a sequence of items, where the first component of every vector is $\frac{1}{N}$ while every other component equals to the value of the current item. Note that this phase ends after at most $N^2$ items, since any phase ends after the algorithm used $N$ new bins, every new bin can contain at most $N$ items of this phase, and there are no bins of previous phases which can be used.

The $\beta - 2$ intermediate phases

Every such phase will contain at most $\alpha \cdot N$ items. We keep a counter $j$ of the index of the phase, where $j$ is initialized to 2. At the end of phase $j - 1 \geq 1$ we set $\mu_{j-1}$ as we described above and we start presenting new items of the $j$th phase.

Each item of these $\beta - 2$ intermediate phases will consist of the following components. All components with indexes smaller than $\pi$ are equal to 0, the current component with index $\pi$ is set to $1 - \mu_{j-1} > \frac{1}{2}$, and all other components (of larger indexes) are equal to the value of the current item (of the adaptive construction). Recall that a new phase starts whenever the number of new bins during the current phase is $N$, and just before starting a new phase we also increase $\pi$ by 1 (for $j = 2$, $\pi$ is not increased but it is initialized). However, there are other events where we decide to increase the value of $\pi$ by 1. These additional events are stated as follows. Whenever the number of large items (according to the adaptive construction) that were packed while the value of $\pi$ is its current value, is $\alpha \cdot N$, we increase the value of $\pi$ by 1. This happens either due to the latter rule or due to the end of the phase (since $\pi$ is always increased due to that event). Before presenting the vectors of the last phase, we prove the main correctness claims regarding the intermediate phases that allow our construction to have the required structure and allow us to prove the claimed lower bound on the asymptotic competitive ratio.

▶ Lemma 8. The items of phase $j$ (where $2 \leq j \leq \beta - 1$) cannot be packed into bins that were opened in an earlier phase, that is, bins used first for an item of an earlier phase. Additionally, the value of $\pi$ remains constant without being increased for at most $N$ items.

▶ Lemma 9. During an intermediate phase, the value of $\pi$ is increased at most $\alpha$ times by 1 (including the increase due to the end of the phase).

We consider the value of $\pi$ at the beginning of the last phase. By the last lemma, we conclude that just before the moment when phase $\beta - 1$ ends (the last intermediate phase), we have $\pi \leq 2 + (\beta - 2) \cdot \alpha + (\beta - 1) \leq d - 1$ and $\pi$ is increased to a value of at most $d$ once that phase ends. This final value (of at most $d$) for $\pi$ was not used as the value of $\pi$ in the definition of items of any phase (after the very last time that $\pi$ was increased, no items are defined so it was not used to define an item).

The last phase

In the last phase we present exactly $N$ identical items that are defined as follows. In component $d$ they are equal to $1 - \mu_{\beta-1}$ and all other components are 0. Observe that every bin that the algorithm has opened in one of the earlier phases has one large item whose $d$th component is larger than $\mu_{\beta-1}$, and thus the algorithm needs to open $N$ new bins for these $N$ items of the last phase.
Proving the resulting lower bound

Since there are $\beta$ phases and the algorithm is forced to open $N$ new bins in every phase, we conclude that the cost of the algorithm is exactly $N \cdot \beta$. Since $N$ could be an arbitrary large integer, in order to prove the lower bound on the asymptotic competitive ratio of the algorithm, it suffices to show that the optimal offline cost is at most $N \cdot (1 + \frac{\beta - 2}{\alpha}) + 1$. In order to present this proof, we will consider all items of the last phase as small items. We present an offline solution of cost at most $N \cdot (1 + \frac{\beta - 2}{\alpha}) + 1$. This offline solution will pack all large items into $N \cdot (\frac{\beta - 2}{\alpha}) + 1$ bins, and all small items into a disjoint set of $N$ bins, and in total we will use at most $N \cdot (1 + \frac{\beta - 2}{\alpha}) + 1$ bins. First, we consider the large items.

Lemma 10. There is an offline solution that packs all large items into at most $N \cdot (\frac{\beta - 2}{\alpha}) + 1$ bins.

Next, we consider packing of the small items into $N$ bins.

Lemma 11. There is an offline solution that packs all small items into $N$ bins.

Thus, we conclude the following result.

Theorem 12. If $d \geq \alpha(\beta - 2) + 2$, then there is no online algorithm for VP whose asymptotic competitive ratio is smaller than $\frac{\beta}{1+\frac{\beta-2}{\alpha}} = \frac{\alpha \beta}{\alpha+\beta-2}$.

For large values of $d$, we can use $\alpha = \beta = \lceil \sqrt{d-1} \rceil + 1 \geq \lceil \sqrt{d-1} \rceil$ for which $\alpha(\beta - 2) + 2 \leq (\sqrt{d-1} + 1) \cdot (\sqrt{d-1} - 1) + 2 = d - 1 - 1 + 2 = d$ and this lower bound on the asymptotic competitive ratio is $\frac{\alpha \beta}{\alpha+\beta-2} = \frac{\alpha^2}{2\alpha-2} = \frac{\alpha+1}{2} + \frac{1}{2(\alpha-1)} > \frac{\sqrt{d-1}}{2} + 1 \geq \frac{\sqrt{d-1}+1}{2} > \frac{\sqrt{d}}{2}$. However, for small dimensions we could do better. For example for $d = 98$, we could pick $\alpha = 12, \beta = 10$ and the lower bound on the asymptotic competitive ratio is $\frac{120}{20} = 6$ whereas using $\alpha = \beta = 10$ the lower bound is $\frac{100}{19} \approx 5.555$.

For small dimensions, namely $d = 6, 7, 9, 10$ and 11, the next estimation can be used. Letting $\beta = 3$ and $\alpha = d - 2$, the lower bound is greater or equal to $\frac{3\alpha}{\alpha+1} = \frac{3}{1+\frac{1}{d}} = \frac{3}{1+\frac{\beta}{d}}$.

It gives a lower bound of 2.4, 2.5, 2.625, 2.666, and 2.7 for the cases of $d = 6, 7, 9, 10, 11$, respectively. We mention several other small values of $d$. For $d = 12$, we can use $\alpha = 5$ and $\beta = 4$ to obtain a lower bound of $\frac{20}{9} \approx 2.25$. For $d = 14$, we can use $\alpha = 6$ and $\beta = 4$ to obtain a lower bound of 3. For $d = 16$, we can use $\alpha = 7$ and $\beta = 4$ to obtain a lower bound of $\frac{28}{9} \approx 3.111$. Improved bounds for the cases $d = 3, 4, 5, 8$ are presented in the next sections.

4 The case $d = 3$

Recall that the known lower bound on the asymptotic competitive ratio for $d = 2$ is just slightly above 2, and this was the best known constant lower bound for any small value of $d$ till now. We prove here a lower bound of 2.25 for the case $d = 3$, and explain how it can be slightly improved.

We will use an adaptive construction as explained earlier. The construction is based on that of [6].

Let $K > 1000$ be a large integer, and let $\epsilon > 0$ be a small constant (in particular, $\epsilon < \frac{1}{K} < 0.001$). The input consists of three parts and we describe the parts one by one.

The first part of the input

Using an adaptive construction of values, we define a sequence of values in $(0, \epsilon)$ such that any large value is strictly larger by a multiplicative factor larger than $10K$ from any small value. The binary condition is that the item is packed into an empty bin by the online algorithm.
Thus, an item packed into an empty bin is large, and otherwise the item is small. The number of items will be \(2 \cdot K \cdot N\) for a large integer \(N > 0\). Letting \(a_1, a_2, \ldots, a_{2KN}\) be the sequence of values, the vector for item \(i\) is defined as follows. The first component is \(\frac{1}{K}\), and each one of the two other components is equal to \(a_i\). Let \(\gamma\) be a threshold such that if the \(i\)th constructed value is small, it holds that \(0 < a_i < \frac{\gamma}{10K}\) and otherwise \(\gamma < a_i < \varepsilon\). The input up to this point is denoted by \(I_0\).

**Lemma 13.** The optimal cost for packing \(I_0\) is \(2N\).

Let \(X\) denote the number of bins used by the algorithm for the first part of the input and by definition this is also the number of large items. Let \(\mu = \frac{\gamma}{10}\). Thus, every \(K\) small values have total value below \(\mu\).

### The second part of the input

For the value of \(\mu\) that is based on the action of the algorithm, we define the next part of the input. There are \(N\) items of each one of the two types: \((0, 1 - 4 \cdot \mu, \mu)\) and \((0, \mu, 1 - 4 \cdot \mu)\). So, in total there are \(2N\) items of these types. The input at this time is called \(I_1\), i.e. \(I_1\) is the input consisting of the first two parts of the input together.

### Two offline packings of \(I_1\)

We define two offline packings, for which the first part of the input is packed in a fixed manner. For each possibility of the third part of the input, we will use one of those offline packings that we present here. Consider the first part of the input (the items of \(I_0\)), and separate small items from large items. Large items are packed such that every bin has \(K\) of them (where one such bin may have a smaller number of these items). The large items require \(\lceil \frac{X}{K} \rceil\) bins. These are feasible bins because none of the components of the sum of any bin is above 1, since no component of any item of the first part is above \(\frac{1}{K}\). Small items are also packed \(K\) in each bin, and there are at most \(2N\) such bins since the total number of items for the first part is \(2KN\). The total number of small items is \(2KN - X\). The first component of the bin has load 1, but the other components have loads below \(\mu\). Every such bin can also receive one item of each type of the second part. In one packing, we partition the items of the second part into pairs where every pair consists of items of different types. In this offline packing each pair is packed together, these pairs are first packed into bins with \(K\) small items of the first part, and if there are any unpacked items of the second part, they are packed into new bins (also in pairs). In the second packing, every bin gets just one such item of the second part. For both offline packings, the numbers of bins do not exceed \(\frac{X}{K} + 1 + 2N\).

### The third part of the input

The third part of the input may contain two alternative sets of items. In the first case, leading to the input \(I_{21}\), there are \(N\) items of the type \((0, 1 - \mu, 1 - \mu)\). Every such item is packed into a different bin by any algorithm. In the offline packing, these items are packed first into bins with (at most) \(K\) small items of the first part (but without large items of the first part and without any items of the second part) and then into new bins. The online algorithm cannot combine such items with any item into the same bin, as we will see.

In the second case, leading to the input \(I_{22}\), there are \(N\) items of each of the types: \((0, 3\mu, 1 - 2\mu), (0, 1 - 2\mu, 3\mu)\). No pair of such items can be packed into one bin, but it can
join a bin with (at most) $K$ small items of the first part and one item of the second part (of the suitable type) but without large items of the first part. It also cannot be packed with an item of the other type of the second part.

This concludes the description of the input construction. Next, we turn our attention to proving the resulting lower bound on the asymptotic competitive ratio for the case $d = 3$.

**Proving the resulting lower bound**

Here, we prove the following result.

▸ **Theorem 14.** There is no online algorithm for the case $d = 3$ whose asymptotic competitive ratio is smaller than $\frac{9}{4}$.

A very slight improvement over the lower bound which we proved above in Theorem 14 can be obtained as follows, similarly to the known construction for $d = 2$ [6]. An alternative second part of the input will contain items whose first component is not zero but some multiple of $\frac{1}{K}$. The second component will be slightly larger than $\frac{1}{3}$, where there will be large items and small items (small items are those that are packed by the algorithm into a bin that cannot receive another item), and all these items have second components larger than $\frac{1}{4}$. There may be a third part of the input (in this alternative input), similarly to the construction of [6]. We omit the details as the idea is similar and the improvement is very small. We note that this value of $2.25$ is a valid lower bound for the cases $d \geq 4$ as well. For the case $d = 5$ we could get the same lower bound by another method in Section 3 as well, where we proved significantly larger values for larger dimensions.

5 The case $d = 8$

We consider this special case as well, in order to demonstrate that the asymptotic competitive ratio grows relatively fast with the dimension. We picked the value of $d = 8$ as for this dimension we are able to exhibit new properties of instances leading to improved lower bounds. Once again the lower bound construction consists of three parts.

**The first part of the input**

The first part of the construction is identical to that of the case $d = 3$, including the property that the values of $K$ and $\epsilon$ are the same, with the only change that the components equal to $a_i$ are not just the second and third components, but all components with indexes $2, 3, \ldots, 7$ are equal to $a_i$. The first component is still $\frac{1}{K}$, while the 8th component is equal to zero. The values $\gamma$ and $\mu$ are defined as in the first part of the construction for the case $d = 3$.

**The second part of the input**

The second part of the input consists of $6N$ items consisting of six groups each of which has $N$ vectors, where every $N$ vectors of a common group are identical. All these vectors have 8th components equal to $\frac{1}{4}$ and first components equal to zero. The other components are equal to either 0 or to $1 - 3\mu$, where every item has exactly one component equal to $1 - 3\mu$, and we will call it the large component of the item. We will have the items of group $j$ (for $j = 1, 2, \ldots, 6$) having component $j + 1$ equal to $1 - 3\mu$ while all other components (excluding the 8th component) are zero.
Analyzing the packing of the algorithm at the end of the second part

Before describing the third part of the input, we introduce some notation and properties of the packing of the algorithm at the end of the second part of the input. The items of the second part are defined so that no bin can have more than three such items by the constraint on the 8th component, and all (at most three) items of one bin have distinct large components since $1 - 3\mu > \frac{1}{2}$. We will distinguish the cases where a bin contains three, two, or just one item of the second part of the input, introducing notation for their corresponding bin numbers.

For $j_1, j_2, j_3 \in \{2, 3, 4, 5, 6, 7\}$, where $j_1 < j_2 < j_3$, let $X_{j_1, j_2, j_3}$ be the number of bins with (exactly) three items of the second part of the input, whose large components are $j_1$, $j_2$, and $j_3$. There are 20 such variables. For $j_4, j_5 \in \{2, 3, 4, 5, 6, 7\}$, where $j_4 < j_5$, let $Y_{j_4, j_5}$ be the number of bins with (exactly) two items of the second part of the input, whose large components are $j_4$ and $j_5$. There are 15 such variables. For $j_6 \in \{2, 3, 4, 5, 6, 7\}$, let $Z_{j_6}$ be the number of bins with (exactly) one item of the second part of the input, whose large component is $j_6$. There are six such variables. Since every bin opened by the algorithm for the first part of the input has a sum of components of items above $\gamma = 10\mu$ in components 2, 3, \ldots, 7, all these bins of the algorithm are new.

The number of bins opened by the algorithm for the first part of the input is denoted by $Q$ and it satisfies

$$Q \geq 2N.$$  

The sum of variables of the form $X_{j_1, j_2, j_3}$ is denoted by $X$, the sum of variables of the form $Y_{j_4, j_5}$ is denoted by $Y$, and the sum of variables of the form $Z_{j_6}$ is denoted by $Z$. That is, $X = \sum_{j_1, j_2, j_3} X_{j_1, j_2, j_3}$, $Y = \sum_{j_4, j_5} Y_{j_4, j_5}$, and $Z = \sum_{j_6} Z_{j_6}$. By counting the number of items of the second part, we have

$$3X + 2Y + Z = 6N.$$  

The third part of the input

The third part has one of ten possible sets of items, of similar structures. These items have six non-zero components, which are components 2, 3, \ldots, 7. Every item has three components whose values are $2\mu$, and three components whose values are $1 - \mu$. No two such items can be packed into the same bin since the sum of such a component for two items is either $2\mu + 1 - \mu > 1$ or $2(1 - \mu) > 1$. For a triple $\{j_7, j_8\}$ where $j_7, j_8 \in \{3, 4, 5, 6, 7\}$ are fixed component indexes, and $j_7 < j_8$, the input consists of $N$ items whose components $2, j_7, j_8$ are equal to $1 - \mu$ and the components $\{2, 3, 4, 5, 6, 7\} \setminus \{2, j_7, j_8\}$ are equal to $2\mu$, and $N$ items whose components $2, j_7, j_8$ are equal to $2\mu$ and the components $\{2, 3, 4, 5, 6, 7\} \setminus \{2, j_7, j_8\}$ are equal to $1 - \mu$. This completes the construction of the input. Next, we prove the resulting lower bound.

Proving the resulting lower bound

Recall the decision variables $X, Y, Z, Q$ whose values are determined by the algorithm but they satisfies the conditions $Q \geq 2N$ and $3X + 2Y + Z = 6N$ established above. We first upper bound the optimal offline cost after the third part of the input and then present a lower bound on the maximum cost of the algorithm on these 10 inputs that can be constructed in the third part of the input. As in the proof for $d = 3$ we can assume $\frac{Q}{N} \leq 6$. 


Lemma 15. For each of the ten inputs that can be created at the end of the third part, there is an offline solution whose cost is at most $2N + 7$.

The algorithm can combine into a common bin some items of the third part with items of the second part but it cannot use bins that were used for items of the first part for packing items of the second or third parts. We describe only bins without any items of the first part because any bin of the algorithm containing an item of the first part cannot receive any additional items. We discuss such bins with two or three items of the second part (since bins with just one item can always receive additional items). For a set $\{2, j_7, j_8\}$, there may be bins with two items of the second part, where one of the items has a large component in the set $\{2, j_7, j_8\}$ and the other one has a large component in the set $\{2, 3, 4, 5, 6, 7\} \setminus \{2, j_7, j_8\}$.

In addition, there may be bins with three items of the second part, where the set of large components is none of the sets $\{2, j_7, j_8\}$ and $\{2, 3, 4, 5, 6, 7\} \setminus \{2, j_7, j_8\}$ (comparing them as sets and not as ordered tuples).

By Lemma 15, for large values of $N$ we find for the asymptotic competitive ratio $R$ that

$$Q + X + Y + Z \leq 2RN.$$  

We introduce two new variables $Y', X'$ where $Y'$ is the number of bins of the algorithm with two items of the second part that cannot receive an item of the third part, and $X'$ is the number of bins of the algorithm with three items of the second part that cannot receive an item of the third part (for the choice of third part, that is, we fix the third part temporarily). Then, by considering this input using the fact that the third part of the input requires packing items into at least $2N$ bins and we cannot use $Q + Y' + X'$ of the bins which were opened for the first or second parts, we conclude that

$$Q + Y' + X' + 2N \leq 2RN.$$  

We take the sum of the last inequality for all ten options of $j_7, j_8$, where the right hand side is $20RN$, and the multiplier of $N$ on the left hand side is $20N$. Since we consider all options for the third part of the input, the values $X'$ and $Y'$ can have different values, and more precisely, each one has up to ten different values.

We count the multiplier of each variable as follows. Variables of the form $X_{j_1,j_2,j_3}$ are included in all variables $X'$ except for the option where $j_1, j_2, j_3$ are components of equal values, (the algorithm chose exactly the same subset as the one chosen for the third part of the input) which is just one case of the third part. Thus, the multiplier of $X_{j_1,j_2,j_3}$ is 9. Variables of the form $Y'_{j_4,j_5}$ are included in all variables $Y'$ except for cases where $j_4$ and $j_5$ are components of equal values, which is the case if $\{j_4, j_5\} \subseteq \{2, j_7, j_8\}$ or $\{j_4, j_5\} \subseteq \{2, 3, 4, 5, 6, 7\} \setminus \{2, j_7, j_8\}$. Out of the 15 variables, there are nine such options that are included (in the sense that the bins cannot be used for items of the third part of the input) and six that are not included. Thus, every variable is included in six of the ten partitions, and in this sum of constraints every variable $Y'_{j_4,j_5}$ has a multiplier of 6. We get

$$10Q + 6Y + 9X + 20N \leq 20RN.$$  

Using $3X + 2Y + Z = 6N$ and $Q + X + Y + Z \leq 2RN$, we find by subtraction that $2X + Y - Q \geq 6N - 2RN$ or alternatively

$$9X + 4.5Y - 4.5Q \geq 27N - 9RN.$$  

By subtracting the last inequality from (1), we have $1.5Y + 14.5Q + 47N \leq 29RN$. Since $Y \geq 0$ and $Q \geq 2N$ hold, we establish that $76N \leq 29RN$ and therefore $R \geq \frac{76}{29} \approx 2.620689655$ as we summarize in the following theorem.
Theorem 16. There is no online algorithm for the case $d = 8$ whose asymptotic competitive ratio is smaller than $\frac{76}{29} \approx 2.620689655$.

References

In addition to the lower bound for a general $d$, we present lower bounds that achieve better guarantees for relatively small values of $d$ versus deterministic algorithms. The lower bounds are based on a method that produces a sequence of values with several important properties, and are produced by an adversary according to the algorithm’s behavior. Specifically, we define inputs using a method presented in the past [6]. In this method, a binary condition on the assignment of every item is defined (e.g., whether the item is assigned into a new bin), and it is used by the adversary (who presents the input) for the definition of the properties of the following item. More precisely, the adversary keeps an active interval of (scalar) values (contained in $(0,1)$), and it modifies the interval after the assignment of every input item by the algorithm. These values are not necessarily the actual sizes of the input items, even in the one-dimensional case, although item sizes are based on them in a simple pre-specified way. This means that the generated value is not necessarily the size of the new input item, nor will it always be equal to a component of its vector. Nevertheless, this generated value is used in the definition of the new item, for example, it may be subtracted from some fixed value, or added to a fixed size.

The number of required items is decided in advance, or (in some cases) an upper bound on the number of required items is provided in advance in cases where the exact number of required items is revealed later on. This number is used to decide upon the initial interval of the values, as well. The initial interval is also based on the required sizes and properties of the values. The initial interval is always defined such that the smallest size is strictly positive and the largest size is sufficiently small.

Input items are presented one by one. After the assignment of an item by the algorithm, the validity of the condition is tested for that item. During the process of input construction, it is ensured (via a process resembling binary search, or geometric binary search) that values corresponding to items satisfying the binary condition are larger by a pre-specified (constant) multiplicative factor than the value of any item not satisfying the binary condition. In this way, the process determines two regions, as explained below. We will call the resulting ranges of values large and small, where the two ranges are disjointed. Items with large values, i.e., from the large range, are called large, and items with small values, i.e., from the small range, are called small.
Note that when an item is presented, its size is defined without any prior knowledge of the assignment, so it is still unknown at that moment whether the binary condition holds for this item. Thus, its value is defined without any knowledge of its dimensions. That knowledge is gained based on the action of the algorithm once the item is packed. Based on the packing, if its value is required to be large, future values will be much smaller, and if its value is required to be small, future values will be much larger.

The construction allows us to define positive values smaller than a given value $\varepsilon > 0$, such that for a pre-defined (constant) multiplicative factor $k$, any large value is more than $k$ times larger than any small value. Thus, there is a value $\gamma < \varepsilon$ such that every small value is smaller than $\frac{k}{k}$ and every large value is larger than $\gamma$. If items are one dimensional, and their sizes are simply these values, it would imply that, for example, an item of size $1 - \gamma$ can be packed with $k$ small items, but cannot be packed with one large item into the same bin. Note that in this case large items are also quite small, although not as small as the small items. It is possible to define items differently in one dimension, i.e., not only in the way that their sizes are equal to the values. One option is to use the values as complements of sizes (to 1). Another option is to use an additive term, for example, items can have sizes of $\frac{1}{3}$ plus the defined value. In this case, one can define a value of $\varepsilon$ such that $\frac{1}{3} + \varepsilon < \frac{1}{2}$, for example. For items that are vectors, one can define a part of the components to be determined based on the corresponding value. For example, it is possible in the case $d = 5$ that two components will be equal to the value, while three other components are equal to zero.
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Abstract

We initiate the study of fine-grained completeness theorems for exact and approximate optimization in the polynomial-time regime.

Inspired by the first completeness results for decision problems in P (Gao, Impagliazzo, Kolokolova, Williams, TALG 2019) as well as the classic class MaxSNP and MaxSNP-completeness for NP optimization problems (Papadimitriou, Yannakakis, JCSS 1991), we define polynomial-time analogues MaxSP and MinSP, which contain a number of natural optimization problems in P, including Maximum Inner Product, general forms of nearest neighbor search and optimization variants of the $k$-XOR problem. Specifically, we define MaxSP as the class of problems definable as $\max_{x_1, \ldots, x_k} \#\{(y_1, \ldots, y_\ell) : \varphi(x_1, \ldots, x_k, y_1, \ldots, y_\ell)\}$, where $\varphi$ is a quantifier-free first-order property over a given relational structure (with MinSP defined analogously). On $m$-sized structures, we can solve each such problem in time $O(m^{k+\ell-1})$. Our results are:

- We determine (a sparse variant of) the Maximum/Minimum Inner Product problem as complete under deterministic fine-grained reductions: A strongly subquadratic algorithm for Maximum/Minimum Inner Product would beat the baseline running time of $O(m^{k+\ell-1})$ for all problems in MaxSP/MinSP by a polynomial factor.

- This completeness transfers to approximation: Maximum/Minimum Inner Product is also complete in the sense that a strongly subquadratic $c$-approximation would give a $(c + \varepsilon)$-approximation for all MaxSP/MinSP problems in time $O(m^{k+\ell-1-\varepsilon})$, where $\varepsilon > 0$ can be chosen arbitrarily small. Combining our completeness with (Chen, Williams, SODA 2019), we obtain the perhaps surprising consequence that refuting the OV Hypothesis is equivalent to giving a $O(1)$-approximation for all MinSP problems in faster-than-$O(m^{k+\ell-1})$ time.

- By fine-tuning our reductions, we obtain mild algorithmic improvements for solving and approximating all problems in MaxSP and MinSP, using the fastest known algorithms for Maximum/Minimum Inner Product.
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1 Introduction

For decades, increasingly strong hardness of approximation techniques have been developed to pinpoint the best approximation guarantees achievable in polynomial time. Among the early successes of the field, we find the MaxSNP completeness theorems by Papadimitriou and Yannakakis [24], giving the first strong evidence against PTASes for Max-SAT and related problems. Such completeness theorems constitute valuable tools in complexity theory: Generally speaking, proving a problem $A$ to be complete for a class $C$ shows that $A$ is the representing problem for $C$. The precise notion of completeness is typically chosen such that a certain algorithm for $A$ would yield unexpected algorithms for the whole class $C$ – thus establishing that $A$ is unlikely to admit such an algorithm. However, a completeness result may also open up algorithmic uses. Namely, since any problem in $C$ can be reduced to its complete problem $A$, we may find (possibly mildly) improved algorithms for all problems in $C$ by making algorithmic progress on the single problem $A$.

Given this usefulness, it may be surprising that there are currently no completeness results for studying optimization barriers within the polynomial-time regime, e.g., for approximability in strongly subquadratic time (in fact, even for studying decision problems, completeness results are an exception rather than the norm, see [29] for a recent survey of the field). Thus, this work sets out to initiate the quest for completeness results for optimization in P, which corresponds to studying the (in-)approximability of problems on large data sets.

Previous Completeness Results in P

The essentially only known completeness result in fine-grained complexity theory in P is a recent result by Gao, Impagliazzo, Kolokolova, and Williams [18]: The orthogonal vectors problem (OV)\(^1\) is established as complete problem for the class of model-checking first-order properties\(^2\) under fine-grained reductions\(^3\). From this completeness, they derive in particular:

- **Hardness:** If there are $\gamma, \delta > 0$ such that OV with moderate dimension $d = n^\gamma$ can be solved in time $O(n^{2-\delta})$, then there is some $\delta' > 0$ such that all $(k+1)$-quantifier first-order properties can be model-checked in time $O(m^{k-\delta'})$ for $k \geq 2$. The negation of this statement’s premise is known as the moderate-dimensional OV Hypothesis; the consequence would be very surprising, as model-checking first-order properties is a very general class of problems for which no $O(m^{k-\delta})$-time algorithm is known. This result can be seen as support for the moderate-dimensional OV Hypothesis.

- **Algorithms:** Using a stronger notion than fine-grained reductions, Gao et al. also prove that mildly subquadratic algorithms for OV have algorithmic consequences for model-checking first-order properties. Specifically, by combining their reductions with the fastest known algorithm for OV [4, 12], they obtain an $m^k/2^{\Theta(\sqrt{\log m})}$-time algorithm for model-checking any $(k+1)$-quantifier first-order property.

---

\(^1\) Given two sets of $n$ vectors in $\{0, 1\}^d$, determine whether there exists a pair of vectors, one of each set, that are orthogonal.

\(^2\) Let $\phi$ be a first-order property (in prenex normal form) over a relational structure of size $m$. Given the structure, determine whether $\phi$ holds. See Section 2 for details.

\(^3\) For a formal definition of fine-grained reductions, see [11, 18]. For this paper, the reader may think of the following slightly simpler notion: A fine-grained reduction from a problem $P_1$ with presumed time complexity $T_1$ to a problem $P_2$ with presumed time complexity $T_2$ is an algorithm $A$ for $P_1$ that has oracle access to $P_2$ and whenever we use an $O(T_2(n)^{1-\delta})$ algorithm for the calls to the $P_2$-oracle (for some $\delta > 0$), there is a $\delta' > 0$ such that $A$ runs in time $O(T_1(n)^{1-\delta'})$. 

No comparable fine-grained completeness results are known for polynomial-time optimization problems, raising the question: Can we give completeness theorems also for a general class of optimization problems in P, both for exact and approximate computation?

**Hardness of Approximation in P**

Studying the fine-grained approximability of polynomial-time optimization problems (hardness of approximation in P), is a recent and influential trend: After a breakthrough result by Abboud, Rubinstein, and Williams [3] establishing the Distributed PCP in P framework, a number of works gave strong conditional lower bounds, including results for nearest neighbor search [28] or a tight characterization of the approximability of maximum inner product [13, 15]. Further results include work on approximating graph problems [25, 6, 10, 22], the Fréchet distance [7], LCS [1, 2], monochromatic inner product [23], earth mover distance [26], as well as equivalences for fine-grained approximation in P [15, 14, 10]. Related work studies the inapproximability of parameterized problems, ruling out certain approximation guarantees within running time $f(k)n^{o(k)}$ under parameter $k$ (such as FPT time $f(k)\text{poly}(n)$, or $n^{o(k)}$), see [17] for a recent survey.

**An Optimization Class: Polynomial-Time Analogues of MaxSNP**

We define a natural and interesting class of polynomial-time optimization problems, inspired by the approach of Gao et al. [18] as well as the classic class MaxSNP introduced by Papadimitriou and Yannakakis [24] to study the approximability of NP optimization problems.

The definition of MaxSNP is motivated by Fagin’s theorem (see, e.g., [20, 19]), which characterizes NP as the family of problems expressible as $\exists S \forall \bar{y} \exists z \phi(\bar{y}, z, G, S)$ where $G$ is a given relational structure, $\exists S$ ranges over a relational structure $S$ and $\forall \bar{y} \exists z \phi(\bar{y}, z, G, S)$ is a $\forall \exists^+$-quantified first-order property. A subclass of this is SNP, which consists of those problems expressible without the $\exists$-part. Its natural optimization variant is MaxSNP, defined as the set of problems expressible as $\max_S \#\{\bar{y} : \phi(\bar{y}, G, S)\}$. Notably, this class of problems contains central optimization problems (MAX-3-SAT, MAX-CUT, etc.), all of which admit a constant-factor approximation in polynomial time. Using a notion of MaxSNP-completeness, Papadimitriou and Yannakakis identified several problems (including MAX-3-SAT and MAX-CUT) as hardest-to-approximate in this class, giving a justification for the lack of a PTAS for these problems.

To study the same type of questions in the polynomial-time regime, the perhaps most natural approach is to restrict the syntax defining MaxSNP problems such that it solely contains polynomial-time problems. Specifically, we replace $\max_S$ by a maximization over a bounded number of $k$ variables $x_1, \ldots, x_k$ and restrict the counting operator to tuples $\bar{y} = (y_1, \ldots, y_\ell)$ of bounded length $\ell$. The resulting formula $\max_{x_1, \ldots, x_k} \#\{(y_1, \ldots, y_\ell) : \phi(x_1, \ldots, x_k, y_1, \ldots, y_\ell)\}$ can be easily seen (see the full version of the paper [8, Appendix A]) to be solvable in time $O(m^{k+\ell-1})$, where $m$ denotes the problem size. We define MaxSP$_{k,\ell}$ to denote the class of these optimization problems and let MaxSP = $\bigcup_{k \geq 2, \ell \geq 1}$ MaxSP$_{k,\ell}$. Note that here, “SP” stands for “strict P” in analogy to the name “strict NP” of SNP. We refer to Section 2 for more details.

---

4 Note that these parameterized inapproximability results do not necessarily apply to the case of a fixed parameter $k$, which would correspond to our setting. See [22] for an interesting exception.

5 A stronger justification was later given by the PCP theorem, establishing inapproximability even under $P \neq NP$. In general, these two approaches (approximation-preserving completeness theorems as well as proving inapproximability under established assumptions on exact computation) can result in incomparable hardness of approximation results.
We obtain an analogous minimization class MinSP by replacing max by min everywhere. These classes include interesting problems:

- **Vector-definable problems**: Let $\Sigma = \{0, \ldots, c\}$ be a fixed alphabet and $f : \Sigma^k \to \{0, 1\}$ be an arbitrary Boolean function. Then we can express the following problem: Given sets $X_1, \ldots, X_k$ in $\mathbb{F}_2^d$ of vectors, maximize (or minimize) $\sum_{i=1}^{d} f(x_1[i], \ldots, x_k[i])$ over all $x_1 \in X_1, \ldots, x_k \in X_k$. Each such problem is definable in $\text{MaxSP}_{k,1}/\text{MinSP}_{k,1}$, e.g.:

  - **Maximum Inner Product** ($\text{MaxIP}$): Given sets $X_1, X_2 \subseteq \{0, 1\}^d$, maximize the inner product $x_1 \cdot x_2$ over $x_1 \in X_1, x_2 \in X_2$. To see that this problem is in $\text{MaxSP}_{2,1}$, consider the formula $\max_{x_1, x_2 \in X_2} \# \{y \in Y : E(x_1, y) \land E(x_2, y)\}$, where $E(x, y)$ indicates that the $y$-th coordinate of $x$ is equal to 1.

- Consider minimization with $k = 2$ and view $f : \Sigma^2 \to \{0, 1\}$ as classifying pairs of characters as similar (0) or dissimilar (1). This expresses the following problem that generalizes the nearest-neighbor problem over the Hamming metric: Given a set of length-$d$ strings over $\Sigma$, determine the most similar pair of strings by minimizing the number of dissimilar characters.

- **Beyond vector-definable problems**, in $\text{MaxSP}_{2,\ell-2}$ we can express the graph problem of computing, over all edges $e$, the maximum number of length-$\ell$ circuits containing $e$:

$$\max_{x_1, x_2} \# \{(y_1, \ldots, y_{\ell-2}) : E(x_1, x_2) \land E(x_2, y_1) \land \cdots \land E(y_{\ell-3}, y_{\ell-2}) \land E(y_{\ell-2}, x_1)\}.$$  

In fact, $\text{MaxSP}$ also contains generalizations of this problem to other pattern graphs than length-$\ell$ circuits (e.g., length-$\ell$ cycles or $\ell$-cliques), even arbitrary fixed patterns in hypergraphs.

We let $m$ denote the size of the relational structure, that is, the number of tuples in an explicit representation of all relations. For vector-definable examples, the input can be represented as a relational structure of size $m = O(nd \log |\Sigma|)$, which is the natural input size. Note, however, that the relational structure also allows us to succinctly encode sparse vectors in very large dimension (such as $d = \Theta(n)$), which is why we often refer to $\text{MaxSP}$ and $\text{MinSP}$ as describing a sparse setting. It is easy to see that each $\text{MaxSP}$ or $\text{MinSP}$ formula $\psi$ can be solved in time $O(m^{k+\ell-1})$ (see [8, Appendix A] in the full version): note that for a fixed $\psi$, $k$ and $\ell$ always denote the number of maximization/minimization and counting variables, respectively. Can we obtain completeness results with respect to improvements over this baseline running time?

**Sparse Maximum Inner Product**

Our results prove the Maximum Inner Product problem ($\text{MaxIP}$) as representative for the class $\text{MaxSP}$. We will formally introduce two important variants of this problem.

**Problem 1** ($\text{MaxIP}$). Given two sets of $n$ vectors $X_1, X_2 \subseteq \{0, 1\}^d$, the task is to compute the maximum inner product $(x_1, x_2) = \sum_j x_1[j] \cdot x_2[j]$ for $x_1 \in X_1, x_2 \in X_2$.

When $d = n^\gamma$ for some (small) $\gamma > 0$, we speak of the moderate-dimensional $\text{MaxIP}$ problem. In this paper, we also use $\text{MaxIP}$ in another context, depending on the input format. To make the distinction explicit, let us formally introduce the Sparse Maximum Inner Product problem ($\text{Sparse MaxIP}$):

**Problem 2** ($\text{Sparse MaxIP}$). Given two sets of $n$ vectors $X_1, X_2 \subseteq \{0, 1\}^d$, sparsely represented as a list of pairs $(x_i, j)$ which represent the one-coordinates $x_i[j] = 1$, the task is to compute the maximum inner product $(x_1, x_2)$ for $x_1 \in X_1, x_2 \in X_2$. 
For moderate-dimensional MaxIP we measure the complexity in $n$ and for Sparse MaxIP we measure the complexity in $m$, the total number of one-coordinates. We note that Sparse MaxIP is also special in our setting as this problem can be seen as a member of MaxSP$_{2,1}$. Indeed, Sparse MaxIP is the same problem as maximizing the formula

$$\psi = \max_{x_1, x_2 \in X_1, x_2 \in X_2} \# \{ y \in [d] : E(x_1, y) \wedge E(x_2, y) \},$$

where $E(x_1, y)$ indicates that the $y$-th coordinate of $x_1$ is equal to 1. We also define the (Sparse) Minimum Inner Product problems (MinIP, Sparse MinIP) as the analogous problems with the task to minimize $\langle x_1, x_2 \rangle$.

1.1 Our Results

Our first main result is a completeness theorem for exact optimization, establishing Maximum Inner Product as complete for the class MaxSP under fine-grained reductions: If there is some $\delta > 0$ such that Sparse MaxIP can be solved in time $O(m^{2-\delta})$, then for every MaxSP$_{k,\ell}$ formula $\psi$, there is some $\delta' > 0$ such that $\psi$ can be solved in time $O(m^{k+\ell-1-\delta'})$.

The analogous statement holds for minimization, if we replace Sparse MaxIP and MaxSP by Sparse MinIP and MinSP, respectively.

Turning to the approximability of MaxSP and MinSP, we show how to obtain a fine-grained completeness that even preserves approximation factors (up to an arbitrarily small blow-up). Here and throughout the paper, we say that an algorithm gives a $c$-approximation for a maximization problem if it outputs a value in the interval $[c^{-1} \cdot \text{OPT}, \text{OPT}]$, where OPT is the optimal value. For minimization, the algorithm computes a value in the interval $[\text{OPT}, c \cdot \text{OPT}]$.

Theorem 4 (Sparse MaxIP is MaxSP-complete, (almost) approximation preserving). Let $c \geq 1$ and $\varepsilon > 0$. If there is some $\delta > 0$ such that Sparse MaxIP can be $c$-approximated in time $O(m^{2-\delta})$, then for every MaxSP$_{k,\ell}$ formula $\psi$, there is some $\delta' > 0$ such that $\psi$ can be $(c + \varepsilon)$-approximated in time $O(m^{k+\ell-1-\delta'})$.

The analogous statement for minimization holds for Sparse MinIP and MinSP.

As a key technical step to obtain Theorems 3 and 4, we prove a universe reduction for MaxSP/MinSP formulas (detailed in Sections 3 and 4.3). Along the way, this universe reduction establishes the following fine-grained equivalence between the sparse and moderate-dimensional settings of MaxIP/MinIP.

Theorem 5 (Equivalence between MaxIP and Sparse MaxIP).

- There are some $\gamma, \delta > 0$ such that MaxIP with dimension $d = n^\gamma$ can be solved in time $O(n^{2-\delta})$ if and only if there is some $\delta' > 0$ such that Sparse MaxIP can be solved in time $O(m^{2-\delta'})$.

- Let $c > 1$ and $\varepsilon > 0$. If there are some $\gamma, \delta > 0$ such that MaxIP with dimension $d = n^\gamma$ can be $c$-approximated in time $O(n^{2-\delta})$ then there is some $\delta' > 0$ such that Sparse MaxIP can be $(c + \varepsilon)$-approximated in time $O(m^{2-\delta'})$. Conversely, if there is some $\delta > 0$ such that Sparse MaxIP can be $c$-approximated in time $O(m^{2-\delta})$ then there are some $\gamma, \delta' > 0$ such that MaxIP with dimension $d = n^\gamma$ can be $c$-approximated in time $O(n^{2-\delta'})$.

The analogous statements for minimization hold for MinIP.

We prove Theorems 3, 4 and 5 in Section 4.1.
Fine-Grained Completeness for Optimization in P

Consequences for Hardness of Approximation

As a consequence of the above completeness results and dimension reduction, we obtain the following statements.

Since Maximum Inner Product and Minimum Inner Product are subquadratic equivalent in moderate dimensions [15, Theorem 1.6], we obtain from Theorems 3 and 5 that a strongly subquadratic algorithm solving moderate-dimensional Maximum Inner Product exactly would give a polynomial-factor improvement over the $O(m^{k+\ell-1})$ running time for all MaxSP and MinSP formulas. This adds an additional surprising consequence of fast Maximum Inner Product algorithms, besides refuting the Orthogonal Vectors Hypothesis.

There is a $O(1)$-approximation beating the quadratic baseline for moderate-dimensional Maximum Inner Product if and only if there is a $O(1)$-approximation beating the $O(m^{k+\ell-1})$ time baseline for all MaxSP formulas. To obtain this result combine the fine-grained equivalence of $O(1)$-approximation of moderate-dimensional MaxIP and Sparse MaxIP (Theorem 5) with the completeness of Sparse MaxIP (Theorem 4). This adds an additional consequence of fast Maximum Inner Product approximation, besides refuting SETH [3, 13].

In the minimization world, we obtain a tight connection between approximating MinSP formulas and OV: The (moderate-dimensional) OV hypothesis is equivalent to the non-existence of a $O(1)$-approximation for all MinSP formulas in time $O(m^{k+\ell-1})$. To obtain this result, combine the equivalence of moderate-dimensional OV Hypothesis and non-existence of a $O(1)$-approximation for moderate-dimensional MinIP [15, Theorem 1.5] with the equivalence of $O(1)$-approximation algorithms for moderate-dimensional MinIP and MinSP (Theorem 4 and Theorem 5). Interestingly, this can be seen as additional support for the Orthogonal Vectors Hypothesis.

Algorithms: Lower-Order Improvements

Since Maximum Inner Product has received significant interest for improved algorithms (see particularly [13, 15]), we turn to the question whether our completeness result also yields lower-order algorithmic improvements for all problems in the class. Indeed, by combining the best known Maximum/Minimum Inner Product algorithms with our reductions, we obtain the following general results for MaxSP and MinSP. We give the proofs for both theorems in Section 4.1.

**Theorem 6** (Lower-Order Improvement for Exact MaxSP and MinSP). We can exactly optimize any MaxSP$_{k,\ell}$ and MinSP$_{k,\ell}$ formula in randomized time $m^{k+\ell-1}/\log^{\Omega(1)}m$.

Interestingly, for constant-factor approximations, a complete shave of logarithmic factors is possible.

**Theorem 7** (Lower-Order Improvement for Approximate MaxSP and MinSP). For every constant $c > 1$, we can $c$-approximate every MaxSP$_{k,\ell}$ and MinSP$_{k,\ell}$ formula in time $m^{k+\ell-1}/2^\Omega(\sqrt{\log m})$. For MaxSP$_{k,\ell}$ the algorithm is deterministic; for MinSP$_{k,\ell}$ it uses randomization.

2 Preliminaries

For an integer $k \geq 1$, we set $[k] = \{1, \ldots, k\}$. Moreover, we write $\tilde{O}(T) = T\log^{O(1)}T$. 
First-Order Model-Checking

A relational structure \((X, R_1, \ldots, R_r)\) consists of \(n\) objects \(X\) and relations \(R_j \subseteq X^{a_j}\) (of arbitrary arities \(a_j\)) between these objects. A first-order formula is a quantified formula of the form

\[
\psi = (Q_1 x_1) \ldots (Q_k x_k) \phi(x_1, \ldots, x_k),
\]

where \(Q_i \in \{\exists, \forall\}\) and \(\phi\) is a Boolean formula over the predicates \(R_j(x_{i_1}, \ldots, x_{i_{a_j}})\). Given a relational structure, the model-checking problem (or query evaluation problem) is to check whether \(\psi\) holds on the given structure, that is, for \(x_1, \ldots, x_k\) ranging over \(X\) and by instantiating the predicates \(R_j(x_{i_1}, \ldots, x_{i_{a_j}})\) in \(\phi\) according to the structure, \(\psi\) is valid.

Following previous work in this line of research [18, 9], we assume that the input is represented sparsely – that is, we assume that the relational structure is written down as an exhaustive enumeration of all records in all relations; let \(m\) denote the total number of such entries. This convention is reasonable as this data format is common in the context of database theory and also for the representation of graphs (where it is called the adjacency list representation). By ignoring objects not occurring in any relation, we may always assume that \(n \leq O(m)\).

It is often convenient to assume that each variable \(x_i\) ranges over a separate set \(X_i\). We can make this assumption without loss generality, by introducing some additional unary predicates.

**MaxSP\(_{k,\ell}\) and MinSP\(_{k,\ell}\)**

In analogy to first-order properties with quantifier structure \(\exists^k \forall^\ell\) (with maximization instead of \(\exists\) and counting instead of \(\forall\)), we now define a class of optimization problems: Let \(\text{MaxSP}_{k,\ell}\) be the class containing all formulas of the form

\[
\psi = \max_{x_1, \ldots, x_k} \# y \phi(x_1, \ldots, x_k, y_1, \ldots, y_{\ell}),
\]

where, as before, \(\phi\) is a Boolean formula over some predicates of arbitrary arities. We similarly define \(\text{MinSP}_{k,\ell}\) with “min” in place of “max”. Occasionally, we write \(\text{OptSP}_{k,\ell}\) to refer to both of these classes simultaneously, and we write “opt” as a placeholder for either “max” or “min”. In analogy to the model-checking problem for first-order properties, we associate to each formula \(\psi \in \text{OptSP}_{k,\ell}\) an algorithmic problem:

> **Definition 8 (\(\text{Max}(\psi)\) and \(\text{Min}(\psi)\)).** Let \(\psi \in \text{MaxSP}_{k,\ell}\) be as in (1). Given a relational structure on objects \(X\), the \(\text{Max}(\psi)\) problem is to compute

\[
\text{OPT} = \max_{x_1, \ldots, x_k \in X} \# y \phi(x_1, \ldots, x_k, y_1, \ldots, y_{\ell}).
\]

We similarly define \(\text{Min}(\psi)\) for \(\psi \in \text{MinSP}_{k,\ell}\). Occasionally, for \(\psi \in \text{OptSP}_{k,\ell}\), we write \(\text{Opt}(\psi)\) to refer to both problems simultaneously.

As before, we usually assume (without loss of generality) that each variable ranges over a separate set: \(x_i \in X_i, y_i \in Y_i\). In particular, as claimed before we can express the \(\text{Sparse MAXIP}\) formula

\[
\psi = \max_{x_1 \in X_1, x_2 \in X_2} \# \{y \in [d] : E(x_1, y) \land E(x_2, y)\}
\]
in a way which is consistent with Definition 8 by introducing three unary predicates for \(X_1, X_2\) and \([d]\). For convenience, we introduce some further notation: For objects \(x_1 \in X_1, \ldots, x_k \in X_k\) we denote by \(\text{Val}(x_1, \ldots, x_k) = \#_{y_1, \ldots, y_k} \phi(x_1, \ldots, x_k, y_1, \ldots, y_k)\) the value of \((x_1, \ldots, x_k)\).

Definition 8 introduces \(\text{Max}(\psi)\) and \(\text{Min}(\psi)\) as exact optimization problems (i.e., OPT is required to be computed exactly). We say that an algorithm computes a \(c\)-approximation for \(\text{Max}(\psi)\) if it computes any value in the interval \([c^{-1}\cdot \text{OPT}, \text{OPT}]\). Similarly, a \(c\)-approximation for \(\text{Min}(\psi)\) computes any value in \([\text{OPT}, c\cdot \text{OPT}]\).

The problem \(\text{OPT}(\psi)\) can be solved in time \(O(m^{k+\ell-1})\) for all \(\text{OptSP}_{k,\ell}\) formulas \(\psi\), by a straightforward extension of the model-checking baseline algorithm; see the full version of our paper [8, Appendix A] for details. As this is clearly optimal for \(k + \ell = 2\), we will often implicitly assume that \(k + \ell \geq 3\) in the following.

As we show in the full version of the paper [8, Appendix B], we can exactly solve \(\text{OptSP}_{k,\ell}\) in time \(O(m^{k+\ell-3/2})\) when \(\ell \geq 2\). Thus, in the remaining sections we will be working with the hardest case \(\ell = 1\). For convenience we write \(\text{MaxSP}_k := \text{MaxSP}_{k,1}\), and similarly for \(\text{MinSP}_k\) and \(\text{OptSP}_k\). Since for a fixed formula \(\psi \in \text{OptSP}, \ k\) and \(\ell\) are constants, \(f(k, \ell)\)-factors are hidden in the \(O\)-notation throughout the paper.

### 3 Technical Overview

In this section we give an overview of the main technical ideas used to give our completeness result (Theorem 3). Let \(\psi\) be a \(\text{MaxSP}_{k,\ell}\) formula. We will outline the reduction from \(\text{Max}(\psi)\) to \(\text{Sparse MaxIP}\). Since for \(\ell \geq 2\) we can solve \(\text{Max}(\psi)\) in time \(O(m^{k+\ell-3/2})\) (see the full version of our paper [8, Appendix B]) we focus on the case of \(\ell = 1\). The reduction consists of two phases. In the first phase (Appendix A), we reduce \(\psi\) to an intermediate problem called the Hybrid Problem which captures the core hardness, but is more restricted. For now, the reader can think of the Hybrid Problem as a vector-definable problem (as introduced in the introduction) \(\max_{x_1 \in X_1, \ldots, x_k \in X_k} \sum_{i=1}^d f(x_1[i], \ldots, x_k[i])\) with \(X_1, \ldots, X_k \subseteq \{0,1\}^d\); we define it formally in Section 4.2. Since a Hybrid Problem is more restricted than the general problem \(\text{Max}(\psi)\), the first phase consists of the following 4 steps in which we progressively restrict the shape of \(\psi\):

1. Remove all hyperedges, that is, \(\psi\) no longer contains predicates of arity \(\geq 3\) so an instance of \(\text{Max}(\psi)\) can be thought of as a graph with parallel (or alternatively, colored) edges.
2. Remove all edges between vertices \(x_i\) and \(x_j\) that we maximize over. We will call these cross edges. After this step the only remaining edges are between vertices \(x_i\) and the counting variable \(y\).
3. Remove all parallel edges (or alternatively, colored edges), that is, we combine parallel edges into simple edges.
4. Remove unary predicates, finally turning the \(\text{Max}(\psi)\) instances into graphs. At this point it becomes simple to rewrite \(\text{Max}(\psi)\) as a Hybrid Problem.

The second phase of the reduction is to reduce the Hybrid Problem to a Sparse MaxIP instance (Section 4.3). The general idea of this step seems straightforward: For simplicity again let us focus on a vector-definable problem \(\max_{x_1 \in X_1, \ldots, x_k \in X_k} \sum_{i=1}^d f(x_1[i], \ldots, x_k[i])\) with \(X_1, \ldots, X_k \subseteq \{0,1\}^d\). We can precisely “cover” each \(f(x_1[i], \ldots, x_k[i])\) by at most \(2^k\) summands expressing

\[
\sum_{\alpha_1, \ldots, \alpha_k \in \{0,1\}} \left[ (x_1[i], \ldots, x_k[i]) = (\alpha_1, \ldots, \alpha_k) \right] = f(\alpha_1, \ldots, \alpha_k).
\]
where the outer $\lfloor \cdot \rfloor$ denotes the Iverson brackets. Observe that each such summand is equivalent to the MAXIP function, up to complementing some $x_j[i]’$s (i.e. each summand can be expressed as MAXIP by setting $x_j[i] := 1 - x_j[i]$ whenever $\alpha_j = 0$). The issue, however, is that complementing $x_j[i]’$s means complementing a binary relation of size $O(nd)$ (between $n$ vectors and $d$ coordinates). Since complementing a sparse relation generally produces a dense relation (here: of size $\Omega(nd)$), this will produce a prohibitively large problem size for the Sparse MAXIP formulation if $d$ is large.

The natural approach to overcome this issue is to reduce the dimension of the Hybrid Problem, so that we can afford the complementation step. One challenge in this is that MAXSP formula might have its optimal objective value anywhere in $\{0, \ldots, m^t\}$, but reducing the dimension from $d \leq m^t$ to, say, $d = m^\gamma$ also reduces the range of possible objective values to $\{0, \ldots, m^\gamma\}$. It appears counter-intuitive that such a “compression” of objective values should be possible while allowing us to reconstruct the optimum value exactly. Perhaps surprisingly, we are able to achieve this by a simple deterministic dimension reduction.

The idea of our dimension reduction is as follows. For concreteness, focus on the Sparse MAXIP problem. Starting from a Sparse MAXIP instance $X_1, X_2 \subseteq \{0, 1\}^d$, we construct a hash function $h : \{0, 1\}^d \mapsto \{0, 1\}^{d'}$ with $d' \ll d$, which maps every one-entry to $t$ coordinates in $[d']$. More precisely, for every coordinate $i \in [d]$, we deterministically choose an auxiliary vector $w_i \in \{0, 1\}^d$ with exactly $t$ one-entries for some parameter $t$. Then, the hash function is defined as $h(x) = \bigvee_{i \in [d], x[i] = 1} w_i$ (here the OR is applied coordinate-wise).

We say that there is a collision between two vectors $x_1, x_2$ if there are distinct $i, j \in [d]$ such that $x_1[i] = x_2[j] = 1$ and the auxiliary vectors $w_i$ and $w_j$ share a common one-entry. Ideally, every pair of vectors $x_1 \in X_1, x_2 \in X_2$ is hashed perfectly, meaning that no collision takes place. In that case, it holds that $\langle h(x_1), h(x_2) \rangle = t \cdot \langle x_1, x_2 \rangle$ and thus also $\text{OPT}' = t \cdot \text{OPT}$, where $\text{OPT}$ and $\text{OPT}'$ are the objective values of the original and the hashed instance, respectively. However, in reality we cannot expect the hashing to be perfect. Note that nevertheless the difference $|\langle h(x_1), h(x_2) \rangle - t \cdot \langle x_1, x_2 \rangle|$ is at most the number of collisions between $x_1$ and $x_2$.

We will construct $h$ in such a way that for all pairs $x_1, x_2$, the number of collisions is small, say at most $C$. Then by setting $t > 2C$, we ensure that $|t \cdot \text{OPT} - \text{OPT}'| < t/2$ so we can recover $t \cdot \text{OPT}$ by computing $\text{OPT}'$ and rounding to the closest multiple of $t$. In particular, the optimal pair of vectors in the hashed instance correspond to the pair with maximum inner product in the original instance. Note that we crucially use the fact that MAXIP is expressive enough to compute the value of the inner product, which allows us to get rid of the small additive error introduced by the hashing (after rounding).

In Section 4.3 we show that the desired hash function exists and is in fact deterministic: Pick any $t$ primes $p_1, \ldots, p_t$ of size $\Theta(t \log t)$ and let $d' = p_1 + \cdots + p_t$. We identify $[d']$ with $\{(i, p_j) : 1 \leq j \leq t, 0 \leq i < p_j\}$ and assign the auxiliary vector $w_i$ to have one-entries exactly at all coordinates $(i \mod p_j, p_j)$, $1 \leq j \leq t$. A simple calculation shows that with this construction the number of collisions between $x_1$ and $x_2$ is at most $\|x_1\|_1 \cdot \|x_2\|_1 \cdot \log d$, see Lemma 15. With some additional tricks, we can control this quantity.

Our analysis allows us to even maintain $c$-approximate solutions, albeit with an arbitrarily small blow-up due to the small error introduced by rounding. Finding a fully approximation-preserving reduction remains a challenge for future work. Additionally, we need to take great care that our reductions are efficient enough to even transfer $\log^{0.1} n$-improvements, to obtain our speed-up for exact optimization (Theorem 6).
Comparison to Gao et al.’s Work

Our reduction is similar to the work of Gao, Impagliazzo, Kolokolova and Williams [18], showing that the sparse version of Orthogonal Vectors is complete for model checking first-order properties. Here we discuss the key differences.

This first phase of our reduction follows the same structure as in Gao et al., but we simplify the proof significantly: One major difference is that they define a more complicated version of the Hybrid Problem including cross predicates [18, Section 5.2]. Borrowing ideas from [9], we remove the cross predicates at an earlier stage of the reduction (Step 2), which simplifies the remaining Steps 3 and 4. The absence of cross predicates also simplifies the baseline algorithm (see [8, Appendix A] in the full version). More generally, by splitting the reduction into a chain of four steps we cleanly separate the main technical ideas used in the first phase; see Appendix A for more details. In the same spirit we simplify Gao et al.’s improved algorithm [18, Section 9.2] for all problems with more than 1 counting quantifier avoiding their case distinction of 9 different cases by using a simple basis to represent all Boolean functions $\phi : \{0, 1\}^3 \to \{0, 1\}$; see [8, Appendix B] in the full version.

In the second phase of the reduction, their work faces the same main challenge as ours. Specifically, reducing their Hybrid Problem to OV naively requires complementing a sparse binary relation, possibly resulting in a large dense complement. They solve this issue by designing a similar dimension reduction as ours using a Bloom filter. Naturally their dimension reduction is randomized, but they also provide a derandomization. However, note that there is a crucial difference: They reduce to OV which is a decision problem, while we reduce to the optimization problem MaxIP. For this reason, the dimension reductions differ in nature: One the one hand, we exploit that MaxIP is more expressive than OV – namely that MaxIP can handle a small number of errors if we round the result, while for OV any introduced error would result in vectors that are not orthogonal anymore. On the other hand, by reducing to OV, Gao et al. do not have to worry about “compressing” the range of possible optimal values, or making the reduction approximation-preserving. For these reasons, their dimension reduction would be unsuitable in our work, and ours would be unsuitable in their work.

4 The Reduction

In this section we give the proofs of our main results. The following lemma captures our reduction in all generality. Let $k$-MaxIP denote the generalization of the MaxIP problem with the objective to compute $\max_{x_1 \in X_1, \ldots, x_k \in X_k} \langle x_1, \ldots, x_k \rangle$, where $\langle x_1, \ldots, x_k \rangle = \sum_y x_1[y] \cdot \ldots \cdot x_k[y]$. We define $k$-MinIP analogously.

$\blacktriangleright$ Lemma 9. Let $s(n) \leq n^{1/6}$ be a nondecreasing function and let $c \geq 1$ be constant. Assume that $k$-MaxIP in dimension $d = \tilde{O}(s(n)^4 \log^2 n)$ can be $c$-approximated in time $O(n^k / s(n))$, and let $\psi$ be an arbitrary MaxSP$_k$ formula.

- If $c = 1$ (i.e., we are in the case of exact computation), then $\text{Max}(\psi)$ can be exactly solved in time $O(m^k / s^{(1+\sqrt{m})})$.
- If $c > 1$, then $\text{Max}(\psi)$ can be $(c + \varepsilon)$-approximated in time $O(m^k / s^{(1+\sqrt{m})})$, for any constant $\varepsilon > 0$.

The analogous statement holds for $k$-MinIP and MinSP$_k$.

The outline for this section is as follows. First we show how to derive the completeness result (Theorems 3 and 4) and the lower-order improvements (Theorems 6 and 7) from Lemma 9 in Section 4.1. Then we present the proof of Lemma 9, which is carried out in
two phases as explained in the technical overview. In Section 4.2 we formally introduce the intermediate problem called the Hybrid Problem. In Section 4.3 we give a fine-grained reduction from the Hybrid Problem to Maximum or Minimum Inner Product (Lemma 14). Finally, in Appendix A we reduce any OptMax formula to the Hybrid Problem (Lemma 17), thus finishing the proof of Lemma 9. We will pay particularly close attention to the exact savings $s$ in every step.

4.1 Consequences

First we derive the completeness Theorems 3 and 4 from Lemma 9.

Proof of Theorems 3 and 4. Let $c \geq 1$ denote the approximation ratio (that is, $c = 1$ for Theorem 3 and $c \geq 1$ for Theorem 4). Assuming that Sparse MAXIP can be $c$-approximated in time $O(m^{2-\delta})$ for some $\delta > 0$, we obtain an algorithm for $c$-approximating MAXIP in dimension $d = n^{\gamma/9}$ in time $O((nd)^{2-\delta}) = O(n^{2-\delta/9})$. We also obtain an algorithm for $c$-approximating $k$-MAXIP in the same dimension in time $O(n^{k-\delta/9})$ (brute-force all options for the first $k - 2$ vectors, then use the 2-MAXIP algorithm). We can now plug this improved algorithm into our reduction: Setting $s(n) = n^{\delta/9}/\text{polylog}(n)$ we have that $k$-MAXIP in dimension $d = O(s(n)^4 \log^2 n)$ can be $c$-approximated in time $O(n^k/s(n))$. Thus, if $c = 1$ we obtain by Lemma 9 that Opt$(\psi)$ can be exactly solved in time $O(m^\gamma/s(n)) = O(n^{k-\delta})$ for $\beta = \frac{\delta}{9(\delta+1)} > 0$. If $c > 1$, we obtain that Opt$(\psi)$ can be $(c + \epsilon)$-approximated in the same running time, for an arbitrarily small constant $\epsilon > 0$.

Next, we prove Theorem 5.

Proof of Theorem 5. The reductions from Sparse MAXIP to MAXIP and from Sparse MinIP to MinIP for both the exact and approximate settings are a direct consequence of Lemma 9.

For the other direction, assume there exists some $\delta > 0$ such that Sparse MAXIP can be $c$-approximated in time $O(m^{2-\delta})$. Set $\gamma := \delta/2$ and observe that any MAXIP instance with $d = n^\gamma$ yields a Sparse MAXIP instance of size $m = O(nd) = O(n^{1+\gamma})$. Since we can solve this instance in time $O(m^{2-\delta}) = O(n^{(1+\gamma)(2-\delta)}) = O(n^{1+\delta/2 - \delta/2}) = O(n^{2-\delta/2})$, we obtain a $O(n^{2-\delta})$-algorithm for MAXIP with $d = n^\gamma$ and $\delta' = \delta^2/2$. Note that this works for both the exact ($c = 1$) and approximate ($c > 1$) settings. The proof for the minimization case is analogous.

To prove Theorems 6 and 7, we make use of the following state-of-the-art algorithms for MAXIP and MinIP, established in three previous papers [5, 13, 15].

- **Theorem 10** (Improved Algorithms for MAXIP and MinIP [5, 13, 15]).
  - $k$-MAXIP and $k$-MINIP in dimension $d = O(\log^{2.9} n)$ can be exactly solved in randomized time $O(n^k/\log^{100} n)$ [5].
  - For any constant $c > 1$, $k$-MAXIP in dimension $d = 2^{O(\sqrt{\log n})}$ can be $c$-approximated in deterministic time $n^k/2^{2^\Omega(\sqrt{\log n})}$ [13, Theorem 1.5].
  - For any constant $c > 1$, $k$-MINIP in dimension $d = 2^{O(\sqrt{\log n})}$ can be $c$-approximated in randomized time $n^k/2^{2^\Omega(\sqrt{\log n})}$ [15, Theorem 1.7].

Proof of Theorems 6 and 7. To prove Theorem 6, we plug in the first algorithm from Theorem 10 into Lemma 9 and choose $s(n) = \log^{0.1} n$. We obtain an exact OptSP$_k$ algorithm in time $n^k/\log^{2(1)} m$.

For Theorem 7, we plug the second and third algorithms from Theorem 10 into Lemma 9 and choose $s(n) = 2^{O(\sqrt{\log n})}$. We get a $c$-approximation for OptSP$_k$ in time $m^k/2^{2^\Omega(\sqrt{\log n})}$ for any constant $c > 1$. 

\textbf{APPENDIX RANDOM 2021}
Note that only one of these algorithms is deterministic; other known deterministic algorithms are not efficient enough for our reduction\(^6\).

### 4.2 The Hybrid Problem

We start with another problem definition.

**Definition 11 (Basic Problem).** Given set families \(S_1, \ldots, S_k\) over a universe \(U\), the Basic Maximization Problem of type \(\tau \in \{0,1\}^k\) is to compute

\[
\text{OPT} = \max_{S_1 \in S_1, \ldots, S_k \in S_k} \left| \left( \bigcap_{i:\tau[i]=1} S_i \right) \setminus \left( \bigcup_{i:\tau[i]=0} S_i \right) \right|.
\]

For example, the Basic Problem of type \(\tau = 11\) is to maximize the common intersection of two sets \(S_1\) and \(S_2\), the Basic Problem of type \(\tau = 10\) is to maximize the number of elements in \(S_1\) not contained in \(S_2\) and the Basic Problem of type \(\tau = 00\) is to maximize the number of universe elements contained in neither \(S_1\) nor \(S_2\).

Note that every Basic Problem can be seen as an \(\text{OptSP}_{\text{k}}\) formula: We introduce objects for all sets \(S_i\) and all universe elements \(u\), and connect \(S_i\) to \(u\) via an edge \(E(S_i, u)\) if and only if \(u \in S_i\). Consistent with this analogy, we define \(n\) as the total number of sets \(S_i\) and \(m\) as the total cardinality of all sets \(S_i\) and, as before, study the Basic Problem with respect to the sparsity \(m\).

**Definition 12 (Hybrid Problem).** Given set families \(S_1, \ldots, S_k\) over a universe \(U\), which is partitioned into \(2^k\) parts \(U = \bigcup_{\tau \in \{0,1\}^k} U_\tau\), the Hybrid Maximization Problem is to compute

\[
\text{OPT} = \max_{S_1 \in S_1, \ldots, S_k \in S_k} \sum_{\tau \in \{0,1\}^k} \left| U_\tau \cap \left( \bigcap_{i:\tau[i]=1} S_i \right) \setminus \left( \bigcup_{i:\tau[i]=0} S_i \right) \right|.
\]

We similarly define Basic Minimization Problems and define \(c\)-approximations of Basic Problems in the obvious way. For any \(S_1, \ldots, S_k\) and \(\tau \in \{0,1\}^k\) we denote by \(\text{Val}_\tau(S_1, \ldots, S_k)\) the value of the Basic Problem constraint of type \(\tau\):

\[
\text{Val}_\tau(S_1, \ldots, S_k) := \left| U_\tau \cap \left( \bigcap_{i:\tau[i]=1} S_i \right) \setminus \left( \bigcup_{i:\tau[i]=0} S_i \right) \right|.
\]

And we use \(\text{Val}(S_1, \ldots, S_k) := \sum_{\tau} \text{Val}_\tau(S_1, \ldots, S_k)\) to denote the total value of the sets \(S_1, \ldots, S_k\) in a Hybrid Problem instance.

Intuitively, the Hybrid Problem simultaneously optimizes Basic Problem constraints of different types. If we could afford to complement (parts of) the sets \(S_i\), then there is a straightforward reduction from the Hybrid Problem to a Basic Problem of arbitrary type \(\tau\): For each constraint of type \(\tau' \neq \tau\), we simply complement all sets \(S_i\) with \(\tau[i] \neq \tau'[i]\) (more precisely, construct sets \(S_i'\) such that \(U_{\tau'} \cap S_i' = U_{\tau'} \setminus S_i\) and reinterpret the \(\tau'-\)constraint as type \(\tau\). In summary:

\(^6\) Focus on exact \(\text{MAXSP}_{\text{k}}\) for illustration: To obtain the same savings as in Theorem 6, we would need a deterministic algorithm for \(\text{MAXIP}\) in dimension \(d = \Theta(n^{1/2})\) running in time \(O(n^{3/2} \log 100 n)\). However, for this speed-up the current best algorithm \([5]\) requires \(d = O(n^{1/9})\), so one needs to either improve the algorithm or improve our dimension reduction (Lemma 9) to dimension \(d = \text{poly}(s(n)) \log n\), say.
Observation 13. In time $O(n|U|)$, any Hybrid Problem instance can be converted into an equivalent Basic Problem instance of arbitrary type $\tau$. The sparsity of the constructed instance is up to $n|U|$.

However, being in the sparse setup we cannot tolerate the blow-up in the sparsity. Therefore, in order to efficiently apply Observation 13, we first have to control the universe size $|U|$.

4.3 Universe Reduction

The goal of this section is to reduce the Hybrid Problem to $k$-MAXIP. We give a reduction which closely preserves the savings $s(n)$ achieved by exact or approximate $k$-MAXIP algorithms (losing only polynomial factors in $s(n)$). As a drawback, the reduction slightly worsens the approximation factor, turning a $c$-approximation into a $(c + \varepsilon)$-approximation.

Lemma 14. Let $s(n) \leq n^{1/6}$ be a nondecreasing function and assume that $k$-MAXIP in dimension $d = \tilde{O}(s(n)^4 \log^2 n)$ can be $c$-approximated in time $O(n^k/s(n))$.

- If $c = 1$ (i.e., we are in the case of exact computation), then the Hybrid Problem can be exactly solved in time $O(n^k/s(m))$.
- If $c > 1$, then the Hybrid Problem can be $(c + \varepsilon)$-approximated in time $O(n^k/s(m))$, for any constant $\varepsilon > 0$.

The analogous statement holds for $k$-MINIP and $k$-MinSP$_k$.

On a high level, we prove Lemma 14 by first using a deterministic construction to reduce the universe size, and then reducing further to $k$-MAXIP as in Observation 13. The following lemma provides our universe reduction in the form of a hash-like function $h$.

Lemma 15. Let $U$ be a universe and let $t$ be a parameter. There exists a universe $U'$ of size at most $4t^2 \log t$ and a function $h$ mapping elements in $U$ to size-$t$ subsets of $U'$, such that the following properties hold. By abuse of notation, we write $h(S) = \bigcup_{u \in S} h(u)$ for sets $S \subseteq U$.

1. (Hashing.) For all sets $S \subseteq U$, it holds that $|h(S)| \geq t|S| - |S|^2 \log |U|$.
2. (Efficiency.) Evaluating $h(u)$ takes time $O(t)$.

Proof. We start with the construction of $h$. By the Prime Number Theorem, there exist $t$ primes $p_1, \ldots, p_t$ in the interval $[2t \log t, 4t \log t]$ (for large enough $t$, see [27, Corollary 3] for the quantitative version). Let $U' = \{(i, j) : 1 \leq i \leq t, 0 \leq j < p_i\}$, then $|U'| \leq 4t^2 \log t$.

We identify $U'$ with $|U'|$ in an arbitrary way and define $h(u) = \{(i, u \mod p_i) : 1 \leq i \leq t\}$ for $u \in U$.

In order to prove the first property, let us define the collision number of two distinct elements $u, u' \in U$ as $|h(u) \cap h(u')|$. It is easy to see that the collision number of any such pair is at most $\log |U|$: For any prime $p_i$, we have that $u \mod p_i = u' \mod p_i$ if and only if $p_i$ divides $u - u'$. Since $u - u'$ has absolute value at most $U$, there can be at most $\log |U|$ distinct prime factors $p_i$ of $u - u'$. It follows that $t|S| - |h(S)| \leq \sum_{u, u' \in S} |h(u) \cap h(u')| \leq |S|^2 \log |U|$.

Finally, the function can be efficiently evaluated: Computing the primes $p_1, \ldots, p_t$ takes time $O(t \log t \log t)$ using Eratosthenes’ sieve, for example. After this precomputation, evaluating $h(u)$ in time $O(t)$ is straightforward.

Lemma 16 (Universe Reduction). Let $S_1, \ldots, S_k$ over the universe $U = \bigcup_{\tau} U_{\tau}$ be a Hybrid Problem instance of maximum set size $s = \max_{S \in S_k} |S|$, and let $t$ be a parameter. In time $\tilde{O}(nt)$ we can compute a number $t \geq 0$ and a new Hybrid Problem instance $S'_1, \ldots, S'_k$ over a small universe $U' = \bigcup_{\tau} U'_{\tau}$ of size $|U'| = O(t^2 \log t)$ such that:
The new Hybrid Problem instance is constructed by hashing every set with the assignment $h$ to size-$t$ subsets of $U$. We distinguish two cases:

- If $|U| \leq 4t \log t$, then we simply take $U'$ as $t$ copies of $U$ and let $h_r$ be the function which maps any element to its $t$ copies in $U_r$. It holds that $|U'| = t \cdot |U| \leq 4t^2 \log t$.

- If $|U| > 4t \log t$, then we apply Lemma 15 with parameter $t$ to obtain $U'$ and $h_r$. The lemma guarantees that $|U'| \leq 4t^2 \log t$.

Next, we assemble these individual reductions into one. Set $U' = \bigcup U'$, where we treat the sets $U'$ as disjoint. Since in both of the previous two cases we have $|U| = O(t^2 \log t)$ it follows that $|U| = \sum |U_r| = O(t^2 \log t)$. Let $h$ be the function which is piece-wise defined by the $h_r$'s, that is, $h$ returns $h_r(u)$ on input $u \in U_r$. Recall the notation $h(S) = \bigcup_{u \in S} h(u)$.

The new Hybrid Problem instance is constructed by hashing every set $S_i \in S$, into the smaller universe, that is, we set $S_i' := h(S_i) \in S_i'$.

Next, we assemble these individual reductions into one. Set $U' = \bigcup U'$, where we treat the sets $U'$ as disjoint. Since in both of the previous two cases we have $|U| = O(t^2 \log t)$ it follows that $|U| = \sum |U_r| = O(t^2 \log t)$. Let $h$ be the function which is piece-wise defined by the $h_r$'s, that is, $h$ returns $h_r(u)$ on input $u \in U_r$. Recall the notation $h(S) = \bigcup_{u \in S} h(u)$.

The new Hybrid Problem instance is constructed by hashing every set $S_i \in S$, into the smaller universe, that is, we set $S_i' := h(S_i) \in S_i'$.

It remains to prove Property 2. For the remainder of the proof fix some sets $S_1, \ldots, S_k$ and let $S = S_1 \cup \cdots \cup S_k$ (clearly, $S$ has size $O(s)$). We start with the (unrealistic) assumption that $S$ is hashed perfectly, that is, $|h(S)| = |S|$. In this case we claim that:

- $t \cdot \text{Val}_r(S_1, \ldots, S_k) = \text{Val}_r(h(S_1), \ldots, h(S_k))$ for all $\tau \neq 0^k$,

- $t \cdot \text{Val}_r(S_1, \ldots, S_k) = \text{Val}_r(h(S_1), \ldots, h(S_k)) + \Delta$ for $\tau = 0^k$, where $\Delta := t \cdot |U_0| - |U_0'|$.

Indeed, if $S$ is hashed perfectly then we exactly scale the number of satisfying assignments by a factor of $t$ for every type $\tau \neq 0^k$. This holds because a satisfying assignment for $\tau \neq 0^k$ corresponds to some element of the universe $u \in U_r$ for which $u \in S_i$ for all $i$'s such that $\tau[i] = 1$. The perfect hashing implies that the element $u$ in these sets $S_i$ gets mapped to $t$ different elements in the new universe, and since there are no collisions these form $t$ satisfying assignments in the hashed instance. The type $\tau = 0^k$ is exceptional because each satisfying assignment does not correspond to any $u \in U_0'$. Instead, the hashing scales the number of falsifying elements of type $0^k$, $|U_0' \cap S|$. The number of satisfying elements of type $0^k$, $|U_0' \setminus S|$, is preserved up to an additive error of exactly $\Delta$.

We will now remove the unrealistic assumption that $h$ is hashed perfectly. The strategy is to define another function $h^*$ obtained from $h$ by artificially making the hashing with $S$ perfect. To that end, we list the elements in $S$ in an arbitrary order $s_1, \ldots, s_{|S|}$, and start with the assignment $h^*(s_j) := h(s_j)$. As long as there exist indices $i < j$ such that $h^*(s_i)$ and $h^*(s_j)$ share a common element $z$, we reassign $h^*(s_j) := h^*(s_j) \setminus \{z\} \cup \{z'\}$ for some unused universe element $z' \in U'$. The function $h^*$ obtained in this way also maps elements of $U$ to size-$t$ subsets of $U'$ and hashes $S$ perfectly. Let $Z$ be the set of all pairs of elements $z$ and $z'$ that occurred in the process; since there are exactly $t|S| - |h(S)|$ iterations we have $|Z| \leq 2t|S| - 2|h(S)|$ and by Lemma 15 it follows that $|Z| = O(s^2 \log |U|)$. By the definition of $h^*$, it is clear that $|\text{Val}(h(S_1), \ldots, h(S_k)) - \text{Val}(h^*(S_1), \ldots, h^*(S_k))| \leq |Z|$. Therefore, by the previous paragraph (applied with $h^*$) and by an application of the triangle inequality, we obtain:

- $|t \cdot \text{Val}_r(S_1, \ldots, S_k) - \text{Val}_r(h(S_1), \ldots, h(S_k))| = O(s^2 \log |U|)$ for all $\tau \neq 0^k$,

- $|t \cdot \text{Val}_r(S_1, \ldots, S_k) - \text{Val}_r(h(S_1), \ldots, h(S_k)) - \Delta| = O(s^2 \log |U|)$ for $\tau = 0^k$.

The claimed Property 2 is now immediate by summing over all types $\tau$ and by another application of the triangle inequality.
Finally, it remains to prove that $\Delta \geq 0$. There are two cases depending on how the set $U'_{0k}$ was constructed: In the first case of the construction we have $t \cdot |U'_{0k}| = |U'_{0k}|$ and thus $\Delta = 0$. In the second case we have $|U'_{i}| \leq 4t^2 \log t < t \cdot |U_z|$ and thus $\Delta = t \cdot |U_{0k}| - |U'_{0k}| > 0$.

Having established the universe reduction, we can finally prove Lemma 14.

**Proof of Lemma 14.** The algorithm consists of three steps, which are implemented in the same way for all combinations of maximization versus minimization and exact versus approximate computation.

1. **Eliminating heavy sets.** We say that a set $S_i \in S_i$ is heavy if $|S_i| > s(m)$, and light otherwise. Our first goal is to eliminate all heavy sets. Since the total cardinality of all sets $S_i$ is bounded by $m$, there can be at most $O(m/s(m))$ heavy sets. Therefore, we can brute-force over every such set $S_i$ and solve the remaining Hybrid Problem on $k - 1$ set families using the baseline algorithm in time $O(m^{k-1})$. Afterwards, we can safely remove all heavy sets. Overall, this step takes time $O(m^k/s(m))$.

2. **Reduction to $k$-MAXIP or $k$-MINIP.** In the remaining instance we have that $|S_i| \leq s(m)$ for all sets $S_i$. Therefore, we can apply the universe reduction from Lemma 16 (with some parameter $t$ to be specified in the next step) to obtain an instance $S'_1, \ldots, S'_k$ over a smaller universe $U' = \bigcup U'_i$ of size $O(t^2 \log t)$, and an offset $\Delta \geq 0$.

The Hybrid Maximization Problem instance $S'_1, \ldots, S'_k$ reduces to $k$-MAXIP in the natural way: Recall that $k$-MAXIP is the same as the Basic Problem of type $\tau = 1^k$. Hence, we can apply Observation 13 to reduce to an instance of $k$-MAXIP with $n = O(m)$ vectors in dimension $O(t^2 \log t)$ in time $O(n|U'|) = O(nt^2 \log t)$. An analogous reduction works for Hybrid Minimization Problems and $k$-MINIP.

3. **Recovering the optimal value.** Solve (or approximate) the constructed $k$-MAXIP instance and let $\text{ALG}'$ denote the output. Then compute $\text{ALG} := (\text{ALG}' + \Delta)/t$ and return $\text{ALG}$ rounded to an integer. The precise way of rounding depends on maximization versus minimization and exact versus approximate, see the following analysis.

Let $\varepsilon > 0$ be a constant which we will specify later, and set $t = C s(m)^2 \log m$ for some sufficiently large constant $C = C(\varepsilon)$. Then by Property 2 of Lemma 16 we have

$$\left| \text{Val}(S_1, \ldots, S_k) - \text{Val}(S'_1, \ldots, S'_k) + \frac{\Delta}{t} \right| = O \left( \frac{(s(m))^2 \log m}{t} \right) < \varepsilon.$$ 

In particular, it holds that

$$\left| \frac{\text{OPT} - \text{OPT}' + \Delta}{t} \right| < \varepsilon,$$

where $\text{OPT}$ and $\text{OPT}'$ are the optimal values of the original and the reduced instance, respectively. As the new universe has size $O(t^2 \log t) = \tilde{O}(s(m)^2 \log m^2)$ as claimed, we can indeed use the efficient $O(m^k/s(m))$-time $k$-MAXIP or $k$-MINIP algorithm in the third step. The total running time is as stated: Recall that $s(m) \leq m^{1/6}$ and thus all previous steps run in time $O(m^k/s(m))$. It remains to argue about the guarantees of the reduction; we need to consider three cases:

- **Exact maximization or minimization: $c = 1$.** It suffices to set $\varepsilon < \frac{1}{2}$. Since we can exactly compute $\text{ALG}' = \text{OPT}'$, by rounding $\text{ALG} = (\text{ALG}' + \Delta)/t$ to the nearest integer, we obtain the only integer in the interval $((\text{OPT}' + \Delta)/t - \frac{1}{2}, (\text{OPT}' + \Delta)/t + \frac{1}{2})$, and thus we output $\text{OPT}$. 

---
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(Approximate maximization: $c > 1$.) We have $c^{-1}\OPT' \leq \ALG' \leq \OPT'$ and therefore

$$\ALG = \frac{\ALG' + \Delta}{t} \leq \frac{\OPT' + \Delta}{t} \leq \OPT + \epsilon,$$

$$\ALG = \frac{\ALG' + \Delta}{t} \geq \frac{c^{-1}(\OPT' + \Delta)}{t} \geq c^{-1}(\OPT - \epsilon) \geq c^{-1}\OPT - \epsilon,$$

where in the first inequality of the second line we used both $\ALG' \geq c^{-1}\OPT'$ and $c > 1$. From these bounds we derive that the algorithm should return $\lceil \ALG - \epsilon \rceil$. Indeed, as $\lceil \ALG - \epsilon \rceil \leq \OPT$ this is always a feasible solution. Moreover, the solution is $\frac{1}{1+2\epsilon}$-approximate: If $\OPT = 0$, then $\lceil \ALG - \epsilon \rceil = 0$ (if we set $\epsilon < \frac{1}{2}$). If $\OPT \geq 1$, then $\lceil \ALG - \epsilon \rceil \geq \frac{1}{2}\OPT - 2\epsilon \geq \frac{1-2\epsilon}{\epsilon}\OPT$. Setting $\epsilon$ small enough yields approximation ratio $c + \epsilon'$, for any $\epsilon' > 0$.

(Approximate minimization: $c > 1$.) We have $\OPT' \leq \ALG' \leq c \cdot \OPT'$ and therefore

$$\ALG = \frac{\ALG' + \Delta}{t} \leq \frac{c \cdot \OPT' + \Delta}{t} \leq \frac{c \cdot (\OPT + \Delta)}{t} \leq c \cdot \OPT + c \cdot \epsilon,$$

$$\ALG = \frac{\ALG' + \Delta}{t} \geq \frac{\OPT' + \Delta}{t} \geq \OPT - \epsilon.$$

In this case the algorithm should return $\lceil \ALG + \epsilon \rceil$. This solution is always feasible as $\OPT \leq \lceil \ALG + \epsilon \rceil$. Moreover, the solution is $c(1+2\epsilon)$-approximate: If $\OPT = 0$, then $\lceil \ALG + \epsilon \rceil = 0$ (if we set $\epsilon < \frac{1}{2}$). If $\OPT \geq 1$, then $\lceil \ALG + \epsilon \rceil \leq c \cdot \OPT + (c + 1)\epsilon \leq c(1+2\epsilon)\OPT$. We may again set $\epsilon$ small enough to obtain approximation ratio $c + \epsilon'$, for any $\epsilon' > 0$.
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A Reducing OptSP<sub>k</sub> Formulas to the Hybrid Problem

In this section we give the first phase of the reduction, where we reduce Opt(<var>ψ</var>) to the Hybrid Problem. The main lemma is the following. As before, let <var>s(m)</var> ≤ <var>m</var><sup>1/6</sup> be a nondecreasing function and let <var>c</var> ≥ 1 be constant.

▶ Lemma 17. Let <var>k</var> ≥ 2. If the Hybrid Problem can be <var>c</var>-approximated in time <var>O</var>(<var>m</var><var>k</var>/<var>s(m)</var>), then Opt(<var>ψ</var>) can be <var>c</var>-approximated in time <var>O</var>(<var>m</var><var>k</var>/<var>s(</var><var>(</var><var>k</var>+1)√<var>m</var><var>))</var>, for any OptSP<sub>k</sub> formula <var>ψ</var>.

Recall that we only have to deal with OptSP<sub>k</sub> = OptSP<sub>k,1</sub> formulas, as any OptSP<sub>k,ℓ</sub> problem with <var>ℓ</var> > 1 directly admits an improved algorithm; see [8, Appendix B] in the full version. As explained in Section 3, we prove Lemma 17 by progressively simplifying Opt(<var>ψ</var>) in four steps:
1. Remove all hyperedges, that is, <var>ψ</var> no longer contains predicates of arity ≥ 3 so an instance of Opt(<var>ψ</var>) can be thought of as a (colored) graph.
2. Remove all cross edges, that is, edges between vertices <var>x</var><sub>i</sub> and <var>x</var><sub>j</sub> that we maximize over.
3. Remove all parallel edges (or alternatively, colored edges), that is, we combine parallel edges into simple edges.
4. Remove unary predicates, finally turning the Opt(<var>ψ</var>) instances into graphs. At this point it becomes simple to rewrite Opt(<var>ψ</var>) as a Hybrid Problem.

Step 1: Removing Hyperedges

As a first step, we eliminate all hyperpredicates, that is, predicates of arity ≥ 3. Formally, we prove the following lemma.

▶ Lemma 18. Suppose that, for any OptSP<sub>k</sub> formula <var>ψ</var> not containing hyperpredicates, Opt(<var>ψ</var>) can be <var>c</var>-approximated in time <var>O</var>(<var>m</var><var>k</var>/<var>s(m)</var>). Then Opt(<var>ψ</var>) can be <var>c</var>-approximated in time <var>O</var>(<var>m</var><var>k</var>/<var>s(m)</var>) for any OptSP<sub>k</sub> formula <var>ψ</var>.

The proof is quite similar to [18, Section 7]. We start with a technical lemma:

▶ Lemma 19. Let

<var>ψ</var> = \text{opt}_{<var>i</var>,...,<var>i</var><sub>_k</sub>,<var>y</var>} \left( E(x_i,x_j) \land \phi(x_1,...,x_k,y) \right),

for some <var>i</var>, <var>j</var> ∈ [<var>k</var>], <var>i</var> ≠ <var>j</var> and arbitrary <var>φ</var>. Then Opt(<var>ψ</var>) can be solved exactly in time <var>O</var>(<var>m</var><var>k</var>−1/2).
Proof. Let us begin with the simplest case $k = 2$. For a vertex $x$ in the given instance, let $\deg(x)$ denote the total number of records containing $x$ over all relations. We distinguish the following three cases:

Case 1: $\deg(x_1) \geq \sqrt{m}$. We explicitly list all vertices $x_1$ with $\deg(x_1) \geq \sqrt{m}$; note that there can be at most $O(\sqrt{m})$ such elements since the sparsity of the $\operatorname{Max}(\psi)$ instance is bounded by $O(m)$. The remaining $\operatorname{MaxSP}_1$ formula can be solved in time $O(m)$ using the baseline algorithm. In total, this step takes time $O(\sqrt{mn}) = O(m^{3/2})$.

Case 2: $\deg(x_2) \geq \sqrt{m}$. By exchanging the roles of $x_1$ and $x_2$, we deal with this case in the same way as case 1.

Case 3: $\deg(x_1) < \sqrt{m}$ and $\deg(x_2) < \sqrt{m}$. Assuming that the previous two cases were executed, we can assume that $\deg(x_1) < \sqrt{m}$ and $\deg(x_2) < \sqrt{m}$ for all remaining objects $x_1, x_2$. We exploit that any non-zero solution $(x_1, x_2)$ of $\operatorname{Max}(\psi)$ satisfies $\operatorname{E}(x_1, x_2)$: It suffices to maximize over all $O(m)$ edges $\operatorname{E}(x_1, x_2)$, counting the number of $y$’s satisfying $\phi$. Since $\deg(x_1) < \sqrt{m}$ and $\deg(x_2) < \sqrt{m}$, we can enumerate and test all objects $y$ which are connected to either $x_1$ or $x_2$ by some relation in time $O(\sqrt{m})$. What remains are objects $y$ not connected to either $x_1$ or $x_2$ by any relation. To account for these missing objects, we can substitute $\text{false}$ for all non-unary predicates in $\phi$; what remains is a Boolean function over unary predicates over $y$. We can precompute the number of $y$’s satisfying that function in linear time, so again the total time is $O(m + m\sqrt{m}) = O(m^{3/2})$.

It remains to lift this proof to the general case $k > 2$. We brute-force over all $x$-variables except for $x_i$ and $x_j$. This amounts for a factor $O(m^{k-2})$ in the running time. What remains is a $\operatorname{MaxSP}_2$ formula in the shape as before which can be solved exactly in time $O(m^{3/2})$ by the previous case analysis. In total this takes time $O(m^{k-2}m^{3/2}) = O(m^{k-1/2})$. The proof works in exactly the same way for minimization problems. \hfill \qed

Proof of Lemma 18. Let $\psi = \max x_1, \ldots, x_k \# y \phi(x_1, \ldots, x_k, y)$ be a $\operatorname{MaxSP}_k$ formula possibly containing some hyperpredicates. We introduce a new binary relation $N(x_i, x_j)$ defined as follows: For any $x_i, x_j \in V$ it holds that $N(x_i, x_j) = \text{true}$ if and only if $x_i$ and $x_j$ are connected by some (hyper-)edge. Observe that any (hyper-)edge contributes to at most a constant number of records $N(x_i, x_j)$, so we can construct $N$ in time $O(m)$ and the sparsity blows up only by a constant factor. We can now rewrite $\psi$ via

$$\psi_0 = \max_{x_1, \ldots, x_k} \# \left( \bigwedge_{i \neq j} N(x_i, x_j) \right) \land \phi_0(x_1, \ldots, x_k, y)$$

and

$$\psi_{i,j} = \max_{x_1, \ldots, x_k} \# \left( N(x_i, x_j) \land \phi(x_1, \ldots, x_k, y) \right),$$

where $\phi_0$ is obtained from $\phi$ by replacing all occurrences of hyperpredicates by $\text{false}$. It follows that we can express

$$\operatorname{OPT} = \max \{ \operatorname{OPT}_0, \max_{i \neq j} \operatorname{OPT}_{i,j} \},$$

where $\operatorname{OPT}_0$ is the optimal value of $\psi_0$, and $\operatorname{OPT}_{i,j}$ is the optimal value of $\psi_{i,j}$. Observe that $\psi_0$ is a $\operatorname{MaxSP}_k$ formula not involving any hyperpredicates, so we can by assumption $c$-approximate $\operatorname{OPT}_0$ in time $T(m)$. Moreover, the formulas $\psi_{i,j}$ are precisely in the shape to apply Lemma 19, so we can compute $\operatorname{OPT}_{i,j}$ exactly in time $O(m^{k-1/2})$. \hfill \qed
Step 2: Removing Cross Edges

Next, the goal is to remove all binary predicates \( E(x_i, x_j) \) between two \( x \)-variables. Let us call these predicates \( E(x_i, x_j) \) cross predicates and the associated entries \((x_i, x_j)\) cross edges.

**Lemma 20.** Suppose that, for any \( \text{OPTSP}_k \) formula \( \psi \) not containing hyperpredicates and cross predicates, \( \text{OPT}(\psi) \) can be \( c \)-approximated in time \( O(m^k/s(m)) \). Then \( \text{OPT}(\psi) \) can be \( c \)-approximated in time \( O(m^k/s(\sqrt[3]{m})) \) for any \( \text{OPTSP}_k \) formula \( \psi \) not containing hyperpredicates.

**Proof.** Let \( \psi = \max_{x_1, \ldots, x_k} \phi(x_1, \ldots, x_k, y) \) and let \( E_1, \ldots, E_r \) denote the cross predicates in the given instance. We define

\[
\psi_0 := \max_{x_1, \ldots, x_k} \not\in y \phi(x_1, \ldots, x_k, y) \left( \bigwedge_{\ell,i,j} E_\ell(x_i, x_j) \right) \land \phi_0(x_1, \ldots, x_k, y)
\]

and

\[
\psi_{\ell,i,j} := \max_{x_1, \ldots, x_k} \not\in y \left(E_\ell(x_i, x_j) \land \phi(x_1, \ldots, x_k, y)\right),
\]

where \( \ell \in [r] \) and \( i \neq j \in [k] \) and \( \phi_0 \) is the propositional formula obtained from \( \phi \) by substituting all predicates \( E_\ell(x_i, x_j) \) by false. It is easy to verify that

\[
\text{OPT} = \max \{ \text{OPT}_0, \max \text{OPT}_{\ell,i,j} \},
\]

where \( \text{OPT}_0 \) and \( \text{OPT}_{\ell,i,j} \) are the optimal values of \( \text{MAX}(\psi_0) \) and \( \text{MAX}(\psi_{\ell,i,j}) \), respectively. Using Lemma 19, we can compute \( \text{OPT}_{\ell,i,j} \) exactly in time \( O(m^{k-1/2}) \) for all \( \ell, i, j \). It remains to efficiently solve \( \text{MAX}(\psi) \) to compute \( \text{OPT}_0 \).

As described before, we can always assume that each variable ranges over a separate set: \( x_i \in X_i, y \in Y \). We call a vertex \( x_i \) heavy if it has degree at least \( k \sqrt[3]{m} \), and light otherwise. The first step is to eliminate all heavy vertices; there can exist at most \( O(m^{k-1}) \) many such vertices \( x_i \). Fixing \( x_i \), we can solve the remaining problem in time \( O(m^{k-1}) \) using the baseline algorithm. We keep track of the optimal solution detected in this way. This precomputation step takes time \( O(m^k/ \sqrt[3]{m}) \) and afterwards we can safely remove all heavy vertices.

Next, partition each set \( X_i \) into several groups \( X_{i,1}, \ldots, X_{i,g} \) such that the total degree of all vertices in a group is \( O(k \sqrt[3]{m}) \), and the number of groups is \( g = O(m^{k/ \sqrt[3]{m}}) \). This is implemented by greedily inserting vertices into \( X_{i,j} \) until its total degree exceeds \( k \sqrt[3]{m} \). As each vertex inserted in that way is light, we can overshoot by at most \( k \sqrt[3]{m} \).

Let \( \psi_1 := \max_{x_1, \ldots, x_k} \not\in y \phi_0(x_1, \ldots, x_k, y) \); note that \( \psi_1 \) equals \( \psi_0 \) except that it disregards the cross predicates. Therefore, by assumption we can \( c \)-approximate \( \text{MAX}(\psi_1) \) in time \( O(m^k/s(m)) \). The algorithm continues as follows:

1. For all combinations \( (j_1, \ldots, j_k) \in [g]^k \), compute a \( c \)-approximation of \( \text{MAX}(\psi_1) \) on the input \( X_{1,j_1}, \ldots, X_{k,j_k} \). We keep track of the \( \binom{k}{2}mn^{k-2} + 1 \) combinations with largest values (breaking ties arbitrarily).
2. For any of the top-most \( \binom{k}{2}mn^{k-2} + 1 \) combinations \( (j_1, \ldots, j_k) \), solve \( \text{MAX}(\psi_0) \) exactly on \( X_{1,j_1}, \ldots, X_{k,j_k} \) using the baseline algorithm. Return the best solution detected in this step or the precomputation phase.

We begin with the correctness of the algorithm. First, the value of any solution \( (x_1, \ldots, x_k) \) in \( \text{MAX}(\psi_0) \) is at least as large as its value in \( \text{MAX}(\psi_1) \). In particular, the optimal solution of \( \text{MAX}(\psi_0) \) has value at least \( \text{OPT}_0 \) in \( \text{MAX}(\psi_1) \). We next establish an upper bound on
the number false positives, that is, tuples \((x_1, \ldots, x_k)\) of different value in \(\text{MAX}(\psi_0)\) than in \(\text{MAX}(\psi_1)\). Observe that any such false positive contains at least one edge \((x_i, x_j)\) and since there are at most \(m\) edges, at most \(\binom{m}{2}\) choices of \(i, j\) and at most \(n^{k-2}\) choices for the remaining vertices \(x_\ell\), \(\ell \neq i, j\), we can indeed bound the number of false positives by \(\binom{m}{2}mn^{k-2}\). Thus, if we witness the top-most \(\binom{m}{2}mn^{k-2} + 1\) solutions of \(\text{MAX}(\psi_1)\) in step 1, among these there exists at least one solution of value \(\geq \text{OPT}_0/c\) in \(\text{MAX}(\psi_0)\).

Finally, let us bound the running time of the above algorithm. Recall that removing heavy vertices accounts for \(O(m^k/s\sqrt{m})\) time. In step 1, the \(\text{MAX}(\psi_1)\) algorithm is applied \(g^k\) times on instances of size \(O(k^{2^{k}})\), which takes time \(O((m/s\sqrt{m})^k \cdot (k^{2^{k}})/s^{(k^{2^{k}}/m)}) = O(m^k/s(k^{2^{k}}))\). Step 2 runs the baseline algorithm \(mn^{k-2} = O(m^{k-1})\) times on instances of size \(O(k^{2^{k}})\), which takes time \(O(m^{k-1}(k^{2^{k}})^k) = O(m^k/s\sqrt{m})\). Thus, the total running time is \(O(m^k/s\sqrt{m} + m^k/s(k^{2^{k}}))\). As \(s(m) \leq m\), this is as claimed. The proof for the maximization variant is complete and there are only minor adaptions necessary for minimization.

### Step 3: Removing Parallel Edges

After applying the previous steps we can assume that \(\psi\) is an \(\text{OPTSP}_k\) formula not containing hyperedges or cross edges. Let \(E_1, \ldots, E_r\) be the binary relations featured in \(\psi\). We say that \(\psi\) does not have parallel edges if \(r = 1\). In an instance of \(\text{OPT}(\psi)\) with parallel edges, any pair of vertices \((x, y)\) may be connected by up to \(r\) parallel edges, or equivalently by an edge of \(2^r\) possible colors. We adopt the second viewpoint for this step: Let \(\chi(x, y) := (E_1(x, y), \ldots, E_r(x, y)) \in \{0, 1\}^r\) be the color of the edge \((x, y)\) and let \(\chi(x, \ldots, x_k, y) := (\chi(x, y), \ldots, \chi(x, y)) \in \{0, 1\}^r\) be the color of the tuple \((x_1, \ldots, x_k, y)\).

#### Lemma 21. Suppose that, for any \(\text{OPTSP}_k\) formula \(\psi\) not containing hyperedges, cross edges and parallel edges, \(\text{OPT}(\psi)\) can be \(c\)-approximated in time \(O(m^k/s(m))\). Then \(\text{OPT}(\psi)\) can be \(c\)-approximated in time \(O(m^k/s(m))\) for any \(\text{OPTSP}_k\) formula \(\psi\) not containing hyperedges and cross edges.

**Proof.** Let \(E_1, \ldots, E_r\) denote the binary relations featured in the given instance; our goal is to construct a new instance with only a single edge predicate \(E\). We leave the vertex sets \(X_i\) unchanged and construct \(Y' = \{y_\alpha : y \in Y, \alpha \in \{0, 1\}^r\}\), i.e., each vertex \(y \in Y\) is copied \(2^k = O(1)\) times and each copy \(y_\alpha\) is indexed by a \(k\)-tuple of colors \(\alpha = (\alpha_1, \ldots, \alpha_k) \in \{0, 1\}^r\). For every \(\alpha\) we also introduce a new unary predicate \(C_\alpha\) and assign \(C_\alpha(y_\alpha)\) if and only if \(\alpha = \alpha'\).

Now let \(i \in [k]\) and let \(x_i \in X_i\) and \(y \in Y\) be arbitrary vertices in the original instance. We assign the edges in the constructed instance as follows. If \(\chi(x_i, y) = 0 = (0, \ldots, 0)\), then \(x_i\) and \(y\) are not connected and we do not introduce new edges. So suppose that \(\chi(x_i, y) \neq 0\). Then we add \(2 \cdot 2^{r(k-1)}\) edges

- \(E(x_i, y_\beta)\), for all \(\beta \in \{0, 1\}^r\) with \(\beta_i = \chi(x_i, y)\), and
- \(E(x_i, y_\gamma)\), for all \(\gamma \in \{0, 1\}^r\) with \(\gamma_i = 0\).

Clearly the sparsity of the new instance is bounded by \(2 \cdot 2^{r(k-1)}m = O(m)\) plus the contribution of the new unary predicates which is also \(O(m)\).

Now let \(\psi = \text{opt}_{x_1, \ldots, x_k} \#_y \phi(x_1, \ldots, x_k)\). To define an equivalent \(\text{MAXSP}_k\) formula \(\psi'\), for any \(\alpha \in \{0, 1\}^r\) let \(\phi_\alpha\) denote the formula obtained from \(\phi\) by substituting \(E_j(x_i, y)\) by true if \(\alpha_{i,j} = 1\) and by false otherwise. We define \(\psi' = \max_{x_1, \ldots, x_k} \#_y \phi'(x_1, \ldots, x_k, y)\),
As the final simplification, we eliminate unary predicates and show that the resulting problem contains only a single binary predicate and no cross or hyperedges. It remains to argue that the value of any tuple \((x_1, \ldots, x_k)\) is not changed by the reduction. Indeed, for all \(y \in Y\) we prove the following two conditions and thereby the claim.

1. \(\phi'(x_1, \ldots, x_k, y) = \phi(x_1, \ldots, x_k, y)\) for \(\alpha = \chi(x_1, \ldots, x_k, y)\).
2. \(\phi'(x_1, \ldots, x_k, y) = false\) for all \(\alpha \neq \chi(x_1, \ldots, x_k, y)\).

The first bullet is simple to verify: In the evaluation of \(\phi'(x_1, \ldots, x_k, y)\) we only have to focus on the \(\alpha\)-disjunct by the constraint (i). The constraint (ii) is satisfied by our construction of \(E\) and therefore only (iii) is decisive: \(\phi'(x_1, \ldots, x_k, y) = \phi_\alpha(x_1, \ldots, x_k, y) = \phi(x_1, \ldots, x_k, y)\).

Next, focus on the second bullet. For \(\alpha \neq \chi(x_1, \ldots, x_k, y)\) there exists some index \(i\) such that \(\alpha_i \neq \chi(x_i, y)\). By (i), we again only need to consider the \(\alpha\)-disjunct. We now prove that \(E(x_1, y) \iff \alpha_i = 0\) which falsifies (ii) and shows \(\phi'(x_1, \ldots, x_k, y) = false\). On the one hand, if \(\alpha_i = 0\) then there is no edge \(E(x_i, y_0)\), since \(0 \neq \alpha_i \neq \chi(x_i, y)\). On the other hand, if \(\alpha_i = 0\) then we added an edge \(E(x_i, y_0)\).

**Step 4: Removing Unary Predicates**

As the final simplification, we eliminate unary predicates and show that the resulting problem can be reduced to the Hybrid Problem.

**Proof of Lemma 17.** By applying the reductions in Lemmas 18, 20 and 21, it suffices to show that any \(\text{OptSP}_k\) property \(\psi\) not containing hyperpredicates, cross edge predicates and parallel edge predicates can be reduced to the Hybrid Problem. The shape of \(\psi\) is significantly restricted and contains only the following three types of relations: Unary predicates on \(X_1, \ldots, X_k\), unary predicates on \(Y\) and binary predicates of the form \(E(x_i, y)\) for \(i \in [k]\).

We can assume that there are no unary predicates on \(X_1, \ldots, X_k\) as follows: By enumerating all possible assignments of these unary predicates, and by restricting the sets \(X_1, \ldots, X_k\) to those vertices matching the current assignment, we create a constant number of instances each without unary predicates on \(X_1, \ldots, X_k\).

This leaves only unary predicates on \(Y\) and the edge predicates \(E(x_i, y)\). Let \(\psi = \text{opt}_{x_1, \ldots, x_k \# y} \phi(x_1, \ldots, x_k, y)\). Another way to view this problem is associate a Boolean function \(\phi_y : \{0, 1\}^k \rightarrow \{0, 1\}\) to every vertex \(y \in Y\), which takes as input \(E(x_i, y)\) and does no longer depend on the unary predicates of \(y\). In that way, we can rewrite the objective as

\[
\text{opt}_{x_1, \ldots, x_k \# y} \phi_y(E(x_1, y), \ldots, E(x_k, y)).
\]

Our goal is now to reinterpret this problem as an instance of the Hybrid Problem. As the universe, we assign

\[
U = \{(y, \tau) : y \in Y, \tau \in \{0, 1\}^k \text{ is a satisfying assignment of } \phi_y\},
\]

along with the partition \(U = \bigcup_{\tau \in \{0, 1\}^k} U_\tau, U_\tau = U \cap (Y \times \{\tau\})\). For every vertex \(x_i \in X_i\), we construct a set \(S_i \subset S\), as \(S_i = \{(y, \tau) : E(x_i, y)\} \cap U\). It is easy to check that the value of every solution is preserved in this way: \(\text{Val}(S_1, \ldots, S_k) = \text{Val}(x_1, \ldots, x_k)\). The overhead of this rewriting step is \(O(m)\) and thus negligible in the running time bound.
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1 Introduction

A matching in a graph $G = (V, E)$ is a subset of edges $M \subseteq E$ where no two edges in $M$ share an endpoint. A maximum matching of $G$ has the maximum number of edges among all possible matchings. Let $m(G)$ denote the matching size of $G$, in other words the size of a maximum matching in $G$. In this paper, we present algorithms for approximating $m(G)$ in the sublinear models of computation. In particular, our results are for the vertex-arrival stream model (also known as the adjacency list streams). In the vertex-arrival model, the input stream is an arbitrary ordering of vertex set $V$. Additionally, followed by each $u \in V$ in the stream, the algorithm also gets the list of the neighbors of $u$. This is in contrast with the edge-arrival version where the input stream is an arbitrary ordering of the edge set $E$.

The problem of estimating $m(G)$ or computing an approximate maximum matching of $G$ in the data stream model has been studied in several works [14, 13, 10, 6, 17]. Here we focus on algorithms for graphs with bounded arboricity. A graph $G = (V, E)$ has arboricity bounded by $\alpha$ if the edge set $E$ can be partitioned into at most $\alpha$ forests. A well-known fact (known as the Nash-William theorem [19]) states that a graph has arboricity $\alpha$, if and only if every induced subgraph on $t$ vertices has at most $\alpha(t - 1)$ number of edges. Graphs with low arboricity cover a wide range of graphs such as graphs with constant degree, planar graphs, and graphs with small tree-widths. In particular planar graphs have arboricity bounded by 3.
A simple reduction from counting distinct elements implies that the exact computation of $m(G)$ in the data stream model has $\Omega(n)$ space complexity even for trees and randomized algorithms (see [1] for the lower bound on distinct elements problem.) This negative result has inspired a growing interest in finding estimators for $m(G)$ that take sublinear space to compute. Specially when the input graph $G$ has low arboricity, it has been shown by Esfandiari et al. [9], and the subsequent works [16, 7, 18, 4], that it is possible to compute $m(G)$ approximately in $o(n)$ space by only checking the degree information and the immediate local neighborhood of the vertices (and the edges). This line of research has led to the invent of several degree-based estimators for the matching size. In this paper, we design another degree-based estimator for $m(G)$ in low arboricity graphs that has certain advantages in comparison with the previous works and leads to new algorithmic results. Before describing our estimator we briefly review the previous ideas.

1.1 Previous Works

In the following we assume $G$ has arboricity bounded by $\alpha$. Also, unless explicitly stated, all the algorithms mentioned below are randomized.

**Shallow edges, high degree vertices**

Esfandiari et al. [9] were first to observe that one can approximately characterize the matching size of low arboricity graphs based on the degree information of the vertices and the local neighborhood of the edges. Let $H$ denote the set of vertices with degree more than $h = 2\alpha + 3$ and let $F$ denote the set of edges with both endpoints having degree at most $h$. Esfandiari et al. have shown that $m(G) \leq |H| + |F| \leq (5\alpha + 9)m(G)$. Based on this estimator, the authors in [9] have designed a $\tilde{O}(\varepsilon^{-2}2^{\alpha n^{2/3}})$ space algorithm for approximating $m(G)$ within $5\alpha + 9 + \varepsilon$ factor in the edge-arrival model.

**Fractional matchings**

By establishing an interesting connection with fractional matchings and the Edmonds Polytope theorem, McGregor and Vorotnikova [16] have shown that the following quantity approximates $m(G)$ within $(\alpha + 2)$ factor.

$$(\alpha + 1) \sum_{(u,v) \in E} \min\left\{ \frac{1}{\deg(u)}, \frac{1}{\deg(v)}, \frac{1}{\alpha + 1} \right\}.$$

Based on this estimator, the authors in [16] have given a $\tilde{O}(\varepsilon^{-2}2^{\alpha n^{2/3}})$ space streaming algorithm (in the edge-arrival model) that approximate $m(G)$ within $\alpha + 2 + \varepsilon$ factor. Also in the same work, another degree-based estimator is given that returns a $\frac{(\alpha+2)^2}{2}$ factor approximation of $m(G)$. A notable property of this estimator is that it can be implemented deterministically in the vertex-arrival model using only $O(\log n)$ bits of space.

**$\alpha$-Last edges**

Cormode et al. [7] (later revised by McGregor and Vorotnikova [18]) have designed an improved estimator for $m(G)$ that also depends on a given ordering of the edges. Given a stream of edges $S = e_1, \ldots, e_m$, let $E_\alpha(S)$ denote a subset of edges where $(u,v) \in E_\alpha(S)$ iff the vertices $u$ and $v$ both appear at most $\alpha$ times in $S$ after the edge $(u,v)$. It is shown that $m(G) \leq |E_\alpha(S)| \leq (\alpha + 2)m(G)$. Moreover a $O\left(\frac{\alpha}{\varepsilon^2} \log^2 n\right)$ space streaming algorithm is shown that approximates $|E_\alpha(S)|$ within $1 + \varepsilon$ factor in the edge-arrival model.
1.2 The estimator in this paper

The new estimator is purely based on the degree of the vertices in the graph without any need to have a pre-knowledge of $\alpha$. To estimate the matching size, we count the number of what we call locally superior vertices in the graph. Consider the following definition.

**Definition 1.** In graph $G = (V, E)$, we call $u \in V$ a locally superior vertex if $u$ has a neighbor $v$ such that $\deg(u) \geq \deg(v)$. We let $\ell(G)$ denote the number of locally superior vertices in $G$.

We show when the arboricity of $G$ is bounded by $\alpha$, $\ell(G)$ approximates $m(G)$ within $(\alpha + 2)$ factor (Lemma 2.) This repeats the same bound obtained by the estimators in [16] and [7], however for planar graphs, we prove the approximation factor is at most 3.5 which beats the previous bounds (Lemma 5). This result is the main technical contribution of the paper. As an evidence on the improved approximation quality, consider the 4-regular planar graph on 9 vertices. Both of the estimators in [16] and [7], report 18 as the estimation for $m(G)$ while the exact answer is 4. It follows their approximation factor is at least 4.5.

As a first application of Lemma 5, we obtain a randomized $O(\frac{\sqrt{n}}{\epsilon} \log n)$ space streaming algorithm for approximating $m(G)$ within $(3.5 + \epsilon)$ factor in the vertex-arrival model. In terms of approximation factor, this improves over existing sub-linear algorithms [16, 18].

As another application of our estimator, we get a sublinear simultaneous protocol in the vertex-partition model for approximating $m(G)$ when $G$ is planar. In this model, the vertex set $V$ is partitioned into $t$ subsets $V_1, \ldots, V_t$ where each subset is given to a player. Additionally the $i$-th player knows the edges on $V_i$. The players do not communicate with each other. They only send one message to a referee whom at the end computes an approximation of the matching size. (The referee does not get any part of the input.) We assume the referee and the players have a shared source of randomness. Within this setting, we design a protocol that approximates $m(G)$ within $3.5 + \epsilon$ factor using $O(\frac{\sqrt{n}}{\epsilon^2} \log n)$ communication from each player. Note that for $t > 3$ and $t = o(n^{1/3})$, this result is non-trivial. The best previous result, implicit in the works of [5, 16] computes a $5 + \epsilon$ factor approximation using $O(n^{4/5})$ communication from each player. Also we should mention that, using the the estimator in [16], one can get a deterministic simultaneous protocol where each player sends only $O(\log n)$ bits to the referee. However this protocol computes a 12.5 factor approximation of $m(G)$.

1.3 Related Works

Kapralov et al. [13] have given an estimator for $m(G)$ when $G$ is a general graph. Their estimator gives an approximation of $m(G)$ by looking at the degree information of the vertices in a series of nested subgraphs of $G$. The main challenge is implementing the estimator in sublinear space. Based on this estimator, Kapralov et al. has shown one can obtain a poly$(\log n)$ approximation of $m(G)$ in poly$(\log n)$ space assuming the input edge stream is randomly ordered. There are subsequent works with improved results and analysis [14]. As far as we know, there is no similar result for arbitrarily ordered streams.

There is a large body of works that addresses the problem of finding a matching of near optimal size using $O(n, \text{poly}(\log n))$ space. This falls within the category of semi-streaming model. See the recent works [12, 3] for the latest results on this.

Maximum matching has also been studied within the context of distributed local algorithms [15] and massively parallel computations [2]. The main objective of these works is to find a large matching of near optimal size in a distributed manner using small number of communication rounds. See the works [8, 11] for related results on graphs with bounded arboricity.
2 Graph properties

In the following proofs, we let \( M \subseteq E \) denote a maximum matching in graph \( G \). When the underlying graph is clear from the context, for the vertex set \( S \), we use \( N(S) \) to denote the neighbors of the vertices in \( S \) excluding \( S \) itself. For vertex \( u \), we simply use \( N(u) \) to denote the neighbors of \( u \). The vertex \( v \) is a neighbor of the edge \( (x,y) \) if \( v \) is adjacent with \( x \) or \( y \). When \( x \) is paired with \( y \) in the matching \( M \), abusing the notation, we define \( M(x) = y \).

\[\text{Lemma 2. Let } G = (V,E) \text{ be a graph with arboricity } \alpha. \text{ We have} \]
\[m(G) \leq \ell(G) \leq (\alpha + 2)m(G).\]

**Proof.** The left hand side of the inequality is easy to show. For every edge in \( E \), at least one of the endpoints is locally superior. Since edges in \( M \) are disjoint, at least \( |M| \) number of endpoints must be locally superior. This proves \( m(G) \leq \ell(G) \).

To show the right hand side, we use a charging argument. Let \( L \) denote the locally superior vertices in \( G \). Our goal is to show an upper bound on \( |L| \) in terms of \( |M| \) and \( \alpha \). Let \( X \subseteq L \) be the set of locally superior vertices that are NOT endpoints of a matching edge. The challenge is to prove an upper bound on \( |X| \).

The vertices in \( X \) do not contribute to the maximum matching. However all the vertices in \( N(X) \) must be endpoints of matching edges (otherwise \( M \) would not be maximal.) For the same reason, there cannot be an edge between the vertices in \( X \). To prove an upper bound on \( |X| \), in the first step, we assign a subset of vertices in \( X \) to edges in \( M \) in a way any target edge gets at most \( \alpha - 1 \) locally superior vertices. We do the assignments in the following way.

**The Assignment Procedure**

If we find a \( y \in N(X) \) with at most \( \alpha - 1 \) neighbors in \( X \), we assign all the neighbors of \( y \) in \( X \) to the matching edge \( (y,M(y)) \). We repeat this process, every time picking a vertex in \( N(X) \) with less than \( \alpha \) neighbors in \( X \) and do the assignment that we just described, until we cannot find such a vertex in \( N(X) \). Note that when we assign a locally superior vertex \( x \), we remove the edges on \( x \) before continuing the procedure.

Here we emphasize the fact that if \( y \) has a neighbor \( x \in X \), then \( M(y) \) cannot have neighbors in \( X \setminus \{x\} \) (otherwise it would create an augmenting path and contradict with the optimality of \( M \)).

Let \( X_1 \subseteq X \) be the assigned locally superior vertices and \( M_1 \subseteq M \) be the used matching edges in the assignment procedure. We have
\[|X_1| \leq (\alpha - 1)|M_1|.\]  

(1)

Let \( X_2 = X \setminus X_1 \) be the unassigned vertices in \( X \). Now we try to prove an upper bound on \( |X_2| \). For this, we need to make a few observations.

**Observation 3. Let \( Y_2 = N(X_2) \). The pair \( y \) and \( M(y) \) cannot be both in \( Y_2 \).**

**Proof.** Suppose \( y \) and \( M(y) \) are both in \( N(X_2) \). Let \( B \) and \( C \) be the neighbors of \( y \) and \( M(y) \) in \( X_2 \) respectively. If \( |B \cup C| > 1 \), then one can find an augmenting path of length 3 (with respect to \( M \)). A contradiction.

On the other hand, if \( |B \cup C| = 1 \), then \( y \) and \( M(y) \) have only a shared neighbor \( x \in X_2 \) which means the edge \( e = (y,M(y)) \) should have been used by the assignment procedure and as result \( x \in X_1 \). Another contradiction.
Observation 4. Every vertex $x \in X_2$ has degree at least $\alpha + 1$.

Proof. Consider $x \in X_2$. Suppose, for the sake of contradiction, $\deg(x) = k$ where $k \leq \alpha$. Since $x$ is a locally superior vertex, there must be a $y \in N(x)$ with degree at most $k$ in $G$. We know that $y$ is an endpoint of a matching edge. In the assignments procedure, whenever we used an edge $e \in M$ all the neighbors of its endpoints (in $X$) were assigned. Since $x$ is not assigned yet, it means the edge $(y, M(y))$ has not been used. Consequently $y$ must have at least $\alpha$ neighbors in $X_2$. Counting the edge $(y, M(y))$, we should have $\deg(y) \geq \alpha + 1$. A contradiction.

Let $G' = (X_2 \cup Y_2, E')$ be a bipartite graph where $E'$ is the set of edges between $X_2$ and $Y_2$. From Observation 4, we have

$$|(\alpha + 1)|X_2| \leq |E'|.$$  \hfill (2)

Since $G'$ is a subgraph of $G$, its arboricity is bounded by $\alpha$. As result,

$$|E'| \leq \alpha(|X_2| + |Y_2|).$$  \hfill (3)

Recall that $Y_2$ are endpoints of matching edges. Let $M_2$ be those matching edges. Observation 3 implies that $|Y_2| = |M_2|$. As result, combining (2) and (3), we get the following.

$$|X_2| \leq \alpha|Y_2| = \alpha|M_2|.$$  \hfill (4)

To prove an upper bound on $|L|$, we also need to count the locally superior vertices that are endpoints of matching edges. Let $Z = L \setminus X$. We have $|Z| \leq 2|M|$. Summing up, we get

$$|L| = |X_1| + |X_2| + |Z|$$
$$\leq (\alpha - 1)|M_1| + \alpha|M_2| + 2|M|$$
$$= \alpha(|M_1| + |M_2|) + 2|M| - |M_1|$$
$$\leq (\alpha + 2)|M| - |M_1|$$
$$\leq (\alpha + 2)|M|$$

This proves the lemma.

Lemma 5. Let $G = (V, E)$ be a planar graph. We have $\ell(G) \leq 3.5m(G)$.

Proof. For planar graphs, similar to what we did in the proof of Lemma 2, we first try to assign some of the vertices in $X$ to the matching edges using a simple assignment procedure. (Recall that $X$ is the set of vertices in $L$ that are not endpoints of edges in $M$.)

The Assignment Procedure

Let $Y_1 = \emptyset$. If we find a $y \in N(X)$ with only 1 neighbor $x \in X$, we assign $x$ to the matching edge $(y, M(y))$. Also we add $y$ to $Y_1$. We continue the procedure until we cannot find such a vertex in $N(X)$. Note that when we assign a locally superior vertex $x$, we remove the edges on $x$.

Let $X_1 \subseteq X$ be the assigned locally superior vertices and $M_1 \subseteq M$ be the used matching edges in the assignment procedure. Note that $|Y_1| = |M_1|$. We have

$$|X_1| \leq |M_1|.$$  \hfill (5)
Let $X_2 = X \setminus X_1$. Using a similar argument that we used for proving Observation 4, we can show every vertex in $X_2$ has degree at least 3. Also letting $Y_2 = N(X_2)$, we observe that $y \in Y_2$ and $M(y)$ cannot be both in $Y_2$ as we noticed in the Observation 3. Let $M_2 \subseteq M$ be the matching edges with one endpoint in $Y_2$. We have $|Y_2| = |M_2|$.

Now consider the bipartite graph $G' = (X_2 \cup Y_2, E')$ where $E'$ is the set of edges between $X_2$ and $Y_2$. Every planar bipartite graph with $n$ vertices has at most $2n - 4$ edges \(^1\). Since $G'$ is a bipartite planar graph, it follows,

$$3|X_2| \leq |E'| < 2(|X_2| + |Y_2|) = 2(|X_2| + |M_2|).$$

This shows $|X_2| < 2|M_2|$. Letting $Z = L \setminus X$ and $M_3 = M \setminus (M_1 \cup M_2)$, we get

$$|L| = |X_1| + |X_2| + |Z| \leq |M_1| + 2|M_2| + 2|M| \leq 3|M| + |M_2| - |M_3|.$$  \quad (7)

This already proves $|L|$ is bounded by $4|M|$. To prove the bound claimed in the lemma, we also show that $|L| \leq 3|M| + |M_1| + |M_3|$. Combined with the inequality (7), this proves the lemma.

Let $Y = Y_1 \cup Y_2$. Note that $Y$ are one side of the matching edges in $M_1 \cup M_2$. Let $Y'' = \{ M(y) \mid y \in Y \}$. We use a special subset of $Y''$, named $Y'''$ which is defined as follows. We let $Y'''$ denote the locally superior vertices in $Y'$ that have degree 2 or they are adjacent with both endpoints of an edge in $M_3$. We make the following observation regarding the vertices in $Y'''$.

**Observation 6.** *We can assign each vertex $y' \in Y'''$ to a distinct $e \in Y_1 \cup M_3$ where $e$ has no neighbor in $Y' \setminus \{y'\}$.*

**Proof.** Consider $y' \in Y'''$. If $y'$ is adjacent with both endpoints of an edge $e = (z, z') \in M_3$, we assign $y'$ to $e$ (when there are multiple edges with this condition we pick one of them arbitrarily.) Note that $z$ and $z'$ cannot have neighbors in $Y'$ other than $y'$ because otherwise it would create an augmenting path.

Now suppose $y'$ has degree 2. Since $y'$ is a locally superior vertex, it must have a neighbor $z$ of degree at most 2. The neighbor $z$ cannot be in $Y_2 \cup X_2$ because the vertices in $Y_2 \cup X_2$ have degree at least 3. We distinguish between two cases.

- $M(y') \in Y_2$. In this case, $z$ cannot be in $Y_1$ either because the vertices in $Y_1$ are already of degree 2 without $y'$. Also $z \notin X_1$ because otherwise it would create an augmenting path. The only possibility is that $z$ is an endpoint of a matching edge in $M_3$. We assign $y'$ to the matching edge $(z, z') \in M_3$. Note that $z'$ cannot have a neighbor in $Y' \setminus \{y'\}$ because it would create an augmenting path.

- $M(y') \in Y_1$. Here $z$ could be in $X_1$. If this is the case, then $M(y')$ cannot have a neighbor in $Y' \setminus \{y'\}$ because it would create an augmenting path. In this case, we assign $y'$ to $M(y')$. If $z = M(y')$, then again we assign $y'$ to $M(y')$. The only remaining possibility is that $z$ an endpoint of a matching edge in $M_3$ which we handle it similar to the previous case.

Now, assume we assign the vertices in $Y'''$ to the elements in $Y_1 \cup M_3$ according to the above observation. Let $Y''_1 \subseteq Y_1$ and $M'_3 \subseteq M_3$ be the vertices and edges that were used in the assignment. Let $Y''''$ be the remaining locally superior vertices in $Y''$. Namely, $Y'''' = (L \cap Y''') \setminus Y'''$. Before making the final point, we observe that only one endpoint of the

\(^1\) For a short proof of this, combine the Euler’s formula $|V| - |E| + |F| = 2$ with the inequality $2|E| \geq 4|F|$ caused by each face having at least 4 sides (since there are no odd cycles) and we get $|E| \leq 2|V| - 4$. 

edges in $M_3$ are adjacent with vertices in $Y''$. Let $Y_3$ be the endpoint of edges in $M_3 \setminus M'_3$ that have neighbors in $Y''$. Consider the bipartite graph $G''(V'', E'')$ where

$$V'' = (X_2 \cup Y'') \cup (Y_2 \cup (Y_1 \setminus Y'_1) \cup Y_3)$$

and $E''$ is the set of edges between $X_2$ and $Y_2$, and the edges between $Y''$ and $Y_2 \cup (Y_1 \setminus Y'_1) \cup Y_3$.

Relying on the facts that $G''$ is a planar bipartite graph, $Y''$ is composed of vertices with degree at least 3, and the edges on $Y''$ are all in $E''$, we have

$$3|X_2| + 3|Y''| \leq |E''| \leq 2(|X_2| + |Y_2| + |Y_1 \setminus Y'_1| + |Y''| + |Y_3|).$$

It follows,

$$|X_2| + |Y''| \leq 2(|Y_2| + |Y_1 \setminus Y'_1| + |Y_3|)$$

$$\leq 2(|M_2| + |M_1| - |Y'_1| + |M_3| - |M'_3|)$$

$$= 2(|M| - |Y'_1| - |M'_3|)$$

Since $|Y''| = |Y'_1| + |M'_3|$, we get

$$|X_2| + |Y''| \leq 2|M| - 2|Y''|$$

(8)

Let $Z_1$, $Z_2$ and $Z_3$ denote the locally superior vertices that are endpoints of matching edges in $M_1$, $M_2$ and $M_3$ respectively. From the definition of $Y''$ and $Y'''$, we have

$$|Z_1| + |Z_2| \leq |M_1| + |M_2| + |Y''| + |Y'''|$$

(9)

From (8) and (9), we get

$$|L| = |X_1| + |X_2| + |Z_1| + |Z_2| + |Z_3|$$

$$\leq |M_1| + |M_2| + |M_1| + |M_2| + |Y''| + |Y'''| + 2|M_3|$$

$$= 2|M_1| + (|X_2| + |Y''|) + |M_2| + |Y'''| + 2|M_3|$$

$$\leq 2|M_1| + |M_2| + 2|M| - |Y''| + 2|M_3|$$

$$= 3|M| + |M_1| + |M_3| - |Y''|$$

$$\leq 3|M| + |M_1| + |M_3|$$

This finishes the proof of the lemma.
3 Algorithms

We first present a high-level sampling-based estimator for $\ell(G)$. Then we show how this estimator can be implemented in the streaming and distributed settings using small space and communication. For our streaming result, we use a combination of the estimator for $\ell(G)$ and the greedy maximal matching algorithm. For the simultaneous protocol, we use the estimator for $\ell(G)$ in combination with the edge-sampling primitive in [5] and an estimator in [16].

The high-level estimator (described in Algorithm 1) samples a subset of vertices $S \subseteq V$ and computes the locally superior vertices in $S$. The quantity $\ell(G)$ is estimated from the scaled ratio of the locally superior vertices in the sample set.

Algorithm 1 The high-level description of the estimator for $\ell(G)$.

Run the following estimator $r = \lceil \frac{n}{s \ell(G)} \rceil$ number of times in parallel. In the end, report the average of the outcomes.

1. Sample $s$ vertices (uniformly at random) from $V$ without replacement.
2. Let $S$ be the set of sampled vertices.
3. Compute $S'$ where $S'$ is the set of locally superior vertices in $S$.
4. Return $\frac{n}{s} |S'|$ as an estimation for $\ell(G)$.

Lemma 7. Assuming $s \geq \frac{n}{\ell(G)}$, the high-level estimator in Algorithm 1 returns a $1 + \varepsilon$ factor approximation of $\ell(G)$ with probability at least $7/8$.

Proof. Fix a parallel repetition of the algorithm and let $X$ denote the outcome of the associated estimator. Assuming an arbitrary ordering on the locally superior vertices, let $X_i$ denote the random variable associated with $i$-th locally superior vertex. We define $X_i = 1$ if the $i$-th locally superior vertex has been sampled, otherwise $X_i = 0$. We have $X = \frac{n}{s} \sum_{i=1}^{\ell(G)} X_i$. Since $Pr(X_i = 1) = \frac{s}{n}$, we get $E[X] = \ell(G)$. Further we have

$$E[X^2] = \frac{n^2}{s^2} E\left[ \sum_{i,j} E[X_i X_j] \right] = \frac{n^2}{s^2} \left[ \sum_{i} E[X_i^2] + \sum_{i \neq j} E[X_i X_j] \right]$$

$$= \frac{n^2}{s^2} \left[ \frac{s}{n} \ell(G) + \left( \frac{\ell(G)}{2} \right) \frac{s(s-1)}{n(n-1)} \right]$$

$$= \frac{n}{s} \ell(G) + \left( \frac{\ell(G)}{2} \right) \frac{n(s-1)}{s(n-1)}$$

$$< \frac{n}{s} \ell(G) + \ell^2(G)$$

Consequently, $Var[X] = E[X^2] - E^2[X] < \frac{n}{s} \ell(G)$.

Let $Y$ be the average of the outcomes of $r$ parallel and independent repetitions of the basic estimator. We have $E[Y] = \ell(G)$ and $Var[Y] < \frac{n}{s} \ell(G)$. Using the Chebyshev’s inequality,

$$Pr(|Y - E[Y]| \geq \varepsilon E[Y]) \leq \frac{Var[Y]}{\varepsilon^2 E^2[Y]} \leq \frac{n/s}{r \varepsilon^2 \ell(G)}.$$  

Setting $r = \frac{s}{\varepsilon^2}$ and $s \geq \frac{n}{\ell(G)}$, the above probability will be less than $1/8$.  

3.1 The streaming algorithm

We first note that we can implement the high-level estimator of Algorithm 1 in the vertex-arrival stream model using $O(\frac{\epsilon}{\epsilon^2} \log n)$ space. Consider a single repetition of the estimator. The sampled set $S$ is selected in the beginning of the algorithm (before the stream.) This can be done using a reservoir sampling strategy [20] in $O(|S| \log n)$ space. To decide if $u \in S$ is locally superior or not, we just need to store $\deg(u)$ and the minimum degree of the neighbors that are visited so far. Note that when processing a vertex $v \in V$ and its neighbors, we know if $v$ is a neighbor of $u$ or not. Consequently, checking if $u$ is a locally superior or not takes $O(\log n)$ bits of space. Therefore the whole space needed to implement a single repetition is $O(s \log n)$ bits.

The streaming algorithm runs two threads in parallel. In one thread it runs the streaming implementation of Algorithm 1 after setting $s = \lceil \sqrt{n} \rceil$. In the other thread, it runs a greedy algorithm to find a maximal matching in the input graph. We stop the greedy algorithm whenever the size of the discovered matching $F$ exceeds $\sqrt{n}$. In the end, if $|F| < \sqrt{n}$, we output $|F|$ as an approximation for $m(G)$, otherwise we report the outcome of the first thread.

Note that if $|F| < \sqrt{n}$, $F$ is a maximal matching in $G$. Hence $|F| \geq \frac{1}{2} m(G)$. Assume $|F| \geq \sqrt{n}$. In this case the algorithm outputs the result of first thread. In this case, by Lemma 2, we know $\ell(G) \geq \sqrt{n}$. Consequently, by Lemma 7, the first thread returns a $1 + O(\epsilon)$ approximation of $\ell(G)$ and hence it returns a $3.5 + O(\epsilon)$ approximation of $m(G)$. Since the greedy algorithm takes at most $O(\sqrt{n})$ space, the space complexity of the algorithm is dominated by the space usage of the first thread. We get the following result.

\begin{theorem}
Let $G$ be a planar graph. There is a randomized streaming algorithm in the vertex-arrival model that returns a $3.5 + \epsilon$ factor approximation of $m(G)$ using $O(\frac{\sqrt{n}}{\epsilon^2})$ space.
\end{theorem}

3.2 A simultaneous communication protocol

In this section we describe a communication protocol for approximating $m(G)$ in the vertex-partition model. Recall that in this model the vertex set $V$ is partitioned into $t$ subsets $V_1, \ldots, V_t$ where the subset $V_i$ is given to the $i$-th player. Additionally the $i$-th player knows the edges on the vertices in $V_i$. The players do not communicate with each other. They only send one message to a referee whom at the end computes an approximation of the matching size. Also we emphasize the assumption that the referee and the players have a shared source of randomness.

To describe the simultaneous protocol, we consider two cases separately: (a) when the matching size is low; to be precise, when it is smaller than some fixed value $k = n^{1/3}$, and (b) when the matching size is high, i.e. at least $\Omega(k)$. For each case, we describe a separate solution. The overall protocol will be the parallel run of these two solutions along with a sub-protocol to distinguish between the cases.

Graphs with large matching size

In the case when matching size is large, similar to what was done in the streaming model, we run an implementation of Algorithm 1 in the given simultaneous model. To see how this is implemented, in the simultaneous model all the players (including the referee) know the sampled set $S$. This results from access to the shared randomness. For each $u \in S$, the players send the minimum degree of the neighbors of $u$ in his input to the referee. The player that owns $u$, also sends $\deg(u)$ to the referee. Having received this information, the referee can decide if $u$ is a locally superior vertex or not. As result, we can implement Algorithm 1 in the simultaneous model using a protocol with $O(\frac{\epsilon}{\epsilon^2} \log n)$ message size.
Graphs with small matching size

In the case where the matching size is small, we use the edge-sampling method of [5]. Here we review their basic sampling primitive in its general form. Given a graph $G(V,E)$, let $c : V \to [b]$ be a totally random function that assigns each vertex in $V$ a random number (color) in $[b] = \{1, \ldots, b\}$. The set $\text{Sample}_{b,d,1}$ is a random subset of $E$ picked in the following way. Given a subset $K \subseteq [b]$ of size $d \in \{1, 2\}$, let $E_K$ be the edges of $G$ where the color of their endpoints matches $K$. For example when $K = \{3, 4\}$, the set $E_{(3,4)}$ contains all edges $(u,v)$ such that $\{c(u), c(v)\} = \{3, 4\}$. For all $K \subseteq [b]$ of size $d$, the set $\text{Sample}_{b,d,1}$ picks a random edge from $E_K$. Finally, the random set $\text{Sample}_{b,d,r}$ is the union of $r$ independent instances of $\text{Sample}_{b,d,1}$. We have the following lemma from [5] (see Theorems 4 in the reference.)

\begin{lemma}
Let $G = (V,E)$ be a graph. Assuming $m(G) \leq k$, with probability $1 - 1/poly(k)$, the random set $\text{Sample}_{100k,2,O(\log k)}$ contains a matching of size $m(G)$.
\end{lemma}

Note that, in the simultaneous vertex-partition model, the referee can obtain an instance of $\text{Sample}_{b,d,1}$ via a protocol with $O(b^d \log n)$ message size. To see this, using the shared randomness, the players pick the random function $c : V \to [b]$. Let $E^{(i)}$ be the subset of edges owned by the $i$-th player. We have $E = \bigcup_{i=1}^r E^{(i)}$. To pick a random edge from $E_K$ for a given $K \subseteq [b]$, the $i$-th player randomly picks an edge $e \in E_K \cap E^{(i)}$ and sends it along with $|E_K \cap E^{(i)}|$ to the referee. After receiving this information from all the players, the referee can generate a random element of $E_K$. Since there are $O(b^d)$ different $d$-subsets of $[b]$, the size of the message from a player to the referee is bounded by $O(b^d \log n)$ bits. Consequently, the referee can produce a rightful instance of $\text{Sample}_{b,d,r}$ using $O(rb^d \log n)$ communication from each player.

How to distinguish between the cases?

For this task, we use a degree-based estimator by McGregor and Vorotnikova [16] described in the following lemma.

\begin{lemma}
Let $G = (V,E)$ be a planar graph. Let $A'(G) = \sum_{u \in V} \min\{\deg(u)/2, 4 - \deg(u)/2\}$. We have

$$m(G) \leq A'(G) \leq 12.5 m(G).$$

\end{lemma}

It is easy to see that, in the simultaneous vertex-partition model, we can implement this estimator with $O(\log n)$ bits communication from each player.

The final protocol

Let $k = \lceil n^{1/3} \rceil$. We run the following threads in parallel.

1. A protocol that implements the high-level estimator (Algorithm 1) with $s = \lceil 12.5n/k \rceil$ as its input parameter according to the discussions above. Let $z_1$ be the output of this protocol.
2. A protocol to compute an instance of $\text{Sample}_{b,d,r}$ for $b = 100k$ and $d = 2$ and $r = O(\log k)$.
   Let $z_2$ be the size of maximum matching in the sampled set.
3. A protocol to compute $A'(G)$. Let $z_3$ be the output of this thread.

In the end, if $z_3 \geq \frac{k}{12.5}$, the referee outputs $z_1$ as an approximation for $m(G)$, otherwise the referee reports $z_2$ as the final answer.
**Theorem 11.** Let \( G \) be a planar graph on \( n \) vertices. The above simultaneous protocol, with probability \( 3/4 \), returns a \( 3.5 + O(\varepsilon) \) approximation of \( m(G) \) where each player sends \( O\left(\frac{n^{2/3}}{\varepsilon^2} \right) \) bits to the referee.

**Proof.** First we note that by choosing the constants large enough, we can assume the thread (2) errs with probability at most \( 1/8 \). If \( z_3 \geq k^{12} \), then we know \( m(G) \geq k^{12} \). This follows from Lemma 10. Consequently by Lemma 2, we have \( \ell(G) \geq k^{12} \). Therefore from Lemma 7, we have \( |z_1 - \ell(G)| \leq \varepsilon \ell(G) \) with probability at least \( 7/8 \). It follows from Lemma 5 that \( (1 - \varepsilon)m(G) \leq z_1 \leq (3.5 + 3.5\varepsilon)m(G) \).

On the other hand, if \( z_3 < k^{12} \), by Lemma 10 we know that \( m(G) \) must be less than \( k \). Having this, from Lemma 9, with probability at least \( 7/8 \), we get \( z_2 = m(G) \). In this case the protocol computes the exact matching size of the graph.

The message size of each player is dominated by the cost of the first thread which is \( O\left(\frac{n^{2/3}}{\varepsilon^2} \right) \). The total error probability is bounded by \( 1/4 \). This finishes the proof. ◀

**4 Conclusion**

In this paper we presented a degree-based estimator for the size of maximum matching in planar graphs. We showed our estimator gives a \( 3.5 \) factor approximation of the matching size. This improves the approximation factor of the previous degree-based estimators. We do not have tight examples for our analysis. In fact, we conjecture that \( \ell(G) \) approximates \( m(G) \) within \( 3 \) factor when \( G \) is planar.

Using our estimator, we obtained an improved sublinear space algorithm for estimating the matching size in the vertex-arrival streams. We also showed a more efficient simultaneous protocol for estimating the matching size in planar graphs. Unfortunately, the new estimator, in spite of its simplicity, does not immediately lead to one-pass sublinear algorithm in the edge-arrival model. To decide if a vertex is locally superior, we need to know its neighbors and learn their degrees which becomes burdensome in one pass. However, given an extra pass over the stream the same space bound and approximation factor is achievable for the edge-arrival streams as well. It would be interesting to do this without the extra pass.
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Abstract

We present a new algorithm for approximating the number of triangles in a graph $G$ whose edges arrive as an arbitrary order stream. If $m$ is the number of edges in $G$, $T$ the number of triangles, $\Delta_E$ the maximum number of triangles which share a single edge, and $\Delta_V$ the maximum number of triangles which share a single vertex, then our algorithm requires space:

$$\tilde{O}\left(\frac{m}{T} \cdot (\Delta_E + \sqrt{\Delta_V})\right)$$

Taken with the $\Omega\left(\frac{m\Delta_E}{T}\right)$ lower bound of Braverman, Ostrovsky, and Vilenchik (ICALP 2013), and the $\Omega\left(\frac{m\sqrt{\Delta_V}}{T}\right)$ lower bound of Kallaugher and Price (SODA 2017), our algorithm is optimal up to log factors, resolving the complexity of a classic problem in graph streaming.
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1 Introduction

Triangle counting is a fundamental problem in the study of graph algorithms, and one of the best studied in the field of graph streams. It arises in the analysis of social networks [5], web graphs [11], and spam detection [3], among other applications. From a theoretical perspective, it is of particular interest as the simplest subgraph counting problem that cannot be solved by considering only local information about individual vertices. In other words, counting triangles requires one to aggregate information between pairs of non-incident edges.

In this paper, we present an optimal algorithm for counting triangles in the graph streaming setting, settling a long line of work on this problem.
1.1 Graph Streaming

In the (insertion-only) graph streaming setting, a graph \( G = (V, E) \) is received as a stream of edges \( (\sigma_t)_{t=1}^m \) from its edge set \( E \) in an arbitrary order, and an algorithm is required to output the answer to some problem at the end of the stream, using as little space as possible\(^1\). Variants on this model include turnstile streaming (in which edges may be deleted as well as inserted), and models that restrict what kind of state the algorithm may maintain.

1.2 Triangle Counting in Graph Streams

The theoretical study of graph streaming was initiated by \cite{2}, who studied the problem of triangle counting – the problem of estimating the number of three-cliques in a graph. They demonstrated that, in general, sublinear space algorithms cannot exist for this problem; namely, in the worst case any algorithm for triangle counting in a stream must use \( \Omega(n^2) \) bits of space. On the other hand, they also showed that, if one parameterizes in terms of the number of triangles \( T \), one can often beat this pessimistic lower bound. In particular, they gave an algorithm that uses \( \tilde{O}\left(\frac{mn}{T}\right) \) space to count triangles in a graph with \( m \) edges, \( n \) vertices, and \( T \) triangles, based on streaming algorithms for approximating frequency moments.\(^2\) Of course, it is unreasonable to assume that an algorithm knows the number of triangles \( T \) in advance, as this would make counting superfluous. Instead, it will suffice to have constant factor bounds on the parameters in question.\(^3\)

Several years later, the upper bound for this problem was improved to \( \tilde{O}\left(\frac{mn}{T}\right) \) by \cite{7}, while \cite{14} gave a (non-comparable) algorithm that samples edges and stores neighborhoods of their endpoints in order to find triangles, achieving \( \tilde{O}\left(\frac{md^2}{T}\right) \) space in graphs with maximum degree \( d \). Both algorithms were later subsumed by the \( \tilde{O}\left(\frac{md}{T}\right) \) space algorithm of \cite{23}.

1.3 Additional Graph Parameters for Triangle Counting

Despite the large strides made by the aforementioned algorithms, none of them can achieve sublinear space, even for graphs guaranteed to have as many as \( \Omega(m) \) triangles, without bounding parameters of the graph other than \( m \) and \( T \). This feature was shown to be necessary by \cite{6}, who constructed a family of graphs with either 0 or \( \Omega(m) \) triangles such that distinguishing between the two requires \( \Omega(m) \) space. However, this “hard instance” is an unusual graph – every triangle in it shares a single edge. This motivated the introduction of a new graph parameter \( \Delta_E \), defined as the maximum number of triangles which share a single edge in \( G \). When one parameterizes in terms of \( \Delta_E \), the lower bound of \cite{6} becomes \( \Omega\left(\frac{m}{\Delta_E}\right) \). As it happens, the maximum degree of graphs in this family is also \( \Delta_E \), so in particular this proves \cite{23} to be optimal among algorithms parametrized by only \( m, d \), and \( T \).

\(^1\) Other properties, such as update time, are also of interest, but space has been the primary object of study in the theory of streaming.

\(^2\) Here we assume the desired approximation is a multiplicative \((1 \pm \varepsilon)\) with success probability \( \delta \) for some positive constants \( \varepsilon, \delta \). For most algorithms mentioned here, including our own, the dependence on non-constant \( \varepsilon, \delta \) will go as \( \varepsilon^{-2} \log \delta^{-1} \). We use \( \tilde{O}(\cdot) \) to suppress logarithmic or polylogarithmic factors in the argument.

\(^3\) One might hope to use these parameters adaptively, giving an algorithm that uses more space the smaller \( T \) is without needing a lower bound at the start. However, this is in general impossible, as a graph stream with few triangles and a graph stream with many triangles may be indistinguishable until the last few updates.
The first algorithm to directly take advantage of the new parameter $\Delta E$ was given by [24]. Their algorithm is simple: keep each edge in the stream independently with probability $p$, count the number of triangles $T'$ in the resulting graph, and output $T'p^{-3}$. They show that setting $p = O\left(\frac{1}{T'1/3} + \frac{\Delta E}{T'}\right)$ suffices for an accurate count, and thereby achieve $\tilde{O}(m(\frac{1}{T'1/3} + \frac{\Delta E}{T'}))$ space.

This algorithm has another important feature: it is a non-adaptive sampling algorithm – whether it keeps an edge it sees does not depend on the contents of the stream before the edge arrives. This means it can naturally handle turnstile streams, streams in which edges may be deleted as well as inserted. In fact, through the use of sketches for $\ell_0$ sampling (see e.g. [10]) such algorithms may be converted into linear sketches, which are algorithms that store only a linear function of their input (when considered as a vector in $\{0, 1\}^{(V^2)}$).

An improved non-adaptive sampling algorithm was given in [22], which used the technique of coloring vertices with one of $k$ colors, and keeping all monochromatic edges. This improved the space usage of the algorithm to $\tilde{O}\left(m\left(\frac{1}{\sqrt{T}} + \frac{\Delta E}{T}\right)\right)$. In [17], it was shown (in combination with the existing lower bound of [6]) that this is optimal, even for insertion-only algorithms – for every $T$ up to $\Omega(m)$, a family of graphs exist with $\Delta E \leq 1$ and either 0 or $T$ triangles, such that $\Omega\left(\frac{m}{\sqrt{T}}\right)$ space is required to distinguish the two.

However, as with the lower bound of [6], the hard instance from [17] is a rather strange graph: this time every triangle shares a single vertex. Also similarly to the lower bound of [6], the bound from [17] weakens as the maximum number of triangles sharing a single vertex, a parameter denoted by $\Delta V$, is restricted. In this case, when parameterized by $\Delta V$, the lower bound becomes $\Omega\left(\frac{m\sqrt{T}}{\Delta V}\right)$. This was accompanied in [17] by an algorithm that achieves $\tilde{O}\left(m\left(\frac{1}{T^{1/3}} + \frac{\sqrt{T}}{T'} + \frac{\Delta E}{T'}\right)\right)$ space, improving on [22] for graphs with $\Delta V = o(T)$

Subsequently, it was shown in [15] that any linear sketching algorithm for counting triangles requires $\Omega\left(\frac{m}{\Delta V}\right)$ space, even if every triangle is disjoint from every other and therefore $\Delta E = \Delta V \leq 1$, and so the [17] algorithm is optimal among linear sketches. By the turnstile streaming-linear sketching equivalence of [20], this suggests that [17] is also optimal among turnstile streaming algorithms.4

However, this leaves open the question of how hard triangle counting is for algorithms that are not required to handle deletions (i.e., the standard “insertion-only” model). We resolve this question (up to a log factor, as with previous optimality results), by giving an optimal algorithm for triangle counting in insertion-only streams.

### 1.4 Our Algorithm

We give a new algorithm for counting triangles in insertion-only graph streams. For every $\varepsilon, \delta \in (0, 1)$, there is an algorithm for insertion-only graph streams that approximates the number of triangles in a graph $G$ to $\varepsilon T$ accuracy with probability $1 - \delta$, using

$$O\left(\frac{m}{T}\left(\Delta E + \sqrt{\Delta V}\right)\log n \frac{\log \frac{1}{\delta}}{\varepsilon^2}\right)$$

bits of space, where $m$ is the number of edges in $G$, $T$ the number of triangles, $\Delta E$ the maximum number of triangles which share a single edge, and $\Delta V$ the maximum number of triangles which share a single vertex.

4 However, the [20] equivalence depends on rather stringent conditions that a turnstile algorithm must satisfy. In [18], it was shown that relaxing these conditions allows turnstile streaming algorithms for triangle counting that are closer to the result of [14].
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Table 1: Best known upper and lower bounds for triangle counting for insertion-only and linear sketching algorithms. \( m \) is the number of edges, \( T \) the number of triangles, \( d \) the maximum degree, and \( \Delta_E, \Delta_V \) are the maximum number of triangles sharing an edge or a vertex respectively. Note that linear sketching upper bounds imply insertion-only upper bounds, while lower bounds are the opposite.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Space</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>( \tilde{O}(\frac{md}{T}) )</td>
<td>Insertion-only</td>
</tr>
<tr>
<td>[6]</td>
<td>( \Omega(\frac{m\Delta_E}{T}) )</td>
<td>Insertion-only</td>
</tr>
<tr>
<td>[17]</td>
<td>( \Omega(\frac{m\sqrt{\Delta_V}}{T}) )</td>
<td>Insertion-only</td>
</tr>
<tr>
<td>[22]</td>
<td>( \tilde{O}(m \left( \frac{1}{\sqrt{T}} + \frac{\Delta_E}{T} \right)) )</td>
<td>Linear Sketching</td>
</tr>
<tr>
<td>[17]</td>
<td>( \tilde{O}(m \left( \frac{1}{\sqrt{2T}} + \frac{\sqrt{\Delta_V}}{T} + \frac{\Delta_E}{T} \right)) )</td>
<td>Linear Sketching</td>
</tr>
<tr>
<td>[15]</td>
<td>( \Omega(\frac{m}{T^{2/3}}) )</td>
<td>Linear Sketching</td>
</tr>
<tr>
<td>This work</td>
<td>( \tilde{O}(\frac{m}{T}(\sqrt{\Delta_V} + \Delta_E)) )</td>
<td>Insertion-only</td>
</tr>
</tbody>
</table>

This matches, up to a log factor (and for constant \( \varepsilon, \delta \)), the lower bounds of [6] and [17]. It subsumes both the algorithm of [17] and the \( \tilde{O}(\frac{md}{T}) \) algorithm of [23], as in any graph with max degree \( d \), we have \( \Delta_E \leq d \) and \( \Delta_V \leq \left( \frac{d}{2} \right) \). This closes the line of work discussed above on the complexity of triangle counting in insertion-only streams.

1.5 Other Related Work

In the multi-pass streaming setting, an algorithm is allowed to pass over the input stream more than once. [9] shows multipass algorithms take \( \Theta \left( \frac{m}{\sqrt{T}} \right) \) space for arbitrary graphs, giving an algorithm for two passes and a lower bound for a constant number of passes. [19] shows a three pass streaming algorithm using \( O(\sqrt{m} + \frac{m^{3/2}}{T}) \) space. [4] gave a \( O\left( \frac{m^{3/2}}{T} \right) \) four pass algorithm.

In the adjacency-list model, in which each vertex’s list of neighbors is received as a block (and so in particular every edge is seen twice), [21] gave a \( O \left( \frac{m}{\sqrt{T}} \right) \) space one-pass algorithm, while [16] gave \( O \left( \frac{m^{2/3}}{T^{2/3}} \right) \) space 2-pass algorithm, as well as tight (but conditional on open communication complexity conjectures) lower bounds for both.

The problem has also been studied in the query model, in which case rather than space the concern is minimizing time or query count. While this is a very different setting, similar concerns around mitigating the impact of “heavy” vertices or edges arise. [12] considered triangle counting in this setting, which was extended by [13] to general cliques and [1] to arbitrary constant-size subgraphs.

2 Overview of the Algorithm

At a high-level, many triangle counting algorithms in the literature adhere to the following template: (1) design a sampling scheme to sample triangles, (2) count the number of triangles which survive after this sampling process, (3) rescale the number of empirically sampled triangles by the expected fraction of surviving triangles to obtain an unbiased estimator for \( T \).
As an example, one could sample each edge uniformly with probability $q$ (this is the approach taken in [24]). Since for a triangle to survive all three of its edges must be sampled, the expected number of triangles that survive is $Tq^3$. Thus, rescaling the number of empirically sampled triangles by $1/q^3$ yields an unbiased estimator. How large must $q$ be to make this estimator accurate? In order to sample even a single triangle we need $Tq^3 \geq 1$, so clearly $q$ must be at least $1/T^{1/3}$. Moreover, if $\Delta_E$ is the largest number of triangles that share an edge, there might be as few as $T/\Delta_E$ “heavy” edges such that sampling a triangle requires sampling at least one of them, and so $q$ must be at least $\Delta_E/T$. It turns out that, up to constant factors, this is also sufficient, and so the space needed by this algorithm is $O(m(\frac{1}{\sqrt{T}} + \frac{\Delta_E}{T}))$ bits.

The starting point for our algorithm is the following simple observation, which can be seen as an optimization to the sampling algorithm above. Given three edges $vw, vu, wu \in E$ arriving in a stream in that order, once the first two edges $vw, vu$ have been sampled and stored, upon seeing the “completing” edge $wu$, we will know that the triangle $uvw$ exists in $G$, and may count it immediately – we get the closing edge of each triangle “for free”. Now for a single triangle to be sampled, we only need to sample the first two edges, and so the probability of finding any given triangle improves to $q^2$, allowing a space complexity of $O\left(m\left(\frac{1}{\sqrt{T}} + \frac{\Delta_E}{T}\right)\right)$. However, when $\Delta_V = o(T)$, this is still weaker than allowed by the $\Omega\left(\frac{m}{T}(\sqrt{\Delta_V + \Delta_E})\right)$ lower bound that results from combining the results of [6, 17].

While the aforementioned algorithm is sub-optimal in general, notice that it does match the lower bounds in the extreme case when $\Delta_V = T$, and all triangles share a single vertex. On the other hand, when $\Delta_V$ is smaller, there are more “fully disjoint” triangles in the graph. Consequentially, we can afford to subsample by vertices, as now dropping a single vertex cannot lose too large a fraction of our triangles. We may sample vertices uniformly with some probability $p$, and deterministically store all edges adjacent to at least one sampled vertex, again counting a triangle whenever we observe an edge $wu$ closing a sampled pair $vw, vu$. Each such triangle will be counted iff the “first” vertex $v$ of the triangle is sampled, and these may be divided among as few as $T/\Delta_V$ “heavy” vertices, so $p$ must be at least $\Delta_V/T$. This again turns out to be sufficient, for a space usage of $O\left(\frac{\Delta_E}{T}\right)$ (note that any pair of edges sharing an edge also share a vertex, so $\Delta_E \leq \Delta_V$, and thus this does not violate the known lower bounds). While this is an improvement on the aforementioned adaptive edge-sampling scheme for small $\Delta_V$, it becomes worse once $\Delta_V > \sqrt{T}$.

The crucial insight behind our algorithm is to merge the two aforementioned algorithms with a careful choice of parameterization. Specifically, we sample both edges and vertices, before counting triangles that we see closing our sampled wedges. Specifically, we sample vertices $v \in V$ in the graph with probability $p \in (0, 1]$, and then “activate” each edge $e \in E$ with probability $q \in (0, 1]$. When an edge $vw \in E$ arrives in the stream, we store it iff $vw$ is active and at least one of the vertices $u$ or $v$ was sampled. We denote by $S$ the set of all edges stored by the algorithm. Finally, when a closing edge $wu$ arrives that completes a triangle with edges $vw, vu$ that were previously added to $S$, we check if the vertex $v$ at the center of the wedge $vw, vu$ was sampled, and if so we deterministically increment a counter $C$.

Now observe that, for any given triangle $uvw$, the probability that $uvw$ causes $C$ to be incremented is exactly $pq^2$. Thus, if we output the quantity $C/(pq^2)$ at the end of the stream, we obtain an unbiased estimator for the number of triangles in $G$.

Notice that when $p = 1$ our algorithm reduces to the simpler edge-sampling algorithm stated above. At the other extreme, when $q = 1$ our algorithm reduces to the vertex sampling algorithm. Intuitively, our choice of the parameters $p$ and $q$ are subject to the same constraints faced by the aforementioned edge- and vertex-sampling algorithms. Firstly, $p$
must be at least \( \frac{\Delta_V}{T} \), otherwise the algorithm could miss a “heavy” vertex. Furthermore, the product \( pq \) must be at least \( \frac{\Delta_E}{T} \), to avoid missing “heavy” edges, and \( pq^2 \) must be at least \( 1/T \) to find any triangles at all. Putting these bounds together, it follows that \( q \) must be at least
\[
\max \left\{ \frac{\Delta_E}{\Delta_V}, \frac{1}{\sqrt{\Delta_V}} \right\}.
\]

As with all the algorithms discussed so far, this turns out to also be sufficient – we demonstrate that by fixing the sampling parameters
\[
p = \frac{\Delta_V}{T}, \quad q \geq \max \left\{ \frac{\Delta_E}{\Delta_V}, \frac{1}{\sqrt{\Delta_V}} \right\}
\]
we obtain an algorithm using space \( O\left( m T \left( \Delta E + \sqrt{\Delta V} \right) \log n \right) \) which yields an \( O(T^2) \) variance estimator. We may therefore obtain a \((1 \pm \varepsilon)\) multiplicative estimate with probability \( 1 - \delta \) by using \( O\left( \frac{1}{\varepsilon} \log \frac{1}{\delta} \right) \) copies of this algorithm.

Consequentially one obtains an algorithm matching, up to a log factor, the lower bounds of [6, 17], with optimal space usage in terms of \( m, T, \Delta E, \Delta V \).

### 3 The Triangle Counting Algorithm

Let \( G = (V, E) \) be a graph on \( n \) vertices, received as a stream of undirected edges, adversarially ordered. Let \( m \) be the number of edges in the stream. We write the stream as \( \sigma = (\sigma_i)_{i=1}^m \), with each \( \sigma_i \in E \). We use \( T \) to refer to the number of triangles in \( G \), \( \Delta_E \) to refer to the maximum number of them sharing a single edge, and \( \Delta_V \) the maximum number sharing a single vertex.

▶ Remark 1. As with all streaming triangle counting algorithms, our algorithm will need to be parametrized by statistics of the graph that cannot be known exactly without trivializing the problem – in our case \( T, \Delta_E, \) and \( \Delta_V \). However, it will not be necessary to know these exactly – an upper bound on \( \Delta_E, \Delta_V \) and a lower bound on \( T \) will be sufficient. If these bounds are tight up to a constant, the complexity of our algorithm will be unchanged, otherwise replace the parameters \( T, \Delta_E, \Delta_V \) with the respective upper and lower bounds.

#### 3.1 Description of the Algorithm

We begin by choosing two hash functions \( f : V \to \{0, 1\} \) and \( g : E \to \{0, 1\} \), which will serve as our “vertex sampling” and “edge sampling” functions, respectively. We choose \( f \) to be pair-wise independent. \( g \) will only be evaluated at most once for each edge, and so we may choose it to be fully independent. We pick the two functions \( f, g \) such that
\[
\mathbb{E}[f(v)] = p
\]
for each \( v \in V \) and
\[
\mathbb{E}[g(e)] = q
\]
for each \( e \in E \), where \( p, q \) are parameters to be set later. Such a hash function \( f \) can be generated by taking a two-wise independent function \( h : V \to \mathbb{Z} \), where \( M = \text{poly}(n) \) is a sufficiently large multiple of \( 1/p \), and setting \( f(v) = 1 \) whenever \( h(v) \leq pM \) (one can construct \( g \) similarly using a four-wise independent hash function). Such functions can be generated and stored in at most \( O(\log n) \) bits of space [8].

5 As mentioned earlier, \( \Delta_E \leq \Delta_V \), while \( \Delta_V \leq T \) holds trivially. Thus \( p, q \) are valid probabilities.
The algorithm will be simple: sample vertices with probability \( p \), sample incident edges with probability \( q \). The formal description is given below in Algorithm 1.

**Algorithm 1** Triangle Counting Algorithm.

```
1: procedure TriangleCounting(p, q)
2:     S ← ∅
3:     T ← 0
4:     for each update wv do
5:         for u ∈ V do
6:             if \( f(u) > 0 \) ∧ uv, uw ∈ S then
7:                 T += 1/pq^2
8:         end if
9:     end for
10:     if g(wv)(f(w) + f(v)) > 0 then
11:         S ← S ∪ \{wv\}
12:     end if
13: end for
14: return T.
15: end procedure
```

### 3.2 Analysis of the Algorithm

**Lemma 2.** This algorithm uses \( O(mpq \log n) \) bits of space.

**Proof.** Besides an \( O(\log n) \) sized counter and the hash function \( f \) (\( g \) is never evaluated more than once for a vertex and thus does not need to be stored), the algorithm maintains a set of edges. Each edge will be kept with probability at most \( 2pq \) and takes \( O(\log n) \) space to store, so the result follows.

We will write \( T_{uvw} \) for the variable that is 1 if \( uvw \) is a triangle in \( G \) with its edges arriving in the order \( (uv, uw, vw) \), and 0 otherwise, and so

\[
T = \sum_{(u,v,w) \in V^3} T_{uvw}.
\]

We will write \( \bar{T}_{uvw} \) for the random variable that is \( 1/pq^2 \) if \( T_{uvw} = 1 \) and \( f(u)g(uv)g(uw) = 1 \), and 0 otherwise. We will therefore have

\[
\bar{T} = \sum_{(u,v,w) \in V^3} \bar{T}_{uvw}.
\]

**Lemma 3.**

\[
\mathbb{E}[\bar{T}] = T.
\]
11.8 An Optimal Algorithm for Triangle Counting in the Stream

**Proof.** For any \((u, v, w)\), \(f(u)g(uv)g(uw) = 1\) with probability \(pq^2\), so \(E[T_{uvw}] = T_{uvw}\). Therefore,

\[
E[T] = \sum_{(u,v,w)\in V^3} E[T_{uvw}]
\]

\[
= \sum_{(u,v,w)\in V^3} T_{uvw}
\]

\[
= T
\]

**Lemma 4.**

\[
\text{Var}(T) \leq T/pq^2 + T\Delta_E/pq + T\Delta_V/p.
\]

**Proof.** Consider any (ordered) pair of triples \((u, v, w), (x, y, z)\) \(\in V^3\) such that \(T_{uvw}T_{xyz} = 1\). If \((u, v, w) = (x, y, z)\), \(T_{uvw}T_{xyz} = 1/p^2q^4\) with probability \(pq^2\) and 0 otherwise, so

\[
E[T_{uvw}T_{xyz}] = E[T_{uvw}^2] = 1/pq^2.
\]

At most \(T\) such pairs of triples can exist.

Now, if \(\{uv, uw\} \cap \{xy, xz\} = 1\), then \(u = x\) and so \(T_{uvw}T_{xyz} = 1/p^2q^4\) iff \(f(u) = 1\) and \(g(e) = 1\) for all \(e\) in the size-3 set \(\{uv, uw, xy, xz\}\), which happens with probability \(pq^2\), and so

\[
E[T_{uvw}T_{xyz}] = 1/pq.
\]

Each triangle has at most \(\Delta_E\) other triangles it shares an edge with, so there are at most \(T\Delta_E\) such pairs.

If \(\{uv, uw\} \cap \{xy, xz\} = \emptyset\) but \(u = x\), then \(T_{uvw}T_{xyz} = 1/p^2q^4\) iff \(f(u) = 1\) and \(g(e) = 1\) for all \(e\) in the size-4 set \(\{uv, uw, xy, xz\}\), which happens with probability \(pq^2\), and so

\[
E[T_{uvw}T_{xyz}] = 1/p.
\]

Each triangle has at most \(\Delta_V\) other triangles it shares a vertex with, so there are at most \(T\Delta_V\) such pairs.

Finally, if \(\{uv, uw\} \cap \{xy, xz\} = \emptyset\), then \(T_{uvw}T_{xyz} = 1/p^2q^4\) iff \(f(u) = 1\), \(f(x) = 1\), and \(g(e) = 1\) for all \(e\) in the size-4 set \(\{uv, uw, xy, xz\}\), which happens with probability \(p^2q^4\), and so

\[
E[T_{uvw}T_{xyz}] = 1.
\]

At most \(T^2\) such pairs can exist. Therefore,

\[
E[T^2] = \sum_{(u,v,w)\in V^3} \sum_{(x,y,z)\in V^3} E[T_{uvw}T_{xyz}]
\]

\[
= \sum_{(u,v,w)\in V^3} E[T_{uvw}^2] + \sum_{(u,v,w)\in V^3} \left( \sum_{(x,y,z)\in V^3} E[T_{uvw}T_{xyz}^2] + \sum_{(x,y,z)\in V^3 \setminus \{xy, xz\}} E[T_{uvw}T_{xyz}^2] \right)
\]

\[
\leq T/pq^2 + T\Delta_E/pq + T\Delta_V/p + T^2
\]
by adding the previously established bounds for all four kinds of pair. The lemma then follows from the fact that \( \text{Var}(T) = \mathbb{E}[T^2] - \mathbb{E}[T]^2 = \mathbb{E}[T^2] - T^2 \).

We may now prove Theorem 1.4. For every \( \epsilon, \delta \in (0, 1) \), there is an algorithm for insertion-only graph streams that approximates the number of triangles in a graph \( G \) to \( \epsilon T \) accuracy with probability \( 1 - \delta \), using

\[
O\left( \frac{m}{T} \left( \Delta_E + \sqrt{\Delta_V} \right) \log n \frac{\log \frac{1}{\delta}}{\epsilon^2} \right)
\]

bits of space, where \( m \) is the number of edges in \( G \), \( T \) the number of triangles, \( \Delta_E \) the maximum number of triangles which share a single edge, and \( \Delta_V \) the maximum number of triangles which share a single vertex.

**Proof.** We may assume \( \Delta_V \) (more specifically, the upper bound we have on it) is at least 1, as otherwise we already know \( G \) to be triangle-free. By Lemmas 3 and 4, we can set \( p = \Delta_V / T, q = \max\{\Delta_E / \Delta_V, 1/\sqrt{\Delta_V}\} \) and run Algorithm 1 to obtain an estimator with expectation \( T \) and variance at most \( 3T^2 \). (These will give valid probabilities, as \( \Delta_V \leq T \) by definition, and \( \Delta_E \) is at least \( \Delta_V \), as any pair of triangles sharing an edge also share a vertex.) By Lemma 2, this will take \( O\left( \frac{m}{T} \left( \Delta_E + \sqrt{\Delta_V} \right) \log n \right) \) space.

Repeating this \( 36/\epsilon^2 \) times and taking the mean will give an estimator with expectation \( T \) and variance at most \( \epsilon T^2 / 2 \). We can then repeat this \( O(\log \frac{1}{\delta}) \) times and take the median to get an estimator that will be within \( \epsilon T \) of \( T \) with probability \( 1 - \delta \).

4 Conclusion

We resolve the complexity of triangle counting in the insertion-only streaming model, in terms of the well-studied natural graph parameters \( m, T, \Delta_E, \Delta_V \). The results of [15] resolved this problem for the linear sketching model, and a result of [20] states that, under certain conditions, turnstile streaming algorithms are equivalent to linear sketches, suggesting that the algorithm of [17] is optimal for turnstile streams as well. However, [18] showed that an insertion-only algorithm of [14] can be converted into a turnstile streaming algorithm provided that, for instance, the length of the stream is reasonably constrained (with the number of insertions and deletions no more than \( O(1) \) times the final size of the graph). It remains open whether this algorithm can be converted into a turnstile algorithm under such constraints, or whether the bounded-stream turnstile complexity of triangle counting is somewhere between insertion-only and linear sketching.

Another natural question is about the choice of parameters – the algorithm of [22] is optimal in terms of \( m, T, \) and \( \Delta_E \), but not when the parameter \( \Delta_V \) is considered. Are there natural extensions of the parametrization that allow for better results? The results of [17] include a proof of instance-optimality for a restricted subclass of non-adaptive sampling algorithms, but for more general algorithms it is clear that there are at least unnatural extensions of the parametrization that help. For instance, if all the edges of a graph are guaranteed to belong to high-degree vertices, but all the triangles belong to low-degree vertices, a simple filtering strategy allows an improvement.

In particular, the lower bound instances of [6, 17] are both sparse graphs, and so cannot be constructed if \( n \) is constrained to be small relative to \( m \) or \( T \). For the most dense graphs (with \( \Theta(n^2) \) edges and \( \Theta(n^3) \) triangles) our algorithm and the algorithm of [17] are already trivially optimal up to log factors, since they use only polylog\((n)\) bits. However, the complexity landscape for more general dense graphs remains open.
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Abstract
Matching demand (riders) to supply (drivers) efficiently is a fundamental problem for ride-hailing platforms who need to match the riders (almost) as soon as the request arrives with only partial knowledge about future ride requests. A myopic approach that computes an optimal matching for current requests ignoring future uncertainty can be highly sub-optimal. In this paper, we consider a two-stage robust optimization framework for this matching problem where future demand uncertainty is modeled using a set of demand scenarios (specified explicitly or implicitly). The goal is to match the current request to drivers (in the first stage) so that the cost of first stage matching and the worst-case cost over all scenarios for the second stage matching is minimized. We show that this two-stage robust matching is NP-hard under both explicit and implicit models of uncertainty. We present constant approximation algorithms for both models of uncertainty under different settings and show they improve significantly over standard greedy approaches.

1 Introduction
Matching demand (riders) with supply (drivers) is a fundamental problem for ride-hailing platforms such as Uber, Lyft and DiDi. These platforms need to continually make efficient matching decisions with only partial knowledge of future ride requests. A common approach in practice is batched matching: instead of matching each request sequentially as it arrives, aggregate the requests for a short amount of time (typically one to two minutes) and match the aggregated requests to available drivers in one batch [42, 33, 44]. However, computing this batch matching myopically without considering future requests can lead to a highly sub-optimal outcome for some subsequent drivers and riders.

Motivated by this shortcoming, and by the possibility of using historical data to hedge against future uncertainty, we study a two-stage framework for matching problems where the future demand uncertainty is modeled as a set of scenarios that are specified explicitly or implicitly. The goal is to compute a matching between the available drivers and the first batch of riders such that the total worst-case cost of first stage and second stage matching...
is minimized. More specifically, we consider an adversarial model of uncertainty where the adversary observes the first stage matching of our algorithms and presents a worst-case scenario from the list of specified scenarios in the second stage. We focus on the case where the first stage cost is the average weight of the first stage matching, and the second stage cost is the highest edge weight in the second stage matching. This is motivated by the goal of computing a low-cost first stage matching while also minimizing the worst case waiting time for any rider in any second stage. All the results of this paper hold when the first stage cost is the highest edge weight of the first stage matching. We also study several other metrics in the full version. We consider two common models to describe the uncertainty in the second stage: an explicit list of all possible scenarios and an implicit description of the scenarios using a cardinality constraint. Two-stage robust optimization is a popular model for hedging against uncertainty [8, 19]. Several combinatorial optimization problems have been studied in this model, including Set Cover, Capacity Planning [7, 11] and Facility Location [22]. While online matching is a classical problem in graph theory, two-stage matching problems with uncertainty, have not been studied extensively. We present related work in Section 1.2.

1.1 Our Contributions

Problem definition. We consider the following Two-stage Robust Matching Problem. We are given a set of drivers $D$, a set of first stage riders $R_1$, a universe of potential second stage riders $R_2$ and a set of second stage scenarios $S \subseteq \mathcal{P}(R_2)$\footnote{$\mathcal{P}(R_2)$ is the power set of $R_2$, the set of all subsets of $R_2$.}. We are given a metric distance $d$ on $V = R_1 \cup R_2 \cup D$. The goal is to find a subset of drivers $D_1 \subseteq D$ ($|D_1| = |R_1|$) to match all the first stage riders $R_1$ such that the sum of cost of first stage matching and worst-case cost of second stage matching (between $D \setminus D_1$ and the riders in the second stage scenario) is minimized. More specifically,

$$\min_{D_1 \subseteq D} \left\{ \text{cost}_1(D_1, R_1) + \max_{S \in S} \text{cost}_2(D \setminus D_1, S) \right\}.$$  

The first-stage decision is denoted $D_1$ and its cost is $\text{cost}_1(D_1, R_1)$. Similarly, the second stage cost for scenario $S$ is denoted $\text{cost}_2(D \setminus D_1, S)$, and $\max_{S \in S} \{ \text{cost}_2(D \setminus D_1, S) \mid S \in S \}$ is the worst-case cost over all possible scenarios. Let $|R_1| = m$, $|R_2| = n$. We denote the objective function for a feasible solution $D_1$ by

$$f(D_1) = \text{cost}_1(D_1, R_1) + \max_{S \in S} \text{cost}_2(D \setminus D_1, S).$$

We assume that there are sufficiently many drivers to satisfy both first and second stage demand. Given an optimal first-stage solution $D_1^*$, we denote

$$OPT_1 = \text{cost}_1(D_1^*, R_1), \quad OPT_2 = \max_{S \in S} \{ \text{cost}_2(D \setminus D_1^*, S) \mid S \in S \},$$

$$OPT = OPT_1 + OPT_2.$$ 

We consider the setting where the first stage cost is the average weight of the matching between $D_1$ and $R_1$, and the second stage cost is the bottleneck matching cost between $D \setminus D_1$ and $S$. The bottleneck matching is the matching that minimizes the longest edge in a maximum cardinality matching between $D \setminus D_1$ and $S$. We refer to this variant as the Two-Stage Robust Matching Bottleneck Problem (TSRMB). Formally, let $M_1$ be the minimum weight perfect matching between $R_1$ and $D_1$, and given a scenario $S$, let $M_2^S$ be...
the bottleneck matching between the scenario $S$ and the available drivers $D \setminus D_1$, then the cost functions for the TSRMB are:

$$\text{cost}_1(D_1, R_1) = \frac{1}{m} \sum_{(i,j) \in M_1} d(i, j), \quad \text{and} \quad \text{cost}_2(D \setminus D_1, S) = \max_{(i,j) \in M_2} d(i, j).$$

The difference between the first and second stage metrics is motivated by the fact that the platform has access to the current requests and can exactly compute the cost of the matching. On the other hand, to ensure the robustness of the solution, we require all second stage assignments to have low waiting times by accounting for the maximum wait time in every scenario. We choose the first stage cost to be the average matching weight instead of the total weight for homogeneity reasons, so that first and second stage costs have comparable magnitudes. The bottleneck objective, i.e., finding a subgraph of a certain kind that minimizes the maximum edge cost in the subgraph, has been considered extensively in the literature [21, 16, 17]. While the main body of this paper will focus on studying TSRMB, we note that all our results hold when the first (resp. second) stage cost is equal to the highest edge weight in the first (resp. second) stage matching. In the full version, we study other variants of cost metrics, including a stochastic variant of TSRMB, and the case where both first and second stage costs are simply the total matching weights.

**Hardness.** We show that TSRMB is NP-hard even for two scenarios and NP-hard to approximate within a factor better than 2 for three scenarios. We also show that even when the scenarios are singletons, the problem is NP-hard to approximate within a factor better than 2. Given these hardness results, we focus on approximation algorithms for the TSRMB problem. A natural candidate is the greedy approach that minimizes only the first stage cost without considering the uncertainty in the second stage. However, we show that this myopic approach can be bad as $\Omega(m) \cdot OPT$ (See Figure 2.)

**Approximations algorithms.** We consider both explicit and implicit models of uncertainty. For the case of explicit model with two scenarios, we give a constant factor approximation algorithm for TSRMB (Theorem 4). We further generalize the ideas of this algorithm to a
Table 1 Summary of our results, where surplus $\ell = |D| - |R_1| - k$.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Approx</th>
<th>Hardness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit (2 scenarios)</td>
<td>5</td>
<td>NP-Hard</td>
</tr>
<tr>
<td>Explicit ($p$ scenarios)</td>
<td>$O(p^{1/59})$</td>
<td>2</td>
</tr>
<tr>
<td>Implicit ($\ell = 0$)</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>Implicit ($\ell &lt; k$ and $k \leq \sqrt{n/2}$)</td>
<td>17</td>
<td>2</td>
</tr>
</tbody>
</table>

constant approximation for any fixed number of scenarios (Theorem 6). Our approximation does not depend on the number of first stage riders or the size of scenarios but depends on the number of scenarios. The main idea is to reduce the problem with multiple scenarios to an instance with a single representative scenario while losing only a small factor. We then solve the single scenario instance (in polynomial time) to get an approximation for our original problem. The challenge in constructing the representative scenario is to find the right trade-off between capturing the demand of all second stage riders and keeping the cost of this scenario close to the optimal cost of the original instance.

For the implicit model of uncertainty, we consider the setting where we are given a universe of second stage riders $R_2$ and an integer $k$, and any subset of size less than $k$ can be a scenario. Therefore, $S = \{S \subset R_2 \text{ s.t. } |S| \leq k\}$. The scenarios can be exponentially many in $k$, which makes even the evaluation of the cost of a feasible solution challenging and not necessarily achievable in polynomial time. Our analysis depends on the imbalance between supply and demand. In fact, when the number of drivers is very large compared to riders, the problem is less interesting in practice. However, it becomes interesting when the supply and demand are comparable. In this case, drivers might need to be shared between different scenarios. This leads us to define the notion of surplus $\ell = |D| - |R_1| - k$, which is the maximum number of drivers that we can afford not to use in a solution. As a warm-up, we first show that if the surplus is equal to zero (all the drivers are used), using any scenario as a representative scenario gives a 3-approximation. The problem becomes significantly more challenging even with a small surplus. We show that under a reasonable assumption on the size of scenarios, there is a constant approximation in the regime when the surplus $\ell$ is smaller than the demand $k$ (Theorem 9). Our algorithm is based on finding a clustering of drivers and riders that yields a simplified instance of TSRMB which can be solved within a constant factor. We show that we can cluster the riders into a ball (riders close to each others) and a set of outliers (riders far from each others) and apply ideas from the explicit scenario analysis. Finally, since the number of scenarios can be exponential, we construct a set of a polynomial number of proxy scenarios on which we evaluate any feasible solution within a constant approximation. Table 1 summarizes our results. Due to space constraints, we defer some of the proofs to the appendix.

1.2 Related Work

Online bipartite matching. Finding a maximum cardinality bipartite matching has received a considerable amount of attention over the years. Online matching was first studied by Karp et al. [27] in the adversarial model. Since then, many online variants have been studied [37]. This includes AdWords [4, 5, 38], vertex-weighted [1, 6], edge-weighted [20, 31], stochastic matching [12, 35, 39, 13], random vertex arrival [18, 26, 34, 23], and batch arrivals [32, 14, 44]. In the online bipartite metric matching variant, servers and clients correspond to points from a metric space, and the objective is to find the minimum weight maximum cardinality

Two-stage stochastic combinatorial optimization. Within two-stage stochastic optimization, matching has been studied under various models. Kong and Schaefer [30] and Escoffier et al. [9] studied the stochastic two-stage maximum matching problem. Katriel et al. [28] studied the two-stage stochastic minimum weight maximum matching. Feng and Niazadeh [14] study $K$-stage variants of vertex weighted bipartite b-matching and AdWords problems, where online vertices arrive in $K$ batches. More recently, Feng et al. [15] initiate the study and present online competitive algorithms for vertex-weighted two-stage stochastic matching as well as two-stage joint matching and pricing.

Two-stage robust combinatorial optimization. Within two-stage robust optimization, matchings have not been studied extensively. Matuschke et al. proposed a two-stage robust model for minimum weight matching with recourse [36]. Our model for TSRMB is different in three main aspects: i) We use a general class of uncertainty sets to describe the second stage scenarios while in [36] the only information given is the number of second stage vertices. ii) We do not allow any recourse and our first stage matching is irrevocable. iii) Our second stage cost is the bottleneck weight instead of the total weight.

2 Preliminaries

2.1 NP-hardness

We show that TSRMB is NP-hard under both the implicit and explicit models. In the explicit model, it is NP-hard even for two scenarios and NP-hard to approximate within a factor better than 2 even for three scenarios.

In the explicit model with a polynomial number of scenarios, it is clear that the problem is in NP. However, in the implicit model, the problem can be described with a polynomial size input, but it is not clear that we can compute the total cost in polynomial time since there could be exponentially many scenarios. We show that it is NP-hard to approximate TSRMB in the implicit model within a factor better than 2 even when $k = 1$. The proof is presented in Appendix A.

Theorem 1. In the explicit model of uncertainty, TSRMB is NP-hard even with two scenarios. Furthermore, when the number of scenarios is $\geq 3$, there is no $(2-\epsilon)$-approximation algorithm for any fixed $\epsilon > 0$, unless $P = NP$. In the implicit model of uncertainty, even when $k = 1$, there is no $(2-\epsilon)$-approximation algorithm for TSRMB for any fixed $\epsilon > 0$, unless $P = NP$.

2.2 Greedy Approach

A natural greedy approach is to choose the optimal matching for the first stage riders $R_1$ without considering the second stage uncertainty. It can lead to a solution with a total cost that scales linearly with $m$ (cardinality of $R_1$) while $OPT$ is a constant, even with one scenario. Consider the line example in Figure 2. We have $m$ first stage riders and $m + 1$ drivers alternating on a line with distances $1$ and $1 - \epsilon$. There is one second stage rider at the right endpoint of the line. The greedy matching minimizes the first stage cost and incurs a total cost of $(2 - \epsilon)(m + 1)$, while the optimal cost is equal to $2$. Therefore any attempt to have a good approximation needs to consider the second stage riders.
Figure 2. Riders in first stage are depicted as black dots and drivers as black triangles. The second stage rider is depicted as a blue cross.

Lemma 2. The cost of the Greedy algorithm can be $\Omega(m \cdot OPT)$.

2.3 Single Scenario

The deterministic version of the TSRMB problem, i.e., when there is only a single scenario in the second stage, can be solved exactly in polynomial time. This is a simple preliminary result which we need for the general case. Denote $S$ a single second stage scenario. The instance $(R_1, S, D)$ of TSRMB is then simply given by

$$\min_{D_1 \subseteq D} \left\{ \text{cost}_1(D_1, R_1) + \text{cost}_2(D \setminus D_1, S) \right\}.$$ 

Since the second stage problem is a bottleneck problem [21], the value of the optimal second stage cost $w$ is one of the edge weights between $D$ and $S$. We iterate over all possible values of $w$ (at most $|S| \cdot |D|$ values), delete all edges between $R_2$ and $D$ with weights strictly higher than $w$ and set the weight of the remaining edges between $S$ and $D$ to zero. This reduces the problem to finding a minimum weight maximum cardinality matching. We can also use binary search to iterate over the edge weights. We present the details of this algorithm below and refer to it as TSRMB-1-Scenario in the rest of this paper.

We define the bottleneck graph of $w$ to be $BOTTLENECKG(w) = (R_1 \cup S \cup D, E_1 \cup E_2)$ where $E_2 = \{(i,j) \in D \times S, d(i,j) \leq w\}$ and $E_1 = \{(i,j) \in D \times R_1\}$. Furthermore, we assume that there are $q$ edges $\{e_1, \ldots, e_q\}$ between $S$ and $D$ with weights $w_1 \leq w_2 \leq \ldots \leq w_q$.

Algorithm 1 TSRMB-1-Scenario($R_1, S, D$).

Input: First stage riders $R_1$, scenario $S$ and drivers $D$.
Output: First stage decision $D_1$.

1: for $i \in \{1, \ldots, q\}$ do
2: $G_i := BOTTLENECKG(w_i)$.
3: Set all weights between $D$ and $S$ in $G_i$ to be 0.
4: $M_i := \text{minimum weight maximum cardinality matching on } G_i$.
5: if $R_1 \cup S$ is not completely matched in $M_i$ then
6: output certificate of failure.
7: else
8: $D^i_1 := \text{first stage drivers in } M_i$.
9: end if
10: end for
11: return $D_1 = \arg \min_{D_1^{i}: 1 \leq i \leq q} \left\{ \text{cost}_1(D^i_1, R_1) + \text{cost}_2(D \setminus D^i_1, S) \right\}$.

Note that the $\arg \min$ in the last step of Algorithm 1 is only taken over values of $i$ for which there was no certificate of failure.

Lemma 3. TSRMB-1-Scenario gives an optimal solution for the single scenario case.
Proof of Lemma 3. Let $OPT_1$ and $OPT_2$ be the first and second stage cost of an optimal solution, and $i \in \{1, \ldots, q\}$ such that $w_i = OPT_2$. In this case, $G_i$ contains all the edges of this optimal solution. By setting all the edges in $E_2$ to 0, we are able to compute a minimum weight maximum cardinality matching between $R_1 \cup S$ and $D$ that matches both $R_1$ and $S$ and minimizes the weight of the edges matching $R_1$. The first stage cost of this matching is less than $OPT_1$, the second stage cost is clearly less than $OPT_2$ because we only allowed edges with weight less than $OPT_2$ in $G_i$. ▶

We also observe that we can use binary search in Algorithm 1 to iterate over the edge weights. For an iteration $i$, a failure to find a minimum weight maximum cardinality matching on $G_i$ that matches both $R_1$ and $S$ implies that we need to try an edge weight higher than $w_i$. On the other hand, if $M_i$ matches $R_1$ and $S$ such that $D_1$ gives a smaller total cost, then the optimal bottleneck value is lower than $w_i$.

### 3 Explicit Scenarios

#### 3.1 Two scenarios

Our main contribution in this section is a constant approximation algorithm for TSRMB with two scenarios. Our analysis shows that we can reduce the problem to an instance with a single representative scenario by losing a small factor. We then use TSRMB-1-Scenario to solve the single representative scenario case.

Consider two scenarios $S = \{S_1, S_2\}$. First, we can assume without loss of generality that we know the exact value of $OPT_2$ which corresponds to one of the edges connecting second stage riders $R_2$ to drivers $D$ (we can iterate over all the weights of second stage edges). We construct a representative scenario that serves as a proxy for $S_1$ and $S_2$ as follows. In the second stage, if a pair of riders $i \in S_1$ and $j \in S_2$ is served by the same driver in the optimal solution, then they should be close to each other. Therefore, we can consider a single representative rider for each such pair. While it is not easy to guess all such pairs, we can approximately compute the representative riders by solving a maximum matching on $S_1 \cup S_2$ with edges less than $2OPT_2$. More formally, let $G_1$ be the induced bipartite subgraph of $G$ on $S_1 \cup S_2$ containing only edges between $S_1$ and $S_2$ with weight less than or equal to $2OPT_2$. We compute a maximum cardinality matching $M$ between $S_1$ and $S_2$ in $G_1$, and construct a representative scenario containing $S_1$ as well as the unmatched riders of $S_2$. We solve the single scenario problem on this representative scenario and return its optimal first stage solution. We show in Theorem 4 that this solution leads to a 5-approximation.

Algorithm 2: Two explicit scenarios.

Input: First stage riders $R_1$, two scenarios $S_1$ and $S_2$, drivers $D$ and value of $OPT_2$.

Output: First stage decision $D_1$.

1. Let $G_1$ be the induced subgraph of $G$ on $S_1 \cup S_2$ with only the edges between $S_1$ and $S_2$ of weights less than $2OPT_2$.
2. Set $M :=$ maximum cardinality matching between $S_1$ and $S_2$ in $G_1$.
3. Set $S_2^{\text{Match}} := \{ r \in S_2 \mid \exists s \in S_1 \text{ s.t. } (s,r) \in M \}$ and $S_2^{\text{Unmatch}} = S_2 \setminus S_2^{\text{Match}}$.
4. return $D_1 := \text{TSRMB-1-Scenario}(R_1, S_1 \cup S_2^{\text{Unmatch}}, D)$.

Theorem 4. Algorithm 2 yields a solution with total cost less than $OPT_1 + 5OPT_2$ for TSRMB with 2 scenarios.
The proof of Theorem 4 relies on the following structural lemma where we show that the set $D_1$ returned by Algorithm 2 yields a total cost at most $(OPT_1 + 3OPT_2)$ when evaluated only on the single representative scenario $S_1 \cup S_2^{unmatch}$.

Lemma 5. Let $D_1$ be the set of first stage drivers returned by Algorithm 2. Then $cost_1(D_1, R_1) + cost_2(D \setminus D_1, S_1 \cup S_2^{unmatch}) \leq OPT_1 + 3OPT_2$.

Proof. It is sufficient to show the existence of a matching $M_a$ between $R_1 \cup S_1 \cup S_2^{unmatch}$ and $D$ with a total cost less than $OPT_1 + 3OPT_2$. This would imply that the optimal solution $D_1$ of TSRMB-1-Scenario($R_1, S_1 \cup S_2^{unmatch}, D$) has a total cost less than $OPT_1 + 3OPT_2$ and concludes the proof. We show the existence of $M_a$ by construction.

Step 1. We first match $R_1$ with their mates in the optimal solution of TSRMB. Hence, the first stage cost of our constructed matching $M_a$ is $OPT_1$.

Step 2. Now, we focus on $S_2^{unmatch}$. Let $S_2^{unmatch} = S_{12} \cup S_{22}$ be a partition of $S_2^{unmatch}$ where $S_{12}$ contains riders with a distance less than $2OPT_2$ from $S_1$ and $S_{22}$ contains riders with a distance strictly bigger than $2OPT_2$ from $S_1$, where the distance from a set is the minimum distance to any element of the set. A rider in $S_{22}$ cannot share any driver with a rider from $S_1$ in the optimal solution of TSRMB, because otherwise, the distance between these riders will be less than $2OPT_2$ by using the triangle inequality. Therefore we can match $S_{22}$ to their mates in the optimal solution and add them to $M_a$, without using the optimal drivers of $S_1$. We pay less than $OPT_2$ for matching $S_{22}$.

Step 3. We still need to simultaneously match riders in $S_1$ and $S_{12}$ to finish the construction of $M_a$. Notice that some riders in $S_{12}$ might share their optimal drivers with riders in $S_1$. We can assume without loss of generality that all riders in $S_{12}$ share their optimal drivers with $S_1$ (otherwise we can match them to their optimal drivers without affecting $S_1$). Denote $S_{12} = \{r_1, \ldots, r_q\}$ and $S_1 = \{s_1, \ldots, s_k\}$. For each $i \in [q]$ let’s say $s_i \in S_1$ is the rider that shares its optimal driver with $r_i$. We show that $q \leq |M|$. In fact, every rider in $S_{12}$ shares its optimal driver with a different rider in $S_1$, and is therefore within a distance $2OPT_2$ from $S_1$ by the triangle inequality. But since $S_{12}$ is not covered by the maximum cardinality matching $M$, this implies by the maximality of $M$ that there are $q$ other riders from $S_2^{match}$ that are covered by $M$. Hence $q \leq |M|$. Finally, let $\{t_1, \ldots, t_q\} \subseteq S_2^{match}$ be the mates of $\{s_1, \ldots, s_k\}$ in $M$, i.e., $(s_i, t_i) \in M$ for all $i \in [q]$. Recall that $d(s_i, t_i) \leq 2OPT_2$ for all $i \in [q]$. In what follows, we describe how to match $S_{12}$ and $S_1$:

(i) For $i \in [q]$, we match $r_i$ to its optimal driver and $s_i$ to the optimal driver of $t_i$. This is possible because the optimal driver of $t_i$ cannot be the same as the optimal driver of $r_i$ since both $r_i$ and $t_i$ are part of the same scenario $S_2$. Therefore, we pay a cost $OPT_2$ for the riders $r_i$ and a cost $3OPT_2$ (follows from the triangle inequality) for the riders $s_i$ where $i \in [q]$.

(ii) We still need to match $\{s_{q+1}, \ldots, s_k\}$. Consider a rider $s_j$ with $j \in \{q + 1, \ldots, k\}$. If the optimal driver of $s_j$ is not shared with any $t_i \in \{t_1, \ldots, t_q\}$, then this optimal driver is still available and can be matched to $s_j$ with a cost less than $OPT_2$. If the optimal driver of $s_j$ is shared with some $t_i \in \{t_1, \ldots, t_q\}$, then $s_j$ is also covered by $M$. Otherwise $M$ can be augmented by deleting $(s_i, t_i)$ and adding $(r_i, s_i)$ and $(s_j, t_i)$. Therefore $s_j$ is covered by $M$ and has a mate $t_j \in S_2^{match} \setminus \{t_1, \ldots, t_q\}$. Furthermore, the driver assigned to $t_j$ is still available. We can then match $s_j$ to the optimal driver of $t_j$. Similarly if the optimal driver of some $s_j' \in \{s_{q+1}, \ldots, s_k\} \setminus \{s_j\}$ is shared with $t_j'$, then $s_j$ is covered by $M$. Otherwise $(r_i, s_i, t_i, t_j, s_j')$ is an augmenting path in $M$. Therefore $s_j'$ has a mate in $M$ and we can match $s_j'$ to the optimal driver of its
mate. We keep extending these augmenting paths until all the riders in \( \{s_q+1, \ldots, s_k\} \) are matched. Furthermore, the augmenting paths \((r_i, s_i, t_i, s_j, t_j, s_j', \ldots)\) starting from two different riders \(r_i \in S_{12}\) are vertex disjoint. This ensures that every driver is used at most once. Again, by the triangle inequality, the edges that match \( \{s_q+1, \ldots, s_k\} \) in our solution have weights less then \(3OPT_2\).

Putting it all together, we have constructed a matching \(M_a\) where the first stage cost is exactly \(OPT_1\) and the second-stage cost is less than \(3OPT_2\) since the edges used for matching \(S_1 \cup S_2^{unmatch}\) in \(M_a\) have a weight less than \(3OPT_2\). Therefore, the total cost of \(M_a\) is less than \(OPT_1 + 3OPT_2\).

**Proof of Theorem 4.** Let \(D_1\) be the drivers returned by Algorithm 2. Lemma 5 implies

\[
\text{cost}_1(D_1, R_1) + \text{cost}_2(D \setminus D_1, S_1) \leq OPT_1 + 3OPT_2 \tag{1}
\]

and

\[
\text{cost}_1(D_1, R_1) + \text{cost}_2(D \setminus D_1, S_2^{unmatch}) \leq OPT_1 + 3OPT_2.
\]

We have \(S_2 = S_2^{Match} \cup S_2^{unmatch}\). If the scenario \(S_2\) is realized, we use the drivers that were assigned to \(S_1\) in the matching constructed in Lemma 5 to match \(S_2^{Match}\). This is possible with edges of weights less than \(\text{cost}_2(D \setminus D_1, S_1) + 2OPT_2\) because \(S_2^{Match}\) is matched to \(S_1\) with edges of weight less than \(2OPT_2\). Hence,

\[
\text{cost}_2(D \setminus D_1, S_2) \leq \max \{\text{cost}_2(D \setminus D_1, S_2^{unmatch}), \text{cost}_2(D \setminus D_1, S_1) + 2OPT_2\},
\]

and therefore

\[
\text{cost}_1(D_1, R_1) + \text{cost}_2(D \setminus D_1, S_2) \leq OPT_1 + 5OPT_2. \tag{2}
\]

From (1) and (2),

\[
\text{cost}_1(D_1, R_1) + \max_{S \in \{S_1, S_2\}} \text{cost}_2(D \setminus D_1, S) \leq OPT_1 + 5OPT_2. \tag{3}
\]

**Algorithm 3** 

**Input:** First-stage riders \(R_1\), scenarios \(\{S_1, S_2, \ldots, S_p\}\), drivers \(D\) and value of \(OPT_2\).

**Output:** First stage decision \(D_1\).

1: Initialize \(\hat{S}_j := S_j\) for \(j = 1, \ldots, p\).
2: for \(i = 1, \ldots, \log_2 p\) do
3: for \(j = 1, 2, \ldots, \frac{p}{2^i}\) do
4: \(\sigma(j) = j + \frac{p}{2^i}\)
5: \(M_j := \) maximum cardinality matching between \(\hat{S}_j\) and \(\hat{S}_{\sigma(j)}\) with edges of weight less than \(2 \cdot 3^{i-1} \cdot OPT_2\).
6: \(S_{\sigma(j)}^{Match} := \{r \in \hat{S}_{\sigma(j)} \mid \exists s \in \hat{S}_j \text{ s.t.} (s, r) \in M_j\}\).
7: \(S_{\sigma(j)}^{unmatch} := \hat{S}_{\sigma(j)} \setminus S_{\sigma(j)}^{Match}\).
8: \(\hat{S}_j = \hat{S}_j \cup S_{\sigma(j)}^{unmatch} \).
9: end for
10: end for
11: return \(D_1 := \) TSRMB-1-Scenario\((R_1, \hat{S}_1, D)\).
3.2 Constant number of scenarios

We now consider the case of explicit list of $p$ scenarios, i.e., $S = \{S_1, S_2, \ldots, S_p\}$. Building upon the ideas from Algorithm 2, we present a $O(p^{1.59})$-approximation in this case. The idea is to construct the representative scenario recursively by processing pairs of “scenarios” at each step. Hence, we need $O(\log_2 p)$ iterations to reduce the problem to an instance of a single scenario. At each iteration, we show that we only lose a multiplicative factor of 3 so that the final approximation ratio is $O(3^{\log_2 p}) = O(p^{1.59})$. We present details in Algorithm 3.

The approximation guarantee of our algorithm grows sub-quadratically with $p$ and it is an interesting question if there exists an approximation that does not depend on the number of scenarios.

\textbf{Theorem 6.} Algorithm 3 yields a solution with total cost of $O(p^{1.59}) \cdot OPT$ for TSRMB with an explicit list of $p$ scenarios.

\textbf{Proof of Theorem 6.} The algorithm reduces the number of considered “scenarios” by half in every iteration, until only one scenario remains. In iteration $i$, we have $\frac{p}{2^i}$ scenarios that we aggregate in $\frac{p}{2^i}$ pairs, namely $(\hat{S}_j, \hat{S}_{\sigma(j)})$ for $j \in \{1, 2, \ldots, \frac{p}{2^i}\}$. For each pair, we construct a single representative scenario which plays the role of the new $\hat{S}_j$ at the start of the next iteration $i + 1$.

\textbf{▷ Claim.} There exists a first stage decision $D^*_1$, such that at every iteration $i \in \{1, \ldots, \log_2 p\}$, we have for all $j \in \{1, 2, \ldots, \frac{p}{2^i}\}$:

(i) $\hat{S}_j$ can be matched to $D^*_1$ with a first stage cost of $OPT_1$.

(ii) $\hat{S}_j \cup \hat{S}_{\sigma(j)}^{Unmatch}$ can be matched to $D \setminus D^*_1$ with a second stage cost less than $3^{i+1} \cdot OPT_2$.

(iii) There exists a matching between $\hat{S}_j^{Match}$ and $\hat{S}_j$ with edge weights less than $2 \cdot 3^{i+1} \cdot OPT_2$.

\textbf{Proof of the claim.} Statement (iii) follows from the definition of $\hat{S}_j^{Match}$ in Algorithm 3. Let’s show (i) and (ii) by induction over $i$.

\textbf{Initialization:} for $i = 1$, let’s take any two scenarios $\hat{S}_j = S_j$ and $\hat{S}_{\sigma(j)} = S_{\sigma(j)}$. We know that these two scenarios can be matched to drivers of the optimal solution in the original problem with a cost less than $OPT_2$. In the proof of Lemma 5, we show that if we use the optimal first stage decision $D^*_1$ of the original problem, then we can match $\hat{S}_j$ and $\hat{S}_{\sigma(j)}^{Unmatch}$ simultaneously to $D \setminus D^*_1$ with a cost less than $3OPT_2$.

\textbf{Maintenance.} Assume the claim is true for all values less than $i \leq \log_2 p - 1$. We show it is true for $i + 1$. Since the claim is true for iteration $i$, we know that at the start of iteration $i + 1$, for $j \in \{1, \ldots, \frac{p}{2^i}\}$, $\hat{S}_j$ can be matched to $D \setminus D^*_1$ with a cost less than $3^{i+1} \cdot OPT_2$. We can therefore consider a new TSRMB problem with $\frac{p}{2^i}$ scenarios, where using $D^*_1$ as a first stage decision ensures a second stage optimal value less than $OPT_2 = 3^{i+1} \cdot OPT_2$. By the proof of Lemma 5, and by using $D^*_1$ as a first stage decision in this problem, we ensure that for $j \in \{1, \ldots, \frac{p}{2^i}\}$, $\hat{S}_j$ and $\hat{S}_{\sigma(j)}^{Unmatch}$ can be simultaneously matched to $D \setminus D^*_1$ with a cost less than $3OPT_2 = 3^{i+1} \cdot OPT_2$.

Our claim implies that in the last iteration $i = \log_2 p$:

- $\hat{S}_1$ can be matched to $D^*_1$ with a first stage cost of $OPT_1$.
- $\hat{S}_1$ can be matched to $D \setminus D^*_1$ with a second stage cost less than $3^{\log_2 p} \cdot OPT_2$.

Computing the single scenario solution for $\hat{S}_1$ will therefore yield a first stage decision $D_1$ that gives a total cost less than $OPT_1 + 3^{\log_2 p} \cdot OPT_2$ when the second stage is evaluated on the scenario $\hat{S}_1$. We now bound the cost of $D_1$ on the original scenarios $\{S_1, \ldots, S_p\}$. Consider a scenario $S \in \{S_1, \ldots, S_p\}$, the riders in $S \cap \hat{S}_1$ can be matched to some drivers
in $D \setminus D_1$ with a cost less than $OPT_1 + 3 \log_2 p \cdot OPT_2$. As for other riders of $S \setminus \hat{S}_1$, they are not part of $\hat{S}_1$ because they have been matched and deleted at some iteration $i < \log_2 p$. Consider riders $r$ in $S \setminus \hat{S}_1$ that were matched and deleted from a representative scenario at some iteration, then by statement (iii) in our claim, each $r$ can be connected to a different rider in $\hat{S}_1 \setminus (\hat{S}_1 \cap S)$ within a path of length at most

$$\sum_{\ell=1}^{\log_2 p} 2 \cdot 3^{\ell-1} \cdot OPT_2 = (3^{\log_2 p} - 1) \cdot OPT_2.$$ 

We know that $R_1$ and $\hat{S}_1$ can be matched respectively to $D_1$ and $D \setminus D_1$ with a total cost less than $OPT_1 + 3 \log_2 p \cdot OPT_2$. Therefore, we can match $R_1$ and $S$ respectively to $D_1$ and $D \setminus D_1$ with a total cost less than

$$OPT_1 + 3 \log_2 p \cdot OPT_2 + (3^{\log_2 p} - 1) \cdot OPT_2 = O(3^{\log_2 p} \cdot OPT) \simeq O(p^{1.59}) \cdot OPT.$$ 

Therefore, the worst-case total cost of the solution returned by Algorithm 3 is $O(p^{1.59}) \cdot OPT$. ▶

4 Implicit Scenarios

Consider an implicit model of scenarios $S = \{S \subseteq R_2 \text{ s.t. } |S| \leq k\}$. While this model is widely used, it poses a challenge because the number of scenarios can be exponential. Therefore, even computing the worst-case second stage cost, for a given first stage solution, might not be possible in polynomial time and we can no longer assume that we can guess $OPT_2$. Note that the worst-case scenarios have size exactly $k$. Our analysis for this model depends on the balance between supply (drivers) and demand (riders). We define the surplus $\ell$ as the excess in the number of available drivers for matching first-stage riders and a second-stage scenario:

$$\ell = |D| - |R_1| - k.$$ 

As a warm-up, we study the case of no surplus ($\ell = 0$). Then, we address the more general case with a small surplus of drivers.

4.1 Warm-up: no surplus

When the number of drivers equals the number of first stage riders plus the size of scenarios (i.e., $\ell = 0$), we show a 3-approximation by simply solving a single scenario TSRMB with any of the scenarios. In fact, since $\ell = 0$, all scenarios are matched to the same set of drivers in the optimal solution. Hence, between any two scenarios, there exists a matching where all edge weights are less than $2OPT_2$. So by solving TSRMB with only one of these scenarios, we can recover a solution and bound the cost of the other scenarios within $OPT_1 + 3OPT_2$ using the triangle inequality. The algorithm and proof are presented below.

Algorithm 4 Implicit scenarios with no surplus.

**Input:** First stage riders $R_1$, second stage riders $R_2$, size $k$ and drivers $D$.

**Output:** First stage decision $D_1$.

1: $S_1 :=$ a second stage scenario of size $k$.
2: $D_1 :=$ TSRMB-1-Scenario$(R_1, S_1, D)$.
3: **return** $D_1$.

**Lemma 7.** Algorithm 4 yields a solution with total cost less than $OPT_1 + 3OPT_2$ for TSRMB with implicit scenarios and no surplus.
Proof of Lemma 7. Let $OPT_1$ and $OPT_2$ be the first and second stage cost of the optimal solution. Let $f(D_1)$ be the total cost of the solution returned by the algorithm. We claim that $f(D_1) \leq OPT_1 + 3OPT_2$. It is clear that $cost_1(D_1, R_1) + cost_2(D \setminus D_1, S_1) \leq OPT_1 + OPT_2$.

Let $S \in \mathcal{S}$ be another scenario. Because $|D| = |R_1| + k$, the optimal solution uses exactly the same $k$ drivers to match all the second stage scenarios. This implies that we can use the triangular inequality to find a matching between $S$ and $S_1$ of bottleneck cost less than $2OPT_2$. Hence for any scenario $S$,

$$\begin{align*}
    cost_1(D_1, R_1) + cost_2(D \setminus D_1, S) &\leq cost_1(D_1, R_1) + cost_2(D \setminus D_1, S_1) + 2OPT_2 \\
    &\leq OPT_1 + 3OPT_2.
\end{align*}$$

If the surplus is strictly greater than 0, the above procedure can have an approximation ratio of $\Omega(m)$. Consider the example in Figure 3, with $k = 1$ and two second stage riders. The single scenario solution for $S_1$ uses the optimal second stage driver of $S_2$. Hence, if $S_2$ is realized, the cost of matching $S_2$ to the closest available driver is $\Omega(m)$. Similarly, the single scenario problem for $S_2$ yields a $\Omega(m)$ cost for $S_1$.
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**Figure 3** First stage riders are depicted as black dots and drivers as black triangles. The two second stage riders are depicted as blue crosses. Second stage optimum are depicted as solid green edges. $\mathcal{S} = \{S_1, S_2\}$, $k = 1$ and $\ell = 1$.

### 4.2 Small surplus

The TSRMB problem becomes challenging even with a unit surplus. Motivated by this, we focus on the case of a small surplus $\ell$. In particular, we assume that $\ell < k$, i.e., the excess in the total available drivers is smaller than the size of any scenario. We present a constant approximation algorithm in this regime for the implicit model of uncertainty where the size of scenarios is relatively small with respect to the size of the universe ($k = O(\sqrt{n})$). This technical assumption is needed for our analysis but it is not too restrictive and still captures the regime where the number of scenarios can be exponential. Our algorithm attempts to cluster the second stage riders in different groups (a ball and a set of outliers) in order to reduce the number of possible worst-case configurations. We then solve a sequence of instances with representative riders from each group. In what follows, we present our construction for these groups of riders.
Our construction. First, we show that many riders are contained in a ball with radius $3OPT_2$. The center of this ball, $\delta$, can be found by selecting the driver with the least maximum distance to its closest $k$ second-stage riders, i.e.,

$$
\delta = \arg\min_{\delta \in D} \max_{r \in R_k(\delta')} d(\delta', r),
$$

(3)

where $R_k(\delta')$ is the set of the $k$ closest second stage riders to $\delta'$. Formally, we have the following lemma. We present the proof in Appendix B.

Lemma 8. Suppose $k \leq \sqrt{2}\ell$ and $\ell < k$ and let $\delta$ be the driver given by (3). Then, the ball $B$ centered at $\delta$ with radius $3OPT_2$ contains at least $n - \ell$ second stage riders. Moreover, the distance between any of these riders and any rider in $R_k(\delta)$ is less than $4OPT_2$.

Now, we focus on the rest of second stage riders. We say that a rider $r \in R_2$ is an outlier if $d(\delta, r) > 3OPT_2$. Denote $\{o_1, o_2, \ldots, o_{\ell}\}$ the farthest $\ell$ riders from $\delta$ with $d(\delta, o_1) \geq d(\delta, o_2) \geq \ldots \geq d(\delta, o_{\ell})$. By Lemma 8, the $n - \ell$ riders in $B$ are not outliers and the only potential outliers can be in $\{o_1, o_2, \ldots, o_{\ell}\}$. Let $j^*$ be the threshold such that $o_1, o_2, \ldots, o_{j^*}$ are outliers and $o_{j^*+1}, \ldots, o_{\ell}$ are not, with the convention that $j^* = 0$ if there is no outlier. There are $\ell + 1$ possible values for $j^*$. We call each of these possibilities a configuration. For $j = 0, \ldots, \ell$, let $C_j$ be the configuration corresponding to threshold candidate $j$. $C_0$ is the configuration where there is no outlier and $C_{j^*}$ is the correct configuration.

Algorithm 5: Implicit scenarios with small surplus and $k \leq \sqrt{2}\ell$.

Input: First stage riders $R_1$, second stage riders $R_2$, size $k$ and drivers $D$.

Output: First stage decision $D_1$.

1: Set $\delta :=$ driver given by (3).
2: Set $S_1 :=$ the closest $k$ second stage riders to $\delta$.
3: Set $S_2 := \{o_1, \ldots, o_{\ell}\}$ the farthest $\ell$ second stage riders from $\delta$ ($o_1$ being the farthest).
4: for $j = 0, \ldots, \ell$ do
5: \hspace{0.5cm} $D_1(j) :=$ TSRMB-1-Scenario($R_1, S_1 \cup \{o_1, \ldots, o_j\}, D$).
6: \hspace{0.5cm} end for
7: return $D_1 = \arg\min_{D_1(j), j \in \{0, \ldots, \ell\}} \text{cost}_1(D_1(j), R_1) + \max_{S \in \{S_1, S_2\}} \text{cost}_2(D \setminus D_1(j), S)$.

Recall that $R_k(\delta)$ are the closest $k$ second-stage riders to $\delta$. For the sake of simplicity, we denote $S_1 = R_k(\delta)$ and $S_2 = \{o_1, \ldots, o_{\ell}\}$. $S_2$ is a feasible scenario since $\ell < k$. For every configuration $C_j$, we form a representative scenario using $S_1$ and $\{o_1, \ldots, o_j\}$. We solve TSRMB with this single representative scenario $S_1 \cup \{o_1, \ldots, o_j\}$ and denote $D_1(j)$ the corresponding optimal solution, i.e.,

$$
D_1(j) = \text{TSRMB-1-Scenario}(R_1, S_1 \cup \{o_1, \ldots, o_j\}, D).
$$

Since we can not evaluate the cost of $D_1(j)$ on all scenarios, we use the two proxy scenarios $S_1$ and $S_2$. We show that the candidate $D_1(j)$ with minimum cost over $S_1$ and $S_2$ gives a constant approximation to our original problem. The details are presented in Algorithm 5. We state the result in the next theorem.

Theorem 9. Algorithm 5 yields a solution with total cost less than $3OPT_1 + 17OPT_2$ for TSRMB with implicit scenarios when $k \leq \sqrt{2}\ell$ and $\ell < k$. 

Before proving the theorem, we first introduce some notation. For all $j \in \{0, \ldots, \ell\}$, denote
\[ \Omega_j = \text{cost}_1(D_1(j), R_1) \]
\[ \Delta_j = \text{cost}_2(D \setminus D_1(j), S_1 \cup \{o_1, \ldots, o_j\}) \]
\[ \beta_j = \text{cost}_1(D_1(j), R_1) + \max_{S \in \{S_1, S_2\}} \text{cost}_2(D \setminus D_1(j), S) \]

Recall that $f$ the objective function of TSRMB. In particular,
\[ f(D_1(j)) = \text{cost}_1(D_1(j), R_1) + \max_{S \in \mathcal{S}} \text{cost}_2(D \setminus D_1(j), S) \]

Our proof is based on the following two claims. Claim 10 establishes a bound on the cost of $D_1(j^*)$ when evaluated on the proxy scenarios $S_1$ and $S_2$ and on all the scenarios in $\mathcal{S}$. Claim 11 bounds the cost of $f(D_1(j))$ for any $j$.

\>
\>\textbf{Claim 10.} $\Omega_{j^*} + \Delta_{j^*} \leq OPT_1 + OPT_2$. and $f(D_1(j^*)) \leq OPT_1 + 5OPT_2$.

Proof of Claim 10.
1. In the optimal solution of the original problem, $R_1$ is matched to a subset $D_1^*$ of drivers. The scenario $S_1$ is matched to a set of drivers $D_{S_1}$ where $D_1^* \cap D_{S_1} = \emptyset$. Let $D_o$ be the set of drivers that are matched to $o_1, \ldots, o_j^*$ in a scenario that contains $o_1, \ldots, o_j^*$. It is clear that $D_1^* \cap D_o = \emptyset$. We claim that $D_o \cap D_{S_1} = \emptyset$. In fact, suppose there is a driver $\rho \in D_o \cap D_{S_1}$. This implies the existence of some $o_j$ with $j \leq j^*$ and some rider $r \in S_1$ such that $d(\rho, o_j) \leq OPT_2$ and $d(\rho, r) \leq OPT_2$. But then $d(\delta, o_j) \leq d(\delta, r) + d(\rho, r) + d(\rho, o_j) \leq 3OPT_2$ which contradicts the fact the $o_j$ is an outlier. Therefore $D_o \cap D_{S_1} = \emptyset$. We show that $D_1^*$ is a feasible first stage solution to the single scenario problem of $S_1 \cup \{o_1, \ldots, o_j^*\}$ with a cost less than $OPT_1 + OPT_2$. In fact, $D_1^*$ can be matched to $R_1$ with a cost less than $OPT_1$, $D_{S_1}$ to $S_1$ and $D_o$ to $\{o_1, \ldots, o_j^*\}$ with a cost less than $OPT_2$. Therefore $\Omega_{j^*} + \Delta_{j^*} \leq OPT_1 + OPT_2$.

2. Recall that $\text{cost}_1(D_1(j^*), R_1) = \Omega_{j^*}$. Consider a scenario $S$ and a rider $r \in S$. Let $B'$ be the set of the $n - \ell$ closest second stage riders to $\delta$. Let $D_{S_1}(j^*)$ be set of second stage drivers matched to $S_1$ in the single scenario problem for scenario $S_1 \cup \{o_1, \ldots, o_j^*\}$. Let $D_o(j^*)$ be the set of second stage drivers matched to $\{o_1, \ldots, o_j^*\}$ in the single scenario problem for scenario $S_1 \cup \{o_1, \ldots, o_j^*\}$. Recall that the second stage cost for this single scenario problem is $\Delta_{j^*}$. We distinguish three cases:

a. If $r \in B'$, then by Lemma 8, $r$ is connected to every driver in $D_{S_1}(j^*)$ within a distance less than $\Delta_{j^*} + 4OPT_2$.

b. If $r \in \{o_{j^*+1}, \ldots, o_j\}$, then $r$ is connected to every driver in $D_{S_1}(j^*)$ within a distance less than $3OPT_2 + OPT_2 + \Delta_{j^*}$.

c. If $r \in \{o_1, \ldots, o_j\}$ (i.e., $r$ an outlier), then $r$ can be matched to a different driver in $D_o(j^*)$ within a distance less than $OPT_2$.

This means that in every case, we can match $r$ to a driver in $D \setminus D_1(j^*)$ with a cost less than $4OPT_2 + \Delta_{j^*}$. This implies that
\[ \max_{S \in \mathcal{S}} \text{cost}_2(D \setminus D_1(j^*), S) \leq 4OPT_2 + \Delta_{j^*} \]

and therefore
\[ \Omega_{j^*} + \max_{S \in \mathcal{S}} \text{cost}_2(D \setminus D_1(j^*), S) \leq \Omega_{j^*} + \Delta_{j^*} + 4OPT_2 \leq OPT_1 + 5OPT_2. \]
Claim 11. For all $j \in \{0, \ldots, t\}$ we have, $\beta_j \leq f(D_1(j)) \leq \max\{\beta_j + 4OPT_2, 3\beta_j + 2OPT_2\}$.

Proof of Claim 11. Let $\alpha_j$ be the second stage cost of $D_1(j)$ on the TSRBM instance with scenarios $S_1$ and $S_2$. Formally, $\alpha_j = \max_{S \in \{S_1, S_2\}} \cost_2(D \setminus D_1(j), S)$. Therefore $\beta_j = \Omega_j + \alpha_j$.

Let’s consider the two sets

$$O_1 = \{r \in \{o_1, \ldots, o_t\} \mid d(r, \delta) > 2\alpha_j + OPT_2\}.$$  

$$O_2 = \{o_1, \ldots, o_t\} \setminus O_1.$$  

Consider $D_1(j)$ as a first stage decision to TSRMB with scenarios $S_1$ and $S_2$. Let $\hat{D}_1 \subset D \setminus D_1(j)$ be the set of drivers that are matched to $O_1$ when the scenario $S_2 = \{o_1, \ldots, o_t\}$ is realized. Similarly, let $\hat{D}_2 \subset D \setminus D_1(j)$ be the drivers matched to scenario $S_1$. We claim that $\hat{D}_1 \cap \hat{D}_2 = \emptyset$. Suppose that there exists some driver $\rho \in \hat{D}_1 \cap \hat{D}_2$, this implies the existence of some $o \in O_1$ and $r \in S_1$ such that $d(\rho, o) \leq \alpha_j$ and $d(\rho, r) \leq \alpha_j$. And since $d(r, \delta) \leq OPT_2$ by definition of $\delta$ we would have

$$d(o, \delta) \leq d(\rho, o) + d(\rho, r) + d(r, \delta) \leq 2\alpha_j + OPT_2,$$

which contradicts the definition of $O_1$. Therefore $\hat{D}_1 \cap \hat{D}_2 = \emptyset$.

Now consider a scenario $S \in S$. The riders of $S \cap O_1$ can be matched to $\hat{D}_1$ with a bottleneck cost less than $\alpha_j$. Recall that by Lemma 8, any rider in $R_2 \setminus \{o_1, \ldots, o_t\}$ is within a distance less than $4OPT_2$ from any rider in $S_1$. The riders $r \in S \setminus \{o_1, \ldots, o_t\}$ can therefore be matched to any driver $\rho \in \hat{D}_2$ within a distance less than

$$d(r, \rho) \leq d(r, S_1) + d(S_1, \rho) \leq 4OPT_2 + \alpha_j.$$

As for riders $r \in S \cap O_2$, they can also be matched to any driver $\rho$ of $\hat{D}_2$ within a distance less than

$$d(r, \rho) \leq d(r, \delta) + d(\delta, S_1) + d(S_1, \rho) \leq 2\alpha_j + OPT_2 + OPT_2 + \alpha_j = 3\alpha_j + 2OPT_2.$$

Therefore we can bound the second stage cost

$$\max_{S \in S} \cost_2(D \setminus D_1(j), S) \leq \max\{\alpha_j + 4OPT_2, 3\alpha_j + 2OPT_2\}$$

and we get that

$$\cost_1(D_1(j), R_1) + \max_{S \in S} \cost_2(D \setminus D_1(j), S) \leq \max\{\beta_j + 4OPT_2, 3\beta_j + 2OPT_2\}$$

The other inequality $\beta_j \leq \cost_1(D_1(j), R_1) + \max_{S \in S} \cost_2(D \setminus D_1(j))$ is trivial. 

We are now ready to prove the theorem.

Proof of Theorem 9. Suppose Algorithm 5 returns $D_1(\tilde{j})$ for some $\tilde{j}$. From Claim 11 and the minimality of $\beta_j$:

$$f(D_1(\tilde{j})) \leq \max\{\beta_j + 4OPT_2, 3\beta_j + 2OPT_2\} \leq \max\{\beta_j + 4OPT_2, 3\beta_j + 2OPT_2\}.$$  

From Claim 10 and Claim 11, we have $\beta_j \leq f(D_1(j^*)) \leq OPT_1 + 5OPT_2$. We conclude that,

$$f(D_1(\tilde{j})) \leq \max\{OPT_1 + 9OPT_2, 3OPT_1 + 17OPT_2\} = 3OPT_1 + 17OPT_2.$$  

\[\blacksquare\]
5 Conclusion

In this paper, we present a new two-stage robust optimization framework for matching problems under both explicit and implicit models of uncertainty. Our problem is motivated by real-life applications in the ride-hailing industry. We study the Two-Stage Robust Matching Bottleneck problem, prove its hardness, and design approximation algorithms under different settings. Our algorithms give a constant approximation if the number of scenarios is fixed, but require additional assumptions when there are polynomially or exponentially many scenarios. It is an interesting question if there exists a constant approximation in the general case that does not depend on the number of scenarios.
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A NP-Hardness proofs for TSRMB

We start by presenting the 3-Dimensional Matching (3-DM) and Set Cover problems, that we use in our reductions to show Theorem 1. Both problems are known to be strongly NP-hard [10, 25].

**3-Dimensional Matching (3-DM).** Given three sets \( U, V, \) and \( W \) of equal cardinality \( n \), and a subset \( T \) of \( U \times V \times W \), is there a subset \( M \) of \( T \) with \( |M| = n \) such that whenever \((u, v, w)\) and \((u', v', w')\) are distinct triples in \( M \), \( u \neq u' \), \( v \neq v' \), and \( w \neq w' \)?

**Set Cover Problem.** Given a set of elements \( \mathcal{U} = \{1, 2, \ldots, n\} \) (called the universe), a collection \( S_1, \ldots, S_m \) of \( m \) sets whose union equals the universe and an integer \( p \). Question: Is there a set \( C \subset \{1, \ldots, m\} \) such that \( |C| \leq p \) and \( \bigcup_{i \in C} S_i = \mathcal{U} \) ?

**Proof of Theorem 1.**

**Explicit uncertainty.** Consider an instance of the 3-Dimensional Matching Problem. We can use it to construct (in polynomial time) an instance of TSRMB with 2 scenarios as follows:

- Create two scenarios of size \( n \): \( S_1 = \mathcal{U} \) and \( S_2 = \mathcal{V} \).
- Set \( D = T \), every driver corresponds to a triple in \( T \).
- For every \( w \in W \), let \( d_T(w) \) be the number of sets in \( T \) that contain \( w \). We create \( d_T(w) - 1 \) first stage riders, that are all copies of \( w \). The total number of first stage riders is therefore \( |R_1| = |T| - n \).
This choice of distances induces a metric graph. Similarly to the proof of 2 scenarios, we have exactly

$$\text{This means that the first and second stage costs are both equal to 1. Let } d_1, \ldots, d_n \text{ be the drivers that correspond to } M \text{ in the TSRMB instance. We show that by using }$$

$$\text{as a first stage decision, we ensure that the cost for the TSRMB instance is equal to 2. For any rider } u \in \text{scenario } S_1, \text{ by definition of } M, \text{ there exits a unique edge } e_i \in M \text{ that covers } u. \text{ The corresponding driver } e_i \not\in D_1 \text{ can be matched to } u \text{ with a distance equal to 1. Furthermore, } e_i \text{ cannot be matched to any other rider in } S_1 \text{ with a cost less than 1. Similarly, for any rider } v \in \text{scenario } S_2, \text{ since there exits a unique edge } e_j \in M \text{ that covers } v, \text{ the corresponding driver can be matched to } v \text{ with a cost of 1. The second stage cost is therefore equal to 1. As for the first stage cost, we know by definition of } M, \text{ that every element } w \in W \text{ is covered exactly once. Therefore, for every } w \in W, \text{ there exists } d_T(w) \text{ copies of } w \text{ in } T \setminus M. \text{ This means that every 1st stage rider can be matched to a driver in } D_1 \text{ with a cost equal to 1. Hence the total cost of this two-stage matching is equal to 2.}$

Suppose now that there exists a solution to the TSRMB instance with a cost equal to 2. This means that the first and second stage costs are both equal to 1. Let

$$M = \{e_1, \ldots, e_n\} \subset T \text{ is a 3-Dimensional matching. Let } e_1, \ldots, e_n \text{ be the drivers that correspond to } M \text{ in the TSRMB instance. We show that by using }$$

$$\text{as a first stage decision, we ensure that the total cost for the TSRMB instance is equal to 2. For any rider } u \in \text{scenario } S_1, \text{ by definition of } M, \text{ there exits a unique edge } e_i \in M \text{ that covers } u. \text{ The corresponding driver } e_i \not\in D_1 \text{ can be matched to } u \text{ with a distance equal to 1. Furthermore, } e_i \text{ cannot be matched to any other rider in } S_1 \text{ with a cost less than 1. Similarly, for any rider } v \in \text{scenario } S_2, \text{ since there exits a unique edge } e_j \in M \text{ that covers } v, \text{ the corresponding driver can be matched to } v \text{ with a cost of 1. The second stage cost is therefore equal to 1. As for the first stage cost, we know by definition of } M, \text{ that every element } w \in W \text{ is covered exactly once. Therefore, for every } w \in W, \text{ there exists } d_T(w) \text{ copies of } w \text{ in } T \setminus M. \text{ This means that every 1st stage rider can be matched to a driver in } D_1 \text{ with a cost equal to 1. Hence the total cost of this two-stage matching is equal to 2.}$

Suppose now that there exists a solution to the TSRMB instance with a cost equal to 2. This means that the first and second stage costs are both equal to 1. Let

$$M = \{e_1, \ldots, e_n\} \subset T \text{ is a 3-Dimensional matching. Let } e_1, \ldots, e_n \text{ be the drivers that correspond to } M \text{ in the TSRMB instance. We show that by using }$$

$$\text{as a first stage decision, we ensure that the total cost for the TSRMB instance is equal to 2. For any rider } u \in \text{scenario } S_1, \text{ by definition of } M, \text{ there exits a unique edge } e_i \in M \text{ that covers } u. \text{ The corresponding driver } e_i \not\in D_1 \text{ can be matched to } u \text{ with a distance equal to 1. Furthermore, } e_i \text{ cannot be matched to any other rider in } S_1 \text{ with a cost less than 1. Similarly, for any rider } v \in \text{scenario } S_2, \text{ since there exits a unique edge } e_j \in M \text{ that covers } v, \text{ the corresponding driver can be matched to } v \text{ with a cost of 1. The second stage cost is therefore equal to 1. As for the first stage cost, we know by definition of } M, \text{ that every element } w \in W \text{ is covered exactly once. Therefore, for every } w \in W, \text{ there exists } d_T(w) \text{ copies of } w \text{ in } T \setminus M. \text{ This means that every 1st stage rider can be matched to a driver in } D_1 \text{ with a cost equal to 1. Hence the total cost of this two-stage matching is equal to 2.}$

Now, to show that TSRMB is hard to approximate within a factor better than 2, we consider three scenarios. Consider an instance of 3-DM. We can use it to construct an instance of TSRMB with 3 scenarios as follows:

- Set $D = T$.
- Create $|R_1| = |T| - n$ first stage riders.
- Create $|R_1| = |T| - n$ first stage riders.
- For $(w, e) \in R_1 \times D, d(w, e) = 1$.
- For $(u, e) \in S_1 \cup S_2 \cup S_3 \times D, d(u, e) = \begin{cases} 1 & \text{if } u \in e \\ 3 & \text{otherwise.} \end{cases}$
- For $u, v \in R_1 \cup S_1 \cup S_2 \cup S_3, d(u, v) = \min_{e \in E(T)} d(u, e) + d(v, e)$.
- For $e, f \in D, d(e, f) = \min_{u \in R_1 \cup S_2 \cup S_3} d(u, e) + d(u, f)$.

This choice of distances induces a metric graph. Similarly to the proof of 2 scenarios, we can show that there exists a 3-dimensional matching if and only if there exists a TSRMB solution with cost equal to 2. Furthermore, any solution for this TSRMB instance has
either a total cost of 2 or 4 (the first stage cost is always equal to 1). We show that if a 
\((2 - \epsilon)\)-approximation (for some \(\epsilon > 0\)) to the TSRMB exists then 3-Dimensional Matching is 
decidable. We know that this instance of TSRMB has a solution with total cost equal to 2 
if and only if there is a 3-dimensional matching. Furthermore, if there is no 3-dimensional 
matching, the cost of the optimal solution to TSRMB must be 4. Therefore, if an algorithm 
guarantees a ratio of \((2 - \epsilon)\) and a 3-dimensional matching exists, the algorithm delivers a 
solution with total cost equal to 2. If there is no 3-dimensional matching, then the solution 
produced by the algorithm has a total cost of 4.

Implicit uncertainty. We prove the hardness for 
\(k = 1\). We start from an instance of the Set 
Cover problem and construct an instance of the TSRMB problem. Consider an instance of 
the decision problem of set cover. We can use it to construct the following TSRMB instance:
- Create \(m\) drivers \(D = \{1, \ldots, m\}\). For each \(j \in \{1, \ldots, m\}\), driver \(j\) corresponds to set 
  \(S_j\).
- Create \(m - p\) first stage riders, \(R_1 = \{1, \ldots, m - p\}\).
- Create \(n\) second stage riders, \(R_2 = \{1, \ldots, n\}\).
- Set \(S = \{\{1\}, \ldots, \{n\}\}\). Every scenario is of size 1.

As for the distances between riders and drivers, we define them as follows:
- For \((i, j) \in R_1 \times D\), \(d(i, j) = 1\).
- For \((i, j) \in R_2 \times D\), \(d(i, j) = \begin{cases} 
1 & \text{if } i \in S_j \\
3 & \text{otherwise.} 
\end{cases}\)
- For \(i, i' \in R_1 \cup R_2\), \(d(i, i') = \min_{j \in D} d(i, j) + d(i', j)\).
- For \(j, j' \in D\), \(d(j, j') = \min_{i \in R_1 \cup R_2} d(i, j) + d(i, j')\).

This choice of distances induces a metric graph. Moreover, every feasible solution to this 
TSRMB instance has a first stage cost of exactly 1. We show that a set cover of size 
\(\leq p\) exists if and only if there is a TSRMB solution with total cost equal to 2. Suppose without 
loss of generality that \(S_1, \ldots, S_p\) is a set cover. Then by using the drivers \(\{1, \ldots, p\}\) in the 
second stage, we ensure that every scenario is matched with a cost of 1. This implies the 
existence of a solution with total cost equal to 2. Now suppose there is a solution to the 
TSRMB problem with cost equal to 2. Let \(D_2\) be the set of second stage drivers of this 
solution, then we have \(|D_2| = p\). We claim that the sets corresponding to drivers in \(D_2\) form 
a set cover. In fact, since the total cost of the TSRMB solution is equal to 2, the second 
stage cost is equal to 1. This means that for every scenario \(i \in \{1, \ldots, n\}\), there is a driver 
\(j \in D_2\) within a distance 1 from \(i\). Therefore \(i \in S_j\) and \(\{S_j : j \in D_2\}\) is a set cover.

Next we show that if \((2 - \epsilon)\)-approximation (for some \(\epsilon > 0\)) to the TSRMB exists then 
Set Cover is decidable. We know that the TSRMB problem has a solution of cost 2 if and 
only if there is a set cover of size less than \(p\). Furthermore, if there is no such set cover, the 
cost of the optimal solution must be 4. Therefore, if the algorithm guarantees a ratio of 
\((2 - \epsilon)\) and there is a set cover of size less than \(p\), the algorithm delivers a solution with a 
total cost of 2. If there is no set cover, then clearly the solution produced by the algorithm 
has a cost of 4.

\[\triangleright\text{Remark 12.}\] For \(k \geq 2\), we can use a generalization of Set Cover to show that the problem 
is hard for any \(k\). We use a reduction from the Set MultiCover Problem ([3, 43]) defined 
below.
Set MultiCover Problem. Given a set of elements $\mathcal{U} = \{1, 2, \ldots, n\}$ (called the universe) and a collection $S_1, \ldots, S_m$ of $m$ sets whose union equals the universe. A “coverage factor” (positive integer) $k$ and an integer $p$. Is there a set $C \subseteq \{1, \ldots, m\}$ such that $|C| \leq p$ and for each element $x \in \mathcal{U}$, $|\{j \in C : x \in S_j\}| \geq k$?

We can create an instance of TSRMB from a Set MultiCover instance similarly to Set Cover with the exception that $S = \{S \subseteq R_2 \text{ s.t. } |S| = k\}$. The hardness result follows similarly.

B Implicit scenarios: small surplus

Proof of Lemma 8. Let $\delta$ be the driver given by (3). We claim that the $k$ closest riders to $\delta$ are all within a distance less than $OPT_2$ from $\delta$. Consider $D_2^\ast$ to be the $k + \ell$ drivers left for the second stage in the optimal solution. Every driver in $D_2^\ast$ can be matched to a set of different second stage riders over different scenarios. Let us rank the drivers in $D_2^\ast$ according to how many different second stage riders they are matched to over all scenarios, in descending order. Formally, let $D_2^\ast = \{\delta_1, \delta_2, \ldots, \delta_{k+\ell}\}$ and let $R^\ast(\delta_i)$ be the second stage riders that are matched to $\delta_i$ in the optimal solution in some scenario, such that

$$|R^\ast(\delta_1)| \geq \cdots \geq |R^\ast(\delta_{k+\ell})|.$$ 

We claim that $|R^\ast(\delta_1)| \geq k$. In fact, we have $\sum_{i=1}^{k+\ell} |R^\ast(\delta_i)| \geq n$ because every second stage rider is matched to at least one driver in some scenario. Therefore

$$|R^\ast(\delta_1)| \geq \frac{n}{k+\ell} \geq \frac{n}{2k} \geq k.$$ 

We know that all the second stage riders in $R^\ast(\delta_1)$ are within a distance less than $OPT_2$ from $\delta_1$. Therefore $\max_{r \in R_k(\delta_1)} d(\delta_1, r) \leq OPT_2$. But we know that by definition of $\delta$,

$$\max_{r \in R_k(\delta)} d(\delta, r) \leq \max_{r \in R_k(\delta_1)} d(\delta_1, r) \leq OPT_2$$

This proves that the $k$ closest second stage riders to $\delta$ are within a distance less than $OPT_2$. Let $R(\delta)$ be the set of all second stage riders that are within a distance less than $OPT_2$ from $\delta$. Recall that $R_k(\delta)$ is the set of the $k$ closest second stage riders to $\delta$. In the optimal solution, the scenario $R_k(\delta)$ is matched to a set of at least new $k-1$ drivers $\{\delta_1, \ldots, \delta_{k-1}\} \subset D_2^\ast \setminus \{\delta\}$. We show a lower bound on the size of $R(\delta)$ and the number of riders matched to $\{\delta_1, \ldots, \delta_{k-1}\}$ over all scenarios in the optimal solution.

$\triangleright$ Claim 13. $|R(\delta) \bigcup_{j=1}^{k-1} R^\ast(\delta_j)| \geq n - \ell$

Proof. Suppose the opposite, suppose that at least $\ell + 1$ riders from $R_2$ are not in the union. Let $F$ be the set of these $\ell + 1$ riders. Since $\ell + 1 \leq k$, we can construct a scenario $S$ that includes $F$. In the optimal solution, and in particular, in the second stage matching of $S$, at least one rider from $F$ needs to be matched to a driver from $\{\delta, \delta_1, \ldots, \delta_{k-1}\}$. Otherwise there are only $\ell$ second stage drivers left to match all of $F$. Therefore there exists $r \in F$ such that either $r \in R(\delta)$ or there exists $j \in \{1, \ldots, k-1\}$ such that $r \in R^\ast(\delta_j)$. This shows that $r \in R(\delta) \bigcup_{j=1}^{k-1} R^\ast(\delta_j)$, which is a contradiction. Therefore, at most $\ell$ second stage riders are not in the union. 

$\triangleright$
Claim 14. For any rider \( r \in R(\delta) \bigcup_{j=1}^{k-1} R^*(\delta_{ij}) \), we have \( d(r, \delta) \leq 3OPT_2 \).

Proof. If \( r \in R(\delta) \) then by definition we have \( d(r, \delta) \leq OPT_2 \). Now suppose \( r \in R^*(\delta_{ij}) \) for \( j \in [k-1] \). Let \( r' \) be the rider from scenario \( R_k(\delta) \) that was matched to \( \delta_{ij} \) in the optimal solution. Then by the triangular inequality

\[
d(r, \delta) \leq d(r, \delta_{ij}) + d(\delta_{ij}, r') + d(r', \delta) \leq 3OPT_2.
\]

Claim 14 shows that the number of riders included in \( R(\delta) \bigcup_{j=1}^{k-1} R^*(\delta_{ij}) \) is at least \( n - \ell \). Claim 14 shows that each one of this rider has distance less than \( 3OPT_2 \) from \( \delta \). Finally, Claim 15 shows that the distance between any one of this riders and any rider in \( R_k(\delta) \) is less than \( 3OPT_2 \). This concludes the proof of Lemma 8.

Claim 15. For \( r_1 \in R_k(\delta) \) and \( r_2 \in R(\delta) \bigcup_{j=1}^{k-1} R^*(\delta_{ij}) \), we have \( d(r_1, r_2) \leq 4OPT_2 \).

Proof. Let \( r_1 \in R_k(\delta) \). If \( r_2 \in R(\delta) \) then \( d(r_1, r_2) \leq d(r_1, \delta) + d(\delta, r_2) \leq 2OPT_2 \). If \( r_2 \in R^*(\delta_{ij}) \) for some \( j \), and \( r' \) is the rider from scenario \( R_k(\delta) \) that was matched to \( \delta_{ij} \)

\[
d(r_1, r_2) \leq d(r_1, \delta) + d(\delta, r') + d(r', \delta_{ij}) + d(\delta_{ij}, r_2) \leq 4OPT_2.
\]
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Abstract

We consider the online bipartite matching problem within the context of stochastic probing with commitment. This is the one-sided online bipartite matching problem where edges adjacent to an online node must be probed to determine if they exist based on edge probabilities that become known when an online vertex arrives. If a probed edge exists, it must be used in the matching. We consider the competitiveness of online algorithms in the adversarial order model (AOM) and the secretary/random order model (ROM). More specifically, we consider an unknown bipartite stochastic graph $G = (U, V, E)$ where $U$ is the known set of offline vertices, $V$ is the set of online vertices, $G$ has edge probabilities $(p_e)_{e \in E}$, and $G$ has edge weights $(w_e)_{e \in E}$ or vertex weights $(w_v)_{v \in U}$. Additionally, $G$ has a downward-closed set of probing constraints $(C_v)_{v \in V}$, where $C_v$ indicates which sequences of edges adjacent to an online vertex $v$ can be probed. This model generalizes the various settings of the classical bipartite matching problem (i.e. with and without probing). Our contributions include the introduction and analysis of probing within the random order model, and our generalization of probing constraints which includes budget (i.e. knapsack) constraints. Our algorithms run in polynomial time assuming access to a membership oracle for each $C_v$.

In the vertex weighted setting, for adversarial order arrivals, we generalize the known $\frac{1}{2}$ competitive ratio to our setting of $C_v$ constraints. For random order arrivals, we show that the same algorithm attains an asymptotic competitive ratio of $1 - 1/e$, provided the edge probabilities vanish to 0 sufficiently fast. We also obtain a strict competitive ratio for non-vanishing edge probabilities when the probing constraints are sufficiently simple. For example, if each $C_v$ corresponds to a patience constraint $\ell_v$ (i.e., $\ell_v$ is the maximum number of probes of edges adjacent to $v$), and any one of following three conditions is satisfied (each studied in previous papers), then there is a conceptually simple greedy algorithm whose competitive ratio is $1 - \frac{1}{e}$.

- When the offline vertices are unweighted.
- When the online vertex probabilities are “vertex uniform”; i.e., $p_{u,v} = p_v$ for all $(u, v) \in E$.
- When the patience constraint $\ell_v$ satisfies $\ell_v \in \{1, |U|\}$ for every online vertex; i.e., every online vertex either has unit or full patience.

Finally, in the edge weighted case, we match the known optimal $\frac{1}{e}$ asymptotic competitive ratio for the classic (i.e. without probing) secretary matching problem.
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1 Introduction

Stochastic probing problems are part of the larger area of decision making under uncertainty and more specifically, stochastic optimization. Unlike more standard forms of stochastic optimization, it is not just that there is some possible stochastic uncertainty in the set of inputs, stochastic probing problems involve inputs that cannot be determined without probing (at some cost and/or within some constraint) so as to reveal the inputs. Applications of stochastic probing occur naturally in many settings, such as in matching problems where compatibility (for example, in online dating and kidney exchange applications) or legality (for example, a financial transaction that must be authorized before it can be completed) cannot be determined without some trial or investigation. Amongst other applications, the online bipartite stochastic matching problem notably models online advertising where the probability of an edge can correspond to the probability of a purchase in online stores or to pay-per-click revenue in online searching. Commitment reflects the fact that one usually chooses the next probe based on some concept of expected value but in many applications (e.g. kidney exchanges) the cost or invasiveness of probing makes it practically necessary to commit. In some applications, there may be a legal requirement to commit (e.g., if a contract is possibly being offered and commitment is required).

The (offline) stochastic matching problem was introduced by Chen et al. [9]. In this problem, the input is an adversarially generated stochastic graph $G = (V, E)$ with a probability $p_e$ associated with each edge $e$ and a patience (or time-out) parameter $\ell_v$ associated with each vertex $v$. An algorithm probes edges in $E$ within the constraint that at most $\ell_v$ edges are probed incident to any particular vertex $v \in V$. Also, when an edge $e$ is probed, it is guaranteed to exist with probability exactly $p_e$. If an edge $(u, v)$ is found to exist, it is added to the matching and then $u$ and $v$ are no longer available. The goal is to maximize the expected size of a matching constructed in this way. Chen et al. showed that by probing edges in non-increasing order of edge probability, one attains an approximation ratio of $1/4$. The analysis was later improved by Adamczyk [1], who showed that this algorithm in fact attains an approximation ratio of $1/2$. This problem can be generalized to vertices or edges having weights.

Mehta and Panigrahi [22] adapted the offline stochastic matching model to online bipartite matching as originally studied in the classical (non-stochastic) adversarial order online model. That is, they consider the setting where the stochastic graph is unknown and online vertices are determined by an adversary. More specifically, they studied the problem in the case of an unweighted stochastic graph $G = (U, V, E)$ where $U$ is the set of known offline vertices and the vertices in $V$ arrive online without knowledge of future online node arrivals. They considered the special case of uniform edge probabilities (i.e, $p_e = p$ for all $e \in E$) and unit patience values, that is $\ell_v = 1$ for all $v \in V$. They considered a greedy algorithm which attains a competitive ratio of $\frac{1}{2}(1 + (1 - p)^{2/p})$, which limits to $\frac{1}{2}(1 + e^{-2}) \approx 0.567$ as $p \to 0$. Mehta et al. [23] considered the unweighted online stochastic bipartite setting with arbitrary edge probabilities, attaining a competitive ratio of 0.534, and recently, Huang and Zhang [16] additionally handled the case of arbitrary offline vertex weights, while improving this ratio to 0.572. However, as in [22], both [23] and [16] are restricted to unit patience values, and moreover require edge probabilities which are vanishingly small1. Goyal and Udwani [12] improved on both of these works by showing a 0.596 competitive ratio in the same setting.

1 Vanishingly small edge probabilities must satisfy $\max_{e \in E} p_e \to 0$, where the asymptotics are with respect to the size of $G$. 
In all our results we will assume commitment; that is, when an edge is probed and found to exist, it must be included in the matching (if possible without violating the matching constraint). The patience constraint can be viewed as a simple form of a budget (equivalently, knapsack) constraint for the online vertices. We generalize patience and budget constraints by associating a downward-closed set $C_v$ of probing sequences for each online node $v$ where $C_v$ indicates which sequences of edges adjacent to vertex $v$ can be probed. In the general query and commit framework of Gupta and Nagarajan [14], the $C_v$ constraints are the outer constraints.

1.1 Preliminaries

An input to the (online) stochastic matching problem is a (bipartite) stochastic graph, specified in the following way. Let $G = (U, V, E)$ be a bipartite graph with edge weights $(w_e)_{e \in E}$ and edge probabilities $(p_e)_{e \in E}$. We draw an independent Bernoulli random variable of parameter $p_e$ for each $e \in E$. We refer to this Bernoulli as the state of the edge $e$, and denote it by $st(e)$. If $st(e) = 1$, then we say that $e$ is active, and otherwise we say that $e$ is inactive. For each $v \in V$, denote $\partial(v)$ as the edges of $G$ which include $v$. Define $\partial(v)^{(∗)}$ as the collection of strings (tuples) formed from the edges of $\partial(v)$ whose characters (entries) are all distinct. Note that we use string/tuple notation and terminology interchangeably. Each $v \in V$ has an online probing constraint $C_v \subseteq \partial(v)^{(∗)}$ which is downward-closed. That is, $C_v$ has the property that if $e \in C_v$, then so is any substring or permutation of $e$. Thus, in particular, our setting encodes the case when $v$ has a patience value $\ell_v$, and more generally, when $C_v$ corresponds to a matroid or budgetary constraint on $\partial(v)$. Note that we will often assume w.l.o.g. that $E = U \times V$, as we can always set $p_{u,v} := 0$.

A solution to the online stochastic matching problem is an online probing algorithm. An online probing algorithm is initially only aware of the identity of the offline vertices $U$ of $G$. We think of $G$, as well as the relevant edges probabilities, weights, and probing constraints, as being generated by an adversary. An ordering on $V$ is then generated either through an adversarial process or uniformly at random. We refer to the former case as the adversarial order model (AOM) and the latter case as the random order model (ROM).

Based on whichever ordering is generated on $V$, the nodes are then presented to the online probing algorithm one by one. When an online node $v \in V$ arrives, the online probing algorithm sees all the adjacent edges and their associated probabilities, as well as $C_v$. However, the edge states $(st(e))_{e \in \partial(v)}$ remain hidden to the algorithm. Instead, the algorithm must perform a probing operation on an adjacent edge $e$ to reveal/expose its state, $st(e)$. Moreover, the online probing algorithm must respect commitment. That is, if an edge $e = (u,v)$ is probed and turns out to be active, then $e$ must be added to the current matching, provided $u$ and $v$ are both currently unmatched. The probing constraint $C_v$ of the online node then restricts which sequences of probes can be made to $\partial(v)$. As in the classical problem, an online probing algorithm must decide on a possible match for an online node $v$ before seeing the next online node. The goal of the online probing algorithm is to return a matching whose expected weight is as large as possible. Since $C_v$ may be exponentially large in the size of $U$, in order to discuss the efficiency of an online probing algorithm, we work in the membership oracle model. That is, upon receiving the online vertex $v \in V$, we

\[ \text{In the case of a budget } B_v \text{ and edge probing costs } (b_e)_{e \in \partial(v)}, \text{ any subset of } \partial(v) \text{ may be probed, provided its cumulative cost does not exceed } B_v. \]
assume the online probing algorithm has access to a membership oracle. The algorithm may query any string \( e \in \partial(v)^{(x)} \), thus determining in a single operation whether or not \( e \in \partial(v)^{(*)} \) is in \( C_v \).

It is easy to see we cannot hope to obtain a non-trivial competitive ratio against the expected value of an optimal matching of the stochastic graph. Consider a single online vertex with patience 1, and \( k \geq 1 \) offline (unweighted) vertices where each edge \( e \) has probability \( \frac{1}{k} \) of being present. The expectation of an online probing algorithm will be at most \( \frac{1}{k} \), while the expected size of an optimal matching will be \( 1 - (1 - \frac{1}{k})^k \approx 1 - \frac{1}{e} \). This example clearly shows that no constant ratio is possible if the patience is sublinear in \( k = |U| \). Thus, the standard in the literature is to instead benchmark the performance of an online probing algorithm against an optimal offline probing algorithm. An offline probing algorithm knows \( G = (U, V, E) \), but initially the edge states \( (st(e))_{e \in E} \) are hidden. It can adaptively probe the edges of \( E \) in any order, but must satisfy the probing constraints \( (C_v)_{v \in V} \) at each step of its execution\(^3\), while respecting commitment; that is, if a probed edge \( e = (u,v) \) turns out to be active, then \( e \) is added to the matching (if possible). The goal of an offline probing algorithm is to construct a matching with optimal weight in expectation. We define the committal benchmark \( \text{OPT}(G) \) for \( G \) as the value of an optimal offline probing algorithm. We abuse notation slightly, and also use \( \text{OPT}(G) \) to refer to the strategy of the committal benchmark on \( G \). In the arXiv version of the paper [4], we introduce the stronger non-committal benchmark, and indicate which of our results hold against it.

### 1.2 Our Results

We first consider the case when the stochastic graph \( G = (U, V, E) \) has (offline) vertex weights – i.e., there exists \( (w_u)_{u \in U} \) such that \( w_{u,v} = w_u \) for each \( v \in N(u) \), and arbitrary downward-closed probing constraints \( (C_v)_{v \in V} \). We consider a greedy online probing algorithm. That is, upon the arrival of \( v \), the probes to \( \partial(v) \) are made in such a way that \( v \) gains as much value as possible (in expectation), provided the currently unmatched nodes of \( U \) are equal to \( R \subseteq U \). As such, we must follow the probing strategy of the committal benchmark when restricted to the induced stochastic graph\(^4\) \( G[\{v\} \cup R] \), which we denote by \( \text{OPT}(R, v) \) for convenience.

Observe that if \( v \) has unit patience, then \( \text{OPT}(R, v) \) reduces to probing the adjacent edge \( (u,v) \in R \times \{v\} \) such that the value \( w_u \cdot p_{u,v} \) is maximized. Moreover, if \( v \) has unlimited patience, then \( \text{OPT}(R, v) \) corresponds to probing the adjacent edges of \( R \times \{v\} \) in non-increasing order of the associated vertex weights. Building on a result in Purohit et al. [24], Brubach et al. [8] showed how to devise an efficient probing strategy for \( v \) whose expected value matches \( \text{OPT}(R, v) \), for any patience value. Using this probing strategy, they devised an online probing algorithm which achieves a competitive ratio of 1/2 for arbitrary patience values. The challenge in extending this competitive ratio to more general probing constraints comes from the fact that it is unclear how to compute \( \text{OPT}(R, v) \) efficiently. We show that this is possible to do when the probing constraints are downward-closed, and provide a primal-dual proof of the following theorem:

---

\(^3\) Edges \( e \in E^{(*)} \) may be probed in the order specified by \( e \), provided \( e^* \subseteq C_v \) for each \( v \in V \), where \( e^* \) is the substring of \( e \) restricted to edges of \( \partial(v) \).

\(^4\) Given \( R \subseteq U, V' \subseteq V \), the induced stochastic graph \( G[R \cup V'] \) is formed by restricting the edges weights and probabilities of \( G \) to those edges within \( R \times V' \). Similarly, each probing constraint \( C_v \) is restricted to those strings whose entries lie entirely in \( R \times \{v\} \).
Theorem 1.1. Suppose the adversary presents a vertex weighted stochastic graph $G = (U, V, E)$, with downward-closed probing constraints $(C_v)_{v \in V}$. If $M$ is the matching returned by Algorithm 1 when executing on $G$, then
\[
\mathbb{E}[w(M)] \geq \frac{1}{2} \cdot OPT(G),
\]
provided the vertices of $V$ arrive in adversarial order. Moreover, Algorithm 1 can be implemented efficiently in the membership oracle model.

Since Algorithm 1 is deterministic, the $1/2$ competitive ratio is best possible for deterministic algorithms in the adversarial arrival setting. One direction is thus to instead consider what can be done if the online probing algorithm is allowed randomization, which has received much attention in the case of unit patience [22, 23, 12, 16]. We instead make partial progress to understanding the performance of Algorithm 1 for downward-closed probing constraints in the ROM setting. However, unlike the adversarial setting, the complexity of the constraints greatly impacts what we are able to prove. The first part of our result is asymptotic in that it yields a good competitive ratio when applied to a stochastic graph whose maximum edge probability $p_e := \max_{v \in \partial(v)} p_v$ vanishes sufficiently fast relevant to the maximum string length of $C_v$, namely $c_v := \max_{e \in C_v} |e|$, for each $v \in V$. Note that the vanishing probability setting is similar in spirit to the small bid to budget assumption in the Adwords problem (see Goyal and Udwani [12] for details). The second part of our result applies to stochastic graphs which we refer to as rankable. Roughly speaking, a vertex $v \in V$ of $G$ is rankable, provided there exists a fixed/non-adaptive ranking $\pi_v$ of $\partial(v)$ which can be used to specify the greedy strategy $OPT(v, R)$ of $v$, no matter which vertices $R \subseteq U$ are available when $v$ is processed. For example, this includes the well-studied unit patience setting, in which case $v$ ranks its adjacent edges in non-increasing order of $(w_u p_u, v)_{u \in U}$, as well as when $G$ is unweighted and has arbitrary patience values, in which case $v$ ranks its adjacent edges in non-increasing order of edge probability. A stochastic graph is rankable if all its online vertices are rankable. We defer the precise definition to Section 2.

Theorem 1.2. Suppose Algorithm 1 returns the matching $M$ when executing on the vertex weighted stochastic graph $G = (U, V, E)$ with downward-closed constraints $(C_v)_{v \in V}$, and the vertices of $V$ arrive u.a.r.. We then have the following two results:
1. If $c_v := \max_{e \in C_v} |e|$ and $p_v := \max_{e \in \partial(v)} p_e$, then
\[
\mathbb{E}[w(M)] \geq \min_{v \in V}(1 - p_v)^c_v \cdot \left(1 - \frac{1}{e}\right) \cdot OPT(G).
\]
Thus, if $c_v \cdot p_v \to 0$ (as $|G| \to \infty$) for each $v \in V$, then $\mathbb{E}[w(M)] \geq (1 - o(1)) \left(1 - 1/e\right) \cdot OPT(G)$.
2. If $G$ is rankable (which includes the specific cases outlined in the abstract), then
\[
\mathbb{E}[w(M)] \geq \left(1 - \frac{1}{e}\right) \cdot OPT(G).
\]

Remark 1.3. The analysis of Algorithm 1 is tight, as an execution of Algorithm 1 corresponds to the seminal Karp et al. [17] RANKING algorithm for unweighted non-stochastic (i.e., $p_e \in \{0, 1\}$ for all $e \in E$) bipartite matching.

In the unit patience setting of [22], Mehta and Panigrahi showed that $.621 < 1 - \frac{1}{e}$ is a randomized inapproximation with regard to guarantees made against LP-std-unit, the LP introduced by [22] to upper bound/relax the committal benchmark in the unit patience
setting. This hardness result led Goyal and Udwani [12] to consider a new unit patience LP that is a tighter relaxation of $OPT(G)$ than LP-std-unit, thereby allowing them to prove a $1 - 1/e$ competitive ratio for the case of vertex-decomposable\(^5\) edge probabilities. However, they also discuss the difficulty of extending this result to the case of arbitrary edge probabilities in the context of the Adwords problem with arbitrary budget to bid ratios. It remains open whether a randomized algorithm can attain a competitive ratio of $1 - 1/e$ against the committal benchmark for adversarial arrivals and arbitrary edge probabilities. A corollary of Theorem 1.2 is that in the ROM setting these difficulties do not arise.

▶ Corollary 1.4. Suppose the adversary presents a vertex weighted stochastic graph $G = (U, V, E)$, with unit patience values. If $M$ is the matching returned by Algorithm 1 when executing on $G$, then

$$\mathbb{E}[w(M)] \geq \left(1 - \frac{1}{e}\right) OPT(G),$$

provided the vertices of $V$ arrive in random order.

▶ Remark 1.5. The guarantee of Theorem 1.2 is proven against a new LP relaxation (LP-DP) whose optimum value we denote by $LPOPT_{DP}(G)$. In the special case when $G$ has unit patience, $LPOPT_{std}(G) \leq LPOPT_{DP}(G)$. Thus, the 0.621 inapproximation of Mehta and Panigraphi against LP-std-unit does not apply (even for deterministic probing algorithms) to the ROM setting. Corollary 1.4 therefore implies that deterministic probing algorithms in the ROM setting have strictly more power than randomized probing algorithms in the adversarial order model. This contrasts with the classic ROM setting where it is unknown whether a deterministic algorithm can improve upon $1 - 1/e$, the optimal competitive attainable by randomized algorithms in the adversarial setting.

We next consider the unknown stochastic matching problem in the most general setting of arbitrary edge weights, and downward-closed probing constraints. Since no non-trivial competitive ratio can be proven in the case of adversarial arrivals, even in the classical setting, we work in the ROM setting. We generalize the matching algorithm of Kesselheim et al. [18] so as to apply to the stochastic probing setting.

▶ Theorem 1.6. Suppose the adversary presents an edge-weighted stochastic graph $G = (U, V, E)$, with downward-closed probing constraints $(C_v)_{v \in V}$. If $M$ is the matching returned by Algorithm 2 when executing on $G$, then

$$\mathbb{E}[w(M)] \geq \left(1 - \frac{1}{e}\right) \frac{1}{|V|} \cdot OPT(G),$$

provided the vertices of $V$ arrive uniformly at random (u.a.r.). Moreover, Algorithm 2 can be implemented efficiently in the membership oracle model.

▶ Remark 1.7. For context, the previous best known approximation ratio known for the offline bipartite stochastic matching problem with two-sided or one-sided patience is 0.352 due to Adamczyk et al. [3]. Since $1/e > 0.352$, Theorem 1.6 in fact improves on this result for the case of one-sided patience, despite the fact that Algorithm 2 works in the unknown graph setting and for more general one-sided probing constraints. Very recently, Brubach et al. [7] proved an approximation ratio of 0.382 for general stochastic graphs.

---

\(^5\) Vertex-decomposable means that there exists probabilities $(p_u)_{u \in U}$ and $(p_v)_{v \in V}$, such that $p_{(u,v)} = p_u \cdot p_v$ for each $(u,v) \in E$. 
1.3 Our Technical Contributions

In the vertex weighted setting, the first challenge is to establish a greedy strategy for a single online vertex which runs efficiently for general probing constraints. We provide a dynamic programming based algorithm (DP-OPT) for solving this problem, which builds upon the work of Brubach et al. [8], and before that, Purohit et al. [24] (see Theorem 2.1). In the adversarial arrival setting, we prove a competitive ratio of 1/2 by comparing the performance of Algorithm 1 to the dual of LP-DP, an extension of the LP considered by Brubach et al. [8] from patience values to general probing constraints.

We next move to the ROM/secretary setting. In the unit patience setting of Corollary 1.4, DP-OPT reduces to probing a single edge which yields the largest value in expectation, and LP-DP is a relaxation of LP-std-unit (upper bounds its optimum value). While we do not show this, one could work directly with LP-std-unit and follow the primal-dual argument of Devanur et al. [10]. In contrast, Theorem 1.2 applies to downward-closed probing constraints which comes with two main technical challenges. First, Brubach et al. [8] showed that even the offline committal benchmark has a 0.544 inapproximation against the generalization of LP-std-unit to arbitrary patience (LP-std). Moreover, this inapproximation applies to a stochastic graph which is both rankable and has vanishingly small edge probabilities. Thus, Theorem 1.2 cannot be proven by comparing the performance of Algorithm 1 to LP-std and its dual, even for patience values. Our solution is to instead work with LP-DP and its dual, LP-dual-DP. When a match between \( u \in U \) and \( v \in V \) is successfully made, we apply the well-studied cost sharing function \( g(z) := \exp(z - 1) \) to split the weight of \( u \), as in [10]. However, LP-dual-DP contains variables which do not have an analogue in the classical setting. Specifically, the online vertices are associated with exponentially many variables, and we cost share with the offline vertices which were available when \( v \) was matched to \( u \), opposed to just \( v \) itself. The second main technical challenge is that when moving away from the unit patience setting, the executions of Algorithm 1 become non-monotonic. Specifically, while \( v \) may get matched to \( u \), if a new online vertex \( v^* \) is added to the graph ahead of \( v \), then \( u \) may not be matched at all. This complicates the analysis, and is the reason the competitive ratio of Theorem 1.2 does not hold unconditionally, as we explain in Section 2.

In the edge weighted setting, upon receiving the online vertices \( V_t := \{v_1, \ldots, v_t\} \), in order to generalize the matching algorithm of Kesselheim et al. [18], Algorithm 2 would ideally probe the edges of \( \partial(v_t) \) suggested by \( \text{OPT}(G_t) \), where \( G_t := G[U \cup V_t] \) is the induced stochastic graph on \( U \cup V_t \). However, since we wish for our algorithms to be efficient in addition to attaining optimal competitive ratios, this strategy is not feasible. We instead make use of a new LP (LP-config) recently introduced by the authors in [5] and independently by Brubach et al. in [6, 13] for the special case of patience values, an updated version of [8]. This LP has exponentially many variables which accounts for the many probing strategies available to an arriving vertex \( v \) with probing constraint \( \mathcal{C}_v \). We solve this LP efficiently by using DP-OPT as a deterministic separation oracle for LP-config-dual, the dual of LP-config, in conjunction with the ellipsoid algorithm [26, 11]. This LP closely resembles what the committal benchmark is capable of doing, and thus leads to a probing algorithm with an optimum competitive ratio.

2 Vertex Weights

In this section, we define Algorithm 1 and introduce the techniques needed to prove Theorems 1.1 and 1.2. However, for space considerations, we defer the dual-fitting argument used in the adversarial arrival setting of Theorem 1.1 to Appendix B.
Suppose that $G = (U, V, E)$ is a vertex weighted stochastic graph with weights $(w_u)_{u \in U}$. Let us now fix $s \in V$, and define $\text{val}(e)$ to be the expected weight of the edge matched, provided the edges of $e$ are probed in order, where $e \in C_s$. Observe then the following claim:

**Theorem 2.1.** There exists a dynamic programming (DP) based algorithm $\text{DP-OPT}$, which given access to $G[\{s\} \cup U]$, computes a tuple $e' \in C_s$, such that $\text{OPT}(s, U) = \text{val}(e')$. Moreover, $\text{DP-OPT}$ executes in time $O(|U|^2)$, assuming access to a membership oracle for the downward-closed constraint $C_s$.

**Proof of Theorem 2.1.** It will be convenient to denote $w_{u,s} := w_u$ for each $u \in U$ such that $(u, s) \in \partial(s)$. We first must show that there exists some $e' \in C_s$ such that $\text{val}(e') = \text{OPT}(s, U)$, where

$$\text{val}(e) := \sum_{i=1}^{|e|} p_{e_i} w_{e_i} \prod_{j=1}^{i-1} (1 - p_{e_j}).$$

(2.1)

for $e \in C_s$, and $\text{OPT}(s, U)$ is the value of the committal benchmark on $G[\{s\} \cup U]$. Since the committal benchmark must respect commitment – i.e., match the first edge to $s$ which it reveals to be active – it is clear that $e'$ exists.

Our goal is to now show that $e'$ can be computed efficiently. Now, for any $e \in C_s$, let $e^\ast$ be the rearrangement of $e$, based on the non-increasing order of the weights $(w_e)_{e \in e}$. Since $C_s$ is downward-closed, we know that $e^\ast$ is also in $C_s$. Moreover, $\text{val}(e^\ast) \geq \text{val}(e)$ (following observations in [24, 8]). Hence, let us order the edges of $\partial(s)$ as $e_1, \ldots, e_m$, such that $w_{e_1} \geq \ldots \geq w_{e_m}$, where $m := |\partial(s)|$. Observe then that it suffices to maximize (2.1) over those strings within $C_s$ which respect this ordering on $\partial(s)$. Stated differently, let us denote $I_s$ as the family of subsets of $\partial(s)$ induced by $C_s$, and define the set function $f : 2^{\partial(s)} \rightarrow \mathbb{R}$, where $f(B) := \text{val}(b)$ for $B = \{b_1, \ldots, b_{|B|}\} \subseteq \partial(s)$, such that $b = (b_1, \ldots, b_{|B|})$ and $w_{b_1} \geq \ldots \geq w_{b_{|B|}}$. Our goal is then to efficiently maximize $f$ over the set-system $(\partial(s), I_s)$. Observe then that $I_s$ is downward-closed and that we can simulate oracle access to $I_s$, based on our oracle access to $C_s$.

For each $i = 0, \ldots, m - 1$, denote $\partial(s)^{\geq i} := \{e_{i+1}, \ldots, e_m\}$, and $\partial(s)^{\geq m} := \emptyset$. Moreover, define the family of subsets $I_s^{\geq i} := \{B \subseteq \partial(s)^{\geq i} : B \cup \{e_i\} \in I_s\}$ for each $1 \leq i \leq m$, and $I_s^{\leq 0} := I_s$. Observe then that $(\partial(s)^{\geq i}, I_s^{\geq i})$ is a downward-closed set system, as $I_s$ is downward-closed. Moreover, we may simulate oracle access to $I_s^{\geq i}$ based on our oracle access to $I_s$.

Denote $\text{OPT}(I_s^{\geq i})$ as the maximum value of $f$ over constraints $I_s^{\geq i}$. Observe then that for each $0 \leq i \leq m - 1$, the following recursion holds:

$$\text{OPT}(I_s^{\geq i}) := \max_{j \in \{i+1, \ldots, m\}} \left( p_{e_j} \cdot w_{e_j} + (1 - p_{e_j}) \cdot \text{OPT}(I_s^{\geq j}) \right)$$

(2.2)

Hence, given access to the values $\text{OPT}(I_s^{\geq i+1}), \ldots, \text{OPT}(I_s^{\geq m})$, we can compute $\text{OPT}(I_s^{\geq i})$ efficiently. Moreover, $\text{OPT}(I_s^{\geq m}) = 0$ by definition. Thus, it is clear that we can use (2.2) to recover an optimal solution to $f$. We can define $\text{DP-OPT}$ to be a memoization based implementation of (2.2). It is clear $\text{DP-OPT}$ can be implemented in the claimed time complexity.

Given $R \subseteq U$, consider the induced stochastic graph, $G[\{s\} \cup R]$ for $R \subseteq U$ which has probing constraint $C_R \subseteq C_s$, constructed by restricting $C_s$ to those strings whose entries all lie in $R \times \{s\}$. Moreover, denote the output of executing $\text{DP-OPT}$ on $G[\{s\} \cup R]$ by $\text{DP-OPT}(s, R)$. Consider now the following online probing algorithm:
Algorithm 1 Greedy-DP.

**Input**: offline vertices $U$ with vertex weights $(w_u)_{u \in U}$.

**Output**: a matching $M$ of active edges of the unknown stochastic graph $G = (U, V, E)$.

1. $M \leftarrow \emptyset$.
2. $R \leftarrow U$.
3. for $i = 1, \ldots, n$ do
   4. Let $v_i$ be the current online arrival node, with constraint $C_{v_i}$.
   5. Set $e \leftarrow \text{DP-OPT}(v_i, R)$
   6. for $i = 1, \ldots, |e|$ do
      7. Probe $e_i$.
      8. if $st(e_i) = 1$ then
         9. Add $e_i$ to $M$, and update $R \leftarrow R \setminus \{u_i\}$, where $e_i = (u_i, v_i)$.
   10. return $M$.

In general, the behaviour of the committal benchmark, namely $\text{OPT}(s, R)$, can change very much, even for minor changes to $R$. For instance, if $R = U$, then $\text{OPT}(s, U)$ may probe the edge $(u, s)$ first – thus giving it highest priority – whereas if $u^* \in U$ is removed from $U$ (where $u^* \neq u$), $\text{OPT}(s, U \setminus \{u^*\})$ may not probe $(u, v)$ at all (see Example B.1 for an explicit instance of this behaviour). As a result, it is easy to consider an execution of Algorithm 1 on $G$ where $v$ is matched to $u$, but if a new vertex $v^*$ is added to $G$ ahead of $v$, $u$ is never matched. We thus refer to Algorithm 1 as being non-monotonic. This contrasts with the classical setting, in which the deterministic greedy algorithm in the ROM setting does not exhibit this behaviour, and thus is monotonic. The absence of monotonicity isn’t problematic in the adversarial setting of Theorem 1.1 because our primal-dual charging assignment does not depend on the order of the online vertex arrivals (see Appendix B). This contrasts with the ROM setting, in which Example B.1 can be extended to show that the cost sharing rule $g(z) := \exp(z - 1)$ will not work in general. Our approach is thus to restrict our attention to stochastic graphs in which executions of Algorithm 1 are either monotonic, or monotonic with high probability. This leads us to the definition of rankability, which characterizes a large number of settings in which Algorithm 1 is monotonic.

Given a vertex $v \in V$, and an ordering $\pi_v$ on $\partial(v)$, if $R \subseteq U$, then define $\pi_v(R)$ to be the longest string constructible by iteratively appending the edges of $R \times \{v\}$ via $\pi_v$, subject to respecting constraint $C^R_v$. More precisely, given $e'$ after processing $e_1, \ldots, e_i$ of $R \times \{v\}$ ordered according to $\pi_v$, if $(e', e_{i+1}) \in C_v^R$, then update $e'$ by appending $e_{i+1}$ to its end, otherwise move to the next edge $e_{i+2}$ in the ordering $\pi_v$, assuming $i + 2 \leq |R|$. If $i + 2 > |R|$, return the current string $e'$ as $\pi_v(R)$. We say that $v$ is rankable, provided there exists a choice of $\pi_v$ which depends solely on $(p_{e})_{e \in \partial(v)}$, $(w_{e})_{e \in \partial(v)}$ and $C_v$, such that for every $R \subseteq U$, the strings $\text{DP-OPT}(v, R)$ and $\pi_v(R)$ are equal. Crucially, if $v$ is rankable, then when vertex $v$ arrives while executing Algorithm 1, one can compute the ranking $\pi_v$ on $\partial(v)$ and probe the adjacent edges of $R \times \{v\}$ based on this order, subject to not violating the constraint $C^R_v$. By following this probing strategy, the optimality of DP-OPT ensures that the expected weight of the match made to $v$ will be $\text{OPT}(v, R)$. We consider three (non-exhaustive) examples of rankability:

**Proposition 2.2.** Let $G = (U, V, E)$ be a stochastic graph, and suppose that $v \in V$. If $v$ satisfies either of the following conditions, then $v$ is rankable:

1. $v$ has unit patience or unlimited patience; that is, $t_v \in \{1, |U|\}$.
2. $v$ has patience $t_v$, and for each $u_1, u_2 \in U$, if $p_{u_1, v} \leq p_{u_2, v}$ then $w_{u_1} \leq w_{u_2}$.
3. $G$ is unweighted, and $v$ has a budget $B_v$ with edge probing costs $(b_{u,v})_{u \in U}$, and for each $u_1, u_2 \in U$, if $p_{u_1, v} \leq p_{u_2, v}$ then $b_{u_1, v} \geq b_{u_2, v}$.
Remark 2.3. Note that the cases of Proposition 2.2 subsume all the settings listed in the abstract. The rankable assumption is similar to assumptions referred to as laminar, agreeable and compatible in other applications.

We refer to the stochastic graph $G$ as rankable, provided all of its vertices are themselves rankable. We emphasize that distinct vertices of $V$ may each use their own separate rankings of their adjacent edges.

As discussed in Subsection 1.3, the 0.544 inapproximation against LP-std [8] prevents us from proving a performance guarantee against LP-std, even for patience values. We instead upper bound $\text{OPT}(G)$ using a tighter LP relaxation that comes with the additional benefit of applying to downward-closed probing constraints. For each $u \in U$ and $v \in V$, let $x_{u,v}$ be a decision variable corresponding to the probability that $\text{OPT}(G)$ probes the edge $(u,v)$.

\[
\text{maximize} \quad \sum_{u \in U} \sum_{v \in V} p_{u,v} \cdot x_{u,v} \quad \text{(LP-DP)}
\]

\[
\text{subject to} \quad \sum_{v \in V} p_{u,v} \cdot x_{u,v} \leq 1 \quad \forall u \in U \quad (2.3)
\]

\[
\sum_{u \in R} w_{u} \cdot p_{u,v} \cdot x_{u,v} \leq \text{OPT}(v,R) \quad \forall v \in V, R \subseteq U \quad (2.4)
\]

\[
x_{u,v} \geq 0 \quad \forall u \in U, v \in V \quad (2.5)
\]

Denote $\text{LPOPT}_{\text{DP}}(G)$ as the optimal value of this LP. Constraint (2.3) can be viewed as ensuring that the expected number of matches made to $u \in U$ is at most 1. Similarly, (2.4) can be interpreted as ensuring that expected stochastic reward of $v$, suggested by the solution $(x_{u,v})_{u \in U, v \in V}$, is actually attainable by the committal benchmark. Thus, $\text{OPT}(G) \leq \text{LPOPT}_{\text{DP}}(G)$ (a formal proof specific to patience values is proven in [8]).

2.0.1 Defining the Primal-Dual Charging Schemes

In order to prove Theorems 1.1 and 1.2, we employ primal-dual charging arguments based on the dual of LP-DP. For each $u \in U$, define the variable $\alpha_u$. Moreover, for each $R \subseteq U$ and $v \in V$, define the variable $\phi_{v,R}$ (these latter variables correspond to constraint (2.4)).

\[
\text{minimize} \quad \sum_{u \in U} \alpha_u + \sum_{v \in V} \sum_{R \subseteq U} \text{OPT}(v,R) \cdot \phi_{v,R} \quad \text{(LP-dual-DP)}
\]

\[
\text{subject to} \quad p_{u,v} \cdot \alpha_u + \sum_{R \subseteq U: u \in R} w_{u} \cdot p_{u,v} \cdot \phi_{v,R} \geq w_{u} \cdot p_{u,v} \quad \forall u \in U, v \in V \quad (2.6)
\]

\[
\alpha_u \geq 0 \quad \forall u \in U \quad (2.7)
\]

\[
\phi_{v,R} \geq 0 \quad \forall v \in V, R \subseteq U \quad (2.8)
\]

The dual-fitting argument used to prove Theorem 1.2 has an initial set-up which proceeds similarly to the argument in Devanur et al. [10]. Specifically, first define $g : [0,1] \to [0,1]$ where $g(z) := \exp(z - 1)$ for $z \in [0,1]$. We shall use $g$ to perform our charging/cost sharing. Moreover, recall that given $v \in V$, we defined $c_v := \max_{e \in C_v} |e|$ and $p_v := \max_{e \in \partial(v)} p_e$. Using these definitions, we define $F = F(G)$, where

\[
F(G) := \begin{cases} 
1 - \frac{1}{e} & G \text{ is rankable} \\
(1 - \frac{1}{e}) \cdot \min_{v \in V} (1 - p_v)^{c_v} & \text{otherwise}
\end{cases} \quad (2.9)
\]
In order to prove Theorem 1.2, we shall prove that Algorithm 1 returns a matching of expected weight at least $F(G) \cdot \text{LPOPT}_{\text{DP}}(G)$ when executing on the stochastic graph $G$ in the ROM setting. Clearly, we may assume $F(G) > 0$, as otherwise there is nothing to prove, so we shall make this assumption for the rest of the section. Note that $F(G) \leq 1 - 1/e$ no matter the stochastic graph $G$.

For each $v \in V$, draw $Y_v \in [0, 1]$ independently and uniformly at random. We assume that the vertices of $V$ are presented to Algorithm 1 in a non-decreasing order, based on the values of $Y_v \in V$. We now describe how the charging assignments are made while Algorithm 1 executes on $G$. First, we initialize a dual solution $((\alpha_u)_{u \in U}, (\phi_{v,R})_{v \in V, R \subseteq U})$ where all the variables are set equal to 0. Next, we take $v \in V, u \in U$, and $R \subseteq U$, where $u \in R$. If $R$ consists of the unmatched vertices of $v$ when it arrives at time $Y_v$, then suppose that Algorithm 1 matches $v$ to $u$ while making its probes to a subset of the edges of $R \times \{v\}$. In this case, we charge $w_u \cdot (1 - g(Y_v))/F$ to $\alpha_u$ and $w_u \cdot g(Y_v)/(F \cdot \text{OPT}(v, R))$ to $\phi_{v,R}$. Observe that each subset $R \subseteq U$ is charged at most once, as is each $u \in U$. Thus,

$$
\mathbb{E}[w(M)] = F \cdot \left( \sum_{u \in U} \mathbb{E}[\alpha_u] + \sum_{v \in V} \sum_{R \subseteq U} \text{OPT}(v, R) \cdot \mathbb{E}[\phi_{v,R}] \right),
$$

(2.10)

where the expectation is over the random variables $Y_v$ and $(\text{st}(e))_e \in E$. If we now set $\alpha_u^* := \mathbb{E}[\alpha_u]$ and $\phi_{v,R}^* := \mathbb{E}[\phi_{v,R}]$ for $u \in U, v \in V$ and $R \subseteq U$, then (2.10) implies the following lemma:

\begin{itemize}
  \item \textbf{Lemma 2.4.} Suppose $G = (U, V, E)$ is a stochastic graph for which Algorithm 1 returns the matching $M$ when presented $V$ based on $(Y_v)_{v \in V}$ generated u.a.r. from $[0, 1]$. In this case, if the variables $((\alpha_u^*), (\phi_{v,R}^*))_{v \in V, R \subseteq U}$ are defined through the above charging scheme, then

$$
\mathbb{E}[w(M)] = F \cdot \left( \sum_{u \in U} \alpha_u^* + \sum_{v \in V} \sum_{R \subseteq U} \text{OPT}(v, R) \cdot \phi_{v,R}^* \right).
$$

\end{itemize}

We claim the following regarding $((\alpha_u^*), (\phi_{v,R}^*))_{v \in V, R \subseteq U})$:

\begin{itemize}
  \item \textbf{Lemma 2.5.} If the online nodes of $G = (U, V, E)$ are presented to Algorithm 1 based on $(Y_v)_{v \in V}$ generated u.a.r. from $[0, 1]$, then the solution $((\alpha_u^*), (\phi_{v,R}^*))_{v \in V, R \subseteq U}$ is a feasible solution to $\text{LP-dual-DP}$.

\end{itemize}

Since LP-DP is a relaxation of the committal benchmark, Theorem 1.2 follows from Lemmas 2.4 and 2.5 in conjunction with weak duality.

2.0.2 Proving Dual Feasibility: Lemma 2.5

Let us suppose that the variables $((\alpha_u)_{u \in U}, (\phi_{v,R})_{v \in V, R \subseteq U})$ are defined as in the charging scheme of Section 2.0.1. In order to prove Lemma 2.5, we must show that for each fixed $u_0 \in U$ and $v_0 \in V$, we have that

$$
\mathbb{E}[p_{u_0, v_0} \cdot \alpha_{u_0} + w_{u_0} \cdot p_{u_0, v_0} \sum_{R \subseteq U: u_0 \in R} \phi_{v_0, R}] \geq w_{u_0} \cdot p_{u_0, v_0}.
$$

(2.11)

Our strategy for proving (2.11) first involves the same approach as used in Devanur et al. [10]. Specifically, we define the stochastic graph $G := (U, \tilde{V}, \tilde{E})$, where $\tilde{V} := V \setminus \{v_0\}$ and $G := G[U \cup \tilde{V}]$. We wish to compare the execution of the algorithm on the instance $G$ to its execution on the instance $G$. It will be convenient to couple the randomness between these two executions by making the following assumptions:
1. For each $e \in \tilde{E}$, $e$ is active in $\tilde{G}$ if and only if it is active in $G$.
2. The same random variables, $(Y_v)_{v \in \tilde{V}}$, are used in both executions.

If we now focus on the execution of $\tilde{G}$, then define the random variable $\tilde{Y}_e$ where $\tilde{Y}_e := Y_e$ if $u_0$ is matched to some $v_e \in \tilde{V}$, and $\tilde{Y}_e := 1$ if $u_0$ remains unmatched after the execution on $\tilde{G}$. We refer to the random variable $\tilde{Y}_e$ as the critical time of vertex $u_0$ with respect to $v_0$. We claim the following lower bounds on $\alpha_{u_0}$ in terms of the critical time $\tilde{Y}_e$.

**Proposition 2.6.**
- If $G$ is rankable, then $\alpha_{u_0} \geq \left(1 - \frac{1}{e}\right)^{-1} w_{u_0} (1 - g(\tilde{Y}_e))$.
- Otherwise, $\mathbb{E}[\alpha_{u_0} \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] \geq \left(1 - \frac{1}{e}\right)^{-1} w_{u_0} (1 - g(\tilde{Y}_e))$.

**Remark 2.7.** Note that Proposition 2.6 is the only part of the proof of Theorem 1.2 which is affected by whether or not $G$ is rankable. We defer the proof of Proposition 2.6 to Appendix B.

By taking the appropriate conditional expectation, we can also lower bound the random variables $(\phi_{v_0, R})_{u_0 \in \tilde{U}}$.

**Proposition 2.8.**

$$\sum_{\tilde{R} \subseteq \tilde{U} \setminus u_0 \in \tilde{R}} \mathbb{E}[\phi_{v_0, R} \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] \geq \frac{1}{F} \int_0^{\tilde{Y}_e} g(z) \, dz.$$

**Proof of Proposition 2.8.** We first define $R_{v_0}$ as the unmatched vertices of $U$ when $v_0$ arrives (this is a random subset of $U$). We also once again use $\mathcal{M}$ to denote the matching returned by Algorithm 1 when executing on $G$. If we now take a fixed subset $R \subseteq U$, then the charging assignment to $\phi_{v_0, R}$ ensures that

$$\phi_{v_0, R} = w(\mathcal{M}(v_0)) \cdot \frac{g(Y_{v_0})}{F \cdot \text{OPT}(v_0, R)} \cdot 1_{[R_{v_0} = R]},$$

where $w(\mathcal{M}(v_0))$ corresponds to the weight of the vertex matched to $v_0$ (which is zero if $v_0$ remains unmatched after the execution on $G$). In order to make use of this relation, let us first condition on the values of $(Y_v)_{v \in \tilde{V}}$, as well as the states of the edges of $\tilde{E}$; that is, $(st(e))_{e \in \tilde{E}}$. Observe that once we condition on this information, we can determine $g(Y_{v_0})$, as well as $R_{v_0}$. As such,

$$\mathbb{E}[\phi_{v_0, R} \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] = \frac{g(Y_{v_0})}{F \cdot \text{OPT}(v_0, R)} \mathbb{E}[w(\mathcal{M}(v_0)) \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] \cdot 1_{[R_{v_0} = R]}.$$

On the other hand, the only randomness which remains in the conditional expectation involving $w(\mathcal{M}(v_0))$ is over the states of the edges adjacent to $v_0$. Observe now that since Algorithm 1 behaves optimally on $G[\{v_0\} \cup R_{v_0}]$, we get that

$$\mathbb{E}[w(\mathcal{M}(v_0)) \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] = \text{OPT}(v_0, R_{v_0}),$$

and so for the fixed subset $R \subseteq U$,

$$\mathbb{E}[w(\mathcal{M}(v_0)) \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] \cdot 1_{[R_{v_0} = R]} = \text{OPT}(v_0, R) \cdot 1_{[R_{v_0} = R]}$$

after multiplying each side of (2.12) by the indicator random variable $1_{[R_{v_0} = R]}$. Thus,

$$\mathbb{E}[\phi_{v_0, R} \mid (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] = \frac{g(Y_{v_0})}{F} \cdot 1_{[R_{v_0} = R]}.$$
after cancellation. We therefore get that
\[
\sum_{R \subseteq U: \ u_0 \in R} \mathbb{E}[\phi_{v_0, R} | (Y_v)_{v \in V}, (st(e))_{e \in E}] = \frac{g(Y_{v_0})}{F} \sum_{R \subseteq U: \ u_0 \in R} 1_{[R_{v_0} = R]}.
\]

Let us now focus on the case when \( v_0 \) arrives before the critical time; that is, \( 0 \leq Y_{v_0} < \tilde{Y}_c \).

Up until the arrival of \( v_0 \), the executions of the algorithm on \( G \) and \( \tilde{G} \) proceed identically, thanks to the coupling between the executions. As such, \( u_0 \) must be available when \( v_0 \) arrives.

We interpret this observation in the above notation as saying the following:
\[
1_{[Y_{v_0} < \tilde{Y}_c]} \leq \sum_{R \subseteq U: \ u_0 \in R} 1_{[R_{v_0} = R]}.
\]

As a result,
\[
\sum_{R \subseteq U: \ u_0 \in R} \mathbb{E}[\phi_{v_0, R} | (Y_v)_{v \in V}, (st(e))_{e \in E}] \geq \frac{g(Y_{v_0})}{F} 1_{[Y_{v_0} < \tilde{Y}_c]}.
\]

Now, if we take expectation over \( Y_{v_0} \), while still conditioning on the random variables \((Y_v)_{v \in \tilde{V}}\), then we get that
\[
\mathbb{E}[g(Y_{v_0}) \cdot 1_{[Y_{v_0} < \tilde{Y}_c]} | (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] = \int_0^{\tilde{Y}_c} g(z) \, dz,
\]
as \( Y_{v_0} \) is drawn uniformly from \([0, 1]\), independently from \((Y_v)_{v \in \tilde{V}}\) and \((st(e))_{e \in \tilde{E}}\). Thus, after applying the law of iterated expectations,
\[
\sum_{R \subseteq U: \ u_0 \in R} \mathbb{E}[\phi_{v_0, R} | (Y_v)_{v \in \tilde{V}}, (st(e))_{e \in \tilde{E}}] \geq \frac{1}{F} \int_0^{\tilde{Y}_c} g(z) \, dz,
\]
and so the claim holds.

With Propositions 2.6 and 2.8, the proof of Lemma 2.5 follows easily (see Appendix B), and so Theorem 1.2 is proven.

### 3 Edge Weights

Let us suppose that \( G = (U, V, E) \) is a stochastic graph with arbitrary edge weights, probabilities and downward-closed probing constraints \((C_v)_{v \in V}\). For each \( k \geq 1 \) and \( e = (e_1, \ldots, e_k) \in E^{(k)} \), define \( g(e) := \prod_{i=1}^{k} (1 - p_{e_i}) \). Notice that \( g(e) \) corresponds to the probability that all the edges of \( e \) are inactive, where \( g(\lambda) := 1 \) for the empty string \( \lambda \). We also define \( e_{<i} := (e_1, \ldots, e_{i-1}) \) for each \( 2 \leq i \leq k \), which we denote by \( e_{<i} \) when clear. By convention, \( e_{<1} := \lambda \). Observe then that \( \text{val}(e) := \sum_{i=1}^{k} p_{e_i} \cdot w_{e_i} \cdot g(e_{<i}) \) corresponds to the expected weight of the first active edge if \( e \) is probed in order of its indices, where \( \text{val}(\lambda) := 0 \).

For each \( v \in V \), we introduce a decision variable denoted \( x_v(e) \), which may loosely be interpreted as the likelihood the committal benchmark probes the edges in the order specified...
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by $e = (e_1, \ldots, e_k)$ \textsuperscript{6}. With this notation, we express the following LP:

maximize \quad \sum_{v \in V} \sum_{e \in C_v} \text{val}(e) \cdot x_v(e) \quad \text{(LP-config)}

subject to \quad \sum_{v \in V} \sum_{e \in C_v \atop (u,v) \in e} p_{u,v} \cdot g(e_{c(u,v)}) \cdot x_v(e) \leq 1 \quad \forall u \in U \quad (3.1)

\quad \sum_{e \in C_v} x_v(e) = 1 \quad \forall v \in V, \quad (3.2)

\quad x_v(e) \geq 0 \quad \forall v \in V, e \in C_v \quad (3.3)

Denote $LPOPT_{conf}(G)$ as the optimal value of LP-config. This LP was developed from insights relevant to both the secretary and prophet settings. Specifically, the DP-OPT algorithm of Theorem 2.1 can be used as a (deterministic) polynomial time separation oracle for the dual of LP-config. This ensures that LP-config can be solved in polynomial time as a consequence of how the ellipsoid algorithm \cite{26, 11} executes (see Theorem A.1 in Appendix A for details). In \cite{5}, we prove that LP-config is a relaxation of the committal benchmark. Unlike previous LP relaxations of the committal benchmark, we are not aware of an easy proof of this fact, and we consider it to be a technical contribution.

We now define a fixed vertex probing algorithm, called VERTEXPROBE, which is applied to an online vertex $s$ of an arbitrary stochastic graph (potentially distinct from $G$) with probing constraints $C_s$ on $\partial(s)$. Specifically, given non-negative values $(z(e))_{e \in C}$, which satisfy $\sum_{e \in C_s} z(e) = 1$, draw $e'$ with probability $z(e')$. If $e' = (e_1', \ldots, e_k')$ for $k := |e'| \geq 1$, then probe the edges of $e'$ in order, and match $s$ to the first edge revealed to be active. If no such edge exists, or $e' = \emptyset$, then return $\emptyset$.

\textbf{Lemma 3.1.} Suppose VERTEXPROBE is passed a fixed online node $s$ of a stochastic graph, and values $(z(e))_{e \in C_s}$ which satisfy $\sum_{e \in C_s} z(e) = 1$. If for each $e \in \partial(s)$,

$$z_e := \sum_{e' \in C_s \atop e \in e'} g(e_{c(e)}) \cdot z(e'),$$

then $e$ is probed with probability $z_e$, and returned by the algorithm with probability $p_e \cdot z_e$.

\textbf{Remark 3.2.} If VERTEXPROBE outputs the edge $e = (u, s)$ when executing on the fixed node $s$, then we say that $s$ commits to the edge $e = (u, s)$, or that $s$ commits to $u$.

Returning to the problem of designing an online probing algorithm for $G$, let us assume that $n := |V|$, and that the online nodes of $V$ are denoted $v_1, \ldots, v_n$, where the order is generated u.a.r. Denote $V_t$ as the set of first $t$ arrivals of $V$; that is, $V_t := \{v_1, \ldots, v_t\}$. Moreover, set $G_t := G[U \cup V_t]$, and $LPOPT_{conf}(G_t)$ as the value of an optimal solution to LP-config (this is a random variable, as $V_t$ is a random subset of $V$). The following inequality then holds:

\textbf{Lemma 3.3.} For each $t \geq 1$, $E[LPOPT_{conf}(G_t)] \geq \frac{t}{n} LPOPT_{conf}(G)$.

In light of this observation, we design an online probing algorithm which makes use of $V_t$, the currently known nodes, to derive an optimal LP solution with respect to $G_t$. As such, each time an online node arrives, we must compute an optimal solution for the LP associated to $G_t$, distinct from the solution computed for that of $G_{t-1}$.

\textsuperscript{6} While this is the natural interpretation of the decision variables of LP-config, to the best of our knowledge, formally defining the variables in this way does not lead to a proof that LP-config relaxes the committal benchmark. We discuss this in detail in \cite{5}.
We considered the online stochastic bipartite matching with commitment in a number of
arrivals. The best known ROM inapproximation of \(0.823\) (due to Manshadi et al. [21]) comes
from the classical i.i.d. unweighted graph setting for a known distribution and applies to
randomized as well as deterministic algorithms.

\footnote{Note that since \(V_t\) is a set, conditioning on \(V_t\) only reveals which vertices of \(V\) encompass the first \(t\) arrivals, not the order they arrived in. Hence, conditioning on \(V_t\) as well reveals strictly more information.}
What is the best ratio that a deterministic or randomized online algorithm can obtain for all vertex weighted stochastic graphs in the ROM setting? That is, what competitive ratio can be achieved without the rankable assumption? Is there an online probing algorithm which can surpass the $1 - 1/e$ “barrier” with or without the rankable assumption? Here we note that in the classical ROM setting, the RANKING algorithm achieves a 0.696 ratio for unweighted graphs (due to Mahdian and Yan [20]) and a 0.6534 ratio (due to Huang et al. [15]) for vertex weighted graphs. Thus, randomization seems to significantly help in the classical ROM setting.

What is the best ratio that a randomized online algorithm can obtain for stochastic graphs in the adversarial arrival model? The Mehta and Panigrafii [22] 0.621 inapproximation shows that randomized probing algorithms (even for unweighted graphs and unit patience) cannot achieve a $1 - 1/e$ performance guarantee against LP-std-unit, however the work of Goyal and Udwani [12] suggests that this is because LP-std-unit is too loose a relaxation of the committal benchmark.

For edge weighted graphs, can we achieve a $\frac{1}{e}$ competitive ratio (or any constant ratio) by a combinatorial (and more efficient) algorithm? Our vertex weighted algorithm can be viewed as a truthful online (or random order) posted price mechanism. Can we modify the edge weighted algorithm to be a truthful mechanism thereby generalizing the truthful mechanism of Reiffenhauser [25]? Note that unlike the vertex weighted algorithm, our algorithm for edge weights does not necessarily make an optimal social welfare decision for each online node.
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A Solving LP-config Efficiently

Suppose that we are given an arbitrary stochastic graph $G = (U, V, E)$. We contrast LP-config with LP-std, which is defined only when $G$ has patience values $(\ell_v)_{v \in V}$:

\[
\begin{align*}
\text{maximize} & \quad \sum_{e \in E} w_e \cdot p_e \cdot x_e & \quad \text{(LP-std)} \\
\text{subject to} & \quad \sum_{e \in \partial(u)} p_e \cdot x_e \leq 1 & \quad \forall u \in U \quad \text{(A.1)} \\
& \quad \sum_{e \in \partial(v)} p_e \cdot x_e \leq 1 & \quad \forall v \in V \quad \text{(A.2)} \\
& \quad \sum_{e \in \partial(v)} x_e \leq \ell_v & \quad \forall v \in V \quad \text{(A.3)} \\
& \quad x_e \geq 0 & \quad \forall e \in E. \quad \text{(A.4)}
\end{align*}
\]

Observe that LP-config and LP-std are the same LP in the case of unit patience:

\[
\begin{align*}
\text{maximize} & \quad \sum_{v \in V} \sum_{e \in \partial(v)} w_v \cdot p_e \cdot x_e & \quad \text{(LP-std-unit)} \\
\text{subject to} & \quad \sum_{e \in \partial(u)} p_e \cdot x_e \leq 1 & \quad \forall u \in U \quad \text{(A.5)} \\
& \quad \sum_{e \in \partial(v)} x_e \leq 1 & \quad \forall v \in V \quad \text{(A.6)} \\
& \quad x_e \geq 0 & \quad \forall e \in E. \quad \text{(A.7)}
\end{align*}
\]

A.1 Solving LP-config Efficiently

We now show how LP-config can be solved efficiently under the assumptions of Theorem 1.6.

\begin{itemize}
\item \textbf{Theorem A.1.} Suppose that $G = (U, V, E)$ is a stochastic graph with downward-closed probing constraints $(\mathcal{C}_e)_{e \in V}$. In the membership oracle model, LP-config is efficiently solvable in $|G|$.\end{itemize}
We prove Theorem A.1 by first considering the dual of LP-config. Note, that in the below LP formulation, if \( e = (e_1, \ldots, e_k) \in C_v \), then we set \( e_i = (u_i, v) \) for \( i = 1, \ldots, k \) for convenience.

\[
\begin{aligned}
\text{minimize} & \quad \sum_{u \in U} \alpha_u + \sum_{v \in V} \beta_v \\
\text{subject to} & \quad \beta_v + \sum_{j=1}^{\mid e \mid} p_{e_j} \cdot g(e_{<j}) \cdot \alpha_u \geq \sum_{j=1}^{\mid e \mid} p_{e_j} \cdot w_{e_j} \cdot g(e_{<j}) \quad \forall v \in V, e \in C_v \\
& \quad \alpha_u \geq 0 \quad \forall u \in U \\
& \quad \beta_v \in \mathbb{R} \quad \forall v \in V
\end{aligned}
\]  
(LP-config-dual)

Observe that to prove Theorem A.1, it suffices to show that LP-config-dual has a (deterministic) polynomial time separation oracle, as a consequence of how the ellipsoid algorithm [26, 11] executes (see [28, 27, 2, 19] for more detail).

Suppose that we are presented a particular selection of dual variables, say \( (\alpha_u)_{u \in U} \) and \( (\beta_v)_{v \in V} \), which may or may not be a feasible solution to LP-config-dual. Our separation oracle must determine efficiently whether these variables satisfy all the constraints of LP-config-dual.

In the case in which the solution is infeasible, the oracle must additionally return a constraint which is violated.

It is clear that we can accomplish this for the non-negativity constraints, so let us fix a particular \( v \in V \) in what follows. We wish to determine whether there exists some \( e = (e_1, \ldots, e_{\mid e \mid}) \in C_v \), such that if \( e_i = (u_i, v) \) for \( i = 1, \ldots, k \), then

\[
f(e) := \sum_{j=1}^{\mid e \mid} (w_{e_j} - \alpha_u) \cdot p_{e_j} \cdot g(e_{<j}) > \beta_v,
\]  
(A.8)

where \( f(e) := 0 \) if \( e = \lambda \).

**Lemma A.2.** In the membership oracle model, DP-OPT of Proposition 2.1 can be used to efficiently check whether \( f(e') > \beta_v \) for some \( e' \in C_v \), provided \( C_v \) is downward-closed. Moreover, if such a tuple exists, then it can be found efficiently.

**Proof.** In order to make this statement, it suffices to show how one can use DP-OPT to maximize the function \( f \) efficiently.

Compute \( \tilde{w}_e := w_e - \alpha_u \) for each \( e = (u,v) \in \partial(v) \), and define \( \tilde{P} := \{e \in \partial(v) : \tilde{w}_e \geq 0\} \). First observe that if \( \tilde{P} = \emptyset \), then (A.8) is maximized by the empty-string \( \lambda \). Thus, for now on assume that \( \tilde{P} \neq \emptyset \). Since \( C_v \) is downward-closed, it suffices to consider those \( e \in C_v \) whose edges all lie in \( \tilde{P} \). As such, for notational convenience, let us hereby assume that \( \partial(v) = \tilde{P} \).

Observe then that maximizing \( f \) corresponds to executing DP-OPT on the stochastic graph \( G[U \cup \{v\}] \), with edge weights replaced by \( (\tilde{w}_e)_{e \in \partial(v)} \).

**B Proofs and Additions to Section 2**

**Proof of Theorem 1.1.** Let \( G = (U, V, E) \) be a vertex weighted stochastic graph, and assume that Algorithm 1 returns the matching \( M \) when the online vertices of \( G \) are presented to the algorithm in adversarial order.

We now define a charging assignment as Algorithm 1 executes on \( G \). First, initialize a dual solution \( ((\alpha_u)_{u \in U}, (\phi_{u,v,R})_{v \in V, R \subseteq U}) \) where all the variables are set equal to 0. Let us now take \( v \in V, u \in U \), and \( R \subseteq U \), where \( u \in R \). If \( R \) consists of the unmatched vertices when \( v \) it arrives, then suppose that Algorithm 1 matches \( v \) to \( u \) while making its probes to
a subset of the edges of $R \times \{v\}$. In this case, we charge $w_u$ to $\alpha_u$ and $w_u/OPT(v, R)$ to $\phi_{u,R}$. Observe that each subset $R \subseteq U$ is charged at most once, as is each $u \in U$. Thus,

$$E[w(M)] = \frac{1}{2} \left( \sum_{u \in U} E[\alpha_u] + \sum_{v \in V} \sum_{R \subseteq U} OPT(v, R) \cdot E[\phi_{v,R}] \right), 
$$

(B.1)

where the expectation is over $(st(e))_{e \in E}$. Let us now set $\alpha^*_u := E[\alpha_u]$ and $\phi^*_{u,R} := E[\phi_{u,R}]$ for $u \in U$, $v \in V$ and $R \subseteq U$. We claim that $((\alpha^*_u)_{u \in U}, (\phi^*_{u,R})_{v \in V, R \subseteq U})$ is a feasible solution to LP-dual-DP. To show this, we must prove that for each fixed $u_0 \in U$ and $v_0 \in V$, we have that

$$E[p_{u_0,v_0} \cdot \alpha_{u_0} + w_{u_0} \cdot p_{u_0,v_0} \sum_{R \subseteq U: u_0 \in R} \phi_{v_0,R}] \geq w_{u_0} \cdot p_{u_0,v_0}.
$$

(B.2)

We first define $R_{v_0}$ as the unmatched vertices of $U$ when $v_0$ arrives (this is a random subset of $U$). Moreover, define $E := E \setminus \partial(v_0)$. We claim the following inequality:

$$\sum_{R \subseteq U: u_0 \in R} E[\phi_{v_0,R} | (st(e))_{e \in E}] = 1_{[u_0 \in R_{v_0}]}.
$$

To see this, observe that if we take a fixed subset $R \subseteq U$, then the charging assignment to $\phi_{v_0,R}$ ensures that

$$\phi_{v_0,R} = w(M(v_0)) \cdot \frac{1}{OPT(v_0,R)} \cdot 1_{[R_{v_0} = R]},
$$

where $w(M(v_0))$ corresponds to the weight of the vertex matched to $v_0$ (which is zero if $v_0$ remains unmatched after the execution on $G$). In order to make use of this relation, let us first condition on $(st(e))_{e \in E}$. Observe that once we condition on this information, we can determine $R_{v_0}$. As such,

$$E[\phi_{v_0,R} | (st(e))_{e \in E}] = \frac{1}{OPT(v_0,R)} \cdot E[w(M(v_0)) | (st(e))_{e \in E}] \cdot 1_{[R_{v_0} = R]}.
$$

On the other hand, the only randomness which remains in the conditional expectation involving $w(M(v_0))$ is over $(st(e))_{e \in \partial(v_0)}$. However, since Algorithm 1 behaves optimally on $G[\{v_0 \cup R_{v_0}\}]$, we get that

$$E[w(M(v_0)) | (Y_v)_{v \in V}, (st(e))_{e \in E}] = OPT(v_0, R_{v_0}),
$$

(B.3)

and so for the fixed subset $R \subseteq U$,

$$E[w(M(v_0)) | (st(e))_{e \in E}] \cdot 1_{[R_{v_0} = R]} = OPT(v_0, R) \cdot 1_{[R_{v_0} = R]}
$$

after multiplying each side of (B.3) by the indicator random variable $1_{[R_{v_0} = R]}$. Thus,

$$E[\phi_{v_0,R} | (st(e))_{e \in E}] = 1_{[R_{v_0} = R]},
$$

after cancellation. We therefore get that

$$\sum_{R \subseteq U: u_0 \in R} E[\phi_{v_0,R} | (st(e))_{e \in E}] = \sum_{R \subseteq U: u_0 \in R} 1_{[R_{v_0} = R]} = 1_{[u_0 \in R_{v_0}]}.$$
as claimed. On the other hand, if we focus on the vertex \( u_0 \), then observe that if \( u_0 \notin R_v \), then \( \alpha_{u_0} \) must have been charged \( w_u \). In other words, \( \alpha_{u_0} \geq w_u \cdot 1_{[u_0 \notin R_v]} \). As a result,

\[
\mathbb{E}[p_{u_0,v_0} \alpha_{u_0} + w_{u_0}p_{u_0,v_0} \sum_{R \subseteq U \setminus \{u_0\}} \phi_{v,R} (st(e)) \epsilon_{R,v_0} \geq w_{u_0}p_{u_0,v_0} \cdot 1_{[u_0 \notin R_v]} + w_{u_0}p_{u_0,v_0} \cdot 1_{[u_0 \in R_v]},
\]

and so (B.2) follows after taking expectations. The solution \( (\alpha^*_u)_{u \in U}, (\phi^*_v)_{v \in V, R \subseteq U} \) is therefore feasible, and so since \( \text{OPT}(G) \leq \text{LPOPT}_{DP}(G) \), the proof is complete after applying weak duality and (B.1).

\[\blacktriangleright\text{Example B.1.}\]

Let \( G = (U, V, E) \) be a bipartite graph with \( U = \{u_1, u_2, u_3, u_4\} \), \( V = \{v\} \) and \( \ell_v = 2 \). Set \( p_{u_1,v} = 1/3 \), \( p_{u_2,v} = 1 \), \( p_{u_3,v} = 1/2 \), \( p_{u_4,v} = 2/3 \). Fix \( \epsilon > 0 \), and let the weights of offline vertices be \( w_{u_1} = 1 + \epsilon \), \( w_{u_2} = 1 + \epsilon/2 \), \( w_{u_3} = w_{u_4} = 1 \). We assume that \( \epsilon \) is sufficiently small – concretely, \( \epsilon \leq 1/12 \). If \( R_1 := U \), then \( \text{OPT}(v, R_1) \) probes \( (u_1, v) \) and then \( (u_2, v) \) in order. On the other hand, if \( R_2 = R_1 \setminus \{v_2\} \), then \( \text{OPT}(v, R_2) \) does not probe \( (u_1, v) \). Specifically, \( \text{OPT}(v, R_2) \) probes \( (u_3, v) \) and then \( (u_4, v) \).

\[\text{Proof of Proposition 2.6.}\]

For each \( v \in V \), denote \( R^v(G) \) as the unmatched (remaining) vertices of \( U \) right after \( v \) is processed (attempts its probes) in the execution on \( G \). We emphasize that if a probe of \( v \) yields an active edge, thus matching \( v \), then this match is excluded from \( R^v(G) \). Similarly, define \( R^\tilde{v}(\tilde{G}) \) in the same way for the execution on \( \tilde{G} \) (where \( v \) is now restricted to \( \tilde{V} \)).

We first consider the case when \( G \) is rankable, and so \( F(G) = 1 - 1/\epsilon \). Observe that since the constraints \( (C_v)_{v \in V} \) are substring-closed, we can use the coupling between the two executions to inductively prove that

\[ R^v(G) \subseteq R^v(\tilde{G}), \tag{B.4} \]

for each \( v \in \tilde{V} \).\footnote{Example B.1 shows why (B.4) will not hold if \( G \) is not rankable.} Now, since \( g(1) = 1 \) (by assumption), there is nothing to prove if \( \tilde{Y}_e = 1 \). Thus, we may assume that \( \tilde{Y}_e < 1 \), and as a consequence, that there exists some vertex \( v \) which matches to \( u_0 \) at time \( \tilde{Y}_e \) in the execution on \( \tilde{G} \).

On the other hand, by assumption we know that \( u_0 \notin R^v(\tilde{G}) \) and thus by (B.4), that \( u_0 \notin R^v(G) \). As such, there exists some \( v' \in V \) which probes \( (u_0, v') \) and succeeds in matching to \( u_0 \) at time \( Y_{v'} \leq \tilde{Y}_e \). Thus, since \( g \) is monotone,

\[
\alpha_{u_0} \geq \left(1 - \frac{1}{\epsilon}\right)^{-1} w_{u_0} \cdot (1 - g(Y_{v'})) \cdot 1_{[\tilde{Y}_e < 1]} \geq \left(1 - \frac{1}{\epsilon}\right)^{-1} w_{u_0} \cdot (1 - g(\tilde{Y}_e)),
\]

and so the rankable case is complete.

We now consider the case when \( G \) is not rankable. Suppose that \( M(v_0) \) is the vertex matched to \( v_0 \) when the algorithm executes on \( G \), where \( M(v_0) := 0 \) provided no match is made. Observe then that if no match is made to \( v_0 \) in this execution, then the execution proceeds identically to the execution on \( \tilde{G} \). As a result, we get the following relation:

\[
\alpha_{u_0} \geq \frac{w_{u_0}}{F} (1 - g(\tilde{Y}_e)) \cdot 1_{[M(v_0) = \emptyset]}.
\]

Now, let us condition on \( (st(e))_{e \in \tilde{E}} \) and \( (Y_{\tilde{v}})_{v \in \tilde{V}} \), and recall the definitions of \( p_{u_0} := \max_{v \in M(v_0)} p_c \) and \( c_{v_0} := \max_{v \in M(v_0)} |e| \). Observe that if every probe involving an edge of
\( \partial(v_0) \) is inactive, then \( \mathcal{M}(v_0) = \emptyset \). On the other hand, each probe independently fails with probability at least \((1 - p_{v_0})\), and there are at most \( c_{v_0} \) probes made to \( \partial(v_0) \). Thus,
\[
\mathbb{P}[\mathcal{M}(v_0) = \emptyset \mid (st(e))_{e \in \tilde{E}}, (Y_e)_{v \in V}] \geq (1 - p_{v_0})^{c_{v_0}}
\]
Now, since \( F(G) = (1 - 1/e) \cdot \min_{v \in V} (1 - p_v)e \), we get that
\[
\mathbb{E}[\alpha_{u_0} \mid (Y_e)_{v \in V}, (st(e))_{e \in \tilde{E}}] \geq \left( 1 - \frac{1}{e} \right)^{-1} w_{u_0} (1 - g(\tilde{Y}_e)),
\]
and so the proof is complete. ▷

**Proof of Lemma 2.5.** We first observe that by taking the appropriate conditional expectation, Proposition 2.6 ensures that
\[
\mathbb{E}[\alpha_{u_0} \mid (Y_e)_{v \in V}, (st(e))_{e \in \tilde{E}}] \geq \left( 1 - \frac{1}{e} \right)^{-1} w_{u_0} (1 - g(\tilde{Y}_e)),
\]
where the right-hand side follows since \( \tilde{Y}_e \) is entirely determined from \((Y_e)_{v \in V}\) and \((st(e))_{e \in \tilde{E}}\). Thus, combined with Proposition 2.8,
\[
\mathbb{E}[p_{u_0, v_0} \cdot \alpha_{u_0} + w_{u_0} \cdot p_{u_0, v_0} \cdot \sum_{R \subseteq U \setminus \{u_0\}} \phi_{v, R} \mid (Y_e)_{v \in V}, (st(e))_{e \in \tilde{E}}],
\]
is lower bounded by
\[
\left( 1 - \frac{1}{e} \right)^{-1} w_{u_0} \cdot p_{u_0, v_0} \cdot (1 - g(\tilde{Y}_e)) + \frac{w_{u_0} p_{u_0, v_0}}{F} \int_0^{\tilde{Y}_e} g(z) \, dz.
\]
However, \( g(z) := \exp(z - 1) \) for \( z \in [0, 1] \) by assumption, so
\[
(1 - g(\tilde{Y}_e)) + \int_0^{\tilde{Y}_e} g(z) \, dz = \left( 1 - \frac{1}{e} \right),
\]
no matter the value of the critical time \( \tilde{Y}_e \). Thus,
\[
\left( 1 - \frac{1}{e} \right)^{-1} \left( (1 - g(\tilde{Y}_e)) + \frac{1 - 1/e}{F} \int_0^{\tilde{Y}_e} g(z) \, dz \right) \geq 1,
\]
as \( F \leq 1 - 1/e \) by definition (see (2.9)). If we now lower bound (B.6) using (B.7) and take expectations over (B.5), it follows that
\[
\mathbb{E}[p_{u_0, v_0} \cdot \alpha_{u_0} + w_{u_0} \cdot p_{u_0, v_0} \cdot \sum_{R \subseteq U \setminus \{u_0\}} \phi_{v, R}] \geq w_{u_0} \cdot p_{u_0, v_0}.
\]
As the vertices \( u_0 \in U \) and \( v_0 \in V \) were chosen arbitrarily, the proposed dual solution of Lemma 2.5 is feasible, and so the proof is complete. ▷

**C  Proofs and Additions to Section 3**

**Proof of Theorem 1.6.** Clearly, Algorithm 2 can be implemented efficiently, since LP-config is efficiently solvable. Thus, we focus on proving the algorithm attains the desired asymptotic competitive ratio.
Let us consider the matching $\mathcal{M}$ returned by the algorithm, as well as its weight, which we denote by $w(\mathcal{M})$. Set $\alpha := 1/e$ for clarity, and take $t \geq \lceil \alpha n \rceil$, where we define $R_t$ to be the unmatched vertices of $U$ when vertex $v_t$ arrives. Moreover, define $e_t$ as the edge $v_t$ commits to, which is the empty-set by definition if no such commitment is made. Observe that

$$\mathbb{E}[w(\mathcal{M})] = \sum_{t = \lceil \alpha n \rceil}^{n} \mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]}].$$  \hfill (C.1)$$

Fix $\lceil \alpha n \rceil \leq t \leq n$, and first observe that $w(u_t, v_t)$ and $\{u_t \in R_t\}$ are conditionally independent given $(V_t, v_t)$, as the probes involving $\partial(v_t)$ are independent from those of $v_1, \ldots, v_{t-1}$. Thus,

$$\mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]} | V_t, v_t] = \mathbb{E}[w(u_t, v_t) | V_t, v_t] \cdot \mathbb{P}[u_t \in R_t | V_t, v_t].$$

Moreover, Lemma 3.6 implies that

$$\mathbb{E}[w(u_t, v_t) | V_t, v_t] \cdot \mathbb{P}[u_t \in R_t | V_t, v_t] \geq \mathbb{E}[w(u_t, v_t) | V_t, v_t] f(t, n),$$

and so

$$\mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]} | V_t, v_t] \geq \mathbb{E}[w(u_t, v_t) | V_t, v_t] f(t, n).$$

Thus, by the law of iterated expectations\footnote{$\mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]} | V_t, v_t]$ is a random variable which depends on $V_t$ and $v_t$, and so the outer expectation is over the randomness in $V_t$ and $v_t$.}

$$\mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]}] = \mathbb{E}[\mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]} | V_t, v_t]] \geq \mathbb{E}[\mathbb{E}[w(u_t, v_t) | V_t, v_t] f(t, n)] = f(t, n) \mathbb{E}[w(u_t, v_t)].$$

As a result, using (C.1), we get that

$$\mathbb{E}[w(\mathcal{M})] = \sum_{t = \lceil \alpha n \rceil}^{n} \mathbb{E}[w(u_t, v_t) \cdot 1_{[u_t \in R_t]}] \geq \sum_{t = \lceil \alpha n \rceil}^{n} f(t, n) \mathbb{E}[w(u_t, v_t)].$$

We may thus conclude that

$$\mathbb{E}[w(\mathcal{M})] \geq \text{LPOPT}_{\text{conf}}(G) \sum_{t = \lceil \alpha n \rceil}^{n} \frac{f(t, n)}{n},$$

after applying Lemma 3.5. As $\sum_{t = \lceil \alpha n \rceil}^{n} f(t, n)/n \geq (1/e - 1/n)$, the result holds. \hfill $\blacksquare$
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Abstract
We consider the problem of maximizing a submodular function under the $b$-matching constraint, in the semi-streaming model. Our main results can be summarized as follows.
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1 Introduction

Let $G = (V, E)$ be a multi-graph (with no self-loop) where each vertex $v \in V$ is associated with a capacity $b_v \in \mathbb{Z}^+$. A $b$-matching is a subset of edges $M \subseteq E$ where each vertex $v$ has at most $b_v$ incident edges contained in $M$.

In the maximum weight $b$-matching problem, edges are given weights $w : E \to \mathbb{R}_+$ and we need to compute a $b$-matching $M$ so that $w(M) = \sum_{e \in M} w(e)$ is maximized. A generalization of the problem is that of maximizing a non-negative submodular function $f : 2^E \to \mathbb{R}_+$ under...
the \(b\)-matching constraint, namely, we look for a \(b\)-matching \(M\) so that \(f(M)\) is maximized. Here we recall the definition of a submodular function:

\[
\forall X \subseteq Y \subseteq E, \forall e \in E \setminus Y, f(X \cup \{e\}) - f(X) \geq f(Y \cup \{e\}) - f(Y).
\]

Additionally \(f\) is monotone if \(\forall X \subseteq Y \subseteq E, f(X) \leq f(Y)\), otherwise it is non-monotone. Observe that the maximum weight matching is the special case where \(f\) is a linear sum of the weights associated with the edges.

In the traditional offline setting, both problems are extensively studied. The maximum weight \(b\)-matching can be solved in polynomial time [16]; maximizing a non-negative monotone submodular function under \(b\)-matching constraint is NP-hard and the best approximation ratios so far are \(2 + \varepsilon\) and \(4 + \varepsilon\), for the monotone and non-monotone case, respectively [8].

In this work, we consider the problem in the semi-streaming model [14]. Here the edges in \(E\) arrive over time but we have only limited space (ideally proportional to the output size) and cannot afford to store all edges in \(E\) – this rules out the possibility of applying known offline algorithms.

1.1 Our Contribution

We start with the maximum weight \((b)\)-matching. For this problem, a long series of papers [4, 5, 6, 10, 12, 13, 15, 17] have proposed semi-streaming algorithms, with progressively improved approximation ratios, culminating in the work of Paz and Schwartzman [15], where \(2 + \varepsilon\) approximation is attained, for the simple matching. For the general \(b\)-matching, very recently, Levin and Wajc [12] gave a \(3 + \varepsilon\) approximation algorithm. We close the gap between the simple matching and the general \(b\)-matching.

\begin{itemize}
  \item \textbf{Theorem 1.} For the maximum weight \(b\)-matching problem, we obtain a \(2 + \varepsilon\) approximation algorithm using \(O\left(\log_{1+\varepsilon}(W/\varepsilon) \cdot |M_{\text{max}}|\right)\) variables in memory, and another using \(O\left(\log_{1+\varepsilon}(1/\varepsilon) \cdot |M_{\text{max}}| + \sum_{e \in Y} b_e\right)\) variables, where \(M_{\text{max}}\) denotes the maximum cardinality \(b\)-matching and \(W\) denotes the maximum ratio between two non-zero weights.
\end{itemize}

Next we consider the general case of submodular functions, for whom approximation algorithms have been proposed in [2, 3, 12, 7]. The current best ratios obtained by Levin and Wajc [12] are \(3 + 2\sqrt{2} \approx 5.828\) and \(4 + 2\sqrt{3} \approx 7.464\), for the monotone and non-monotone functions respectively. We propose an alternative algorithm to achieve the same bounds.

\begin{itemize}
  \item \textbf{Theorem 2.} To maximize a non-negative submodular function under \(b\)-matching constraint, we obtain algorithms providing a \(3 + 2\sqrt{2} \approx 5.828\) approximation for monotone functions and a \(4 + 2\sqrt{3} \approx 7.464\) approximation for non-monotone functions, using \(O(\log W \cdot |M_{\text{max}}|)\) variables, where \(M_{\text{max}}\) denotes the maximum cardinality \(b\)-matching and \(W\) denotes the maximum quotient \(f(e|Y)\), for \(X \subseteq Y \subseteq E, e, e' \in E\), \(f(e'|X) > 0\).
\end{itemize}

It should be pointed out that in [12], for the case of non-monotone functions, their algorithm only works for the simple matching, and it is unclear how to generalize it to the general \(b\)-matching [11], while our algorithm lifts this restriction\(^1\). Another interesting thing to observe is that even though the achieved ratios are the same and our analysis borrows ideas from [12], our algorithm is not really just the same algorithm disguised under a different form. See Appendix B for a concrete example where the two algorithms behave differently.

\(^1\) However, when the graph is bipartite, this ratio of \(4 + 2\sqrt{3} \approx 7.464\) is already obtained by Garg et al. [9], even for the general \(b\)-matching constraint.
We also consider an extension, where a matroid\(^2\) is imposed on the edges. Specifically, here \(G = (V, E)\) is a \(k\)-uniform hypergraph, where each edge \(e \in E\) contains \(k\) vertices in \(V\). In addition to the capacities \(b_e\), a matroid \(\mathcal{M} = (E, \mathcal{I})\) is given. A \(b\)-matching \(M\) is feasible only if \(M\) is an independent set in \(\mathcal{I}\). The objective here is to find a feasible \(b\)-matching \(M\) that maximizes \(f(M)\) for a non-negative submodular function\(^3\).

To see our problem in a larger context, observe that it is a particular case of the \((k+1)\)-matchoid\(^4\). Using the current best algorithm of Chekuri et al.\(^5\) and Feldman et al.\(^7\), one can obtain \(4(k+1)\) and \(2(k+1) + 2\sqrt{(k+1)(k+2)} + 1\) for monotone and non-monotone functions, respectively. We obtain the following.

\begin{theorem}
To maximize a non-negative submodular function under the \(b\)-matching constraint along with an additional matroid constraint, we design an algorithm providing an approximation ratio bounded by \(O(k)\) for both monotone and non-monotone functions.
\end{theorem}

The exact expressions for the approximation ratios are formally stated in Theorems 27 and 29. Given \(k = 2,3,\) and \(4\), we obtain the approximation ratios of \(13.055, 15.283,\) and \(17.325\) for the monotone function. Our ratio is in general better when \(k \geq 3\) compared to the known technique of \([3,7]\). When the function is non-monotone, given \(k = 2,3,\) and \(4\), we obtain the ratios of \(14.857, 17.012,\) and \(18.999\), respectively. Our ratio is better when \(k \geq 4\) compared to the known technique of \([7]\).

### 1.2 Our Technique

We use a local-ratio technique to choose to retain or discard a newly arrived edge during the streaming phase. After this phase, a greedy algorithm, according to the reverse edge arrival order, is then applied to add edges one by one into the solution while guaranteeing feasibility.

This is in fact the same framework used in \([12,15]\). Our main technical innovation is to introduce a data structure, which takes the form of a set of queues. Such a set of queues is associated with each vertex (and with the imposed matroid). Every edge, if retained, will appear as an element\(^5\) in one of these queues for each of its endpoints (and for the imposed matroid). These queues will guide the greedy algorithm to make better choices and are critical in our improvement over previous results. Here we give some intuition behind these queues. Consider the maximum weight \(b\)-matching problem. Similar to \([9]\), we compute, for every edge, a gain. The sum of the gains of the retained edges can be shown to be at least half of the real weight of the unknown optimal matching. The question then boils down

\footnote{Recall that \(M = (E, \mathcal{I})\) is a matroid if the following three conditions hold: (1) \(\emptyset \in \mathcal{I}\), (2) if \(X \subseteq Y \in \mathcal{I}\), then \(X \in \mathcal{I}\), and (3) if \(X, Y \in \mathcal{I}, |Y| > |X|\), there exists an element \(e \in Y \setminus X\) so that \(X \cup \{e\} \in \mathcal{I}\). The sets in \(\mathcal{I}\) are the independent sets and the rank \(r_{\mathcal{M}}\) of the matroid \(\mathcal{M}\) is defined as \(\max_{X \subseteq \mathcal{I}} |X|\).

\footnote{It is natural to ask what if the submodular function is just a linear function. We observe that in this case, our problem reduces to maximizing a weighted rank function (recall that a weighted rank function over a matroid \(\mathcal{M}\) is a function \(f: 2^E \to \mathbb{R}_+\) that such that for \(X \subseteq E\), \(f(X) = \max_{Y \subseteq X, |Y| = |X|} w(Y)\)), a special case of a monotone submodular function, under the \(b\)-matching constraint. Our algorithm mentioned in Theorem 2 can be trivially generalized to give an approximation ratio of \(k + 1 + 2\sqrt{k}\) for this.

\footnote{Recall that a \(p\)-matchoid \(\mathcal{M}\) is a collection \((\mathcal{M}_i = (E_i, \mathcal{I}_i))_{i=1}^p\) of matroids, each defined on some (possibly distinct) subset \(E_i \subseteq E\), in which each element \(e \in E\) appears in at most \(p\) of the sets \(E_i\). To see our problem is a \((k+1)\)-matchoid, observe that we can define a uniform matroid on each vertex to replace the capacity constraint; as each edge appears in \(k\) vertices, in total it appears in \(k+1\) matroids.

\footnote{In this article, we will often use “edge” and “element” interchangeably.}}
to how to “extract” a matching whose real weight is large compared to these gains of the retained edges. In our queues, the elements are stacked in such a way that the weight of an element \( e \) is the sum of the gains of all the elements preceding \( e \) in any queue containing \( e \). This suggests that if \( e \) is taken by the greedy algorithm, we can as well ignore all elements that are underneath \( e \) in the queues, as their gains are already “paid for” by \( e \).

## 2 Maximum Weight \( b \)-Matching

### 2.1 Description of the Algorithm

For ease of description, we explain how to achieve 2 approximation, ignoring the issue of space complexity for the moment. We will explain how a slight modification can ensure the desired space complexity, at the expense of an extra \( \varepsilon \) term in the approximation ratio (see Appendix A).

The formal algorithm for the streaming phase is shown in Algorithm 1. We give an informal description here. Let \( S \), initially empty, be the set of edges that have been stored so far. For each vertex \( v \in V \), a set \( Q_v = \{Q_{v,1}, \ldots, Q_{v,b_v}\} \) of queues are maintained. These queues contain the edges incident to \( v \) that are stored in \( S \) and respect the arrival order of edges (newer edges are higher up in the queues). Each time a new edge \( e \) arrives, we compute its gain \( g(e) \) (see Lines 5 and 8). Edge \( e \) is added into \( S \) only if its gain is strictly positive. If this is the case, for each endpoint \( u \) of \( e \), we put \( e \) in one of \( u \)’s queues (see Lines 6 and 13) and define a reduced weight \( w_u(e) \) (Line 11). It should be noted that \( w_u(e) \) will be exactly the sum of the gains of the edges preceding (and including) \( e \) in the queue. We refer to the last element inserted in a queue \( Q \) as the top element of that queue, denoted \( Q.top() \). To insert an element \( e \) on top of a queue \( Q \), we use the instruction \( Q.push(e) \). By convention, for an empty queue \( Q \) we have \( Q.top() = \perp \). We also set \( w_u(\perp) = 0 \). Notice that each element \( e \) also has, for each endpoint \( v \in e \), a pointer \( r_v(e) \) to indicate its immediate predecessor in the queue of \( v \), where it appears.

#### Algorithm 1 Streaming phase for weighted matching.

```plaintext
1: \( S \leftarrow \emptyset \)
2: \( \forall v \in V : Q_v \leftarrow (Q_{v,1} = \emptyset, \ldots, Q_{v,b_v} = \emptyset) \) \quad \triangleright b_v \text{ queues for a vertex } v
3: \text{for } e = e_t, 1 \leq t \leq |E| \text{ an edge from the stream do}
4: \quad \text{for } u \in e \text{ do}
5: \quad \quad w_u^*(e) \leftarrow \min\{w_u(Q_{u,q}.top()) : 1 \leq q \leq b_u\}
6: \quad \quad q_u(e) \leftarrow q \text{ such that } w_u(Q_{u,q}.top()) = w_u^*(e)
7: \quad \quad \text{if } w(e) > \sum_{u \in e} w_u^*(e) \text{ then}
8: \quad \quad \quad g(e) \leftarrow w(e) - \sum_{u \in e} w_u^*(e)
9: \quad \quad S \leftarrow S \cup \{e\}
10: \quad \text{for } u \in e \text{ do}
11: \quad \quad w_u(e) \leftarrow w_u^*(e) + g(e)
12: \quad \quad r_u(e) \leftarrow Q_{u,q_u(e)}.top() \quad \triangleright r_u(e) \text{ is the element below } e \text{ in the queue}
13: \quad \quad Q_{u,q_u(e)}.push(e) \quad \triangleright \text{add } e \text{ on the top of the smallest queue}
```

After the streaming phase, our greedy algorithm, formally described in Algorithm 2, constructs a \( b \)-matching based on the stored set \( S \).

The greedy proceeds based on the reverse edge arrival order – but with an important modification. Once an edge \( e \) is taken as part of the \( b \)-matching, all edges preceding \( e \) that are stored in the same queue as \( e \) will be subsequently ignored by the greedy algorithm. The variables \( z_e \) are used to mark this fact.
Algorithm 2 Greedy construction phase.

1: $M \leftarrow \emptyset$
2: $\forall e \in S : z_e \leftarrow 1$
3: for $e \in S$ in reverse order do
4: \hspace{1em} if $z_e = 0$ then continue \hspace{1em} $\triangleright$ skip edge $e$ if it is marked
5: $M \leftarrow M \cup \{e\}$
6: for $u \in e$ do
7: \hspace{1em} $c \leftarrow e$
8: while $c \neq \perp$ do
9: \hspace{1em} $z_c \leftarrow 0$ \hspace{1em} $\triangleright$ mark elements below $e$ in each queue
10: $c \leftarrow r_u(e)$
11: return $M$

2.2 Analysis for Maximum Weight $b$-Matching

For analysis, for each discarded element $e \in E \setminus S$, we set $g(e) = 0$ and $w_u(e) = w_u^*(e)$ for each $u \in e$. The weight of a queue, $w_u(Q_{u,i})$, is defined as the reduced weight of its top element, namely, $w_u(Q_{u,i}\cdot\top)$. Let $w_u(Q_u) = \sum_{i=1}^{b_u} w_u(Q_{u,i})$. We write $S^{(t)}$ as the value of $S$ at the end of the iteration $t$ of the streaming phase, and by convention $S^{(0)} = \emptyset$. This notation $^{(t)}$ will also be used for other sets such as $Q_u$ and $Q_{u,i}$. Through this paper, $M^{\text{opt}}$ will always refer to the best solution for the considered problem.

The following proposition follows easily by induction.

Proposition 4.

(i) For all $v \in V$ we have $g(\delta(v)) = g(\delta(v) \cap S) = w_v(Q_v)$.

(ii) The set $\{Q_{v,q}\cdot\top : 1 \leq q \leq b_v\}$ contains the $b_v$ heaviest elements of $S \cap \delta(v)$ in terms of reduced weights.

Lemma 5. At the end of Algorithm 1, for all $b$-matching $M'$ and for all $v \in V$, we have $w_v(Q_v) \geq w_v(M' \cap \delta(v))$.

Proof. By Proposition 4(ii), $w_v(Q_v)$ is exactly the sum of the reduced weights of the $b_v$ heaviest elements in $S \cap \delta(v)$ (which are on top of the queues of $Q_v$). If we can show that for each element $e = e_t \in M' \setminus S$, $w_u(e_t) \leq \min\{w_v(Q_{v,q}^{(t-1)} : 1 \leq q \leq b_v\}$, the proof will follow. Indeed, as $e_t$ is discarded, we know that $w_u(e_t) = \min\{w_v(Q_{v,q}^{(t-1)} : 1 \leq q \leq b_v\}$, where the inequality holds because the weight of a queue is monotonically increasing.

Lemma 6. $2g(S) \geq w(M^{\text{opt}})$.

Proof. It is clear that for $e = \{u,v\}$ we have $w_u(e) + w_v(e) \geq w(e)$. Therefore

$$w(M^{\text{opt}}) \leq \sum_{e = \{u,v\} \in M^{\text{opt}}} w_u(e) + w_v(e) = \sum_{u \in V} w_u(M^{\text{opt}} \cap \delta(u))$$

$$\leq \sum_{u \in V} w_u(Q_u) = \sum_{u \in V} g(S \cap \delta(u)) = 2g(S),$$

where the second inequality follows from Lemma 5 and the subsequent equality from Proposition 4(i). The last equality comes from the fact that an edge is incident to 2 vertices.

Recall that $q_e(e)$ refers to the index of the particular queue in $Q_v$ where a new edge $e$ will be inserted (Line 6 of Algorithm 1).
Lemma 7. Algorithm 2 outputs a feasible b-matching $M$ with weight $w(M) \geq g(S)$.

Proof. By an easy induction, we know that for a given $e = e_i \in S$ and $v \in e$, we have:

$$w_v(e) = w_v^*(e) + g(e) = \sum_{e' \in Q_v(v)} g(e') \quad \text{and} \quad w(e) = g(e) + \sum_{u \in e} \sum_{e' \in Q_{u,q}^{(v)}(e)} g(e'). \quad (1)$$

Moreover, observe that $S \cap \delta(v)$ can be written as a disjoint union of the $Q_{v,q}$ for $1 \leq q \leq b_v$: $S \cap \delta(v) = \bigcup_{1 \leq q \leq b_v} Q_{v,q}$. One can also observe that Algorithm 2 takes at most one element in each queue $Q_{v,q}$. In fact, an element can be added only if no element above it in any of the queues where it appears has already been added into $M$; and no element below it in the queues can be already part of $M$ because $S$ is read in the reverse arrival order. Consequently $M$ respects the capacity constraint and is thus a feasible b-matching. We now make a critical claim from which the correctness of the lemma follows easily.

Claim 8. Given an edge $e \in S$, either $e \in M$, or there exists another edge $e'$ arriving later than $e$, such that $e' \in M$ and there exists a queue belonging to a common endpoint of $e$ and $e'$, which contains both of them.

Observe that if the claim holds, by (1), the gain $g(e)$ of any edge $e \in S$ will be “paid” for by some edge $e' \in M$ and the proof will follow.

To prove the claim, let $e = \{u,v\}$ and assume that $e \not\in M$. Consider the two queues $Q_{u,q_u(e)}$ and $Q_{v,q_v(e)}$. The edges stored above $e$ in these two queues must have arrived later than $e$ in $S$ and have thus already been considered by Algorithm 2. The only reason that $e \not\in M$ must be that $z_e = 0$ when $e$ is processed, implying that one of these edges was already part of $M$. Hence the claim follows. ▶

Lemmas 6 and 7 give the following theorem:

Theorem 9. Algorithms 1 and 2 provide a 2 approximation for the maximum weight b-matching problem.

We refer the readers to Appendix A for the details on how to handle the memory consumption of the algorithm.

Remark 10. It is straightforward to extend our algorithm to a $k$-uniform hypergraph, where we can get an approximation ratio of $k$. Notice that if the $k$-uniform hypergraph is also $k$-partite, then the problem becomes that of finding a maximum weight intersection of $k$ partition matroids. It can be shown that our stored edge set is exactly identical to the one stored by the algorithm of Garg et al. [9]. They have conjectured that for $k$ arbitrary general matroids, their stored edge set always contains a $k$ approximation. Our result thus proves their conjecture to be true when all matroids are partition matroids.

3 Submodular Function Maximization

3.1 Description of the Algorithm

For submodular function maximization, the streaming algorithm, formally described in Algorithm 3, is quite similar to the one for the weighted $b$-matching in the preceding section. Here notice that the element weight $w(e)$ is replaced by the marginal value $f(e \mid S)$ (see Lines 7 and 10). We use a similar randomization method to that of Levin and Wajc [12] for non-monotone functions (adding an element to $S$ only with probability $p$, see Lines 8-9), and our analysis will bear much similarity to theirs. The greedy algorithm to build a solution $M$ from $S$ is still Algorithm 2.
Lemma 12. The following two lemmas relate the total gain $g(S)$ with the marginal values $f(S \setminus \emptyset)$ and $f(M_{\text{opt}} \setminus S)$.

- **Lemma 11.** It holds that $g(S) \geq \frac{1}{1+\epsilon} f(S \setminus \emptyset)$.

  **Proof.** For an element $e = e_t \in S$ we have $f(e \mid S^{(t-1)}) \geq (1+\epsilon) \sum_{u \in e} w_u^*(e)$ so

  $$g(e) = f(e \mid S^{(t-1)}) - \sum_{u \in e} w_u^*(e) \geq f(e \mid S^{(t-1)}) \left(1 - \frac{1}{1+\epsilon}\right),$$

  implying that

  $$g(S) = \sum_{e \in S} g(e) \geq \sum_{e = e_t \in S} f(e \mid S^{(t-1)}) \left(1 - \frac{1}{1+\epsilon}\right) = \frac{\epsilon}{1+\epsilon} f(S \setminus \emptyset).$$

  As in the previous section, if an edge $e$ is discarded, we assume that $w_u^*(e) = w_u(e)$ for each $v \in e$.

- **Lemma 12.** It holds that $2(1+\epsilon)g(S) \geq f(M_{\text{opt}} \setminus S)$.

  **Proof.** The only elements $e = e_t$ missing in $S$ are the ones satisfying the inequality $f(e \mid S^{(t-1)}) \leq (1+\epsilon) \sum_{u \in e} w_u^*(e)$. So by submodularity,

  $$f(M_{\text{opt}} \setminus S) \leq \sum_{e \in M_{\text{opt}} \setminus S} f(e \mid S) \leq \sum_{e = e_t \in M_{\text{opt}} \setminus S} f(e \mid S^{(t-1)})$$

  $$\leq \sum_{e \in M_{\text{opt}} \setminus S} (1+\epsilon) \sum_{u \in e} w_u^*(e) = (1+\epsilon) \sum_{e \in M_{\text{opt}} \setminus S} \sum_{u \in e} w_u(e).$$

---

**Algorithm 3** Streaming phase for submodular function maximization.

1. $S \leftarrow \emptyset$
2. $\forall v \in V : Q_v \leftarrow (Q_{v,1} = \emptyset, \cdots, Q_{v,b_v} = \emptyset)$
3. for $e = e_t$, $1 \leq t \leq |E|$ an edge from the stream do
   4. for $u \in e$ do
      5. $w_u^*(e) \leftarrow \min\{w_u(Q_{u,q_t} \cdot \text{top}()) : 1 \leq q \leq b_u\}$
      6. $q_u(e) \leftarrow q$ such that $w_u(Q_{u,q_t} \cdot \text{top}()) = w_u^*(e)$
   7. if $f(e \mid S) > \alpha \sum_{u \in e} w_u^*(e)$ then
      8. $\pi \leftarrow$ a random variable equal to 1 with probability $p$ and 0 otherwise
   9. if $\pi = 0$ then continue $\triangleright$ skip edge $e$ with probability $1 - p$
10. $g(e) \leftarrow f(e \mid S) - \sum_{u \in e} w_u^*(e)$
11. $S \leftarrow S \cup \{e\}$
12. for $u \in e$ do
13. $w_u(e) \leftarrow w_u^*(e) + g(e)$
14. $r_u(e) \leftarrow Q_{u,q_u(e)} \cdot \text{top}()$
15. $Q_{u,q_u(e)} \cdot \text{push}(e)$

Algorithm 3 uses, for $\alpha = 1+\epsilon$, $O(\log_{1+\epsilon} (W/\epsilon) \cdot |M_{\text{max}}|)$ variables, where $M_{\text{max}}$ denotes the maximum cardinality $b$-matching and $W$ denotes the maximum quotient $f(e \mid X)$, for $X \subseteq Y \subseteq E$, $e, e' \in E$, $f(e' \mid X) > 0$ (in Appendix A we explain how to guarantee such space complexity when $f$ is linear – the general case of a submodular function follows similar ideas).

### 3.2 Analysis for Monotone Submodular Function Maximization

Let $\alpha = 1+\epsilon$. In this section, $p = 1$ (so we have actually a deterministic algorithm for the monotone case). The following two lemmas relate the total gain $g(S)$ with the marginal values $f(S \setminus \emptyset)$ and $f(M_{\text{opt}} \setminus S)$.

- **Lemma 11.** It holds that $g(S) \geq \frac{\epsilon}{1+\epsilon} f(S \setminus \emptyset)$.

  **Proof.** For an element $e = e_t \in S$ we have $f(e \mid S^{(t-1)}) \geq (1+\epsilon) \sum_{u \in e} w_u^*(e)$ so

  $$g(e) = f(e \mid S^{(t-1)}) - \sum_{u \in e} w_u^*(e) \geq f(e \mid S^{(t-1)}) \left(1 - \frac{1}{1+\epsilon}\right),$$

  implying that

  $$g(S) = \sum_{e \in S} g(e) \geq \sum_{e = e_t \in S} f(e \mid S^{(t-1)}) \left(1 - \frac{1}{1+\epsilon}\right) = \frac{\epsilon}{1+\epsilon} f(S \setminus \emptyset).$$

  As in the previous section, if an edge $e$ is discarded, we assume that $w_u^*(e) = w_u(e)$ for each $v \in e$.

- **Lemma 12.** It holds that $2(1+\epsilon)g(S) \geq f(M_{\text{opt}} \setminus S)$.

  **Proof.** The only elements $e = e_t$ missing in $S$ are the ones satisfying the inequality $f(e \mid S^{(t-1)}) \leq (1+\epsilon) \sum_{u \in e} w_u^*(e)$. So by submodularity,

  $$f(M_{\text{opt}} \setminus S) \leq \sum_{e \in M_{\text{opt}} \setminus S} f(e \mid S) \leq \sum_{e = e_t \in M_{\text{opt}} \setminus S} f(e \mid S^{(t-1)})$$

  $$\leq \sum_{e \in M_{\text{opt}} \setminus S} (1+\epsilon) \sum_{u \in e} w_u^*(e) = (1+\epsilon) \sum_{e \in M_{\text{opt}} \setminus S} \sum_{u \in e} w_u(e).$$

---
Semi-Streaming Submodular Function Maximization Under \( b \)-Matching Constraint

\[
= (1 + \varepsilon) \sum_{u \in V} w_u((M^{\text{opt}} \setminus S) \cap \delta(u)) \leq (1 + \varepsilon) \sum_{u \in V} w_u(Q_u)
\]

\[
\leq 2(1 + \varepsilon) g(S),
\]

similar to the proof of Lemma 6.

\[\blacktriangleright\text{Lemma 13. Algorithm 2 outputs a feasible \( b \)-matching with } f(M) \geq g(S) + f(\emptyset).\]

\[\text{Proof.}\] As argued in the proof of Lemma 7, \( M \) respects the capacities and so is feasible. Now, suppose that \( M = \{e_{t_1}, \cdots, e_{t_{|M|}}\} \), \( t_1 < \cdots < t_{|M|} \). Then

\[
f(M) = f(\emptyset) + \sum_{i=1}^{|M|} f(e_{t_i} \mid \{e_{t_1}, \cdots, e_{t_{i-1}}\}) \geq f(\emptyset) + \sum_{i=1}^{|M|} f(e_{t_i} \mid S^{(t_i-1)}) \geq f(\emptyset) + g(S),
\]

as the values \( f(e_{t_i} \mid S^{(t_i-1)}) \) play the same role as the weights in Lemma 7.

\[\blacktriangleright\text{Theorem 14. Algorithms 3 and 2 provide a } 3 + 2\sqrt{2} \text{ approximation if set } \varepsilon = \frac{1}{\sqrt{2}}.\]

\[\text{Proof.}\] By Lemmas 11 and 12, we derive \( (2 + 2\varepsilon + \frac{1 + \varepsilon}{\varepsilon}) g(S) \geq f(M^{\text{opt}} \cup S \setminus \emptyset) \geq f(M^{\text{opt}} \setminus S) \geq f(M^{\text{opt}} \setminus \emptyset) \) where the last inequality is due to the monotonicity of \( f \). By Lemma 13, the output \( b \)-matching \( M \) guarantees that \( f(M) \geq g(S) + f(\emptyset) \). As a result, \( (3 + 2\varepsilon + \frac{1}{\varepsilon}) f(M) \geq f(M^{\text{opt}} \setminus \emptyset) + f(\emptyset) = f(M^{\text{opt}}) \). Setting \( \varepsilon = \frac{1}{\sqrt{2}} \) gives the result.

\[\blacktriangleright\text{Remark 15. When } b_v = 1 \text{ for all } v \in V \text{ (i.e. simple matching), our algorithm behaves exactly the same as the algorithm of Levin and Wajc [12]. Therefore their tight example also applies to our algorithm. In other words, our analysis of approximation ratio is tight.}\]

3.3 Analysis for Non-Monotone Submodular Function Maximization

In this section, we suppose that \( \frac{1}{1+2\varepsilon} \leq p \leq \frac{1}{\varepsilon} \).

\[\blacktriangleright\text{Lemma 16. It holds that}\]

\[
\left(2(1 + \varepsilon) + \frac{1 + \varepsilon}{\varepsilon}\right) \mathbb{E}[g(S)] \geq \mathbb{E}[f(S \cup M^{\text{opt}} \setminus \emptyset)].
\]

\[\text{Proof.}\] From Lemma 11 we have that for any execution of the algorithm (a realization of randomness), the inequality \( \frac{1 + \varepsilon}{\varepsilon} g(S) \geq f(S \setminus \emptyset) \) holds, so it is also true in expectation. We will try to prove in the following that \( 2(1 + \varepsilon) \mathbb{E}[g(S)] \geq \mathbb{E}[f(M^{\text{opt}} \setminus S)] \), which is the counterpart of Lemma 12.

First, we show that for any \( e \in M^{\text{opt}}: \)

\[ (1 + \varepsilon) \mathbb{E} \left[ \sum_{u \in e} w_u(e) \right] \geq \mathbb{E}[f(e \mid S)] \tag{2} \]

We will use a conditioning similar to the one used in [12]. Let \( e = e_t \in M^{\text{opt}} \). We consider the event \( A_e = [f(e \mid S^{(t-1)}) \leq (1 + \varepsilon) \sum_{u \in e} w_u(e)]. \) Notice that if \( A_e \) holds, \( e \) is not part of \( S \) and \( w_u(e) = w_u(e) \) for each \( v \in e \). Now by submodularity,

\[
\mathbb{E}[f(e \mid S) \mid A_e] \leq \mathbb{E}[f(e \mid S^{(t-1)}) \mid A_e] \leq \mathbb{E} \left[ (1 + \varepsilon) \sum_{u \in e} w_u(e) \mid A_e \right] \leq (1 + \varepsilon) \mathbb{E} \left[ \sum_{u \in e} w_u(e) \mid A_e \right].
\]
Next we consider the condition $\overline{X}_e$ (where the edge $e$ should be added into $S$ with probability $p$). As $p \leq \frac{1}{2}$, and for $e = \epsilon \in \{ u, v \}$ we have $w_u(e) + w_v(e) = 2f(e | S^{(t-1)}) - w^*_u(e) - w^*_v(e)$ when $e$ is added to $S$, we get

$$
\mathbb{E} \left[ \sum_{u \in e} w_u(e) \mid \overline{X}_e \right] = p \cdot \mathbb{E} \left[ 2f(e \mid S^{(t-1)}) - \sum_{u \in e} w^*_u(e) \mid \overline{X}_e \right] + (1 - p) \cdot \mathbb{E} \left[ \sum_{u \in e} w^*_u(e) \mid \overline{X}_e \right]
$$

$$
= 2p \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \overline{X}_e \right] + (1 - 2p) \cdot \mathbb{E} \left[ \sum_{u \in e} w^*_u(e) \mid \overline{X}_e \right]
$$

$$
\geq 2p \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \overline{X}_e \right].
$$

As a result, for $p \geq \frac{1}{3 + 2\epsilon}$,

$$
(1 + \epsilon) \mathbb{E} \left[ \sum_{u \in e} w_u(e) \mid \overline{X}_e \right] \geq 2p(1 + \epsilon) \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \overline{X}_e \right]
$$

$$
\geq (1 - p) \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \overline{X}_e \right]
$$

$$
\geq \mathbb{E} \left[ f(e \mid S) \mid \overline{X}_e \right],
$$

where the last inequality holds because with probability $p$ we have $f(e \mid S) = 0$ (as $e \in S$) and with probability $1 - p$, $f(e \mid S) \leq f(e \mid S^{(t-1)})$ (by submodularity).

So we have proven inequality (2) and it follows that

$$
\mathbb{E} \left[ f(M^{\text{opt}} \mid S) \right] \leq \sum_{e \in M^{\text{opt}}} \mathbb{E} \left[ f(e \mid S) \right] \leq (1 + \epsilon) \sum_{e \in M^{\text{opt}}} \mathbb{E} \left[ \sum_{u \in e} w_u(e) \right]
$$

$$
= (1 + \epsilon) \sum_{u \in V} \sum_{e \in M^{\text{opt}} \cap \delta(u)} \mathbb{E} \left[ w_u(e) \right] \leq (1 + \epsilon) \sum_{u \in V} \mathbb{E} \left[ w_u(Q_u) \right]
$$

$$
= 2(1 + \epsilon) \mathbb{E}[g(S)],
$$

where in the last inequality we use the fact that Lemma 5 holds for every realization of randomness.

Now the bounds on $\mathbb{E} \left[ f(M^{\text{opt}} \mid S) \right]$ and the bound on $\mathbb{E} \left[ f(S \mid \emptyset) \right]$ argued in the beginning give the proof of the lemma.

Then we will use the following lemma, due to due to Buchbinder et al. [1]:

**Lemma 17** (Lemma 2.2 in [1]). Let $h : 2^N \rightarrow \mathbb{R}_+$ be a non-negative submodular function, and let $B$ be a random subset of $N$ containing every element of $N$ with probability at most $p$ (not necessarily independently), then $\mathbb{E}[h(B)] \geq (1 - p)h(\emptyset)$.

**Theorem 18.** Algorithm 3 run with $p = \frac{1}{3 + 2\epsilon}$ provides a set $S$, upon which Algorithm 2 outputs a $b$-matching $M$ satisfying:

$$
\frac{4\epsilon^2 + 8\epsilon + 3}{2\epsilon} \mathbb{E}[f(M)] \geq f(M^{\text{opt}}).
$$

This ratio is optimized when $\epsilon = \frac{\sqrt{3}}{2}$, which gives a $4 + 2\sqrt{3}$ approximation.

**Proof.** Combining Lemma 13 and Lemma 16,

$$
2(1 + \epsilon) \cdot \frac{1 + \epsilon}{\epsilon} \mathbb{E}[f(M)] \geq \mathbb{E}[f(S \cup M^{\text{opt}})].
$$
Now we can apply Lemma 17 by defining \( h : 2^E \rightarrow \mathbb{R}_+ \) as, for any \( X \subseteq E \), \( h(X) = f(X \cup M^{opt}) \) (trivially \( h \) is non-negative and submodular). As any element of \( E \) has the probability of at most \( p \) to appear in \( S \), we derive \( \mathbb{E}[f(S \cup M^{opt})] = \mathbb{E}[h(S)] \geq (1-p)h(\emptyset) = (1-p)f(M^{opt}) \).

Therefore,
\[
\left( 3 + 2\varepsilon + \frac{1}{\varepsilon} \right) \mathbb{E}[f(M)] \geq \mathbb{E}[f(S \cup M^{opt})] \geq (1-p)f(M^{opt}).
\]

As \( p = \frac{1}{3+2\varepsilon} \), we have
\[
\left( \frac{4\varepsilon^2 + 8\varepsilon + 3}{2\varepsilon} \right) \cdot \mathbb{E}[f(M)] \geq f(M^{opt}).
\]

This ratio is optimized when \( \varepsilon = \frac{\sqrt{7}}{2} \), which gives a \( 4 + 2\sqrt{3} \approx 7.464 \) approximation. ▶

## 4 Matroid-constrained Maximum Submodular \( b \)-Matching

In this section we consider the more general case of a \( b \)-matching on a \( k \)-uniform hypergraph and we impose a matroid constraint \( \mathcal{M} = (E, \mathcal{I}) \). A matching \( M \subseteq E \) is feasible only if it respects the capacities of the vertices and is an independent set in \( \mathcal{M} \).

### 4.1 Description of the Algorithm

For the streaming phase, our algorithm, formally described in Algorithm 4, is a further generalization of Algorithm 3 in the last section.

We let \( \alpha = 1 + \varepsilon \) and \( \gamma > 1 \). For the matroid \( \mathcal{M} \), we maintain a set \( Q_{\mathcal{M}} = \{Q_{\mathcal{M},1}, \ldots, Q_{\mathcal{M},r_{\mathcal{M}}}\} \), where \( r_{\mathcal{M}} \) is the rank of \( \mathcal{M} \), to store the elements (so if an edge \( e \) is part of \( S \), it appears in a total of \( k + 1 \) queues, \( k \) of them corresponding to the vertices in \( e \), and the remaining one corresponding to the matroid).

To facilitate the presentation, we write \( Top(Q_{\mathcal{M}}) \) to denote the set of the elements on top of the queues of \( Q_{\mathcal{M}} \). Lines 8-13 will guarantee that \( Top(Q_{\mathcal{M}}) \) is an independent set (in fact a maximum weight base among all elements arrived so far, according to the reduced weights – see Lemma 20). In the end of the algorithm (Lines 26-27), we erase all elements that are not part of \( Top(Q_{\mathcal{M}}) \) and let the final output \( S_f \) be simply \( Top(Q_{\mathcal{M}}) \). \( S_f \) is then fed into the greedy, Algorithm 2, to produce the \( b \)-matching. The pointers \( r_v \) are updated (Line 27), so that the queues could be regarded as if they contained only elements of \( S_f \).

Here we give some intuition. We retain only the elements \( Top(Q_{\mathcal{M}}) \) because they are independent (hence any subset of them chosen by the Greedy algorithm), releasing us from the worry that the output is not independent. We set \( \gamma > 1 \) to ensure that the gain of new edges in the same queue of \( Q_{\mathcal{M}} \) grows quickly. By doing this, \( Top(Q_{\mathcal{M}}) \), by itself, contributes to a significant fraction of all gains in \( g(S) \) (see Lemma 24). However, an overly large \( \gamma \) causes us to throw away too many edges (see Line 14), thus hurting the final approximation ratio. To optimize, we thus need to choose \( \gamma \) carefully.

The number of variables used by this algorithm is \( O(\min\{k \cdot \log_\gamma (1 + \epsilon) (W/\epsilon) \cdot r_{\mathcal{M}}, k \cdot \log_\gamma (3/\epsilon) (W/\epsilon) \cdot |M_{max}|\}) \), where \( M_{max} \) denotes the maximum-cardinality \( b \)-matching \( W \) denotes the maximum quotient \( \frac{f(e) |Y|}{f(e') |X|} \), for \( X \subseteq Y \subseteq E, e, e' \in E, f(e') |X| > 0. \)

### 4.2 Analysis for Monotone Submodular Function Maximization

In this section, \( p = 1 \). For each discarded elements \( e \in E \setminus S \), similarly as before, we set \( w_\mathcal{M}(e) = w_\mathcal{M}(e) \).
Algorithm 4 Streaming phase for Matroid-constrained Maximum Submodular $b$-Matching.

1: $S \leftarrow \emptyset$
2: $Q_M \leftarrow (Q_{M,1} = 0, \cdots, Q_{M,t_M} = 0)$
3: $\forall v \in V : Q_v \leftarrow (Q_{v,1} = 0, \cdots, Q_{v,b_v} = 0)$
4: for $e = e_t, 1 \leq t \leq |E|$ an edge from the stream do
5: for $u \in e$ do
6: $w_u^*(e) \leftarrow \min \{w_u(Q_{u,q}.top()) : 1 \leq q \leq b_u\}$
7: $q_u(e) \leftarrow q$ such that $w_u(Q_{u,q}.top()) = w_u^*(e)$
8: if $\text{Top}(Q_M) \cup \{e\} \in \mathcal{I}$ then
9: $w_M^*(e) \leftarrow 0$
10: $q_M(e) \leftarrow q$ such that $Q_{M,q}$ is empty
11: if $\text{Top}(Q_M) \cup \{e\}$ contains a circuit $C$ then
12: $w_M(e) \leftarrow \min_{e' \in C \setminus \{e\}} w_M(e')$
13: $q_M(e) \leftarrow q$ such that $w_M(Q_{M,q}.top())$ is equal to $\min_{e' \in C \setminus \{e\}} w_M(e')$ and $Q_{M,q}.top() \in C$
14: if $f(e | S) > \alpha(\sum_{u \in e} w_u^*(e) + \gamma \cdot w_M^*(e))$ then
15: $\pi \leftarrow$ a random variable equal to 1 with probability $p$ and 0 otherwise
16: if $\pi = 0$ then continue $\triangleright$ skip edge $e$ with probability $1 - p$
17: $g(e) \leftarrow f(e | S) - \sum_{u \in e} w_u^*(e) - w_M^*(e)$
18: $S \leftarrow S \cup \{e\}$
19: for $u \in e$ do
20: $w_u(e) \leftarrow w_u^*(e) + g(e)$
21: $r_u(e) \leftarrow Q_{u,q_u(e)}.top()$
22: $Q_{u,q_u(e)}.push(e)$
23: $w_M(e) \leftarrow w_M^*(e) + g(e)$
24: $r_M(e) \leftarrow Q_{M,q_M(e)}.top()$
25: $Q_{M,q_M(e)}.push(e)$
26: $S_f \leftarrow \text{Top}(Q_M)$
27: update the values of $r_v$ for $v \in V$ as necessary so that only the elements in $S_f$ are considered as present in the queues (elements not in $S_f$ are skipped in the sequences of recursive values of $r_v$)

We introduce some basic facts in matroid theory, e.g., see [16].

Proposition 19. Given a matroid $\mathcal{M} = (E, \mathcal{I})$ with weight $w : E \to \mathbb{R}_+$, then

(i) An independent set $I \in \mathcal{I}$ is a maximum weight base if and only if, for every element $e \in E \setminus I$, $I \cup \{e\}$ contains a circuit and $w(e) \leq \min_{e' \in C \setminus \{e\}} w(e')$.

(ii) If $I \in \mathcal{I}$, $I \cup \{e\}$ contains a circuit $C_1$ and $I \cup \{e'\}$ contains a circuit $C_2$ and $C_1$ and $C_2$ contain a common element $e'' \in I$, then there exists another circuit $C_3 \subseteq (C_1 \cup C_2 \setminus \{e''\}$.

Lemma 20. Let $\{e_1, \cdots, e_t\}$ be the set of edges arrived so far. Then $\text{Top}(Q_M) = \text{Top}(Q_M^{(t)})$ forms a maximum weight base in $\{e_1, \cdots, e_t\}$ with regard to the reduced weight $w_M$.

Proof. This can be easily proved by induction on the number of edges arrived so far and Proposition 19.

Corollary 21. At the end of the algorithm, $w_M(Q_M) \geq w_M(M^{opt})$. 

The next two lemmas relate the total gain \( g(S) \) with \( f(S \mid \emptyset) \) and \( f(M^{\text{opt}} \mid S) \).

**Lemma 22.** It holds that \( g(S) \geq \frac{\varepsilon}{1+\varepsilon}f(S \mid \emptyset) \).

**Proof.** Same proof as for Lemma 11. \( \blacklozenge \)

**Lemma 23.** It holds that \((1 + \varepsilon)(k + \gamma)g(S) \geq f(M^{\text{opt}} \mid S)\).

**Proof.** By the same argument as in the proof of Lemma 12, we have

\[
\sum_{e \in M^{\text{opt}} \setminus S} (1 + \varepsilon) \sum_{u \in e} w_u^*(e) \leq (1 + \varepsilon)k \cdot g(S).
\]

Moreover, Corollary 21 shows that \( g(S) = w_M(Q_M) \geq w_M(M^{\text{opt}}) \) and we know that

\[
w_M(M^{\text{opt}}) \geq \sum_{e \in M^{\text{opt}} \setminus S} w_M(e) = \sum_{e \in M^{\text{opt}} \setminus S} w^*_M(e).
\]

As a result, we obtain

\[
f(M^{\text{opt}} \mid S) \leq \sum_{e \in M^{\text{opt}} \setminus S} f(e \mid S) \leq \sum_{e \in e \in M^{\text{opt}} \setminus S} f(e \mid S^{(t-1)})
\leq (1 + \varepsilon) \sum_{e \in M^{\text{opt}} \setminus S} \sum_{u \in e} w_u^*(e) + \gamma \cdot w^*_M(e)
\leq (1 + \varepsilon)(k + \gamma)g(S). \quad \blacklozenge
\]

The following lemma states that \( S_f \) retains a reasonably large fraction of the gains compared to \( S \).

**Lemma 24.** It holds that \( \left(1 + \frac{1}{\gamma(1+\varepsilon)-1}\right)g(S_f) \geq g(S) \).

**Proof.** We have, for all element \( e = e_t \in S_f \),

\[
g(e) = f(e \mid S^{(t-1)}) - \sum_{u \in e} w_u^*(e) - w^*_M(e)
\geq (1 + \varepsilon - 1) \sum_{u \in e} w_u^*(e) + (\gamma \cdot (1 + \varepsilon) - 1)w^*_M(e)
\geq (\gamma \cdot (1 + \varepsilon) - 1)w^*_M(e) = (\gamma \cdot (1 + \varepsilon) - 1) \sum_{e' \in Q_{\gamma M_{\text{opt}}(e)}} g(e').
\]

Recalling that \( q_M(e) \) is the index of the queues in \( Q_M \) where \( e \) is put (see Lines 13 and 25 of Algorithm 4),

\[
g(S) = \sum_{e = e_t \in S_f} \left(g(e) + \sum_{e' \in Q_{\gamma M_{\text{opt}}(e)}} g(e')\right) \leq \sum_{e \in S_f} \left(1 + \frac{1}{\gamma \cdot (1+\varepsilon)-1}\right) g(e),
\]

and the proof follows. \( \blacklozenge \)

**Lemma 25.** It holds that \( \left(1 + \frac{1}{\gamma(1+\varepsilon)-1}\right)((1 + \varepsilon)(k + \gamma) + 1 + \frac{1}{\varepsilon})g(S_f) \geq f(M^{\text{opt}} \mid \emptyset) \).

**Proof.** By Lemmas 22 and 23, we have that \((1 + \varepsilon)(k + \gamma) + 1 + \frac{1}{\varepsilon})g(S) \geq f(M^{\text{opt}} \mid S) + f(S \mid \emptyset) = f(M^{\text{opt}} \cup S \mid \emptyset) \geq f(M^{\text{opt}} \mid \emptyset) \) because \( f \) is monotone. Then we use Lemma 24. \( \blacklozenge \)
Lemma 26. With $S_f$ as input, Algorithm 2 returns a feasible $b$-matching $M$ with $f(M) \geq g(S_f) + f(\emptyset)$.

Proof. As argued in Lemma 7, $M$ respects the capacities. Furthermore, as $S_f$ is by construction an independent set in $\mathcal{M}$ and $M \subseteq S_f \subseteq \mathcal{I}$, we have $M \subseteq \mathcal{I}$. So $M$ is a feasible $b$-matching. Finally, using an analysis similar to the one in the proof of Lemma 13, we have $f(M) \geq g(S_f) + f(\emptyset)$ (the only difference being that now the “weight” $f(e_i | S^{(t-1)})$ of an element can be larger than the sum of the gains of the elements below it in the queues, which is not an issue for the analysis).

As a result, we get the following theorem (the same way we obtained Theorem 14):

Theorem 27. For non-negative monotone submodular functions, Algorithm 4 with $p = 1$ combined with Algorithm 2 provides a feasible $b$-matching such that

$$\left(1 + \frac{1}{\gamma + (1 + \varepsilon) - 1}\right) \left((1 + \varepsilon)(k + \gamma) + 1 + \frac{1}{\varepsilon}\right) f(M) \geq f(M^{\text{opt}}).$$

By setting $\varepsilon = 1$ and $\gamma = 2$, we attain the approximation ratio of $\frac{3}{2}(2k + 6)$ for all $k$.

It is possible to obtain better ratios for a fixed $k$ by a more careful choice of the parameters $\varepsilon$ and $\gamma$. For instance when $k = 2, 3, \text{and } 4$, we have the respective ratios of $13.055, 15.283, \text{and } 17.325$.

4.3 Analysis for Non-Monotone Submodular Function Maximization

In this section, we assume $\frac{1}{1+(k+\gamma)(1+\varepsilon)} \leq p \leq \frac{1}{\varepsilon + \gamma}$. The following lemma is the counterpart of Lemma 16, whose proof again uses the technique of conditioning (in a more general form).

Lemma 28. It holds that $\left((1 + \varepsilon)(k + \gamma) + \frac{1+\varepsilon}{\varepsilon}\right) \mathbb{E}[g(S)] \geq \mathbb{E}[f(S) \cup M^{\text{opt}} | \emptyset)].$

Proof. By Lemma 22, for any realization on randomness, we have $\frac{1+\varepsilon}{\varepsilon} g(S) \geq f(S | \emptyset)$, so the inequality also holds in expectation.

We next show that, for any $e \in M^{\text{opt}}$ we have

$$\mathbb{E}[f(e | S)] \leq (1 + \varepsilon) \mathbb{E} \left[ \sum_{u \in e} w_u(e) + \gamma \cdot w_M(e) \right].$$

Let $e \in M^{\text{opt}}$. Conditioning on $A_e = [f(e | S^{(t-1)}) \leq (1 + \varepsilon) \left(\sum_{u \in e} w_u^*(e) + \gamma \cdot w_M^*(e)\right)]$ (i.e. $e$ cannot be part of $S$), we have

$$\mathbb{E}[f(e | S) | A_e] \leq \mathbb{E}[f(e | S^{(t-1)}) | A_e]$$

$$\leq \mathbb{E} \left[ (1 + \varepsilon) \left(\sum_{u \in e} w_u^*(e) + \gamma \cdot w_M^*(e)\right) | A_e \right]$$

$$= (1 + \varepsilon) \mathbb{E} \left[ \sum_{u \in e} w_u(e) + \gamma \cdot w_M(e) | A_e \right].$$

For the condition $\overline{A_e}$, recall that it means that with probability $p$, the edge is added into $S$ and with probability $1 - p$, it is not. So

$$\mathbb{E} \left[ \sum_{u \in e} w_u(e) + \gamma \cdot w_M(e) | \overline{A_e} \right]$$
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\[ p \cdot \mathbb{E} \left[ (k + \gamma) f(e \mid S^{(t-1)}) - (k + \gamma - 1) \left( \sum_{u \in e} w_u^*(e) \right) - k w_M^*(e) \mid \aleph e \right] \]

\[ + (1 - p) \cdot \mathbb{E} \left[ \sum_{u \in e} w_u^*(e) + \gamma \cdot w_M^*(e) \mid \aleph e \right] \]

\[ \geq p \cdot \mathbb{E} \left[ (k + \gamma) f(e \mid S^{(t-1)}) - (k + \gamma - 1) \left( \sum_{u \in e} w_u^*(e) \right) - (k + \gamma - 1) \gamma \cdot w_M^*(e) \mid \aleph e \right] \]

\[ + (1 - p) \cdot \mathbb{E} \left[ \sum_{u \in e} w_u^*(e) + \gamma \cdot w_M^*(e) \mid \aleph e \right] \]

\[ = (k + \gamma) \cdot p \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \aleph e \right] + (1 - (k + \gamma) \cdot p) \cdot \mathbb{E} \left[ \sum_{u \in e} w_u^*(e) + \gamma \cdot w_M^*(e) \mid \aleph e \right] \]

where in the second step we use the fact that \( \gamma > 1 \) and in the last inequality that \( p \leq \frac{1}{k+\gamma} \).

Now as \( p \geq \frac{1}{1+\gamma} \), we have

\[ (1 + \varepsilon) \mathbb{E} \left[ \sum_{u \in e} w_u(e) + \gamma \cdot w_M(e) \mid \aleph e \right] \geq (1 + \varepsilon)(k + \gamma) \cdot p \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \aleph e \right] \]

\[ \geq (1 - p) \cdot \mathbb{E} \left[ f(e \mid S^{(t-1)}) \mid \aleph e \right] \]

\[ \geq \mathbb{E} \left[ f(e \mid S) \mid \aleph e \right] \]

and we have established (3).

Similar to the proof of Lemma 16 we get

\[ \mathbb{E} \left[ f(M^{opt} \mid S) \right] \leq \sum_{e \in M^{opt}} \mathbb{E} \left[ f(e \mid S) \right] \]

\[ \leq (1 + \varepsilon) \sum_{e \in M^{opt}} \mathbb{E} \left[ \sum_{u \in e} w_u(e) \right] + (1 + \varepsilon) \gamma \cdot \mathbb{E}[w_M(M^{opt})] \]

\[ \leq k(1 + \varepsilon) \mathbb{E}[g(S)] + (1 + \varepsilon) \gamma \cdot \mathbb{E}[w_M(M^{opt})]. \]

By Lemma 21 we know that for any realization of randomness, \( w_M(M^{opt}) \leq w_M(S_f) = g(S) \). Thus we get \( \mathbb{E} \left[ f(M^{opt} \mid S) \right] \leq (k + \gamma)(1 + \varepsilon) \mathbb{E}[g(S)]. \)

Now the bound on \( \mathbb{E} \left[ f(M^{opt} \mid S) \right] \) and the bound on \( \mathbb{E}[f(S \mid \emptyset)] \) (argued in the beginning of the proof) give us the lemma. ▲

Finally, using Lemma 17 we obtain:

\textbf{Theorem 29.} For non-negative submodular functions, Algorithm 4 with \( p = \frac{1}{1+\gamma} \) combined with Algorithm 2 provides a b-matching \( M \) independent in \( \mathcal{M} \) such that:

\[ \frac{1 + (k + \gamma)(1 + \varepsilon)}{(k + \gamma)(1 + \varepsilon)} \left( 1 + \frac{1}{\gamma (1 + \varepsilon)} - 1 \right) \left( (1 + \varepsilon)(k + \gamma) + 1 + \frac{1}{\varepsilon} \right) \mathbb{E}[f(M)] \geq f(M^{opt}). \]

Setting \( \varepsilon = 1 \) and \( \gamma = 2 \) we obtain the ratio of \( \frac{2k+5}{2k+1} \cdot \frac{4}{3} \cdot (2k + 6) \) for all \( k \).

As in the last section, it is possible to obtain better ratios for a fixed \( k \) by a more careful choice of the parameters \( \varepsilon \) and \( \gamma \). For instance when \( k = 2, 3, \) and 4, we have the respective ratios of 14.857, 17.012, and 18.999.
A Making Algorithm 1 Memory-Efficient

We explain how to guarantee the space requirement promised in Theorem 1. In this section, \( w_{\text{min}} \) denotes the minimum non-zero value of the weight of an edge, and \( w_{\text{max}} \) the maximum weight of an edge. Moreover, we set \( W = w_{\text{max}}/w_{\text{min}} \). We also define \( M_{\text{max}} \) as a given maximum cardinality \( b \)-matching.

Let \( \alpha = (1 + \varepsilon) > 1 \). In Algorithm 5 we add an edge \( e \) to \( S \) only if \( w(e) > \alpha \sum_{u \in e} w_u^*(e) \) (Line 7). For the moment we set \( d = 0 \) in our analysis, ignoring Lines 14-16 of the algorithm.

\[ \text{Lemma 30.} \text{ The set } S \text{ obtained at the end of algorithm 5 when } d = 0 \text{ guarantees that } 2\alpha g(S) \geq w(M_{\text{opt}}). \]
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\textbf{Algorithm 5} Streaming phase for weighted matching, memory-efficient.

1: $S \leftarrow \emptyset$
2: $\forall v \in V : Q_v \leftarrow (Q_{v,1} = \emptyset, \ldots, Q_{v, b_v} = \emptyset)$
3: for $e = e_t, 1 \leq t \leq |E|$ an edge from the stream do
4: \hspace{1em} for $u \in e$ do
5: \hspace{2em} $w_u^*(e) \leftarrow \min\{w_u(Q_{u,q}.top()) : 1 \leq q \leq b_u\}$
6: \hspace{2em} $q_u(e) \leftarrow q$ such that $w_u(Q_{u,q}.top()) = w_u^*(e)$
7: \hspace{2em} if $w(e) > \alpha \sum_{u \in e} w_u^*(e)$ then \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $\triangleright$ stricter condition here
8: \hspace{2em} $g(e) \leftarrow w(e) - \sum_{u \in e} w_u^*(e)$
9: \hspace{2em} $S \leftarrow S \cup \{e\}$
10: \hspace{2em} for $u \in e$ do
11: \hspace{3em} $w_u(e) \leftarrow w_u^*(e) + g(e)$
12: \hspace{3em} $r_u(e) \leftarrow Q_{u,q_u(e),}.top()$
13: \hspace{3em} $Q_{u,q_u(e),}.push(e)$
14: \hspace{2em} if $d = 1$ and $Q_{u,q_u(e),}.length() > \beta$ then \hspace{1em} $\triangleright$ remove some small element
15: \hspace{3em} let $e'$ be the $\beta + 1$-th element from the top of $Q_{u,q_u(e),}$
16: \hspace{3em} mark $e'$ as erasable, so that when it will no longer be on the top of any queue, it will be removed from $S$ and from all the queues it appears in

\textbf{Proof.} We proceed as in [9]. Let $w_0 : E \rightarrow \mathbb{R}$ such that $w_0(e) = w(e)$ for $e \in S$ and $w_α(e) = \frac{w(e)}{w_0(e)}$ for $e \in \mathcal{E} \setminus S$. We can observe that with the weights $w_α$, Algorithm 1 gives the same set $S$ as Algorithm 5 with the weights $w$. We deduce that $w_α(M_{opt}) \leq 2g(S)$ and then, as $w \leq \alpha w_0$, we get $2g(S) \geq w(M_{opt})$. \hfill \blacktriangleleft

Hence, using same arguments as in [10, 12] we obtain the following:

\textbf{Theorem 31. Algorithm 5 (with $d = 0$) combined with Algorithm 2 gives a $2 + \varepsilon$ approximation algorithm by using $O\left(\log_{1+\varepsilon}(W/\varepsilon) \cdot |M_{max}|\right)$ variables.}

\textbf{Proof.} In a given queue, the minimum non-zero value that can be attained is $\frac{1}{2\varepsilon} w_{\min}$ and the maximum value that can be attained is $w_{\max}$. As the value of the top element of the queue increases at least by a factor $1 + \varepsilon$ for each inserted element, a given queue contains at most $\log_{1+\varepsilon}(W/\varepsilon) + 1$ edges. Hence, a vertex $v \in V$ contains at most $\min\{\delta(v), b_v \cdot (\log_{1+\varepsilon}(W/\varepsilon) + 1)\}$ elements of $S$ at the end of the algorithm.

Then let $U \subseteq V$ be the set of \textit{saturated} vertices of $V$ by $M_{\max}$, \textit{i.e.} the set of vertices $v \in V$ such that $|\delta(v) \cap M_{\max}| = \min\{\delta(v), b_v \}$. By construction, $U$ is a vertex cover and $\sum_{v \in U} \min\{\delta(v), b_v \} \leq 2|M_{\max}|$. As all edges of $S$ have at least one endpoint in $U$, we get:

$$|S| \leq \sum_{v \in U} |\delta(v) \cap S| \leq \sum_{v \in U} \min\{\delta(v), b_v \cdot (\log_{1+\varepsilon}(W/\varepsilon) + 1)\}$$

$$\leq \sum_{v \in U} \min\{\delta(v), b_v \} \cdot (\log_{1+\varepsilon}(W/\varepsilon) + 1) \leq 2(\log_{1+\varepsilon}(W/\varepsilon) + 1) \cdot |M_{\max}|,$$

so the memory consumption of the algorithm is $O(\log_{1+\varepsilon}(W/\varepsilon) \cdot |M_{\max}|)$ \hfill \blacktriangleleft

Modifying an idea from Ghaffari and Wajc [10] we can further improve the memory consumption of the algorithm, especially if $W$ is not bounded. For that, set $\beta = 1 + \frac{2\log(1/\varepsilon)}{\log(1+\varepsilon)} = 1 + \log_{1+\varepsilon}(1/\varepsilon^2)$ in Algorithm 5 as the maximum size of a queue, and set $d = 1$ (so that we now consider the whole code).
Consider an endpoint $u$ of the newly-inserted edge $e$. If the queue $Q_{u,q_u(e)}$ becomes too long (more than $\beta$ elements), it means the gain $g(e')$ of the $\beta + 1$-th element from the top of the queue (we will call that element $e'$) is very small compared to $g(e)$, so we then can “potentially” remove $e'$ from $S$ and from the queues without hurting too much $g(S)$. In the code, we will mark this edge $e'$ as erasable, so that when $e'$ will no longer be on top of any queue, it will be removed from $S$ and all the queues it appears in. To be able to do these eviction operations, the queues have to be implemented with doubly linked lists.

If an edge $e = \{u,v\}$ is marked as erasable by Algorithm 5 ($d = 1$) because an edge $e' = \{u,v'\}$ is added to $S$, then we say that $e'$ evicted $e$ (and that $e$ was evicted by $e'$).

**Lemma 32.** If $e = \{u,v\}$ is evicted by $e' = \{u,v'\}$, then $g(e') \geq g(e)/\epsilon$.

**Proof.** We have $g(e') \geq \epsilon(w_u^*(e') + w_v^*(e')) \geq \epsilon w_u^*(e') \geq \epsilon(1 + \epsilon)^{\beta - 1} g(e) \geq g(e)/\epsilon$ because after $e = e_i$ is added to $Q_{u,q_u(e)}$ we have $w_u(Q_{u,q_u(e)}(t)) \geq g(e)$ and each time an element is added to $Q_{u,q_u(e)}$ the value $w_u(Q_{u,q_u(e)}(t))$ is multiplied at least by $(1 + \epsilon)$.

**Theorem 33.** For $\epsilon \leq \frac{1}{4}$, Algorithm 5 with $d = 1$ combined with Algorithm 2 gives a $2 + \epsilon$ approximation algorithm by using $O \left( \log_{1+\epsilon}(1/\epsilon) \cdot |M_{\max}| + \sum_{v \in V} b_v \right)$ variables.

**Proof.** For an element $e$ that was not evicted from $S$ in Algorithm 5, denote by $E_e$ the elements that were evicted by $e$ directly or indirectly (in a chain of evictions). This set $E_e$ contains at most 2 elements that were directly evicted when $e$ was inserted in $S$, and their associated gain is at most $\epsilon g(e)$ for each, and at most 4 elements indirectly evicted by $e$ when these 2 evicted elements were inserted in $S$, and their associated gain is at most equal to $\epsilon^2 g(e)$ for each, and so on. Then, as $\epsilon \leq \frac{1}{4}$,

$$\sum_{e' \in E_e} g(e') \leq \sum_{i=1}^{\infty} (2\epsilon)^i g(e) \leq 2\epsilon g(e) \sum_{i=0}^{\infty} (1/2)^i = 4\epsilon g(e)$$

Therefore, if $S_0$ denotes the set $S$ obtained by Algorithm 5 when $d = 0$ and $S_1$ denotes the set $S$ obtained by Algorithm 5 when $d = 1$, we get:

$$g(S_0) - g(S_1) \leq 4\epsilon g(S_1)$$

because the elements inserted in $S$ are exactly the same for the two algorithms, the only difference being that some elements are missing in $S_1$ (but these elements were removed when they no longer had any influence on the values of $w^*$ and thereby no influence on the choice of the elements inserted in $S$ afterwards). We have then:

$$w(M_{\text{opt}}) \leq 2(1 + \epsilon)g(S_0) \leq 2(1 + \epsilon)(1 + 4\epsilon)g(S_1) \leq 2(1 + 6\epsilon)g(S_1)$$

and Algorithm 2 will provide a $2(1 + 6\epsilon)$ approximation of the optimal $b$-matching. In fact, the analysis of Algorithm 2 with $S_1$ as input is almost the same as in the proof of Lemma 7, the only difference being that now the weight of an element is no longer necessarily equal to the sum of the gains of elements below it but can be higher (which is not an issue).

Regarding the memory consumption of the algorithm, one can notice that, using the same notation $U$ for the set of the elements saturated by $M_{\max}$ as previously, and because there are only up to $\sum_{v \in V} b_v$ elements on top of the queues that cannot be deleted (and thus these edges are the ones making some queues in $U$ exceed the limit $\beta$), we obtain:

$$|S| \leq \sum_{v \in V} b_v + \sum_{v \in U} \beta \cdot \min\{\delta(v), b_v\} \leq \sum_{v \in V} b_v + 2\beta \cdot |M_{\max}|,$$

and therefore the algorithm uses $O \left( \sum_{v \in V} b_v + \log_{1+\epsilon}(1/\epsilon) \cdot |M_{\max}| \right)$ variables.
Remark 34. Ideas presented here for the maximum weight $b$-matching can be easily extended to submodular function maximization and for hypergraphs under a matroid constraint, namely for the algorithms presented in Sections 3 and 4.

B Example of Different Behavior Compared to [12]

Here is an example to show the difference of behavior between our algorithm and the one proposed in [12]. Consider a set of four vertices $V = \{v_1, v_2, v_3, v_4\}$. We set $b_{v_1} = 2$ and $b_{v_i} = 1$ for $2 \leq i \leq 4$. Let $E = \{e_1, e_2, e_3\}$ with $e_1 = \{v_1, v_2\}$ and $w(e_1) = 2$, $e_2 = \{v_1, v_3\}$ and $w(e_2) = 7$, $e_3 = \{v_1, v_4\}$ and $w(e_3) = 4$. Using only one dual variable for each vertex, the algorithm of Levin and Wajc [12] takes $e_1$ and $e_2$ but discards $e_3$ because the dual variable $\phi_{v_1}$ is equal to 4 when $e_3$ is processed. On the other hand, our algorithm, when processing $e_3$, compares $w(e_3)$ with $w_{v_1}(e_1) = 2$. Therefore, $e_3$ is added into $S$ and our algorithm provides a $b$-matching of weight 11 instead of 9.
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1 Introduction

In many optimization settings, the problem of interest is defined over a time horizon in which the actual setting evolves, resulting in changes over time to the problem constraints and the objective function. Thus, even if the optimization problem at hand can be solved efficiently for a single time unit, it may not be clear how to extend this solution to a time-evolving setting.

An example of such a setting comes from the world of cloud management. A cloud provider maintains a data center with servers and offers clients virtual machines having different processing capabilities. Each client demands a virtual machine (with certain properties), and if provided it must pay for it. It would be naïve to assume that the demand of clients is static over time. Factors, such as peak vs. off-hours, and the day of the week, might affect client demand. Also, the cloud provider might either turn off servers to reduce hardware deterioration and electricity usage, or open more servers to meet higher demand. Thus, the optimization problem is partitioned into multiple stages, where in each stage there are different constraints and possibly a different optimization goal.
A simple solution is to ignore the dynamicity of the problem, and solve each stage separately and independently of other stages. Thus, profit at each stage is maximized, ignoring the solutions computed for the other stages. Such a solution may result in disgruntled clients, as it can lead to intermittent service between stages. Instead, we will aim for a multistage solution that balances between the optimum of each stage, while preserving some continuity between consecutive stages. This will be achieved by incorporating the continuity of the solution into the overall profit.

The multistage model was first introduced by Gupta et al. [18] and Eisenstat et al. [9] to address dynamic environments. Since its introduction, it has received growing attention (examples include [1, 12, 2, 4, 15, 8]). In the multistage model we are given a sequence of instances of an optimization problem. A solution constitutes a series of solutions, one for each instance.

Two different ideas were used to enforce a balance between single stage optimality and continuity. In [9, 18] a change cost is charged for the dissimilarity of consecutive solutions, while in [4] additional gains were given for their similarity. In the aforementioned cloud management problem, the change cost can be interpreted as installation costs and eviction costs charged when a client is initially served, and then its service is discontinued. The gains can be modeled as increased costs the client is charged to guarantee the continuity of its service.

The cloud management problem described above can be viewed as a multistage problem where the underlying optimization problem is the Multiple Knapsack problem (MKP). In MKP we are given a set of items, each associated with a weight and a profit. Also, we are given a set of bins, each one having a capacity. A feasible solution for MKP is an assignment of items to bins such that the total weight of the items assigned to each bin does not exceed its capacity. The objective is to find a feasible solution maximizing the profit accrued from the assigned items. In the context of the cloud management setting, the items are the virtual machine demands of the clients and the bins are the available servers.

### 1.1 Problem Definition

We study the Generalized Multistage $d$-Knapsack problem. We begin with an informal description of the problem. An instance of the problem consists of $T$ stages, where in each stage we are given an instance of a generalization of the classic knapsack problem. While the instances differ between stages, in all stages the same set of items $I$ can be packed. The continuity of the solution is enforced by quantifying the similarity of consecutive solutions and integrating it into the objective function.

We quantify continuity by four types of values. The first two values specify gains earned for the similarity of solutions. For example, if an item $i$ is packed in stages $t - 1$ and $t$, gain $g_{i,t}^+$ is awarded. Similarly, $g_{i,t}^-$ is awarded if $i$ is not packed in $t - 1$ and $t$. The other two values define the cost of changes between consecutive solutions. For example, if an item $i$ was not packed in stage $t - 1$, and it is decided to pack it in stage $t$, a change cost of $c_{i,t}^+$ is charged. Similarly, $c_{i,t}^-$ is charged if $i$ is packed in $t$, but not in $t + 1$.

The packing problem at each stage generalizes the Multiple Knapsack problem, as well as the $d$-Dimensional Knapsack problem. In each instance of the problem we are given $d$ sets of bins, and the weight an item occupies in a bin depends on the set to which the bin belongs to. The profit of an item is accrued once it is assigned to some bin in all $d$ sets of bins. This problem is called $d$-Multiple Knapsack Constraints Problem and is formally defined below.

A Multiple Knapsack Constraint (MKC) is a tuple $K = (w, B, W)$ defined over a set of items $I$. The function $w : I \rightarrow \mathbb{R}_+$ defines the weight of the items, $B$ is a set of bins, each equipped with a capacity defined by the function $W : B \rightarrow \mathbb{R}_+$. An assignment is a
function $A : B \to 2^I$, defining which items are assigned to each of the bins. An assignment is feasible if $w(A(b)) = \sum_{i \in A(b)} w_i \leq W(b)$ for each bin $b \in B$. Similarly, given a tuple of MKCs $K = (K_j)_{j=1}^d$ over $I$, a tuple of $d$ assignments $A = (A_j)_{j=1}^d$ is feasible for $K$ if for each $j = 1, \ldots, d$ assignment $A_j$ is a feasible assignment for $K_j$. We say $A$ is an assignment of set $S \subseteq I$ if $S = \cup_{b \in B} A_b$.

In $d$-Multiple Knapsack Constraints Problem ($d$-MKCP), a problem first introduced in [11], we are given a tuple $(I, K, p)$, where $I$ is a set of items, $K$ is a tuple of $d$ MKCs and $p : I \to \mathbb{R}_{\geq 0}$ defines the profit of each item. A feasible solution for $d$-MKCP is a set $S \subseteq I$ and a tuple of feasible assignments $A$ (w.r.t $K$) of $S$. The goal is to find a feasible solution that maximizes $p(S) = \sum_{i \in S} p(i)$. We note that if there exists an item with negative profit it can be discarded in advance. This fact is used later on, in Section 2.1.

The Generalized Multistage $d$-Knapsack problem ($d$-GMK), is the multistage model of $d$-MKCP. The problem is defined over a time horizon of $T$ stages as follows. An instance of the problem is a tuple $((P_t)_{t=1}^T, g^+, g^-, c^+, c^-)$, where $P_t = (I, K, p_t)$ is a $d_t$-MKCP instance with $d_t \leq d$ for $t \in [T]$, $g^+, g^- \in \mathbb{R}^{T+1}_{\geq 0}$ are the gain vectors and $c^+, c^- \in \mathbb{R}^{T+1}_{\geq 0}$ are the change cost vectors. We use $g^+_{i,t}$ and $g^-_{i,t}$ to denote the gain of item $i$ at stage $t$. Similarly, we use $c^+_{i,t}$ and $c^-_{i,t}$ to denote the change cost of item $i$ at stage $t$.

A feasible solution for $d$-GMK is a tuple $(S_t, A_t)_{t=1}^T$, where $(S_t, A_t)$ is a feasible solution for $P_t$ (note that $A_t$ is a tuple of assignments of $S_t$). Throughout the paper we assume $S_0 = S_{T+1} = \emptyset$ and the objective function of instance $Q$ by $f_Q : I^T \to \mathbb{R}$, where

$$f_Q((S_t)_{t=1}^T) = \sum_{t=1}^T \sum_{i \in S_t} p_t(i) + \sum_{t=2}^T \left( \sum_{i \in S_{t-1} \cap S_t} g^+_{i,t} + \sum_{i \in S_{t-1} \cup S_t} g^-_{i,t} \right) - \sum_{t=1}^T \left( \sum_{i \in S_{t-1} \setminus S_t} c^+_{i,t} + \sum_{i \in S_{t} \setminus S_{t-1}} c^-_{i,t} \right).$$

The goal is to find a feasible solution that maximizes the objective function $f_Q$.

A study of $d$-GMK reveals it does not admit a constant factor approximation algorithm (see Section 3). We found that in hard instances the change costs are much larger than the profits. Thus we consider an important parameter of the problem, the profit-cost ratio. It is defined as the maximum ratio, over all items, between the change cost ($c^+, c^-$) and the profit of an item over all stages. It is denoted by $\phi_Q$ for any instance $Q$, and is formally defined as

$$\phi_Q = \min \left\{ \infty \left| \bigcup_{i \in I} \{ r \geq 0 \mid \forall i \in I, t_1, t_2 \in [T] : \max \{ c^+_{i,t_1}, c^-_{i,t_2} \} \leq r \cdot p_t(i) \} \right. \right\}$$

We show that $d$-GMK instances where the profit-cost ratio is bounded by a constant admit a PTAS.

We also consider Submodular $d$-GMK, a submodular variant of $d$-GMK where the profit functions are replaced with monotone submodular set functions. A set function $p : 2^I \to \mathbb{R}$ is submodular if for every $A \subseteq B \subseteq I$ and $i \in I \setminus B$ it holds that $p(A \cup \{i\}) - p(A) \geq p(B \cup \{i\}) - p(B)$. Submodular functions appear naturally in many settings such as coverage [13], matroid rank [5] and cut functions [14]. We use similar techniques to develop the algorithms for $d$-GMK and Submodular $d$-GMK. Thus, we focus on $d$-GMK and defer the formal definition as well as the algorithm for Submodular $d$-GMK to the full version of this paper [10].

---

1 We use the notations $[n, m] = \{ i \in \mathbb{N} \mid n \leq i \leq m \}$ and $[n] = [1, n]$ for $n, m \in \mathbb{N}$. 
Both $d$-GMK and Submodular $d$-GMK generalize the Multistage Knapsack problem recently considered by Bampis et al. [4]. There are several aspects by which it is generalized. First, handling multiple knapsack constraints as well as $d$-dimensional knapsack vs a single knapsack in [4]. Second, the profit earned from assigning items can be described as a submodular function, not only by a modular function. Third, [4] considered only symmetric gains, i.e., the same gain is earned whether an item is assigned or not assigned in consecutive stages. Lastly, change costs were not considered in [4].

1.2 Our Results

Our main result is stated in the following theorem.

| Theorem 1. For any fixed $d \in \mathbb{N}$ and $\phi \geq 1$ there exists a randomized PTAS for $d$-GMK with a profit-cost ratio bounded by $\phi$. |

The result uses the general framework of [4], in which the authors first presented an algorithm for instances with bounded time horizon, and then showed how it can be scaled for general instances. To handle bounded time horizons we show an approximation factor preserving reduction (as defined in [22]$^2$) from $d$-GMK to a generalization of $q$-MKCP. The reduction illuminates the relationship between $d$-GMK and $q$-MKCP. As $q$-MKCP admits a PTAS [11], this results in a PTAS for $d$-GMK instances with a bounded time horizon.

We note the reduction can be applied to the problem considered in [4] as well. In this case the target optimization problem is $d$-dimensional knapsack with a matroid constraint. As the latter problem is known to admit a PTAS [17], this suggest a simpler solution for bounded time horizon in comparison to the one given in [4].

To generalize the result to unbounded time horizon we use an approach similar to [4], though a more sophisticated analysis was required to handle the change costs. The generalization is achieved by cutting the time horizon into sub-instances with a fixed time horizon. Each sub-instance is solved separately, and then the solutions are combined to create a solution for the full instance. Handling change costs is trickier as cutting an instance may lead to an excessive charge of change costs at the cut points. We must compensate for these additional costs, or we will not be able to bound the value of the solution.

The results for the modular variant generalizes the PTAS for Multistage Knapsack [4]. For $d \geq 2$, we cannot expect better results as even $d$-KP, also generalized by $d$-GMK, does not admit an efficient PTAS (EPTAS). Theorem 2 shows an EPTAS cannot be obtained for $1$-GMK as well

| Theorem 2. Unless $W[1] = FPT$, there is no EPTAS for $1$-GMK, even if the length of the time horizon is $T = 2$, the set of bins in each MKC contains one bin and there are no change costs. |

The theorem is proved using a simple reduction from 2-dimensional knapsack. Bampis et al. [4] considered a similar withered down instance and proved that even if the gains are symmetric (i.e., $g_{i,t}^+ = g_{i,t}^-$) a Fully PTAS (FPTAS) does not exist for the problem.

Using a reduction from multidimensional knapsack we show that 1-GMK, in its general form, cannot be approximated to any constant factor.

| Theorem 3. For any $d \geq 1$, there is no polynomial time approximation algorithm for $d$-GMK with a constant approximation ratio, unless $NP = ZPP$. |

$^2$ A formal definition is provided in Appendix A for completeness
This result justifies our study of the special cases of \( d \)-GMK in which the profit-cost ratio is bounded by a constant.

The techniques used to develop the algorithm for \( d \)-GMK can be adjusted slightly to produce an approximation algorithm for Submodular \( d \)-GMK. The complete details are given in the full version of this paper [10].

\textbf{Theorem 4.} For any fixed \( d \in \mathbb{N} \) and \( \epsilon > 0 \) there exists a randomized \( (1 - \frac{1}{e} - \epsilon) \)-approximation algorithm for Submodular \( d \)-GMK.

In the submodular variant one cannot hope for vast improvement over our results as the algorithm is almost tight. This is due to the hardness results for submodular maximization subject to a cardinality constraint presented by Nemhauser and Wolsey [20].

1.3 Related Work

In the multistage model we are given a series of instances of an optimization problem, and we search for a solution which optimizes each instance while maintains some similarity between solutions. Many optimization problem were considered under this framework. These include matching [2, 7], clustering [8], subset sum [3], vertex cover [15] and minimum \( s - t \) path [16].

The multistage model was first presented by both Eisenstat et al. [9] and Gupta et al. [18]. In [9] the Multistage Facility Location problem was considered, where the underlying metric in which clients and facility reside changes over time. A logarithmic approximation algorithm was presented for two variants of the problem; the hourly opening costs where the opening cost of a facility is charged at each stage in which it is open, and the fixed opening costs where a facility is open at all stages after its opening costs is paid. A logarithmic hardness result was also presented for the fixed opening costs variant. An et al. [1] improved the result for the hourly opening costs variant and presented a constant factor approximation. Fairstein et al. [12] proved that the logarithmic hardness result does not hold if only the client locations change over time and the facilities are static.

As mentioned, the multistage model was also introduced by Gupta et al. [18], where the Multistage Matroid Maintenance (MMM) problem was considered. In MMM we are given a set of elements equipped with costs that change over time. In addition, we are given a matroid. The goal is to select a base of minimum costs at each stage whilst minimizing the cost of the difference of bases selected for consecutive stages. Gupta et al. [18] presented a logarithmic approximation algorithm for the problem, as well as fitting lower bound, proving this result is tight.

Organization

Section 2 provides the approximation schemes from Theorem 1. Hardness results are presented in Section 3.

2 Approximation Scheme for \( d \)-GMK

In this section we derive the approximation scheme for \( d \)-GMK with bounded profit-cost ratio. In Section 2.1 we show how a PTAS for instances with bounded time horizon can be obtain via a reduction to a variant of \( d \)-MKCP. Subsequently, in Section 2.2 we show how the algorithm for bounded time horizon can be used to approximate general instance.
2.1 Bounded Time Horizon

In this section we provide a reduction from an instance of $q$-GMK to a generalization of $d$-MKCP (for specific values of $d$ and $q$). The generalization was presented in [11] and is called $d$-MKCP With A Matroid Constraint ($d$-MKCP+) and is defined by a tuple $(I, K, p, T)$, where $(I, K, p)$ forms an instance of $d$-MKCP. Also, the set $I \subseteq 2^I$ defines a matroid constraint. A feasible solution for $d$-MKCP+ is a set $S \in I$ and a tuple of feasible assignments $A$ (w.r.t $K$) of $S$. The goal is to find a feasible solution which maximizes $\sum_{i \in S} p(i)$. The following definition presents the construction of the reduction.

**Definition 5.** Let $Q = \{(P_t)_{t=1}^T, g^+, g^-, c^+, c^−\}$ be an instance of $d$-GMK, where $P_t = (I, K_t, p_t)$ and $K_t = (K_{t,j})_{j=1}^d$. Define $R(Q) = (E, K, \tilde{p}, I)$ where

$\begin{align*}
E &= I \times \mathbb{Z}^T \\
I &= \{S \subseteq E \mid \forall t \in I : |S \cap \{(i) \times 2^T\}| \leq 1\} \\
\tilde{p}(S) &= \sum_{(i,j) \in S} \left( \sum_{t \in \tilde{E}} p_t(i) + \sum_{t \in D, t_1 \in \tilde{D}} g^+_{t_1,t} + \sum_{t \in D, t_1 \in \tilde{D}} g^-_{t_1,t} - \sum_{t \in D, t_1 \in \tilde{D}} c^+_{t_1,t} - \sum_{t \in D, t_1 \in \tilde{D}} c^-_{t_1,t} \right)
\end{align*}$

Each element $(i, D) \in E$ states the subset of stages in which item $i$ is only assigned in stages $t \in D$. Thus any solution should include at most one element $(i, D)$ for each $i \in I$. This constraint is fully captured by the partition matroid constraint defined by the set of independent sets $I$. Finally, if an element $(i, D)$ is selected, we must assign $i$ in each MKC $K_{t,j}$ for $j \in [d_t], t \in D$. This is captured by the weight function $\tilde{w}$, as an element $(i, D)$ weights $w_{t,j}(i)$ if and only if $t \in D$ (otherwise its weight is zero and it can be assigned for “free”).

**Lemma 6.** For any $d$-GMK instance $Q$ with time horizon $T$, it holds that $R(Q)$ is a $dT$-MKCP+ instance.

**Proof.** Let $Q = \{(P_t)_{t=1}^T, g^+, g^-, c^+, c^−\}$ be an instance of $d$-GMK, where $P_t = (I, K_t, p_t)$ and $K_t = (K_{t,j})_{j=1}^d$. Also, let $R(Q) = (E, K, \tilde{p}, I)$ be the reduced instance of $Q$ as defined in Definition 5. It is easy to see that the set $I$ is the independent sets of a partition matroid, as for each item $i$ at most one element $(i, D)$ can be chosen. Thus, $I$ is the family of independent sets of a matroid as required.

Next, $K$ defines a tuple of MKCs, so all that is left to prove is that $\tilde{p}$ is non-negative and modular. For each element $(i, D) \in E$ we can define a fixed value

$\begin{align*}
v((i, D)) &= \sum_{t \in D} p_t(i) + \sum_{t \in \tilde{D}} g^+_{t_1,t} + \sum_{t \in \tilde{D}} g^-_{t_1,t} - \sum_{t \in \tilde{D}} c^+_{t_1,t} - \sum_{t \in \tilde{D}} c^-_{t_1,t}
\end{align*}$

It immediately follows that $\tilde{p}(S) = \sum_{e \in S} v(e)$ and that $\tilde{p}$ is modular. As stated in Section 1.1, elements with negative values are discarded in advance such that $\tilde{p}$ is also non-negative.

---

3 A formal definition for matroid can be found in [21]
Lemma 7. Let $Q$ be an instance of $d$-GMK with time horizon $T$. For any feasible solution $(S_t, A_t)_{t=1}^T$ of $Q$ there exists a feasible solution $(S, \tilde{A}_t)_{t \in [T], j \in [d]}$ of $R(Q)$ such that $f_Q ((S_t)_{t=1}^T) = \tilde{p}(S)$.

Proof. Let $Q = \{(P_t)_{t=1}^T, (g^+, g^-, c^+, c^-)\}$ be an instance of $d$-GMK, where $P_t = (I, K_t, p_t)$ and $K_t = (K_{t,j})_{j=1}^d$. Also, let $R(Q) = (E, \tilde{K}, \tilde{p}, T)$ be the reduced instance of $Q$, where $\tilde{K} = (K_{t,j})_{j \in [d]}$ and $K_{t,j} = (\tilde{w}, B_{t,j}, W_{t,j})$ (see Definition 5). Consider some feasible solution $(S_t, A_t)_{t=1}^T$ for $Q$, where $A_t = (A_{t,j})_{j=1}^d$. In the following we define a solution $(\tilde{S}, (\tilde{A}_t)_{t \in [T], j \in [d]})$ for $R(Q)$. Let

$$S = \{(i, D) \mid i \in I, \ D \in \{t \in [T] \mid i \in S_t\}\}$$

It can be easily verified that $S \in I$. The value of the subset $S$ is

$$\tilde{p}(S) = \sum_{(i,D) \in S} \left( \sum_{t \in D} \sum_{t \in D : t-1 \in D} g^+_{t,j} + \sum_{t \notin D : t-1 \notin D} g^-_{t,j} - \sum_{t \in D} c^+_{t,j} - \sum_{t \notin D : t \notin D} c^-_{t,j} \right) = \sum_{t=1}^T \sum_{s \in S_t} \sum_{j=1}^d \left( \sum_{i \in S_t \cap S_{t-1}} g^+_{i,t} + \sum_{i \in S_t \cup S_{t-1}} g^-_{i,t} \right) - \sum_{t=1}^T \sum_{j=1}^d \left( \sum_{i \notin S_t \cap S_{t-1}} c^+_{i,t} + \sum_{i \notin S_t \cup S_{t-1}} c^-_{i,t} \right) = f_Q ((S_t)_{t=1}^T) .$$

Next, for each $t \in [T], j \in [d]$ we present an assignment $\tilde{A}_{t,j}$ of $S$. Consider the following two cases:

1. If $j > d_t$, recall $K_{t,j} = (w_0, \{b\}, W_0)$ where $w_0(i, D) = 0$ for all $(i, D) \in E$ and $W_0(b) = 0$. We define $\tilde{A}_{t,j}$ by $\tilde{A}_{t,j}(b) = S$. It thus holds that $w_0(\tilde{A}_{t,j}(b)) = 0 = W_0$. That is, $\tilde{A}_{t,j}$ is feasible.

2. If $j \leq d_t$, let $b^* \in B_{t,j}$ be some unique bin in $B_{t,j}$ and define assignment $\tilde{A}_{t,j} : B_{t,j} \to 2^E$ by

$$\tilde{A}_{t,j}(b) = (A_{t,j}(b) \times 2^{|T|}) \cap S \quad \forall b \in B_{t,j} \setminus \{b^*\}$$

$$\tilde{A}_{t,j}(b^*) = \left((A_{t,j}(b^*) \times 2^{|T|}) \cap S\right) \cup \{(i, D) \in S \mid t \notin D\}$$

(1)

The assignment $\tilde{A}_{t,j}$ is a feasible assignment w.r.t $\tilde{K}_{t,j}$ since for each bin $b \in B_{t,j}$ it holds that

$$\sum_{(i,D) \in \tilde{A}_{t,j}(b)} \tilde{w}_{t,j}((i,D)) = \sum_{i \in \tilde{A}_{t,j}(b)} w_{t,j}(i) \leq W_{t,j}(b)$$

Let $(i, D) \in S$. If $i \in S_t$ there is $b \in B_{t,j}$ such that $i \in A_{t,j}(b)$, hence $(i, D) \in \tilde{A}_{t,j}(b)$ by (1). If $i \notin S_t$ then $t \notin D$ and thus $(i, D) \notin \tilde{A}_{t,j}(b^*)$. Overall, we have $S \subseteq \bigcup_{b \in B_{t,j}} \tilde{A}_{t,j}(b)$. By (1) it follows that $S \supseteq \bigcup_{b \in B_{t,j}} \tilde{A}_{t,j}(b)$ as well, thus $S = \bigcup_{b \in B_{t,j}} \tilde{A}_{t,j}(b)$. I.e., $\tilde{A}_{t,j}$ is an assignment of $S$.

Note that the assignments can be constructed in polynomial time. We can conclude that $(\tilde{S}, (\tilde{A}_t)_{t \in [I], j \in [d]})$ is a feasible solution for $R(Q)$, and its value is $f_Q ((S_t)_{t=1}^T)$.

Lemma 8. Let $Q$ be an instance of $d$-GMK (with arbitrary time horizon $T$). For any feasible solution $(S_t, A_t)_{t \in [T], j \in [d]}$ for $Q$ a feasible solution $(S_t, A_t)_{t=1}^T$ for $Q$ such that $f_Q ((S_t)_{t=1}^T) = f(S)$ can be constructed in polynomial time.
The proof of Lemma 8 is similar to the proof of Lemma 7, thus it is deferred to Appendix A.

For any $d$-GMK instance with a fixed time horizon $T$, the reduction $R(Q)$ can be constructed in polynomial (as $|E| = |I| \cdot 2^{|T|}$). The next corollary follows from this observation and lemmas 7 and 8.

**Corollary 9.** For any fixed $T \in \mathbb{N}$, there exists an approximation factor preserving reduction from $d$-GMK with a time horizon bounded by $T$ to $dT$-MKCP+.

In [11] a PTAS for $d$-MKCP+ is presented. Thus, the next lemma follows from the above corollary.

**Lemma 10.** For any fixed $T \in \mathbb{N}$ there exists a randomized PTAS for $d$-GMK with a time horizon bounded by $T$.

## 2.2 General Time Horizon

In this section we present an algorithm for $d$-GMK with a general time horizon $T$. This is done by cutting the time horizon at several stages into sub-instances. Each sub-instance is optimized independently and then the solutions are combined to create a solution for the complete instance. A somewhat similar technique was used in [4]. However, they considered a model without change costs which is much simpler. Our analysis is more delicate as it requires local consideration of the assignment of each item to ensure that any additional costs charged are covered by profit and gains earned.

Given an instance $Q = (((\mathcal{P}_t)_{t=1}^T, g^+, g^-, c^+, c^-) \mid t \in [t_1, t_2])$ denoted throughout this section by $(((\mathcal{P}_t)_{t=t_1}^{t_2}, g^+, g^-, c^+, c^-)$ without shifting or truncating the gain and change costs vectors. For example, for $t \in [t_1, t_2]$ gain $q_{i,t}$ is earned for assigning item $i$ in stages $t$ and $t + 1$. Also, observe that stages $t_1 - 1$ and $t_2 + 1$ are outside the scope of the instance. Thus, when evaluating a solution for the sub-instance it is assumed that $S_{t_1 - 1} = S_{t_2 + 1} = \emptyset$.

Given an integer $T \in \mathbb{N}$, a set of cut points $U = \{u_0, \ldots, u_k\}$ of $T$ is a set of integers such that for every $j = 0, \ldots, k - 1$ it holds that $u_j < u_{j+1}$ and $1 = u_0 < u_k = T + 1$.

**Definition 11.** Let $Q = (((\mathcal{P}_t)_{t=1}^T, g^+, g^-, c^+, c^-) \mid t \in [1, K_t, p_t])$. Also, let $U = \{u_0, \ldots, u_k\}$ be a set of cut points. The tuple of $d$-GMK instances $Q_U = (((\mathcal{P}_t)_{t=u_j}^{u_{j+1}-1}, g^+, g^-, c^+, c^-)_{j=0}^{k-1}$ is defined as the cut instances of $Q$ w.r.t. $U$.

**Definition 12.** Let $Q$ be an instance of $d$-GMK, $U = \{u_0, \ldots, u_k\}$ be a set of cut points and $Q_U$ be the respective cut instances. Also, let $((A_t)_{t=u_j}^{u_{j+1}-1})_{j=0}^{k-1}$ be a tuple of feasible solutions for the tuple of cut instances $Q_U$. Then, the solution $(S_t, A_t)_{t=1}^T$ for $Q$ is called a cut solution.

The next corollary elaborates on the relationship between a cut solution and the cut instance solutions from which it is constructed.

**Corollary 13.** Given any $d$-GMK instance $Q$, cut points $U$, cut instances $Q_U$ and feasible solutions for the cut instances, the respective cut solution is a feasible solution for $Q$, and its value is at least the sum of values of the solutions for the cut instances.

The proof of the corollary is fairly simple, and is deferred to Appendix A. We are now ready to present the algorithm for $d$-GMK with general time horizon length.
The value of solution earned from assigning caused by cutting $U$ discarding it. Formally, and it is equal to value of elements in $U$.

**Algorithm 1** General Time Horizon.

- **Input:** $0 < \epsilon < \frac{1}{\mu}, \phi \geq 1$, a $d$-GMK instance $Q$ with time horizon $T$ such that $\phi Q \leq \phi$, and $\alpha$-approximation algorithm $A$ for $d$-GMK with time horizon $T \leq \frac{2\phi}{\epsilon}$. 

1. Set $\mu = \frac{\epsilon}{\phi}$.
2. For $j = 1, \ldots, \frac{1}{\mu}$ do
   3. Set $U_j = \left\{ \frac{a}{\mu} + j - 1 \mid a \in \mathbb{N}, a \geq 1, \frac{a}{\mu} + j - 1 \leq T - \frac{1}{\mu} \right\} \cup \{1, T + 1\}$.
4. Find a solution for each cut instance in $Q_{U_j}$ using algorithm $A$ and set $S_j$ as the respective cut solution.
5. Return the solution $S_j$ which maximizes the objective function $f_Q$.

Before analysing the algorithm we present several definitions and lemmas that are essential for the proof. First, we start by reformulating the solution. Instead of describing the assignment of items by the tuple $(S_t)_{t=1}^T$, we define a new set of elements $E = I \times [T] \times [T]$, where each element $(i, t_1, t_2) \in E$ states that item $i$ is assigned in the interval $[t_1, t_2]$. Given a feasible solution $(S_t, A_t)_{t=1}^T$ for $Q$ we denote the representation of $(S_t)_{t=1}^T$ as a subset of $E$ by $E((S_t)_{t=1}^T)$ and it is equal to

$$E((S_t)_{t=1}^T) = \{(i, t_1, t_2) \in E \mid \forall t \in [t_1, t_2] : i \in S_t \text{ and } i \notin S_{t_1-1} \cup S_{t+1}\}.$$ 

If $\tilde{S} = E((S_t)_{t=1}^T)$, we define the reverse mapping as $\tilde{S}(t) = \{i \in I \mid \exists(i, t_1, t_2) \in S : t \in [t_1, t_2]\} = S_t$. Now, we can define a solution for $d$-GMK using our new representation as $(\tilde{S}, \tilde{A})_{t=1}^T$.

**Definition 14.** The value, $v(e)$, of element $e = (i, t_1, t_2)$ is defined as the total value earned from assigning $i$ in the range $[t_1, t_2]$ minus the change costs charge for assigning and discarding it. Formally,

$$v(e) = \sum_{t=t_1}^{t_2} p_t(i) + \sum_{t=t_1+1}^{t_2} (g_{i,t+1}^+ - c_{i,t+1}^- - c_{i,t_2}^-)$$

The value of solution $\tilde{S} \leq E$ for $d$-GMK instance $Q$ is $\sum_{e \in \tilde{S}} v(e) + \sum_{t=2}^{T} \sum_{i \in S_{t-1} \cup S_{t+1}} g_{i,t}^-$ and it is equal to $f_Q((\tilde{S}(t))_{t=1}^T)$.

In Algorithm 1 we consider a solution for a tuple of cut instances created by cutting an instance at a set of cut points. Here we consider the opposite action, the effect of cutting a solution at these cut points. We start by considering a single cut point.

**Definition 15.** Given an element $e = (i, t_1, t_2)$ and a cut point $u \in (t_1, t_2)$ we define the outcome of cutting $e$ at $u$ as the set of intervals $u(e) = \{(i, t_1, u-1), (i, u, t_2)\}$. Also, the loss caused by cutting $e$ at $u$ is defined as the difference between the value of $e$ and the sum of value of elements in $u(e)$. It is denoted by $\ell(e, u)$ and is equal to

$$\ell(e, u) = v(e) - \sum_{e' \in u(e)} v(e') = g_{i,u}^+ + c_{i,u}^- + c_{i,u-1}^-$$

(2)

We can similarly extend the definition to include more than one cut point as follows.

**Definition 16.** Given a set of cut points $U = \{u_0, u_1, \ldots, u_k\}$ and an element $e = (i, t_1, t_2)$ define $U(e)$ as the set of elements created by cutting the $e$ at all cut points in $U$. Formally,

$$U((i, t_1, t_2)) = \{(i, \max\{t_1, u_{r-1}\}, \min\{u_r - 1, t_2\}) \mid r \in [k] \text{ and } [u_{r-1}, u_r - 1] \cap [t_1, t_2] \neq \emptyset\}.$$
Consider the following example as a demonstration of the above definition. If \( e = (i, t_1, t_2) \) and \( \{t_1, t_2\} \cap U_j = \{u_2, u_3\} \), then \( U_j(e) = \{(i, t_1, u_2 - 1), (i, u_2, u_3 - 1), (i, u_3, t_2)\} \).

The definition of loss caused by cutting an element can be extended to a set of cut points \( U \). If element \( e = (i, t_1, t_2) \) is cut by \( a \) of cut points \( U \) the loss is

\[
\ell(e, U) = v(e) - \sum_{e' \in U(e)} v(e') = \sum_{u \in U \cap \{t_1, t_2\}} (g^r_{i,u} + c^r_{i,u} + c^r_{i,u-1}) = \sum_{u \in U \cap \{t_1, t_2\}} \ell(e, u) \tag{3}
\]

since only gains \( g^+ \) are lost due to cutting as well as change cost for splitting an assignment into two intervals. This means that even if an element is cut multiple times, the loss due to each cut point can be considered separately.

**Lemma 17.** Let \( 0 < \epsilon < \frac{1}{4} \), \( \phi \geq 1 \) and \( A \) be an \( \alpha \)-approximation algorithm for \( d \)-GMK with time horizon \( T \leq \frac{2\alpha}{\phi} \). Also, let \( Q \) be an instance of \( d \)-GMK such that \( \phi_Q \leq \phi \). Algorithm 1 approximates \( Q \) within a factor of \((1 - \epsilon)\alpha\).

**Proof.** Let \( Q = (P_i)_{i=1}^T, g^+, g^-, c^+, c^- \) be an instance of \( d \)-GMK with time horizon \( T \) and profit-cost ratio \( \phi_Q \leq \phi \). We assume for simplicity \( u \) is integral. Let \( 0 < \epsilon < \frac{1}{4} \) and \( \mu = \frac{\epsilon}{\phi} \). Also, let \( A \) be an \( \alpha \)-approximation algorithm for \( d \)-GMK with time horizon \( T' \leq \frac{2\alpha}{\phi} = \frac{2}{\mu} \). Note, if \( T \leq \frac{2}{\mu} \), the cut points set \( U_0 \) is an empty set, and in this case \( A \) returns an \( \alpha \)-approximation solution for \( Q \) as required.

Let \( U_j = \{u_{j1}, \ldots, u_{jm_j}\} \) for \( j = 1, \ldots, \frac{T}{\mu} \). We show that there exists a set of cut points \( U_j \) and a tuple of solutions \( (S_t, A_t)_{t=0}^{w_{j+1}-1} \) for each cut instance in \( Q_{U_j} = (q_{ij})_{j=0}^{k_j-1} \), such that the sum of values of the solutions, \( \sum_{r=0}^{k_j-1} f_{q^r_{ij}} \left( (S_t)_{t=w_{j}+1}^{w_{j+1}-1} \right) \), is sufficiently large. From Corollary 13 it follows that the value of a cut solution is larger than the sum of its parts (due to lost gains and change costs saved if an item is assigned in adjacent instances). Thus, this also proves that the maximum cut solution found is sufficiently large as well.

Let \( (S^*_t, A^*_t)_{t=1}^{T} \) be an optimal solution for \( Q \), and let \( \tilde{S}^* = E((S^*_t)_{t=1}^{T}) \). We partition \( \tilde{S}^* \) into two subsets by the length of the interval they describe. Formally, \( X = \{(i, t_1, t_2) \in \tilde{S}^* \mid t_2 - t_1 < \frac{2}{\mu}\} \) and \( Y = \tilde{S}^* \setminus X \). So \( X \) contains short intervals, and \( Y \) contains long intervals.

Define \( \tilde{S}_j \) as the subset of elements longer than \( \phi \) in \( \cup_{e \in Y} U_j(e) \) as well as short elements \( e \in X \) that are not cut by \( U_j \). I.e.,

\[
\tilde{S}_j = \{e \in X \mid U_j(e) = \{e\} \} \cup \bigcup_{e \in Y} \{ (i, t_1, t_2) \in U_j(e) \mid t_2 - t_1 \geq \phi \}
\]

At each stage \( t \in [T] \) it holds that \( \tilde{S}_j(t) \subseteq S^*_t \). Thus there exists a tuple of assignments, denoted by \( \tilde{A}^*_t \), such that \( \tilde{S}_j(t) \subseteq S^*_t \). We partition set \( \tilde{S}_j \) as follows. Let \( \tilde{S}_{j,r} \) be \( \{(i, t_1, t_2) \in \tilde{S}_j \mid |t_1, t_2| \subseteq [u_{j1}, u_{j+1} - 1]\} \). It holds that \( \tilde{S}_j = \cup_{r=0}^{k_j-1} \tilde{S}_{j,r} \) as each element \( (i, t_1, t_2) \) is contained in exactly one interval \([u_{j}, u_{j+1} - 1]\).

Thus \( (\tilde{S}_{j,r}, \tilde{A}^*_t)_{t=u_{j1}}^{w_{j+1}-1} \) is a tuple of feasible solutions for the cut instances in \( Q_{U_j} \), such that \( (\tilde{S}_{j,r}, \tilde{A}^*_t)_{t=u_{j1}}^{w_{j+1}-1} \) is a solution for the \( r \)-th instance. The value of all elements in the defined solutions for the cut instances is

\[
\sum_{r=0}^{k_j-1} \sum_{e \in \tilde{S}_{j,r}} v(e) = \sum_{e \in \tilde{S}_j} v(e) = \sum_{e \in X \cup \cup_{e \in Y} U_j(e) \mid e \geq \phi} v(e) + \sum_{e \in Y \cup \cup_{e \in Y} U_j(e) \mid t_2 - t_1 < \phi} v(e)
\]
We bound the value of each of the three terms separately by comparing it to the value of the optimal solution for all cut instances $Q_{U_j}$ by

$$
\sum_{e \in X: U_j(e) = e} v(e) + \sum_{e' = (i, t_1, t_2) \in U_j(e)} \sum_{t_2 - t_1 \geq \phi} v(e') + \sum_{t \in [u'_j + 1, u'_{j+1} - 1]} \sum_{g_{i,t} \in U_j} g_{i,t} \quad (4)
$$

We define $B$ as the total sum of values of optimal solutions for the cut instances $(Q_{U_j})_{j=1}^k$. By utilizing Equation (4) we can bound $B$ as follows.

$$
B \geq \sum_{j=1}^k \sum_{r=0}^{k_j - 1} \left( \sum_{e \in \bar{S}_j} v(e) + \sum_{t \in [u'_j + 1, u'_{j+1} - 1]} \sum_{g_{i,t} \in U_j} g_{i,t} \right)
$$

$$
= \sum_{j=1}^k \sum_{e \in \bar{S}_j} v(e) + \sum_{t \in [2, T]} \sum_{g_{i,t} \in U_j} g_{i,t}
$$

$$
\geq \sum_{e \in X} \sum_{j \in \lfloor \frac{1}{\mu} \rfloor} v(e) + \sum_{e \in Y} \sum_{j=1}^k \sum_{e' = (i, t_1, t_2) \in U_j(e) \cap t_2 - t_1 \geq \phi} v(e')
$$

$$
+ \sum_{j=1}^k \sum_{t \in [2, T]} \sum_{g_{i,t} \in U_j} g_{i,t}
$$

(5)

We bound the value of each of the three terms separately by comparing it to the value of the optimal solution.

Consider the first term, value earned from short elements, i.e., elements $e = (i, t_1, t_2) \in X$. It holds that $e \in \bar{S}_j$ if and only if $U_j(e) = \{e\}$ which means that $(t_1, t_2) \cap U_j = \emptyset$. Since for every $j_1 \neq j_2$ it holds that $U_{j_1} \cap U_{j_2} = \{1, T + 1\}$ and since there are $\frac{1}{\mu}$ sets of cut point, for each element $e \in X$ it holds that $e \in \bar{S}_j$ for at least $\frac{1}{\mu} - \frac{\phi}{\epsilon}$ values of $j \in \lfloor \frac{1}{\mu} \rfloor$. Thus,

$$
\sum_{e \in X} \sum_{j \in \lfloor \frac{1}{\mu} \rfloor} v(e) \geq \left( \frac{1}{\mu} - \frac{\phi}{\epsilon} \right) \sum_{e \in X} v(e) = \frac{1}{\mu} (1 - \epsilon) \sum_{e \in X} v(e)
$$

(6)

Next, we bound the second term, the value earned from long elements, $e \in Y$. Consider the set of cut points $U_j$. Two operators are applied to each long element. First, it is cut and the subset $U_j(e)$ is defined. Second, short elements are discarded from $U_j(e)$. The resulting subset is $\{i, t_1, t_2) \in U_j(e) | t_2 - t_1 \geq \phi\}$ and therefore we would like to bound the difference

$$
\sum_{e \in X} \left( v(e) - \sum_{e' \in \{i, t_1, t_2) \in U_j(e) | t_2 - t_1 \geq \phi\} v(e') \right)
$$

Consider an element $e = (i, t_1, t_2) \in Y$ cut by cut points set $U_j$. As shown in Equation (3), the loss caused by cutting $e$ at cut point $u \in (t_1, t_2]$ is independent of other cuts that are applied to $e$ and is equal to $\ell(e, u)$. Thus we can consider each cut point separately.

As mentioned above, if $e = (i, t_1, t_2) \in Y$, the second operator discards elements $e' \in U_j(e)$ that are short. Since the distance between each pair of cut points in $U_j$ is at least $\frac{1}{\mu} = \frac{\phi}{\epsilon} > \phi$, each such short element $e'$ is either $(i, t_1, u)$ or $(i, u, t_2)$ for some unique cut point $u \in U_j$. In addition, it must hold that either $u - t_1 < \phi$ or $t_2 - u < \phi$. We associate the value lost by discarding $e'$ to this unique cut point $u$. 
Let $e = (i, t_1, t_2) \in Y$ and $u \in U_j$ be a cut point such that $u \in (t_1, t_2]$, i.e., $u$ cuts $e$. There are three cases to consider.

1. If $u - t_1 < \phi$, element $e' = (i, t_1, u - 1) \in U_j(e)$ is discarded and a loss of $v(e')$ is associated with $u$ in addition to $\ell(e, u)$. Thus the total loss is at most

$$v(e') + \ell(e, u) = \sum_{t=t_1}^{u-1} p_t(i) + \sum_{t=t_1+1}^{u-1} g_{i,t}^+ - c_{i,t_1}^+ - c_{i,u}^- + g_{i,u}^+ + c_{i,u}^- + c_{i,u-1}^- \leq \sum_{t=t_1}^{u-1} p_t(i) + \sum_{t=t_1+1}^{u-1} g_{i,t}^+ - c_{i,u}^- + g_{i,u}^+ + c_{i,u}^- + c_{i,u-1}^- \leq \sum_{t=t_1}^{u-1} p_t(i) + \sum_{t=t_1+1}^{u-1} g_{i,t}^+ + c_{i,u}^- + c_{i,u-1}^- \leq \sum_{t=t_1}^{u-1} p_t(i) + \sum_{t=t_1+1}^{u-1} g_{i,t}^+ + c_{i,u}^- + c_{i,u-1}^- \leq \sum_{t=t_1}^{u-1} p_t(i) + \sum_{t=t_1+1}^{u-1} g_{i,t}^+$$

where the equality is due to Equation (2) and the last inequality is due to the profit-cost ratio.

2. If $t_2 - u < \phi$, element $e' = (i, u, t_2) \in U_j(e)$ is discarded and a loss of $v(e')$ is associated with $u$ in addition to $\ell(e, u)$. Thus the total loss is at most

$$v(e') + \ell(e, u) = \sum_{t=u}^{t_2} p_t(i) + \sum_{t=u+1}^{t_2} g_{i,t}^+ - c_{i,u}^+ - c_{i,t_2}^- + g_{i,t_2}^+ + c_{i,u}^+ + c_{i,u-1}^- \leq \sum_{t=u}^{t_2} p_t(i) + \sum_{t=u+1}^{t_2} g_{i,t}^+ + c_{i,u}^- + c_{i,u-1}^- \leq \sum_{t=u}^{t_2} p_t(i) + \sum_{t=u+1}^{t_2} g_{i,t}^+$$

where the equality is due to Equation (2) and the last inequality is due to the profit-cost ratio.

3. If $t_2 - u \geq \phi$ and $u - t_1 \geq \phi$, no elements are discarded from $U_j(e)$. Thus the only loss is $\ell(e, u)$ and can be bounded by

$$\ell(e, u) = g_{i,u}^+ + c_{i,u}^+ + c_{i,u-1}^- \leq \sum_{t=u-\phi}^{u+\phi-1} p_t(i) + \sum_{t=u-\phi+1}^{u+\phi-1} g_{i,t}^+$$

Overall we can bound the loss induced by cutting long elements at cut points $U_j$ (due to loss $\ell(e, u)$ and discarded short elements) by

$$\sum_{(i, t_1, t_2) \in Y} \sum_{u \in ([t_1, t_2] \cap U_j)} \left( \min_{t = \max\{t_1, u-\phi\}}^{t_2, u+\phi-1} p_t(i) + \min_{t = \max\{t_1+1, u-\phi+1\}}^{t_2, u+\phi-1} g_{i,t}^+ \right)$$

This means that the total value gained from elements that were originally in $Y$ is

$$\sum_{c : i^c = (i, t_1, t_2), u \in U_j} v(e') \geq \frac{1}{\mu} \sum_{e \in Y} v(e) - \sum_{j=1}^{\frac{1}{2}} \sum_{(i, t_1, t_2) \in Y} \sum_{u \in (t_1, t_2] \cap U_j} \left( \min_{t = \max\{t_1, u-\phi\}}^{t_2, u+\phi-1} p_t(i) + \min_{t = \max\{t_1+1, u-\phi+1\}}^{t_2, u+\phi-1} g_{i,t}^+ \right)$$

$$\frac{1}{\mu} \sum_{e \in Y} v(e) - \sum_{(i, t_1, t_2) \in Y} \sum_{u \in [t_1, t_2]} \left( \min_{t = \max\{t_1, u-\phi\}}^{t_2, u+\phi-1} p_t(i) + \min_{t = \max\{t_1+1, u-\phi+1\}}^{t_2, u+\phi-1} g_{i,t}^+ \right) \geq \frac{1}{\mu} \sum_{e \in Y} v(e) - 2\phi \sum_{(i, t_1, t_2) \in Y} \left( \sum_{t \in [t_1, t_2]} p_t(i) + \sum_{t \in [t_1+1, t_2]} g_{i,t}^+ \right)$$
where the second inequality follows from the fact that for every $j_1 \neq j_2$ it holds that $U_{j_1} \cap U_{j_2} = \{1, T+1\}$. The last inequality is due to the fact that the profit and gains of element $(i, t_1, t_2)$ is lost at stage $t \in [t_1, t_2]$ if it is cut by a cut point $a$ such that $|a-t| \leq \phi$. Thus, its value is lost in at most $2 \phi$ instances. Due to the profit-cost ratio, for each long element $e = (i, t_1, t_2) \in Y$ it holds that

$$c_{i,t_1}^+ + c_{i,t_2}^- \leq 2 \phi \cdot \frac{\sum_{t=t_1}^{t_2} p_t(i) + \sum_{t=t_1+1}^{t_2} g_t^+}{t_2 - t_1} \leq \epsilon \cdot \sum_{t=t_1}^{t_2} p_t(i) + \epsilon \cdot \sum_{t=t_1+1}^{t_2} g_t^+$$

By substituting inequalities (6),(7) and (8) in Inequality (5) we get that

$$\frac{1}{\mu} \sum_{e \in Y} v(e) - 2 \phi \sum_{(i, t_1, t_2) \in Y} \left( \sum_{t=t_1}^{t_2} p_t(i) + \sum_{t=t_1+1}^{t_2} g_t^+ \right) \geq \sum_{(i, t_1, t_2) \in Y} \left( \frac{1}{\mu} - 2 \phi \right) \sum_{t=t_1}^{t_2} p_t(i) + \sum_{t=t_1+1}^{t_2} g_t^+$$

$$\geq \left( \frac{1}{\mu} - 2 \phi \right) \sum_{e \in Y} v(e) \geq \left( \frac{1}{\mu} - \frac{\phi}{\epsilon} \right) \sum_{e \in Y} v(e)$$

where the last inequality follows the fact that $\epsilon < \frac{\phi}{4}$. Overall, we get that

$$\sum_{e \in Y} v(e') \geq \left( \frac{1}{\mu} - \frac{\phi}{\epsilon} \right) \sum_{e \in Y} v(e) \quad (7)$$

Lastly, we bound the third term, gains $g^-$ earned in all cut instance solutions. Consider a cut point set $U_j$ and gain $g_{i,t}^-$ earned in solution $S^*$, i.e., $i \notin S_{t-1}^- \cup S_t^*$. Therefore, any element $(i, t_1, t_2)$ such that $t \in [t_1, t_2]$ or $t-1 \in [t_1, t_2]$ is not in $S_j$. Thus, unless $t \in U_j$, gain $g_{i,t}^-$ is earned in $S_j$ and in some solution $S_j \subseteq S_t^*$ such that $t \in [u_1^j, u_{t-1}^j - 1]$ and $u_t^j \in U_j$. Again, we can use the fact that for every $j_1 \neq j_2$ it holds that $U_{j_1} \cap U_{j_2} = \{1, T+1\}$ and get that

$$\sum_{j=1}^{\frac{T}{\mu}} \sum_{e \in [2, T] \cap U_j} \sum_{i \notin S_j(t-1) \cap S_j(t)} g_{i,t}^- \geq \left( \frac{1}{\mu} - 1 \right) \sum_{t=1}^{T} \sum_{i \notin S^*(t) \cap S_j(t)} g_{i,t}^- \quad (8)$$

By substituting inequalities (6),(7) and (8) in Inequality (5) we get that

$$B \geq \left( \frac{1}{\mu} - \frac{\phi}{\epsilon} \right) \sum_{e \in S^*} v(e) + \sum_{t \in [2, T]} \sum_{i \notin S(t-1) \cap S^*(t)} g_{i,t}^- \geq \left( \frac{1}{\mu} - \frac{\phi}{\epsilon} \right) f_{\mathcal{Q}}((S^*_t)^T_{t=1})$$

For each set of values, their average is smaller or equal to their maximum value. Thus there must at least one set of cut points $U_j$ such that the sum of the values of the solutions $(\tilde{S}_j^*, r)^{k_j}_{r=0}$ for its cut instances, $Q_{U_j}$, is at least $\mu \cdot B$, the average value of a set of solutions for a set of cut instance $Q_{U_j}$ (for $j = 1, \ldots, \frac{T}{\mu}$). We get that

$$\sum_{e \in \tilde{S}_j^*} v(e) + \sum_{t \in [2, T]} \sum_{i \notin \tilde{S}_j^*(t) \cap \tilde{S}_j^*(t)} g_{i,t}^- \geq \mu B = (1-\epsilon) f_{\mathcal{Q}}((S^*_t)^T_{t=1})$$
At iteration \( j^* \), in which Algorithm 1 considers the cut instances \( Q_{U,j^*} \), algorithm \( A \) provides an approximate solution for each cut instance. Thus the value of the solution returned by \( A \) for the \( r \)-th cut instance is at least

\[
\alpha \cdot \left( \sum_{e \in \hat{S}_{j^*}} v(e) + \sum_{t \in \{2, \ldots, T\}} \sum_{i \notin \hat{S}_{j^*}(t-1) \cup \hat{S}_{j^*}(t)} g_{i,t}^- \right)
\]

Summing over all cut instances in \( Q_{U,j^*} \) provides a solution with value at least

\[
\alpha \cdot \left( \sum_{e \in \hat{S}_{j^*}} v(e) + \sum_{t \in \{2, \ldots, T\}} \sum_{i \notin \hat{S}_{j^*}(t-1) \cup \hat{S}_{j^*}(t)} g_{i,t}^- \right) \geq (1 - \epsilon) \cdot \alpha \cdot f_{\tilde{Q}} \left( \left( S_{i}^{*} \right)_{i=1}^{T} \right)
\]

The correctness of Theorem 1 follows immediately from Theorem 17 and Lemma 10.

### 3 Hardness Results

In this section we present two hardness results for 1-GMK. First, we show no constant approximation ratio exists for 1-GMK (with unbounded profit-cost ratio), even if there is only one bin per stage. Then, we show that even if we switch down the model by removing the change costs, limiting the time horizon length to \( T = 2 \), and only having a single bin per stage, the problem still does not admit an EPTAS.

The above results are proved by showing an approximation preserving reduction from \( d \)-Dimensional Knapsack (\( d \)-KP) and Multidimensional Knapsack. For \( d \in \mathbb{N} \), in \( d \)-KP we are given a set of items \( I \), each equipped with a profit \( p_i \), as well as a \( d \)-dimensional weight vector \( \bar{w} \in [0, 1]^d \). We denote \( j \)-th coordinate of \( \bar{w} \) by \( \bar{w}_j \). In addition, we are given a single bin equipped with a \( d \)-dimensional capacity vector \( \bar{W} \in \mathbb{R}_{\geq 0}^d \). A subset \( S \subseteq I \) is a feasible solution if \( \sum_{i \in S} \bar{w}_i \leq \bar{W} \). The objective is to find a feasible solution \( S \) which maximizes \( \sum_{i \in S} p_i \).

The Multidimensional Knapsack problem is the generalization of \( d \)-KP in which \( d \) is not fixed. That is, the input for the problem is a \( d \)-KP instance for some \( d \in \mathbb{N} \). The solutions and their values are the solution and values of the \( d \)-KP instance.

Note that \( d \)-KP is a special case of \( d \)-MKCP, where the set of MKCs is \( \mathcal{K} = \left( K_j \right)_{j=1}^d \). The \( j \)-th MKC is \( K_j = (w_j, B_j, W_j) \), where \( w_j(i) = \bar{w}_j \), \( B_j = \{ b \} \) and \( W_j(b) = W_j \), where \( W_j \) is the \( j \)-th coordinate of the capacity vector \( W \). Finally, the profit function \( p : I \rightarrow \mathbb{R}_{\geq 0} \) is defined as \( p(i) = p_i \) for any \( i \in I \). For simplicity we will use this notation for \( d \)-KP and Multidimensional Knapsack throughout this section.

**Lemma 18.** There is an approximation preserving reduction from the Multidimensional Knapsack problem to 1-GMK with a single bin in each stage.

**Proof.** Let \( Q = (I, \mathcal{K}, p) \) be an instance of Multidimensional Knapsack, where \( \mathcal{K} = \left( K_j \right)_{j=1}^d \). We define an instance of 1-GMK as follows. Define \( T = d \), and for \( j = 1, \ldots, d \) define \( \mathcal{P}_j = (I, (K_j), h) \) with \( h(i) = \frac{p(i)}{d} \) for all \( i \in I \). The gains vectors are defined as zero vectors, \( g^+ = g^- = \mathbf{0} \). Finally, we define the change cost vectors. For all \( i \in I \) we set

\[
c^+_{i,t} = \begin{cases} p(i) & t \in [2, d] \\ 0 & \text{otherwise} \end{cases}, \quad c^-_{i,t} = \begin{cases} 0 & t \in [1, d-1] \\ p(i) & \text{otherwise} \end{cases}
\]

The tuple \( \tilde{Q} = \left( (\mathcal{P}_t)_{t=1}^d, g^+, g^-, c^+, c^- \right) \) is a 1-GMK instance with time horizon \( T = d \).
Let \((S, \mathcal{A})\) be a feasible solution for \(Q\), where \(\mathcal{A} = (A_j)_{j=1}^d\). We can easily construct a solution for \(\hat{Q}\) by setting \(A_j = (\hat{A}_j)\) for \(j = 1, \ldots, d\). Then, \((S_t, A_j^t)_{t=1}^d\), where \(S_t = S\) for \(j = 1, \ldots, d\), is a solution for \(\hat{Q}\). Note that all items are either assigned or not assigned in both stages. Thus the value of the solution is

\[
f_\hat{Q}(\{S_t\}_{t=1}^d) = \sum_{t=1}^d h(S_t) - \sum_{t=1}^d \left( \sum_{i \in S_t \setminus S_{t+1}} c_{i,t}^- + \sum_{i \in S_t \setminus S_{t-1}} c_{i,t}^+ \right) = d \cdot h(S) = p(S)
\]

The solution is also feasible for every \(j \in [d]\) it holds that \(A_j\) is a feasible assignments for MKC \(K_j\).

Next, let \((S_t, A_j^t)_{t=1}^d\) be a feasible solution for \(\hat{Q}\), where \(A_j = (\hat{A}_j)\) for \(j = 1, \ldots, d\). For \(j = 1, \ldots, d\) let \(B_j = \{b_j\}\). We define the selected items set as \(S = \bigcap_{j=1}^d S_j\) and define the assignments accordingly, \(A_j(b_j) = S\) for \(j = 1, \ldots, d\) and \(A = (A_j)_{j=1}^d\). Consider some \(j \in [s]\), the assignment \(A_j\) is feasible as \(A_j(b_j) \subseteq \hat{A}_j(b_j)\) and

\[
\sum_{i \in A_j(b_j)} w_j(i) \leq \sum_{i \in A_j(b_j)} w_j(i) \leq W_j(b_j)
\]

The value of the solution is

\[
p(S) = d \cdot h(S) \geq \sum_{t=1}^d h(S_t) - \sum_{t=1}^d \left( \sum_{i \in S_t \setminus S_{t+1}} c_{i,t}^- + \sum_{i \in S_t \setminus S_{t-1}} c_{i,t}^+ \right) = f_\hat{Q}(\{S_t\}_{t=1}^d)
\]

where the inequality follows from the construction of \(\hat{Q}\). Furthermore, note that \(S\) can be constructed in polynomial time, which concludes the proof.

In [6] Chekuri and Kahanna showed that Multidimensional Knapsack does not admit any constant approximation ratio unless \(NP = ZPP\). Theorem 3 follows immediately from the hardness result of [6] and Lemma 18.

We now proceed to the second hardness result.

**Lemma 19.** There is an approximation preserving reduction from 2-Dimensional Knapsack problem to 1-GMK with time horizon \(T = 2\), no change costs and a single bin per stage.

**Proof.** Let \(Q = (I, K, p)\) be an instance of 2-dimensional knapsack, where \(K = (K_1, K_2)\). Also, since \(p\) is modular, it holds that \(p(S) = \sum_{i \in S} p_i\).

We define an instance of 1-GMK as follows. Set \(T = 2, P_1 = (I, (K_1), h)\) and \(P_2 = (I, (K_2), h)\), where \(h\) is the zero function, i.e., \(h : I \rightarrow \{0\}\) such that \(\forall i \in I\) it holds that \(h(i) = 0\). Since there are only two stages, gains exists only for stage for \(t = 2\). Set \(g_{i,2}^+ = p(i)\) and \(g_{i,2}^- = 0\) for each item \(i \in I\). Finally, we set the change cost vectors as \(c^+ = c^- = 0\). The tuple \(\hat{Q} = (P_1, P_2, g^+, g^-, c^+, c^-)\) is a 1-GMK instance with time horizon \(T = 2\). Note that since all profits, change costs and gains \(g^+\) are zero we can write the objective function as

\[
f_{\hat{Q}}(\{S_1, S_2\}) = \sum_{i \in S_1 \cap S_2} g_{i,2}^+
\]

Let \((S, \mathcal{A})\) be a feasible solution for \(Q\), where \(\mathcal{A} = (A_1, A_2)\). We can easily construct a solution for the \(\hat{Q}\) by setting \(A_1 = (A_1)\) and \(A_2 = (A_2)\). Then, \((S_t, A_j^t)_{t=1}^2\), where \(S_1 = S_2 = S\), is a solution for \(\hat{Q}\). Note that all items are either assigned in both stages or not assigned in both stages. Thus the value of the solution is

\[
f_{\hat{Q}}(\{S_1, S_2\}) = \sum_{i \in S_1 \cap S_2} g_{i,2}^+ = \sum_{i \in S} g_{i,2}^+ = \sum_{i \in S} p_i = p(S)
\]
The solution is also feasible as $A_1$ and $A_2$ are feasible assignments of $K_1$ and $K_2$ (respectively).

Next, let $(S_t, A_t)_{t=1}^2$ be a feasible solution for $\tilde{Q}$, where $A_1 = (\tilde{A}_1)$ and $A_2 = (\tilde{A}_2)$. Let $B_1 = \{b_1\}$ and $B_2 = \{b_2\}$. We define the selected items set as $S = S_1 \cap S_2$ and define the assignments accordingly, $A_1(b_1) = A_2(b_2) = S$ and $A = (A_1, A_2)$. Assignment $A_1$ is feasible as $A_1(b_1) \subseteq \tilde{A}_1(b_1)$ and

$$\sum_{i \in A_1(b_1)} w_1(i) \leq \sum_{i \in A_1(b_1)} w_1(i) \leq W_1(b_1)$$

A similar statement shows that assignment $A_2$ is feasible as well. The value of the solution is

$$p(S) = \sum_{i \in S} p(i) = \sum_{i \in S} g_{i,2}^{+} = \sum_{i \in S_1 \cap S_2} g_{i,2}^{+} = f_{\tilde{Q}}((S, S))$$

which concludes the proof. \hfill $\blacktriangle$

In [19] Kulik and Shachnai showed that there is no EPTAS for 2-KP unless $W[1] = FPT$. Theorem 2 follows immediately from the hardness result of [19] and Lemma 19.

---
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### A Omitted Proofs and Definition

**Definition 20.** Let $\Pi_1, \Pi_2$ be two maximization problems. An approximation factor preserving reduction from $\Pi_1$ to $\Pi_2$ consists of two polynomial time algorithms $f, g$ such that for any two instances $I_1$ of problem $\Pi_1$ and $I_2 = f(I_1)$ of problem $\Pi_2$ it holds that

- $I_2 \in \Pi_2$ and $OPT_{\Pi_2}(I_2) \geq OPT_{\Pi_1}(I_1)$.
- for any solution $s_2$ for $I_2$, solution $s_1 = g(I_1, s_2)$ is a solution for $I_1$ and $\text{obj}_{\Pi_1}(I_1, s_1) \geq \text{obj}_{\Pi_2}(I_2, s_2)$.

where $OPT_{\Pi}(I)$ is the value of an optimal solution for instance $I$ of problem $\Pi$, and $\text{obj}_{\Pi}(I, s)$ is the value of solution $s$ for instance $I$ of problem $\Pi$.

**Proof of Lemma 8.** Let $Q = ((P_t)_{t=1}^T, g^+, g^-, c^+, c^-)$ be an instance of $d$-GMK, where $P_t = (I, K_t, p_t)$ and $K_t = (K_{t,j})_{j=1}^{d_t}$. Also, let $R(Q) = (E, \bar{K}, \bar{p}, \bar{T})$ be the reduced instance of $Q$, and $(S, (\bar{A}_{t,j})_{t \in \{T\}, j \in \{d_t\}})$ be a feasible solution for $R(Q)$. We define the solution $(S_t, A_t)_{t=1}^T$ for $Q$ as follows. For every stage $t$ we set $S_t = \{i \in I \mid \exists (i, D) \in S : t \in D\}$. For every $t = 1, \ldots, T$, $j = 1, \ldots, d_t$ and bin $b \in B_{t,j}$ (the set of bins in MKC $K_{t,j}$) let $A_{t,j}(b) = \{i \in I \mid \exists (i, D) \in \bar{A}_{t,j}(b) : t \in D\}$. Observe that the sets $(S_t)_{t=1}^T$ and assignments $(A_{t,j})_{t \in \{T\}, j \in \{d_t\}}$ can be constructed in polynomial time as at most $|I|$ elements can be chosen due to the matroid constraint. The assignment $A_{t,j}$ is an assignment of $S_t$ since

$$S_t = \{i \in I \mid \exists (i, D) \in S : t \in D\} = \bigcup_{b \in B_{t,j}} \{i \in I \mid (i, D) \in \bar{A}_{t,j}(b) : t \in D\} = \bigcup_{b \in B_{t,j}} A_{t,j}(b),$$

where the second equality follows the feasibility of the solution for $R(Q)$. In addition, $A_{t,j}$ is...
a feasible assignment for MKC $K_{t,j}$ since for every bin $b \in B_{t,j}$ it holds that

$$\sum_{i \in A_{t,j}(b)} w_{t,j}(i) = \sum_{(i,D) \in A_{t,j}(b) : t \in D} \tilde{w}_{t,j}((i, D)) = \sum_{(i,D) \in A_{t,j}(b)} \tilde{w}_{t,j}((i, D)) \leq W_{t,j}(b)$$

Thus $(S_t, A_t)_{t=1}^T$ is a feasible solution for $Q$.

Lastly, consider the value of the solution for $Q$. It holds that

$$f_Q((S_t)_{t=1}^T) = \sum_{t=1}^T \sum_{i \in S_t} p_i(i) + \sum_{t=1}^T \left( \sum_{i \in S_{t-1} \cap S_t} g_{i,t}^+ + \sum_{i \notin S_{t-1} \cup S_t} g_{i,t}^- \right) - \sum_{t=1}^T \left( \sum_{i \in S_t \setminus S_{t-1}} c^+_{i,t} + \sum_{i \in S_t \setminus S_{t+1}} c^-_{i,t} \right) =$$

$$\sum_{(i,D) \in S} \left( \sum_{t \in D} p_i(i) + \sum_{t \in D_{t-1} \cap D} g_{i,t}^+ + \sum_{t \notin D_{t-1} \cup D} g_{i,t}^- - \sum_{t \notin D_{t-1} \cup D} c^+_{i,t} - \sum_{t \in D_{t-1} \cap D} c^-_{i,t} \right) = \tilde{p}(S)$$

**Proof of Corollary 13.** Let $Q$ be an instance of $d$-GMK, $U$ be a set of cut points. Also, let $QU = (q_j)_{j=0}^{k-1} = ((P_t)_{t=u_j}^{u_j+1}, g^+, g^-, c^+, c^-)_{j=0}^{k-1}$ be the corresponding tuple of cut instances, and $((S_t, A_t)_{t=u_j}^{u_j+1})_{j=0}^{k-1}$ be a tuple of feasible solutions for the cut instances.

We define the solution $(S_t, A_t)_{t=1}^T$ for $Q$. It is easy to see that the assignments $A_t$ to $K_t$ are all feasible assignments of $S_t$. In addition, it holds that

$$f_Q((S_t)_{t=1}^T) = \sum_{t=1}^T \sum_{i \in S_t} p_t(i) + \sum_{t=1}^T \left( \sum_{i \in S_{t-1} \cap S_t} g_{i,t}^+ + \sum_{i \notin S_{t-1} \cup S_t} g_{i,t}^- \right) - \sum_{t=1}^T \left( \sum_{i \in S_t \setminus S_{t-1}} c^+_{i,t} + \sum_{i \in S_t \setminus S_{t+1}} c^-_{i,t} \right) \geq$$

$$= \sum_{j=0}^{k-1} \left( \sum_{t=u_j}^{u_j+1-1} \sum_{i \in S_t} p_t(i) + \sum_{t=u_j+1}^{u_{j+1}} \left( \sum_{i \in S_{t-1} \cap S_t} g_{i,t}^+ + \sum_{i \notin S_{t-1} \cup S_t} g_{i,t}^- \right) - \sum_{t=u_j+1}^{u_{j+1}-1} \sum_{i \in S_{t-1} \cap S_t} c^+_{i,t} + \sum_{i \in S_{t-1} \cap S_t} c^-_{i,t} \right) = \sum_{j=0}^{k-1} f_{q_j}((S_t)_{t=u_j}^{u_{j+1}-1})$$

where $f_{q_j}$ is the objective functions of cut instance $q_j$. This proves that a cut solution has a higher value than the sum of solutions for cut instance from which it was created. ▲
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1 Introduction

We consider min-sum $k$-clustering. This is the problem of partitioning an input dataset of $n$ points into $k$ clusters with the objective of minimizing the sum of intra-cluster pairwise distances. We consider primarily the prevalent setting of instances of points in $\mathbb{R}^d$ endowed with a distance function equal to the squared Euclidean distance (henceforth referred to as the $\ell_2^2$ case). Our results apply also to the case of instances of points endowed with an explicit metric (henceforth referred to as the metric case). Note that we consider $k$ (and $d$, if relevant) to be part of the input, rather than an absolute constant. In these and similar cases we give polynomial time approximation algorithms that cluster all but a negligible constant fraction
of outliers at a cost that is at most a constant factor larger than the optimum clustering. More specifically, for any $\epsilon > 0$, if the optimum we compete against is required to cluster any number $n' \leq n$ of points, our algorithm clusters at least $(1 - \epsilon)n'$ points and at most $n'$ points, and pays a constant factor more than the optimum for $n'$ points. The constant depends on $\epsilon$.

Clustering in general is a fundamental question in unsupervised learning. The question originated in the social sciences and now is widely applicable in data analysis and machine learning, in areas including bioinformatics, computer vision, pattern recognition, signal processing, fraud/spam/fake news filtering, and market/population segmentation. Clustering is also a list of fundamental discrete optimization problems in computational geometry that have been studied for decades by theoreticians, in particular (but not exclusively) as simple non-convex targets of machine learning. Some clustering problems, notably centroid-based criteria such as $k$-means, have been studied extensively. We currently have a fairly tight analysis of their complexity in the worst case (e.g. [4, 42, 1, 20]) and under a wide range of restrictive conditions: low dimension (e.g., [33, 21, 30]) fixed $k$ (e.g. [41, 27, 17, 26]), various notions of stability (e.g. [44, 7, 40, 5, 22]), restrictive models of computation (e.g., [16, 3, 15, 14]), etc., as well as practically appealing heuristics (e.g., Lloyd’s iteration, local search) and supportive theoretical justification (e.g., some of the afore-mentioned papers and also [6, 38]). Theoretical understanding of density-based clustering criteria, and in particular min-sum clustering, is far less developed. There are clearly cases in practice where, for instance, min-sum clustering coincides far better with the intuitive clustering objective than standard centroid-based criteria. A simple illustrative example is the case of separating two concentric dense rings of points in the plane. Moreover, min-sum clustering satisfies Kleinberg’s consistency axiom, whereas a fairly large class of centroid-based criteria including $k$-means and $k$-median do not satisfy this axiom [39, 47]. However, the state-of-the-art for computing min-sum clustering remains inferior to alternatives. Min-sum $k$-clustering is NP-hard in the $\ell^2_2$ case (e.g., using arguments from [4]), and also for the metric case (see [29]), even for $k = 2$. In the $\ell^2_2$ case, it can be solved in polynomial time if both $d$ and $k$ are absolute constants [35]. In the metric case with arbitrary $k$, approximating min-sum clustering to within a factor better than 1.415 is NP-hard [31, 19]. If $k$ is a fixed constant, the problem admits a PTAS, both in the $\ell^2_2$ case and in the metric case [28]; see also [32, 36, 43, 45] for previous work in this vein. Hassin and Or [34] gave a 2-factor approximation algorithm for the metric penalized $k$-min-sum problem where $k$ is a constant. If $k = o(\log n / \log \log n)$, then there is a constant factor approximation algorithm for the $\ell^2_2$ case [23]. In the metric case, assuming that $k = o(\log n / \log \log n)$ and the instance satisfies a certain clusterability/stability condition, a partition close to optimal can be computed in polynomial time [8, 9] (see also [46] for some applications and experimental results in this vein). We note that practical applications often require the number of clusters i.e., $k$ too many, so the above restrictions on $k$ are unrealistic in those cases. In the worst case, and under no restrictions on the instance, the best known approximation guarantee known is an $O(\log n)$ approximation algorithm [13] for the metric case. This improves upon a slightly worse and much earlier guarantee [12]. In both papers, the factor is derived from representing the input metric space approximately as a convex combination of hierarchically separated tree (HST) metrics [10, 11, 25]. This incurs logarithmic distortion, which is asymptotically tight in the worst case. In HST metrics, min-sum clustering can be approximated to within a constant factor. Thus, a fundamental challenge of the study of min-sum clustering is to eliminate the gap between the hardness of approximation lower bound of 1.415 and the approximation guarantee upper bound of $O(\log n)$. We show that a constant factor approximation is possible, if one is willing to regard as outliers a small fraction of the input dataset. For the $\ell^2_2$ case, we are not aware of any previous non-trivial guarantee for $k \gg \log n / \log \log n$. 

Min-Sum Clustering (With Outliers)
Our results are derived using a reduction from min-sum clustering to a centroid-based criterion with (soft) capacity constraints. This can be done exactly in the $\ell_2^2$ case, and approximately in the metric case, though to get polynomial time algorithms we use an approximation in both cases. This reduction underlies also some of the above-mentioned previous results on min-sum clustering. The outcome of this reduction is a $k$-median or $k$-means problem with non-uniform capacities. If we are aiming for a constant factor approximation then we can afford to violate the capacities by a constant factor. There are nice results on approximating $k$-median with non-uniform capacities, for instance [24]. Unfortunately, these results do not seem applicable here, because their input is a metric space. The reduction, even for the metric case, does not generate a metric instance of capacitated $k$-median (the triangle inequality is violated unboundedly). Nevertheless, we do draw some ideas from this literature. Our min-sum clustering algorithm is based on the well-trodden path of using the primal-dual schema repeatedly to search for a good Lagrange multiplier in lagrangian relaxation of the problem (see [37] for the origin of this method). The dual program has a variable for every data point, and a constraint for every possible cluster. The dual ascent process requires detection of constraints that become tight. In our case, this is a non-trivial problem, which we solve only approximately. As usual, the dual values are used to “buy” the opening of the clusters that become tight, and we have to contend with points contributing simultaneously to multiple clusters. This is done, as usual, by creating a conflict graph among the tight clusters and choosing an independent set in this graph. However, in our case there are unusual complications. The connection cost is a distance (not a metric in the $\ell_2^2$ case, but this is a minor concern) multiplied by the cardinality of the cluster. If there is a conflict between a large cluster and some small clusters, we have the following dilemma. If we open the large cluster, the unclustered points in the small clusters may lack dual “money” to connect to the large cluster; they can only afford the distance multiplied by the cardinality of their small cluster. If, on the other hand, we open (some or all of) the small clusters, assigning the unclustered points in the large cluster to those small clusters might inflate their cardinality by a super-constant factor, leaving all points with insufficient funds to connect to the inflated clusters.

We resolve this dilemma as follows (using in part some ideas from [18]). We open larger clusters first, so if a cluster is not opened, it is smaller than the conflicting cluster that blocked it. Unclustered points are not assigned to the blocking cluster, but rather aggregated around each blocking cluster to form their own clusters of appropriate cardinality. We use approximate cardinality, in scales which are powers of a constant $b$. As we require the Lagrange multiplier preserving (LMP) property, we must have sufficient “funds” to pay the opening costs in full (but can settle for paying just a fraction of the connection cost). This is possible if in a scale of, say, $b^p$ we have, say, at least $b^{2+p}$ unclustered points in clusters of scaled cardinality $b^p$ (each set of roughly this size can afford to open its own cluster). If a blocking cluster is blocking fewer points in this scale, we can’t afford to cluster them and must discard them as outliers. This is the primary source of the excess outliers.

As usual, the search for a good Lagrange multiplier may end with two integer primal solutions, one with fewer than $k$ clusters and one with more than $k$ clusters, whose convex combination is a feasible fractional bipoint solution to the $k$-clustering problem. In our case, as we already may have to give up on some outliers, we can simply output either the $<k$ solution or the $k$ largest clusters in the $>k$ solution. We point out that these extra outliers can be avoided by using a more sophisticated “rounding” of the bipoint solution, but given our loss in the primal-dual phase, it would not improve meaningfully our guarantees.
The above description sums up the algorithm in the case that \( n' = n \). Our result also extends to the case that the optimal solution is also allowed to discard some outliers (we may have to discard some more). The main additional issue in the case \( n' < n \) is that in the primal-dual phase we may open a cluster that brings the number of clustered points from below \( n' \) to above \( n' \). In this case, some points in this last cluster need to be discarded, but then the remaining clustered points might have insufficient “funds” to open the last cluster. If we have many clusters, we can afford to eliminate the smallest cluster, declaring its points as outliers, and use the dual values of the points in that cluster to pay for opening the last one. If there is a small number of clusters, we may assume that the primal-dual phase opened less than \( k \) clusters (to ensure this property, if \( k \) is a small constant, we employ the known PTAS; thus we can assume that \( k \) is large). Our approach in this case draws from [2], where a similar issue is addressed in the case of the sum-of-radii \( k \)-clustering problem. Though the questions are quite different, we use a similar idea of computing a (slightly) non-Lagrange multiplier preserving approximation to the lagrangian relaxation. The LMP property is regularly used in the argument that the bipoint solution is both feasible and cheap; the approach we adopt requires an extra argument to bound the cost of a bipoint solution that incorporates a non-LMP solution.

The rest of the paper is organized as follows. Section 2 introduces some basic definitions and claims. Section 3 describes the algorithm. Section 4 analyzes the algorithm. For conciseness, the paper presents the \( \ell_2^2 \) case. Our main result is Theorem 8. The metric case is essentially identical, and is briefly explained in Theorem 9. We note that we made no effort to optimize the constant factor guarantees, throughout the paper.

## 2 Definitions and Preliminary Claims

Consider an instance of min-sum clustering that is defined by a set of points \( X \subset \mathbb{R}^d \) and a target number of clusters \( k \in \mathbb{N} \). Let \( n = |X| \). The cost of a cluster \( Y \subset X \) is

\[
\text{cost}(Y) = \frac{1}{2} \cdot \sum_{x,y \in Y} \|x - y\|_2^2.
\]

The center of mass (or mean) of \( Y \) is \( \text{cm}(Y) = \frac{1}{|Y|} \cdot \sum_{x \in Y} x \). The following proposition is a well-known fact (for instance, see [35]).

▶ **Proposition 1.** The following assertions hold for every finite set \( Y \subset \mathbb{R}^d \).

1. The center of mass \( \text{cm}(Y) \) is the unique minimizer of \( \sum_{x \in Y} \|x - y\|_2^2 \) over \( y \in \mathbb{R}^d \).
2. \( \text{cost}(Y) = |Y| \cdot \sum_{x \in Y} \|x - \text{cm}(Y)\|_2^2 \).

A min-sum \( k \)-clustering of \( X \) is a partition of \( X \) into \( k \) disjoint subsets \( X_1, X_2, \ldots, X_k \) that minimizes over all possible partitions

\[
\sum_{i=1}^{k} \text{cost}(X_i) = \sum_{i=1}^{k} |X_i| \cdot \sum_{x \in X_i} \|x - \text{cm}(X_i)\|_2^2.
\]

In the version allowing outliers, we are given a target \( n' \leq n \) of the number of points to cluster, and we are required that \( \bigcup_{i=1}^{k} X_i \geq n' \). Clearly, the version without outliers is a special case of the version with outliers with \( n' = n \). Let \( \text{opt}(X, n', k) \) denote the optimal min-sum cost of clustering \( n' \) points in \( X \) into \( k \) clusters. Formally, we can express the goal...
as a problem of optimizing an exponential size integer program:

\[
\begin{align*}
\text{minimize} & \quad \sum_{Y \subseteq X} \text{cost}(Y) \cdot z_Y \\
\text{s.t.} & \quad \sum_{Y \ni x} z_Y + w_x \geq 1 \quad \forall x \in X \\
& \quad \sum_{Y \subseteq X} z_Y \leq k \\
& \quad \sum_{x \in X} w_x \leq n - n' \\
& \quad z_Y \in \{0, 1\} \quad \forall Y \subset X \\
& \quad w_x \in \{0, 1\} \quad \forall x \in X.
\end{align*}
\]

(1)

Fix \( b \in \mathbb{N}, b > 1 \). For \( i \in \mathbb{N} \), let \( \text{floor}_b(i) = b \lceil \log_b(i) \rceil \). For \( Y \subset X \), let \( \text{ctr}(Y) \) be a reference point that we set for now as \( \text{ctr}(Y) = \text{cm}(Y) \). Define

\[ \text{cost}_b(Y) = \text{floor}_b(|Y|) \cdot \sum_{y \in Y} \| y - \text{ctr}(Y) \|_2^2. \]

In other words, (assuming \( \text{ctr}(Y) = \text{cm}(Y) \)) we revise \( \text{cost}(Y) \) by rounding \( |Y| \) down to the nearest power of \( b \). Thus, \( \frac{1}{b} \cdot \text{cost}(Y) < \text{cost}_b(Y) \leq \text{cost}(Y) \). We relax the integer program (1) as follows (\( b \) to be determined later):

\[
\begin{align*}
\text{minimize} & \quad \sum_{Y \subseteq X} \text{cost}_b(Y) \cdot z_Y \\
\text{s.t.} & \quad \sum_{Y \ni x} z_Y + w_x \geq 1 \quad \forall x \in X \\
& \quad \sum_{Y \subseteq X} z_Y \leq k \\
& \quad \sum_{x \in X} w_x \leq n - n' \\
& \quad z_Y \geq 0 \quad \forall Y \subset X \\
& \quad w_x \geq 0 \quad \forall x \in X.
\end{align*}
\]

(2)

Then, following a well-traveled path, we lagrangify the constraint on the number of clusters to get the following lagrangian relaxation (\( \lambda \) denotes the unknown Lagrange multiplier).

\[
\begin{align*}
\text{minimize} & \quad \sum_{Y \subseteq X} \text{cost}_b(Y) \cdot z_Y + \lambda \cdot \left( \sum_{Y \subseteq X} z_Y - k \right) \\
\text{s.t.} & \quad \sum_{Y \ni x} z_Y + w_x \geq 1 \quad \forall x \in X \\
& \quad \sum_{x \in X} w_x \leq n - n' \\
& \quad z_Y \geq 0 \quad \forall Y \subset X \\
& \quad w_x \geq 0 \quad \forall x \in X.
\end{align*}
\]

(3)

For fixed \( \lambda \), this is a linear program, and its dual is:

\[
\begin{align*}
\text{maximize} & \quad \sum_{x \in X} \alpha_x - \gamma \cdot (n - n') - \lambda \cdot k \\
\text{s.t.} & \quad \sum_{Y \ni x} \alpha_x \leq \lambda + \text{cost}_b(Y) \quad \forall Y \subset X \\
& \quad 0 \leq \alpha_x \leq \gamma \quad \forall x \in X.
\end{align*}
\]

(4)

Notice that the linear program (3) can be interpreted as a relaxation of the “facility location” version of the problem, with \( \lambda \)-uniform cluster opening costs.

\textbf{Lemma 2.} For any \( \lambda \), the optimal value of the linear program (4) is a lower bound on the optimal value of the integer program (1).

\textbf{Proof.} Consider any optimal solution \((z, w)\) to the integer program (1). Notice that we may assume that \( \sum_{Y \subseteq X} z_Y = k \), otherwise we can split some clusters to get exactly \( k \) of them. Splitting clusters cannot increase the cost of the solution. This is also a feasible solution to the linear program (3). Moreover, the Lagrange term \( \lambda \cdot \left( \sum_{Y \subseteq X} z_Y - k \right) \) zeroes out, and \( \sum_{Y \subseteq X} \text{cost}_b(Y) \cdot z_Y \leq \sum_{Y \subseteq X} \text{cost}(Y) \cdot z_Y \). By weak duality, the value of any feasible solution to the dual program (4) is a lower bound on the value of any feasible solution to the linear program (3).  

\textbf{\( \blacksquare \)}
Min-Sum Clustering (With Outliers)

An obvious issue with the dual program (4) is that the number of constraints is exponential in \( n \). We want to construct a dual solution by growing the dual variables, however, it is not clear how to detect new tight dual constraints without enumerating over the \( \exp(n) \) number of constraints. We now address this issue. First consider the following fact.

**Proposition 3.** Let \( Y \) be a finite set of points in \( \mathbb{R}^d \). There exists \( y \in Y \) such that \( \sum_{x \in Y} \|x - y\|^2 \leq 2 \cdot \sum_{x \in Y} \|x - \text{cm}(Y)\|^2 + |Y| \cdot \|y - \text{cm}(Y)\|^2 \). (We note that the factor of 2 can be improved to \( 1 + \epsilon \), for any \( \epsilon > 0 \), using the center of mass of \( O(1/\epsilon^2) \) points in \( Y \), e.g. \([35, 28]\).)

**Proof sketch.** Notice that for every \( y \in \mathbb{R}^d \),

\[
\sum_{x \in Y} \|x - y\|^2 \leq \sum_{x \in Y} \|x - \text{cm}(Y)\|^2 + |Y| \cdot \|y - \text{cm}(Y)\|^2
\]

(see [44]). Thus, by picking \( y \) that minimizes \( \|y - \text{cm}(Y)\|^2 \), the proposition follows. ▶

An immediate consequence of Proposition 3 is that \( F = X \) is a set of \( n \) points in \( \mathbb{R}^d \), such that for every \( Y \subset X \) there exists a point \( c_Y \in F \) such that

\[
\sum_{x \in Y} \|x - \text{cm}(Y)\|^2 \leq \sum_{x \in Y} \|x - c_Y\|^2 \leq 2 \cdot \sum_{x \in Y} \|x - \text{cm}(Y)\|^2.
\]

(We can improve the factor of 2 to any constant \( 1 + \epsilon \) by increasing the size of \( F \) to \( n^{O(1/\epsilon^2)} \).) Now, given \( F \), set initially \( c_Y = c_Y \) for all \( Y \subset X \). Notice that this puts \( \text{cost}_b(Y) = \text{floor}_b(|Y|) \cdot \sum_{y \in Y} \|y - c_Y\|^2 \). We consider the following revised dual program.

\[
\begin{align*}
\text{maximize} \quad & \sum_{x \in X} \alpha_x - \gamma \cdot (n - n') - \lambda \cdot k \\
\text{s.t.} \quad & \sum_{x \in Y} \alpha_x \leq \lambda + \text{floor}_b(|Y|) \cdot \sum_{x \in Y} \|x - y\|^2 \quad \forall Y \subset X, \forall y \in Y \\
& 0 \leq \alpha_x \leq \gamma \\
& \forall x \in X.
\end{align*}
\]

**Lemma 4.** For any \( \lambda \), the optimal value of the linear program (6) is at most twice the optimal value of the integer program (1).

**Proof.** The dual of the linear program (6) is

\[
\min \left\{ \sum_{Y \subset X} \sum_{y \in Y} \text{floor}_b(|Y|) \cdot \sum_{x \in Y} \|x - y\|^2 \cdot z_{Y:y} + \lambda \cdot \left( \sum_{Y \subset X} \sum_{y \in Y} z_{Y:y} - k \right) : \right. \\
&\forall x \in X, \sum_{Y \ni x} \sum_{y \in Y} z_{Y:y} + w_x \geq 1 \land \sum_{x \in X} w_x \leq n - n' \land z, w \geq 0 \left\}.
\]

(7)

Consider an optimal clustering of any \( n' \) points in \( X \) into \( k \) disjoint clusters \( Y_1, Y_2, \ldots, Y_k \). For all \( Y \subset X \), set \( z_{Y:y} \) to be the indicator that \( Y \) is a cluster in this list and \( y = c_Y \). Also, for all \( x \in X \) set \( w_x \) to be the indicator that \( x \) is not clustered. Clearly, this is a feasible solution to the linear program (7), so its value is an upper bound on the optimal value of the linear program (6). The Lagrange term vanishes as there are exactly \( k \) non-zero values \( Z_{Y:y} \). Thus, the upper bound is

\[
\sum_{j=1}^k \text{floor}_b(|Y_j|) \cdot \sum_{x \in Y_j} \|x - c_{Y_j}\|^2 \leq 2 \cdot \sum_{j=1}^k \text{floor}_b(|Y_j|) \cdot \sum_{x \in Y_j} \|x - \text{cm}(Y_j)\|^2 \leq 2 \cdot \sum_{j=1}^k \text{cost}(Y_j),
\]

where the first inequality uses Equation (5). ▶
In the primal-dual procedure, there is an active set active \( \subseteq X \) of points for which it is safe to raise the dual variable \( \alpha_x \) for all \( x \in \text{active} \). We need to detect when a new dual constraint becomes tight and requires the removal of the points that are involved from active. This can be done in polynomial time for the revised dual program (6) as follows. For every \( y \in X \) and for every \( j \in \{0, 1, 2, \ldots, \log_b \text{floor}_b(n)\} \), we check if there exists \( Y \subseteq X \) that satisfies (i) \( y \in Y \); (ii) \( Y \cap \text{active} \neq \emptyset \); (iii) \( \log_b \text{floor}_b(|Y|) = j \); (iv) \( \sum_{x \in Y} \alpha_x \geq \lambda + b^j \cdot \sum_{x \in Y} \|x - y\|^2_2 \).

In order to do this, consider the set of points \( C_{y,j} = \{x \in X : \alpha_x \geq b^j \cdot \|x - y\|^2_2\} \), and sort \( C_{y,j} \) by nonincreasing order of \( \alpha_x - b^j \cdot \|x - y\|^2_2 \).

Lemma 5. There exists a choice of \( y, j \) that satisfies (i)–(iv) iff there exists a choice of \( y, j \) such that \( |C_{y,j}| \geq b^j \) and \( C_{y,j} \cap \text{active} \neq \emptyset \) and first \( \min\{|C_{y,j}|, b^{j+1} - 1\} \) points in the above order that include \( y \) and at least one point from active are a set satisfying (i)–(iv).

Proof. Clearly the existence of \( y, j \) such that \( C_{y,j} \) has the listed properties implies the existence of \( Y, y, j \) that satisfy (i)–(iv). As for the other direction, consider \( Y, y, j \) that satisfy (i)–(iv). Clearly \( y \in C_{y,j} \). Suppose that there exists a point \( x \in Y \setminus C_{y,j} \). Then, putting \( Y' = Y \setminus \{x\} \) and \( j' = \log_b \text{floor}_b(|Y'|) \leq j \), we have that \( Y', y, j' \) also satisfy (i)–(iv). Thus, we may assume that \( Y \subseteq C_{y,j} \). Now, choice in lemma of a subset of \( C_{y,j} \) subject to conditions (i)-(iii) maximizes \( \sum_{x \in Y} (\alpha_x - b^j \cdot \|x - y\|^2_2) \). Thus, this subset also satisfies (iv).

There are \( O(n \log n) \) pairs \( y, j \). Listing and sorting each \( C_{y,j} \) takes at most \( O(n \log n) \) operations. Listing the candidate \( Y \subseteq C_{y,j} \) and checking it takes \( O(|C_{y,j}|) \) operations. Thus, finding a new tight constraint can be done in polynomial time. (Trivially, we can discretize the increase of the dual variables and/or use binary search to find the increase that causes a new constraint to become tight. As we’re dealing with squared Euclidean distance, if the input consists of finite precision rational numbers, then all computed values are finite precision rational numbers.)

3 The Algorithm

We now describe the following three-phase primal-dual algorithm (Algorithm 1: PrimalDUAL, refer page 9) that can be used to solve the facility location version of min-sum clustering. In addition to the pointset \( X \), the cluster opening cost \( \lambda \), and the target number of points \( n' \), the algorithm also gets a (sufficiently large, TBD) parameter \( b \) that governs the excess number of discarded outliers in its output. Throughout the algorithm, sets of points \( Y \subseteq X \) will maintain values \( \text{card}_b(Y) \) and \( \text{ctr}(Y) \). Clearly, we cannot do this explicitly and efficiently for every set \( Y \subseteq X \). We use Lemma 5 and its consequences to implement the operations that we need, without storing explicitly these values for more than \( n \) sets. This affects only the first phase of the algorithm. For \( x \in X \) and \( Y \subseteq X \), we denote throughout the paper \( d(x, Y) = \text{card}_b(Y) \cdot \|x - \text{ctr}(Y)\|^2_2 \). This is interpreted according to the relevant values of \( \text{card}_b(Y) \) and \( \text{ctr}(Y) \).

Phase 1 constructs a dual solution and collects candidate clusters. During phase 1, a point \( x \) is either active or inactive. Initially, for all \( x \in X \), we set \( \alpha_x \) to 0, and we set \( x \) to be active. The set of candidate clusters preclusters is empty. We raise all active \( x \) at a uniform rate, and pause to change the status of points and clusters if one of the following events happens.

- There exists an active \( x \in X \) and a cluster \( Y \in \text{preclusters} \) such that \( \alpha_x \geq d(x, Y) \). In this case, replace \( Y \) by \( Y \cup \{x\} \) in preclusters. The new cluster in preclusters inherits the \( \text{card}_b \) and \( \text{ctr} \) values from \( Y \). Also set \( x \) to be inactive.
There exists $Y \subseteq X$ that contains an active point and $y \in Y$ such that the dual constraint associated with the pair $Y, y$ is tight. Explicitly,

$$\sum_{x \in Y} \alpha_x \geq \lambda + \text{cost}_d(Y),$$

where we set $\text{card}_d(Y) = \log_2 \text{floor}_b(|Y|)$ and $\text{ctr}(Y) = y$. In this case, add an inclusion-wise minimal such $Y$ to preclusters and set all $x \in Y$ to be inactive (and set $\text{card}_d(Y)$ and $\text{ctr}(Y)$ as stated above).

The first phase ends as soon as the number of active $x \in X$ drops to $n - n'$ or lower. If this number drops below $n - n'$, we do not add the last cluster $Y_{\text{last}}$ to preclusters, but keep it separately. Note that each new tight constraint causes at least one point $x \in X$ to become inactive, hence the number of sets $Y$ that require storing explicitly their parameters $\text{card}_d(Y)$ and $\text{ctr}(Y)$ is at most $n' \leq n$.

In phase 2, we trim the set of candidate clusters and assign points uniquely to the clusters in the trimmed list, as follows. Note that we need the parameters $\text{card}_d$ and $\text{ctr}$ only for clusters for which these values were stored explicitly in phase 1. Define a conflict graph on the clusters in preclusters. Two clusters $Y_1, Y_2 \in \text{preclusters}$ are connected by an edge in the conflict graph iff there exists $x \in Y_1 \cap Y_2$ such that $\alpha_x > \max\{d(x, Y_1), d(x, Y_2)\}$. In other words, the edge $(Y_1, Y_2)$ indicates that there is $x \in Y_1 \cap Y_2$ that contributes to the opening cost $\lambda$ of both $Y_1$ and $Y_2$. Next, take a lexicographically maximal independent set $I$ in the conflict graph, ordering preclusters by non-increasing order of $\text{card}_d(Y)$, breaking ties arbitrarily. We group the points clustered in preclusters into meta-clusters of the form $(Y, Y')$, where $Y \in I$ indicates the meta-cluster, and $Y'$ is a set of points. (Thus, the entire meta-cluster associated with $Y$ is $\bigcup_{(Y, Y') \subseteq \text{metaclusters}} Y'$.) In particular, for $Y \in I$, we put $(Y, Y) \in \text{metaclusters}$. Any remaining points in preclusters are added as follows. If $Y' \not\in I$, then let $Y''$ be the set of remaining points in $\{x \in Y' : \alpha_x = \max_{y \in Y'} \alpha_y\}$, and let $Y \in I$ be such that $Y$ precedes $Y''$ in the order on preclusters and $(Y, Y')$ is an edge. Add $(Y, Y'')$ to metaclusters, with $\text{card}_d(Y'') = \text{card}_d(Y')$ and $\text{ctr}(Y'') = \text{ctr}(Y)$. Finally, if the number of assigned points to metaclusters is less than $n'$, then we add $(Y_{\text{last}}, Y)$ to metaclusters, where $Y$ is a set of previously unclustered points from $Y_{\text{last}}$ of the cardinality needed to complete the number of clustered point to $n'$. (Notice that at least $n'$ points are clustered in preclusters $\bigcup_{Y \in I}$, so this is possible.)

Phase 3 determines the final output clustering of the points. For every meta-cluster $(Y, \cdot)$ and for every integer $p \leq \text{card}_d(Y)$, let $n_{Y,p}$ denote the number of points $x \in X$ such that there exists $(Y, Y') \in \text{metaclusters}$ with $Y' \ni x$ and $\text{card}_d(Y') = p$. We open clusters as follows. For $p = \text{card}_d(Y)$, we open $\max\{1, \frac{n_{Y,p-2} + n_{Y,p-1} + n_{Y,p}}{b^2 + p} \}$ clusters and assign all the points counted in $n_{Y,p-2}, n_{Y,p-1}, n_{Y,p}$ to these clusters, as evenly as possible.

\begin{lemma}
The number of points in each such cluster is at most $2b^{2+p}$, and if $Y \neq Y_{\text{last}}$ then this number is at least $b^p$.
\end{lemma}

\begin{proof}
If we open one cluster, then clearly $n_{Y,p-2} + n_{Y,p-1} + n_{Y,p} < 2b^{2+p}$. If we open $s > 1$ clusters, then we must have $s b^{2+p} \leq n_{Y,p-2} + n_{Y,p-1} + n_{Y,p} < (s + 1)b^{2+p}$. Thus, the number of points in each cluster is between $b^{2+p}$ and $(1 + 1/s)b^{2+p}$. Clearly for every set $Y \neq Y_{\text{last}}$, $(Y, Y) \in \text{metaclusters}$, and by the definition of $p = \text{card}_d(Y)$, it holds that $|Y| \geq b^p$.

For $p < \text{card}_d(Y) - 2$, we open $\left\lceil \frac{n_{Y,p}}{b^2} \right\rceil$ clusters. If this number is at least 1, we assign all the points counted in $n_{Y,p}$ to these clusters, as evenly as possible. If this number is 0, we discard all the points counted in $n_{Y,p}$ as outliers.
Lemma 7. In this step, if no cluster is opened then number of points that are discarded is less than $b^{2+p}$, else the number of points in each cluster is at least $b^{2+p}$ and less than $2b^{2+p}$.

Proof. The assertion is trivial.

Algorithm 1 Algorithm Primal-Dual.

1: procedure PrimalDual($X, \lambda, n', b$)
2:   $\alpha$, preclusters, $Y_{last} \leftarrow$ PrimalDualPhase1($X, \lambda, n', b$)
3:   metclusters $\leftarrow$ PrimalDualPhase2($X, n', b, \alpha$, preclusters, $Y_{last}$)
4:   clusters $\leftarrow$ PrimalDualPhase3($X, b$, metclusters)
5: return clusters
6: end procedure
7: procedure PrimalDualPhase1($X, \lambda, n', b$)
8:   active, preclusters $\leftarrow X$, $\emptyset$
9: return
10: end procedure
11: procedure PrimalDualPhase2($X, n', b, \alpha$, preclusters, $Y_{last}$)
12:   active, preclusters $\leftarrow X$, $\emptyset$
13: if active $\geq n - n'$ do
14:   $\alpha_s$ $\leftarrow$ a uniform rate for all $x \in X$
15: while $\text{active} > n - n'$ do
16:   if $\exists x \in X$ and $\exists y \in Y_{last}$ such that $\alpha_x \geq d(x, Y)$ then
17:     $\text{card}(Y \cup \{x\})$, $\text{ctr}(Y \cup \{x\})$ $\leftarrow$ $\text{card}_{b}(Y)$, $\text{ctr}(Y)$
18:     preclusters, active $\leftarrow$ preclusters $\setminus \{Y \cup \{x\}\}$, active $\setminus \{x\}$
19: else if $\exists Y \subseteq X$ and $\exists y$ such that $Y \cap \text{active} \neq \emptyset$ then
20:     $\text{card}_{b}(Y)$, $\text{ctr}(Y)$ $\leftarrow$ $\text{log}_{b}(\text{index}(Y))$, $y$
21: if $\text{active} < n - n'$ then \textcolor{gray}{\triangledown use an inclusion-wise minimal such $Y$}
22: return $\alpha$, preclusters, $Y$
23: end if
24: end while
25: return $\alpha$, preclusters, $\emptyset$
26: end procedure
27: procedure PrimalDualPhase3($X, b$, metclusters)
28:   active, metclusters $\leftarrow \{x \in X : x \in Y_{last} \land \forall x \in Y_{last}, Y \neq \emptyset\}$
29: for $Y \in \text{preclusters}$, by order of nonincreasing $\text{card}_{b}(Y)$ do
30:   if $\exists (Y', Y') \in \text{metclusters}$ with $x \in Y \cap Y'$ and $\alpha_x > \max\{d(x, Y), d(x, Y')\}$ then
31:     $Y''$, $\text{card}_{b}(Y''), \text{ctr}(Y'')$ $\leftarrow$ $\{x \in Y \cap \text{active} : \alpha_x = \max_{b^y} \alpha_{b^y}, \text{card}_{b}(Y), \text{ctr}(Y)\}$
32:     metclusters $\leftarrow$ metclusters $\cup\{(Y'', Y'')\}$
33: else if $\exists Y'' \subseteq Y_{last}$ such that $x \in Y_{last} \cap \text{active}$ then
34:     $\text{card}_{b}(Y'')$, $\text{ctr}(Y'')$ don't change
35:     metclusters $\leftarrow$ metclusters $\cup\{(Y', Y')\}$
36:     active $\leftarrow$ active $\setminus Y''$
37: return metclusters
38: end if
39: end for
40: end procedure
41: procedure PrimalDualPhase4($X, b, \text{metclusters}$)
42:   clusters $\leftarrow \emptyset$
43: for $\{Y, \} \in \text{metclusters}$ do
44:   $Y_{max} \leftarrow \{x \in X : \exists Y \supseteq x \text{ such that } (Y, Y') \in \text{metclusters} \land \text{card}_{b}(Y') \geq \text{card}_{b}(Y) - 2\}$
45:   clusters $\leftarrow$ clusters $\cup$ Partition($Y_{max}$, max$\{1$, $[y_{max}/b^{2+\text{card}_{b}(Y)}]\}$)
46: for $p < \text{card}_{b}(Y) - 2$ do
47:   $Y_p \leftarrow \{x \in X : \exists Y \supseteq x \text{ such that } (Y, Y') \in \text{metclusters} \land \text{card}_{b}(Y') = p\}$
48: for $|Y_p| \geq b^{2+p}$ do
49:   clusters $\leftarrow$ clusters $\cup$ Partition($Y_p$, $[Y_p/b^{2+p}]$)
50: end if
51: end for
52: end for
53: end procedure
54: procedure Partition($S, m$) \textcolor{gray}{\triangledown$ m \geq 1$}
55: partition $S$ as evenly as possible into $m$ disjoint subsets $S_1, S_2, \ldots, S_m$
56: return $\{S_1, S_2, \ldots, S_m\}$
57: end procedure
We are now ready to define our min-sum $k$-clustering algorithm (Algorithm 2: MIN-SUM-CLUSTERING refer page 10). If $k \leq \frac{4}{\epsilon}$, we can run a PTAS or a constant factor approximation for fixed $k$ (for instance [28, 23]). Otherwise, our algorithm follows the general schema of the lagrangian relaxation method. Let $\delta > 0$ be determined later. We run the procedure PRIMAL-DUAL on various values of $\lambda$, and if the smallest returned cluster for a particular value of $\lambda$ which is denoted as $Y_{\min, \lambda}$ has at most $\frac{\epsilon}{3} \cdot n'$ points, we remove this cluster. Using binary search on the Lagrange multiplier $\lambda$, we find two values $\lambda_1 < \lambda_2$, with $\lambda_2 - \lambda_1 < \delta$, that satisfy the following property. The above process (running PRIMAL-DUAL, then removing the smallest cluster if it’s sufficiently small) returns $k_1 > k$ clusters (denoted as clusters$_1$) for $\lambda = \lambda_1$. If $\frac{k-k_2}{k_1-k_2} \geq 1 - \frac{\epsilon}{4}$, we output the $k$ largest clusters in the solution for $\lambda_1$ (i.e. from clusters$_1$), and otherwise we output the solution for $\lambda_2$ (i.e. from clusters$_2$).

Algorithm 2 Algorithm Min-Sum-Clustering.

1: procedure MinSumClustering($X, k, n', \epsilon$)
2: $\lambda_1 \leftarrow 0$, $\lambda_2 \leftarrow \sum_{x, y \in X} |x - y|^2$
3: clusters$_1 \leftarrow \{\{x\}: x \in X\}$, clusters$_2 \leftarrow X$
4: $b \leftarrow 1 + \frac{\epsilon}{\epsilon}$
5: $\delta \leftarrow \frac{2}{(n+k)\lambda}$ \> we need $\delta \leq \frac{2}{(n+k) \text{opt}(X, n', k)}$
6: while $\lambda_2 - \lambda_1 > \delta$ do
7: $\lambda \leftarrow \frac{1}{2} (\lambda_1 + \lambda_2)$
8: clusters $\leftarrow$ PrimalDual($X, \lambda, n', b$)
9: $Y_{\min, \lambda} \leftarrow$ smallest cluster in clusters
10: $k' \leftarrow |\text{clusters}| - 1$
11: if $|Y_{\min, \lambda}| \leq \frac{\epsilon}{3} \cdot n'$ then
12: clusters $\leftarrow$ clusters $\setminus \{Y_{\min, \lambda}\}$
13: end if
14: if $k' > k$ then
15: $\lambda_1, \text{clusters}_1, k_1 \leftarrow \lambda, \text{clusters}, k'$
16: else \> $k' \leq k$
17: $\lambda_2, \text{clusters}_2, k_2 \leftarrow \lambda, \text{clusters}, k'$
18: end if
19: end while
20: $p_1 \leftarrow \frac{k-k_2}{k_1-k_2}$ \> $k_1 > k \geq k_2 \geq 0$
21: if $p_1 \geq 1 - \frac{\epsilon}{4}$ then
22: return $\{k$ largest sets in clusters$_1\}$
23: else
24: return clusters$_2$ \> If $|\text{clusters}_2| < k$, split clusters arbitrarily to get exactly $k$
25: end if
26: end procedure

---

1 These papers consider only the case without outliers. The PTAS in [28] enumerates over cluster sizes and approximate cluster centers, then computes an optimal assignment of the data points to the approximate centers, given the corresponding cluster sizes. Clearly, the algorithm can be adapted trivially to handle the case with outliers by modifying the target sum of cluster sizes.
The execution of procedure MinSumClustering\((X,k,n',\epsilon)\) computes a clustering of \(X' \subseteq X\) into \(k\) clusters such that \(|X'| \in [(1-\epsilon)n',n']\), and the total cost of the clustering of \(X'\) is at most \(O(\frac{1}{\epsilon}) \cdot \opt(X,n',k)\). The time complexity of this computation is \(\poly(n,\log(1/\epsilon),\log \Delta)\), where \(\Delta\) is ratio of largest to non-zero smallest \(\|\cdot\|_2^2\) distance in \(X\).

**Proof.** The performance guarantee is an immediate consequence of Corollary 11 below. The running time is a straightforward analysis of the code.

**Theorem 9.** The same claim applies to instances of points in a metric space \((X,\text{dist})\), with \(\text{dist}\) replacing \(\|\cdot\|_2^2\) in the code and in the claim.

**Proof sketch.** The \(\|\cdot\|_2^2\) distance can be replaced by any metric distance \(\text{dist}\) in all claims from starting Proposition 3. The proofs sometime require minor changes. In particular, in Lemma 13, the factor \(\frac{1}{3}\) can be improved to \(\frac{1}{4}\) on account of the triangle inequality, and this improves all the other constants that depend on it.

# 4 Proofs

In this section we analyze the min-sum \(k\)-clustering algorithm. The analysis builds on the following guarantees of the primal-dual schema.

**Theorem 10.** For every \(\epsilon \in (0,1]\) there exists a constant \(c = c_\epsilon\) such that the following holds. Let clusters be the output of procedure PrimalDual\((X,\lambda,n',b)\), and let \(\alpha\) be the dual solution computed during the execution of this procedure. Set \(\gamma = \max_{x \in X} \alpha_x\). Then,

1. \((\alpha, \gamma)\) is a feasible solution to the dual program (6).
2. \(\sum_{Y \in \text{clusters}} |Y| \in [(1-\frac{\epsilon}{4})n',n']\).
3. \(c \cdot (|\text{clusters}| - 1) \cdot \lambda + \sum_{Y \in \text{clusters}} \text{cost}(Y) \leq c \cdot \sum_{Y \in \text{clusters}} \sum_{x \in Y} \alpha_x\).

**Corollary 11.** Let clusters be the output of procedure MinSumClustering. Then, the following assertions hold:

1. \(|\text{clusters}| \leq k\).
2. \(\sum_{Y \in \text{clusters}} |Y| \in [(1-\epsilon)n',n']\).
3. \(\sum_{Y \in \text{clusters}} \text{cost}(Y) \leq \frac{3(c+1)}{\epsilon} \cdot \opt(X,n',k)\).

**Proof.** The first assertion follows directly from the definition of the procedure.

For the second assertion, let \(\lambda_i\)-clusters (where \(i = 1,2\)) be the values that determine the output of the procedure. By Theorem 10, \(\sum_{Y \in \text{clusters}_i} |Y| \geq (1-\frac{\epsilon}{4})n'\). If \(Y_{\min,\lambda_i}\) is removed from clusters, then \(|Y_{\min,\lambda_i}| \leq \frac{\epsilon}{4} \cdot n'\). Thus, if \(i = 2\) then clearly the assertion holds. If \(i = 1\), then \(\rho_1 \geq 1 - \frac{\epsilon}{4}\). Therefore,

\[
k_1 \leq \frac{1}{\rho_1} \cdot k \leq \left(1 + \frac{\epsilon}{4-\epsilon}\right) \cdot k \leq \left(1 + \frac{\epsilon}{3}\right) \cdot k.
\]

Thus, the procedure removes from the output at most a fraction of \(\frac{\epsilon}{7}\) of the clusters in \(\lambda_1\)-clusters. As the removed clusters are the smallest, they contain at most \(\frac{\epsilon}{7} \cdot n'\) points.

As for the third assertion, consider the two solutions \(\lambda_1\)-clusters, \(\lambda_2\)-clusters that are used to determine the procedure’s output. For \(i = 1,2\), let \(\alpha_i\)-preclusters be the output of PrimalDualPhase1 during the computation of clusters\(_i\). Put \(\gamma_i = \max_{x \in X} \alpha_{i,x}\). Let

\[(\alpha, \gamma) = \rho_1(\alpha_1, \gamma_1) + (1 - \rho_1)(\alpha_2, \gamma_2)\]

Clearly, \((\alpha, \gamma)\) is a feasible solution to the dual LP (6) with the constant \(\lambda = \rho_1 \lambda_1 + (1 - \rho_1) \lambda_2\). Notice that there are exactly \(n - n'\) points that are not included in preclusters\(_i\). Each point
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Let $x \in X$ which is not included in preclusters, has $\alpha_x = \gamma_i$. (Notice that all the points that are excluded are active. This is true even for points that are discarded from the last tight cluster that gets included in preclusters.) So, the value of the solution $(\alpha, \gamma)$ is

$$2 \cdot \text{opt}(X, n', k) \geq \sum_{x \in X} \alpha_x - (n - n')\gamma - \lambda k$$

$$= \rho_1 \cdot \left( \sum_{x \in X} \alpha_{1,x} - (n - n')\gamma_1 - \lambda k_1 \right) + (1 - \rho_1) \cdot \left( \sum_{x \in X} \alpha_{2,x} - (n - n')\gamma_2 - \lambda k_2 \right)$$

$$= \rho_1 \cdot \left( \sum_{Y \in \text{preclusters}} \sum_{x \in Y} \alpha_{1,x} - \lambda k_1 \right) + (1 - \rho_1) \cdot \left( \sum_{Y \in \text{preclusters}} \sum_{x \in Y} \alpha_{2,x} - \lambda k_2 \right)$$

$$\geq \rho_1 \cdot \left( \sum_{Y \in \text{preclusters}} \sum_{x \in Y} \alpha_{1,x} - \lambda_1 k_1 \right) + (1 - \rho_1) \cdot \left( \sum_{Y \in \text{preclusters}} \sum_{x \in Y} \alpha_{2,x} - \lambda_2 k_2 \right)$$

where the first inequality follows from Lemma 4, and the first equality uses the fact that $k = \rho_1 k_1 + (1 - \rho_1) k_2$.

For $i = 1, 2$ consider the final value of clusters. By definition, $k_i$ is one less than the number of clusters returned from procedure PrimalDual, so by Theorem 10,

$$\sum_{Y \in \text{clusters}_i} \text{cost}(Y) \leq c \cdot \left( \sum_{Y \in \text{clusters}} \sum_{x \in Y} \alpha_x - k_i \cdot \lambda_i \right).$$

In particular, the right-hand side is non-negative. Notice that if $\rho_1 \geq 1 - \frac{\epsilon}{2}$, then clearly $\rho_1 > \frac{\epsilon}{4}$ and the cost of the output clustering is at most $\sum_{Y \in \text{clusters}_1} \text{cost}(Y)$. Similarly, if $\rho_1 < 1 - \frac{\epsilon}{4}$, then $\rho_1 > \frac{\epsilon}{2}$ and the cost of the output clustering is at most $\sum_{Y \in \text{clusters}_2} \text{cost}(Y)$. Either way, we get that the cost of the clustering is at most $\frac{c}{\epsilon} \cdot \text{opt}(X, n', k) + \frac{4}{\epsilon} \cdot (k_1 + k_2) \leq \frac{c}{\epsilon} \cdot \text{opt}(X, n', k)$.

Next we analyze primal-dual algorithm and prove Theorem 10. The notation follows Algorithm 1.

Lemma 12. At the end of executing procedure PrimalDualPhase1, for every $Y \in$ preclusters and for every $x \in Y$, we have that $\alpha_x \geq d(x, Y)$.

Proof. When $Y$ is added to preclusters then there exists $y \in Y$ and $j = \log_b \text{floor}_b(|Y|)$ such that $Y \subset C_{b,j}$. We set $\text{card}_b(Y) = j$ and $\text{ctr}(Y) = y$, so by the definition of $C_{b,j}$ the lemma holds. If a point $x$ is later added to $Y$, the condition for doing it is that $\alpha_x \geq d(x, Y)$.

Lemma 13. At the end of executing procedure PrimalDualPhase2, the following assertions hold:

1. $\sum_{Y \in \text{metclusters}} |Y'| = n'$.
2. For every $(Y, Y') \in \text{metclusters}$ and for every $x \in Y'$, we have that $\alpha_x \geq \frac{1}{5} \cdot d(x, Y')$.

Proof. The first assertion holds as the points that are clustered in metclusters are all the points that are clustered in preclusters plus some of the points clustered in $Y_{\text{last}}$. The number of such points is at most $n'$ without $Y_{\text{last}}$, and at least $n'$ with $Y_{\text{last}}$. The algorithm takes from $Y_{\text{last}}$ exactly the number of points needed to complete the number in preclusters to $n'$.

For the second assertion, consider $(Y, Y') \in \text{metclusters}$ and $x \in Y'$. If $Y = Y'$, then Lemma 12 guarantees the assertion. Otherwise, consider $Y'' \in$ preclusters that caused $(Y, Y')$ to be added to metclusters. In particular, $Y' \subset Y''$, $\text{card}_b(Y') = \text{card}_b(Y'') \leq \text{card}_b(Y)$, and
there exists \( z \in Y \cap Y' \) such that \( \alpha_z > \max\{d(z, Y), d(z, Y')\} \). By the choice of \( Y' \) in the algorithm, \( \alpha_z = \max_{x' \in Y'} \alpha_{x'} \), so it must be that \( \alpha_z \leq \alpha_x \). Notice that by Lemma 12,

\[
\alpha_z \geq d(x, Y') = b_{\text{card}_b(Y')} \cdot \|x - \text{ctr}(Y')\|_2^2.
\]

Also,

\[
\alpha_z > \max\{b_{\text{card}_b(Y')} \cdot \|z - \text{ctr}(Y)\|_2^2, b_{\text{card}_b(Y'')} \cdot \|z - \text{ctr}(Y'')\|_2^2\} \\
\geq b_{\text{card}_b(Y')} \cdot \max\{\|z - \text{ctr}(Y)\|_2^2, \|z - \text{ctr}(Y'')\|_2^2\}.
\]

Thus,

\[
d(x, Y') = b_{\text{card}_b(Y')} \cdot \|x - \text{ctr}(Y)\|_2^2 \\
\leq b_{\text{card}_b(Y')} \cdot (\|x - \text{ctr}(Y'')\|_2^2 + \|z - \text{ctr}(Y')\|_2^2 + \|z - \text{ctr}(Y)\|_2^2)^2 \\
\leq 9 \cdot \alpha_z.
\]

Let clusters be the output of procedure \textsc{PrimalDualPhase3}. Recall that every cluster \( Z \in \text{clusters} \) is derived in some iteration indexed by \( (Y, \cdot) \) in \text{metaclusters}. It holds that either \( Z \subset Y_{\text{max}} \) or \( Z \subset Y_p \) for some \( p < \text{card}_b(Y) - 2 \). Notice that in the latter case, \( Y \neq Y_{\text{last}} \).

We will set implicitly \( \text{card}_b(Z) \) as follows.

\[
\text{card}_b(Z) = \begin{cases} 
\text{card}_b(Y), & Z \subset Y_{\text{max}}, \\
p, & Z \subset Y_p, \; p < \text{card}_b(Y) - 2.
\end{cases}
\]

We will also set implicitly \( \text{ctr}(Z) = \text{ctr}(Y) \).

\textbf{Lemma 14.} If \( Z \subset Y_p \) for some \( p < \text{card}_b(Y) - 2 \), then \( \sum_{x \in Z} \alpha_x \geq b \cdot \lambda \). The same is true if \( Z \subset Y_{\text{max}}, Y \neq Y_{\text{last}}, \) and \( |Y_{\text{max}}| \geq b^2 + \text{card}_b(Y) \).

\textbf{Proof.} Consider \( x \in Z \subset Y_p, p < \text{card}_b(Y) - 2 \). There is a pair \((Y, Y')\) in \text{metaclusters} such that \( p = \text{card}_b(Y') < \text{card}_b(Y) - 2 \), and \( x \in Y' \). Moreover, there is \( Y'' \) in \text{preclusters} such that \( Y' \subset Y'' \) and \( \text{card}_b(Y'') = p \) and \( \alpha_z = \max_{y \in Y''} \alpha_y \). By the definition of \( \text{card}_b \), we have that \( |Y''| < b^2 + p \). Therefore, \( \alpha_x > \frac{\lambda}{b^2 + p} \). By Lemma 7, \( |Z| \geq b^2 + p \), hence the conclusion.

A similar argument applies to \( Z \subset Y_{\text{max}} \), assuming that \( |Y_{\text{max}}| \geq b^2 + \text{card}_b(Y) \). In this case, if \( Z \supset Y \) then we have \( \sum_{x \in Y} \alpha_x \geq \lambda \). As \( |Y| < b^2 + \text{card}_b(Y) \), \( Z \) also contains more than \( b^2 + \text{card}_b(Y) - b^2 + \text{card}_b(Y) = b^2 + \text{card}_b(Y) \cdot (1 - \frac{1}{b}) \) points from pairs \((Y, Y')\) in \text{metaclusters}, \( Y' \neq Y \). By the argument for \( Y_p \), for each such point \( z \) we have \( \alpha_z > \frac{\lambda}{b^2 + \text{card}_b(Y) \cdot (1 - \frac{1}{b})} \). Overall, we get that \( \sum_{x \in Z} \alpha_x > \lambda + b^2 + \text{card}_b(Y) \cdot (1 - \frac{1}{b}) \cdot \frac{\lambda}{b^2 + \text{card}_b(Y) \cdot (1 - \frac{1}{b})} = b \cdot \lambda \). If \( Z \) does not contain \( Y \), then the argument for \( Y_p \) holds.

\textbf{Lemma 15.} For every \( Z \in \text{clusters} \), \( \text{cost}(Z) \leq 2\lambda^2 \cdot \sum_{x \in Z} d(x, Z) \).

\textbf{Proof.} We have \( \text{cost}(Z) = |Z| \sum_{x \in Z} \|x - \text{ctr}(Z)\|_2^2 \leq |Z| \sum_{x \in Z} \|x - \text{ctr}(Y)\|_2^2 \) by Lemmas 6 and 7, \( |Z| \leq 2\lambda^2 \cdot \text{card}_b(Z) \).

\textbf{Proof of Theorem 10.} First, consider the feasibility of \((\alpha, \gamma)\). Clearly, \( \gamma \) is set in the theorem to satisfy the constraints that include it. Regarding the constraints that involve only \( \alpha \), we prove that they are satisfied throughout the execution of procedure \textsc{PrimalDualPhase1}.

The proof is by induction on the number of inactive points. Clearly, the initial \( \alpha \) is feasible.

Now, suppose that \( \alpha \) is feasible for some number of inactive points, and consider the next step when this number increases and a set \( A \subset \text{active} \) is removed from active (we will use active here to denote the set before the removal of \( A \)). Let \( \alpha' \) denote the values of the dual variables just before \( A \) is removed from active. If there exist \( Y \subset X \) and \( y \in Y \) such that the constraint for the pair \( Y, y \) is violated, then clearly \( Y \cap \text{active} \neq \emptyset \), otherwise the same constraint would
have been violated by the solution $\alpha$, as $\alpha$ and $\alpha'$ differ only on active. But then there is some intermediate value $\alpha''$ such that $\alpha''_x = \alpha_x$ for all $x \not\in$ active and $\alpha_x \leq \alpha''_x < \alpha'_x$ for all $x \in$ active, which causes this constraint (or another constraint involving active points) to become tight. Therefore, at least one point would have been removed from active before we reach the values $\alpha'$, in contradiction with our assumptions. Next, consider number of points clustered in the output clusters of procedure **PrimalDUAL**. Clearly, procedure **PrimalDUALPhase2** clusters in metaclusters exactly $n'$ points. Some of these points are discarded by procedure **PrimalDUALPhase3**. Consider some $(Y, \cdot) \in$ metaclusters. By Lemma 7, number of points discarded from these clusters is less than

$$b^{2+p} = \frac{b^{\text{card}(Y)} - b^2}{b - 1}.$$ 

On the other hand, all the points in $Y_{\text{max}}$ are clustered in clusters, as $Y \neq Y_{\text{last}}$ in this case. Clearly, the number of points in $Y_{\text{max}}$ is at least $|Y| \geq b^{\text{card}(Y)}$. Thus, less than $\frac{1}{b - 1} \cdot n' \leq \epsilon \cdot n'$ points get discarded. Finally, let's consider the cost of the clustering. Let $Z \in$ clusters be a cluster that satisfies the conditions of Lemma 14. Then,

$$\sum_{x \in Z} \alpha_x - \lambda > \frac{b - 1}{b} \cdot \sum_{x \in Z} \alpha_x$$

$$\geq \frac{b - 1}{9b} \cdot \sum_{x \in Z} d(x, Z)$$

$$\geq \frac{b - 1}{18b^3} \cdot \text{cost}(Z),$$

where the first inequality follows from Lemma 14, the second inequality follows from Lemma 13, and the third inequality follows from Lemma 15. The remaining clusters are sets $Y_{\text{max}}$ with $|Y_{\text{max}}| < b^{2+\text{card}(Y)}$ and a subset of $Y_{\text{last}}$. Consider a cluster $Y_{\text{max}} \in$ clusters. We have that

$$\sum_{x \in Y_{\text{max}}} \alpha_x - \lambda = \sum_{x \in Y} \alpha_x - \lambda + \sum_{x \in Y_{\text{max}} \setminus Y} \alpha_x \geq \sum_{x \in Y} d(x, Y) + \frac{1}{9} \sum_{x \in Y_{\text{max}} \setminus Y} d(x, Y) \geq \frac{1}{18b^2} \cdot \text{cost}(Y_{\text{max}}).$$

Finally, if there's a cluster $Z \subset Y_{\text{last}}$, then

$$\sum_{x \in Z} \alpha_x \geq \frac{1}{9} \cdot \sum_{x \in Z} d(x, Y_{\text{max}}) \geq \frac{1}{18b^2} \cdot \text{cost}(Z).$$

Thus, we can set $c = c_\epsilon = \frac{18b^3}{b - 1} = \frac{18(1+\epsilon)^3}{\epsilon^2}$. 

---
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Introduction

In this work we consider the complexity of “approximating” “ordering constraint satisfaction problems (OCSPs)” in the “streaming setting”. We introduce these notions below before describing our results.

1.1 Orderings and Constraint Satisfaction Problems

In this work we consider optimization problems where the solution space is all possible orderings of \( n \) variables. The Travelling Salesperson Problem and most forms of scheduling fit this framework, though our work considers a more restricted class of problems, namely ordering constraint satisfaction problems (OCSPs). OCSPs as a class were first defined by Guruswami, Håstad, Manokaran, Raghavendra, and Charikar [10]. To describe them here, we first set up some notation and terminology, and then give some examples.

We let \([n]\) denote the set \( \{0, \ldots, n-1\} \) and \( S_n \) denote the set of permutations on \([n]\), i.e., the set of bijections \( \sigma : [n] \to [n] \). We sometimes use \( \sigma(0) \sigma(1) \cdots \sigma(n-1) \) to denote \( \sigma : [n] \to [n] \). The solution space of ordering problems is \( S_n \), i.e., an assignment to \( n \) variables is given by \( \sigma \in S_n \). Given \( k \) distinct integers \( a_0, \ldots, a_{k-1} \) we define \( \text{ord}(a_0, \ldots, a_{k-1}) \) to be the unique permutation in \( S_k \) which sorts \( a_0, \ldots, a_{k-1} \). In other words, \( \text{ord}(a_0, \ldots, a_{k-1}) \) is the unique permutation \( \pi \in S_k \) such that \( a_{\pi(0)} < \cdots < a_{\pi(k-1)} \). A \( k \)-ary ordering constraint application function is given by a predicate \( \Pi : S_k \to \{0,1\} \). An ordering constraint application on \( n \) variables is given by a constraint function \( \Pi \) and a \( k \)-tuple \( \mathbf{j} = (j_0, j_1, \ldots, j_{k-1}) \in [n]^{k} \) where the \( j_i \)'s are distinct. In the interest of brevity we will often skip the term “ordering” below and further refer to constraint functions as “functions” and constraint applications as “constraints”. A constraint \( (\Pi, \mathbf{j}) \) is satisfied by an assignment \( \sigma \in S_n \) if \( \Pi(\sigma(j_0), \ldots, \sigma(j_{k-1})) = 1 \) where \( \sigma(j) \) is the \( k \)-tuple \( (\sigma(j_0), \ldots, \sigma(j_{k-1})) \in [n]^k \).

A maximum ordering constraint satisfaction problem, Max-OCSP(\( \Pi \)), is specified by a single ordering constraint function \( \Pi : S_k \to \{0,1\} \), for some positive integer arity \( k \). An instance of Max-OCSP(\( \Pi \)) on \( n \) variables is given by \( m \) constraints \( C_0, \ldots, C_{m-1} \) where \( C_i = (\Pi, \mathbf{j}(i)) \), i.e., the application of the function \( \Pi \) to the variables \( \mathbf{j}(i) = (j(i)_0, \ldots, j(i)_{k-1}) \). (We omit \( \Pi \) from the description of a constraint \( C_i \) when clear from context.) The value of an ordering \( \sigma \in S_n \) on an instance \( \Psi = (C_0, \ldots, C_{m-1}) \), denoted \( \text{val}_\Psi(\sigma) \), is the fraction of constraints satisfied by \( \sigma \), i.e., \( \text{val}_\Psi(\sigma) = \frac{1}{m} \sum_{i \in [m]} \Pi(\text{ord}(\sigma(j(i)))) \). The optimal value of \( \Psi \) is defined as \( \text{val}_\Psi^* = \max_{\sigma \in S_n} \{ \text{val}_\Psi(\sigma) \} \).

The simplest, and arguably most interesting, problem which fits the Max-OCSP framework is the maximum acyclic subgraph (MAS) problem. In this problem, the input is a directed graph on \( n \) vertices, and the goal is to find an ordering of the vertices which maximize the number of forward edges. A simple depth-first search algorithm can decide whether a given graph \( G \) has a perfect ordering (i.e., one which has no back edges); however, Karp [17], in his famous list of 21 NP-complete problems, proved the NP-completeness of deciding whether, given a graph \( G \) and a parameter \( k \), there exists an ordering of the vertices such that at least \( k \) edges are forward. For our purposes, MAS can be viewed as a 2-ary Max-OCSP problem, by defining the ordering constraint predicate \( \Pi_{\text{MAS}} : S_2 \to \{0,1\} \) given by \( \Pi_{\text{MAS}}([01]) = 1 \) and \( \Pi_{\text{MAS}}([10]) = 0 \), and associating vertices with variables and edges with constraints. Indeed, an edge/constraint \( (u, v) \) (where \( u, v \in [n] \) are distinct variables/vertices) will be satisfied by an assignment/ordering \( \sigma \in S_n \) iff \( \Pi_{\text{MAS}}(\text{ord}(\sigma(u,v))) = 1 \), or equivalently, iff \( \sigma(u) < \sigma(v) \).

A second natural Max-OCSP problem is the maximum betweenness (MaxBtwn) problem. This is a 3-ary OCSP in which an ordering \( \sigma \) satisfies a constraint \( (u, v, w) \) iff \( \sigma(v) \) is between \( \sigma(u) \) and \( \sigma(w) \), i.e., iff \( \sigma(u) < \sigma(v) < \sigma(w) \) or \( \sigma(u) > \sigma(v) > \sigma(w) \), and the goal is again
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Under what conditions it is possible to beat this trivial approximation is a major open question.

For MaxBtwn, the trivial algorithm is a \(1/2\)-approximation. Chor and Sudan [4] showed that \((4/7 + \epsilon)\)-approximating MaxBtwn is NP-hard, for every \(\epsilon > 0\). The \(4/7\) factor was improved to \(1/2\) by Austrin, Manokaran, and Wenner [1]. For MAS, the trivial algorithm is a \(1/2\)-approximation. Newman [20] showed that \((64/65 + \epsilon)\)-approximating MAS is NP-hard, for every \(\epsilon > 0\). [1] improved the \(64/65\) to \(14/15\), and Bhangale and Khot [2] further improved the factor to \(2/3\).

We could hope that for every nontrivial nontrivial Max-OCSP(II), it is NP-hard to even \((\rho(II) + \epsilon)\)-approximate Max-OCSP(II) for any constant factor \(\epsilon > 0\). This property is called approximation resistance (and we define it more carefully in the setting of streaming algorithms below). Approximation resistance based on NP-hardness is known for certain constraint satisfaction problems which do not fall under the Max-OCSP framework; this includes the seminal result of Håstad [13] that it is NP-hard to \((2/5 + \epsilon)\)-approximate Max3AND for any \(\epsilon > 0\). But as far as we know, such results are lacking for any Max-OCSP problem.

Given this situation, Guruswami, Håstad, Manokaran, Raghavendra, and Charikar [10] proved the “next best thing”: assuming the unique games conjecture (UGC) of Khot [18], every Max-OCSP(II) is approximation-resistant. But the question of proving approximation resistance for polynomial-time algorithms without relying on unproven assumptions such as UGC and \(P \neq NP\) remains unsolved. Towards this goal, in this work, we consider the approximability of Max-OCSP’s in the (single-pass) streaming model, which we define below.

1.3 Streaming algorithms

A (single-pass) streaming algorithm is defined as follows. An instance \(\Psi = (C_0, \ldots, C_{m-1})\) of Max-OCSP(II) is presented as a stream of constraints with the \(i\)th element of the stream

being \(j(i)\) where \(C_i = (\Pi, j(i))\). A streaming algorithm \(A\) updates its state with each element of the stream and at the end produces the output \(A(\Psi) \in [0, 1]\) (which is supposed to estimate \(val_\Psi\)). The measure of complexity of interest to us is the space used by \(A\) and in particular we distinguish between algorithms that use space polylogarithmic in the input length and space that grows polynomially (\(O(n^\delta)\) for \(\delta > 0\) in the input length.

We say that a problem Max-OCSP(II) is approximable (in the streaming setting) if we can beat the trivial \(\rho(II)\)-approximation algorithm by a positive constant factor. Specifically Max-OCSP(II) is said to be approximable if for every \(\delta > 0\) there exists \(\epsilon > 0\) and a space \(O(n^\delta)\) algorithm \(A\) that is a \((\rho(II) + \epsilon)\)-approximation algorithm for Max-OCSP(II), We say Max-OCSP(II) is approximation-resistant (in the streaming setting) otherwise.
In recent years, investigations into CSP approximability in the streaming model have been strikingly successful, resulting in tight characterizations of streaming approximability for many problems [19, 14, 15, 12, 11, 16, 8, 6, 7, 5]. Most of these papers studied approximability, not of ordering CSPs, but of “non-ordering CSPs” where the variables can take values in a finite alphabet. ([12] and [11] are the exceptions, and we will discuss them below.) While single-pass streaming algorithms are a weaker model than general polynomial-time algorithms, we do remark that nontrivial approximations for many problems are possible in the streaming setting. In particular, the Max2AND problem is (roughly) $\frac{4}{9}$-approximable in the streaming setting (whereas the trivial approximation is a $\frac{1}{4}$-approximation) [8].

1.4 Main result and comparison to prior and related works

Theorem 1 (Main theorem). For every $k \in \mathbb{N}$ and every $\Pi : S_k \rightarrow \{0, 1\}$, Max-OCSP$(\Pi)$ is approximation resistant in the (single-pass) streaming setting. In particular for every $\epsilon > 0$, every $(\rho(\Pi) + \epsilon)$-approximation algorithm $A$ for Max-OCSP$(\Pi)$ requires $\Omega(n)$ space.

In particular our theorem implies that MAS is not $1/2 + \epsilon$-approximable in $o(n)$ space for every $\epsilon > 0$, and MaxBtwn is not $1/3 + \epsilon$-approximable. Theorem 1 is restated in Section 3 along with several necessary lemmas; it follows readily from these lemmas and its proof is omitted.

Theorem 1 parallels the classical result of [10], who prove that Max-OCSP$(\Pi)$ is approximation resistant with respect to polynomial-time algorithms, for every $\Pi$, assuming the unique games conjecture. In our setting of streaming algorithms, the only problem that seems to have been previously explored in the literature was MAS, and even in this case a tight approximability result was not known.

In the case of MAS, Guruswami, Velingker, and Velusamy [12] proved that for every $\epsilon > 0$, MAS is not $(\frac{7}{8} + \epsilon)$-approximable in $o(\sqrt{n})$ space using a gadget reduction from the Boolean hidden matching problem [9]. A stronger $o(\sqrt{n})$-space, $3/4$-approximation hardness for MAS is indicated in the work of Guruswami and Tao [11], who prove streaming bounds for unique games, an “non-ordering” CSP problem, and suggest a reduction from unique games to MAS.

As far as we know, our result is the first tight approximability result for Max-OCSP$(\Pi)$ for any non-constant $\Pi$ in $\Omega(n^\delta)$ space for any $\delta > 0$, and it yields tight approximability results for every $\Pi$ in linear space. We remark that this linear space bound is also optimal (up to logarithmic factors); similarly to the observation in [5] for non-ordering CSPs, Max-OCSP$(\Pi)$ values can be approximated arbitrarily well in $\tilde{O}(n)$ space by subsampling $O(n)$ constraints from the input instance and then solving the Max-OCSP$(\Pi)$ problem on this subinstance exactly.\(^1\)

Chakrabarti, Ghosh, McGregor, and Vorotnikova [3] recently also studied directed graph ordering problems (e.g., acyclicity testing, $(s,t)$-connectivity, topological sorting) in the streaming setting. For the problems that considered in [3], their work gives super-linear space lower bounds even for multi-pass streaming algorithms. Note that for our problems an $\tilde{O}(n)$ upper bound holds, suggesting that their problems are not OCSPs. Indeed this is true, but one of the problems considered is close enough to MAS to allow a more detailed comparison. The specific problem is the minimum feedback arc set (MFAS) problem, the goal of which is to output the fractional size of the smallest set of edges whose removal

\(^1\) This assumes a definition of streaming complexity which makes no restriction on time complexity. Of course, if we restrict to polynomial time, then assuming the unique games conjecture, no nontrivial approximation will be possible.
produces an acyclic subgraph. In other words, the sum of MFAS value of a graph and the MAS value of the graph is exactly one. [3] proved that for every \( \kappa > 1 \), \( \kappa \)-approximating the MFAS value requires \( \Omega(n^2) \) space in the streaming setting (for a single pass, and more generally \( \Omega(n^{1+\Omega(1/p)}/p^{O(1)}) \) space for \( p \) passes). Note that such lower bounds are obtained using instances with optimum MFAS values that are \( o(1) \). Thus the MAS values in the same graph are \( 1 - o(1) \) (even in the NO instances) and thus these results usually do not imply any hardness of approximation for MAS.

1.5 Techniques

Our general approach is to start with a hardness result for CSPs over alphabets of size \( q \) (i.e., constraint satisfaction problems where the variables take values in \([q]\)), and then to reduce these CSPs to the OCSP at hand. While this general approach is not new, the optimality of our results seems to come from the fact that we choose the CSP problem carefully, and are able to get optimal hardness results for problems of our choice thanks to a general result of Chou, Golovnev, Sudan, Velingker and Velusamy [5]. Thus whereas previous approaches towards proving hardness of MAS, for example, were unable to get optimal hardness results for MAS despite starting with optimal hardness results of the source (unique games), by choosing our source problem more carefully we manage to get optimal hardness results. In the remainder of this section, we describe and motivate this approach towards proving the approximation-resistance of Max-OCSP’s.

1.5.1 Special case: The intuition for MAS

We start by describing our proof technique for the special case of the MAS problem. In this section, for readability, we (mostly) use the language of graphs, edges, and vertices instead of instances, constraints, and variables.

Similarly to earlier work in the setting of streaming approximability (e.g., [14]), we prove inapproximability of MAS by exhibiting a pair of distributions, which we denote \( G^Y \) and \( G^N \), satisfying the following two properties:

1. \( G^Y \) and \( G^N \) are “indistinguishable” to streaming algorithms (to be defined formally below).
2. (With high probability) \( G^Y \) has high MAS values (\( \approx 1 \)) and \( G^N \) has low MAS values (\( \approx 1/2 \)).

The existence of such distributions would suffice to establish the theorem: there cannot be any streaming approximation for MAS, since any such algorithm would be able to distinguish these distributions. But how are we to actually construct distributions \( G^Y \) and \( G^N \) satisfying these properties?

The strategy which has proved successful in past work for proving streaming approximation resistance of other varieties of CSPs was roughly to let the \( G^N \) graphs be completely random, while \( G^Y \) graphs are sampled with “hidden structure”, which is essentially a very good assignment. Then, one would show that streaming algorithms cannot detect the existence of such hidden structure, via a reduction to a communication game (typically a variant of Boolean hidden matching [9, 24]). In our setting, we might hope that the hidden structure could simply be an ordering; that is, we could hope to define \( G^Y \) by first sampling a random ordering of the vertices, then sampling edges which go forward with respect to this ordering, and then perhaps adding some noise. But unfortunately, we lack the techniques to prove communication lower bounds when orderings are the hidden structure.

---

2 For minimization problems a \( \kappa \) approximation is one whose value is at least the minimum value and at most \( \kappa \) times larger than the minimum. Thus approximation factors are larger than 1.
Hence, instead of seeking a direct proof of an indistinguishability result, in this paper, we turn back to earlier indistinguishability results proven in the context of non-ordering CSPs. In this setting, variables take on values in an alphabet $[q]$, and constraints specify allowed values of subsets of the variables. In particular, two distinct variables may take on the same value in $[q]$, whereas in the ordering setting, every variable in $[n]$ must get a distinct value in $[n]$. (See Subsection 4.1 for a formal definition.) We will set $q$ to be a large constant, carefully design a non-ordering CSP function, employ past results (i.e., [5]) to characterize its streaming inapproximability, examine the $G^Y$ and $G^N$ graphs created in the reduction, and then show that $G^N$ graphs have low MAS values while the hidden structure in the $G^Y$ graphs – even if it isn’t an ordering per se – guarantees high MAS values.

Why would we expect such an idea to work out, and how do we properly choose the non-ordering CSP constraint function? To begin, this constraint function will be a 2-ary function $f : [q]^2 \to \{0, 1\}$. Let $\text{Max-CSP}(f)$ denote the non-ordering CSP problem of maximizing the number of $f$ constraints satisfied by an assignment $b \in [q]^n$. We will view an input graph $G$ simultaneously as an instance of MAS and as an instance of Max-CSP$(f)$, with the same underlying set of edges/constraints. For a graph $G$, let $\text{val}_G$ denote its MAS value and $\overline{\text{val}}_G$ its value in Max-CSP$(f)$. We will choose $f$ so that the indistinguishable hard distributions $G^Y$ and $G^N$ (originating from the reduction of [5]) have the following four properties:

1. With high probability over $G \sim G^Y$, $\overline{\text{val}}_G \approx 1$.
2. With high probability over $G \sim G^N$, $\text{val}_G \approx \frac{1}{2}$.
3. For all $G$, $\text{val}_G \geq \overline{\text{val}}_G$.
4. With high probability over $G \sim G^N$, $\text{val}_G$ is not much larger than $\overline{\text{val}}_G$.

Together, these items will suffice to prove the theorem since item 2 and item 4 together imply that with high probability over $G \sim G^N$, $\text{val}_G \approx \frac{1}{2}$, while item 1 and item 3 together imply that with high probability over $G \sim G^Y$, $\text{val}_G \approx 1$.

Concretely, we setup the non-ordering CSP function as follows. Recall that $\Pi_{\text{MAS}}([0, 1]) = 1$ while $\Pi_{\text{MAS}}([1, 0]) = 0$. We define the constraint function $f^\sigma_{\text{MAS}} : [q]^2 \to \{0, 1\}$ by $f^\sigma_{\text{MAS}}(x, y) = 1$ iff $x < y$. Note that $f^\sigma_{\text{MAS}}$ is supported on $\frac{q(q-1)}{2}$ pairs in $[q]^2$. We first show that [5]'s results imply that $\text{Max-CSP}(f^\sigma_{\text{MAS}})$ is approximation-resistant, and pick $G^Y$ and $G^N$ as the YES and NO distributions witnessing this result. This immediately yields item 1 and item 2 above. It remains to prove item 4 and item 3. In the remainder of this subsection, we sketch the proofs; see Figure 1 for a visual depiction, and Section 4 for the formal proofs.

Towards item 3, we take advantage of the fact that $\text{Max-CSP}(f^\sigma_{\text{MAS}})$ captures a "q-coarsening" of MAS. We consider an arbitrary $\text{Max-CSP}(f^\sigma_{\text{MAS}})$-assignment $b \in [q]^n$ for a graph $G$, which assigns to the $i$-th vertex a value $b_i \in [q]$. We construct an ordering of $G$’s vertices by first placing the “block” of vertices assigned value 0, then the block of vertices assigned 1, etc., finally placing the vertices assigned value $q - 1$. (Within any particular block, the vertices may be ordered arbitrarily.) Now whenever an edge $(u, v)$ is satisfied by $b$ when viewing $G$ as an instance of $\text{Max-CSP}(f^\sigma_{\text{MAS}})$ – that is, whenever $b_u > b_v$ – the same edge will be satisfied by our constructed ordering when viewing $G$ as an instance of MAS. Hence $\text{val}_G \geq \overline{\text{val}}_G$.

Towards item 4, we can no longer use the results of [5] as a black box. Instead, we show that the graphs $G^N$ are “small partition expanders” in a specific sense: any partition of the constraint graph into $q$ roughly equal sized blocks has very few edges, specifically a $o(1)$ fraction, which lie within the blocks. Now, we think of an ordering $\sigma \in S_n$ variables as dividing the $n$ variables into $q$ blocks with variables $\sigma(0), \ldots, \sigma(n/q - 1)$ being in the first block, $\sigma(n/q), \ldots, \sigma(2n/q - 1)$ being in the second block and so on. Whenever an edge $(u, v)$ is satisfied by $\sigma$ when viewing $G$ as an instance of MAS, it will also be satisfied by our
constructed ordering when viewing $G$ as an instance of Max-CSP($f_{\text{MAS}}^q$). unless $u$ and $v$ end up in the same block; but by the small partition expansion condition, this happens only for $o(1)$ fraction of the edges. Hence $\text{val}_G \leq \text{val}_G + o(1)$.

We remark in passing that our notion of coarsening is somewhat similar to, but not the same as, that used in previous works, notably [10]. In particular the techniques used to compare the OCSP value (before coarsening) with the non-ordering CSP value (after coarsening) are somewhat different: Their analysis involves more sophisticated tools such as influence of variables and Gaussian noise stability. The proof of item 4 in our setting, in contrast, uses a more elementary analysis of the type common with random graphs. Finally, we remark that in the rest of the paper, in the interest of self-containedness, our construction will “forget” about Max-CSP($f_{\text{MAS}}^q$), define the distributions $G^Y$ and $G^N$ explicitly, and treat $\text{val}_G$ simply as an artifact of the analysis which calculates the MAS values of $G^Y$ and $G^N$.

1.5.2 Extending to general ordering CSPs

Extending the idea to other OCSPs involves two additional steps. Given the constraint function $\Pi$ (of arity $k$) and positive integer $q$, we define $f_{\Pi}^q$ analogously to $f_{\text{MAS}}^q$. We then explicitly describe the YES and NO distributions of Max-CSP($f_{\Pi}^q$) which the general theorem of [5] shows are indistinguishable to $o(n)$ space algorithms. Crucial to this application is the observation that $f_{\Pi}^q$ is an \"1 − $k − 1/q$-wide\" function, where $f_{\Pi}^q$ is $\omega$-wide if there exists a vector $v = (v_0, \ldots, v_{k-1}) \in [q]^k$ such that for an $\omega$-fraction of $a \in [q]$, we have $f_{\Pi}(v_0 + a, \ldots, v_{k-1} + a) = 1$. This would allow us to conclude that Max-CSP($f_{\Pi}^q$) is hard to approximate to within factor of roughly $\rho/\omega$, though as in the special case of MAS we do not use this result explicitly.\(^3\) Instead, the second step of our proof replicates item 4 above. We give an analysis of the partition expansion in the NO instances arising from the construction in [5]. Specifically we show that the constraint hypergraph is now a “small partition hypergraph expander”, in the sense that any partition into $q$ roughly equal sized blocks would have very few hyperedges that contain even two vertices from the same block.

With these two additional ingredients in place, and following the same template as in the hardness for MAS, we immediately get the approximation resistance of Max-OCSP($\Pi$) for general $\Pi$.

1.5.2.1 This version

Our current results improve on a previous version of this paper [23] that gave only $\Omega(\sqrt{n})$ space lower bounds for all OCSPs. Our improvement to $\Omega(n)$ space lower bounds comes by invoking the more recent results of [5], whereas our previous version used the strongest lower bounds for CSPs that were available at the time from an earlier work of Chou, Golovnev, Sudan, and Velusamy [7]. The results of [7] are quantitatively weaker for the problems considered in [5], though their results apply to a broader collection of problems. Interestingly for our application, which covers all OCSPs, the narrower set of problems considered in [5] suffices. We also note that the proof in this version of our paper is more streamlined thanks to the notion of “wide” constraints introduced and used in [5].

We omit some proofs in this conference version due to space constraints; see the relevant sections in our full version [22].

\(^3\) Indeed, the “width” observation is involved in the proof of item 1 and item 2 even in the MAS case (with $k = 2$).
1.5.2.2 Organization of the rest of the paper

In Section 2 we introduce some notation we use and background material. In Section 3 we prove our main theorem, Theorem 1. In this section we also introduce two distributions on Max-OCSP(II) instances, the YES distribution and the NO distribution, and state lemmas asserting that these distributions are concentrated on instances with high, and respectively low, OCSP value; and that these distributions are indistinguishable to single-pass small space streaming algorithms. We prove the lemmas on the OCSP values in Section 4, and describe the indistinguishability lemma in Section 5.

2 Preliminaries and definitions

2.1 Basic notation

Some of the notation we use is already introduced in Subsection 1.1. Here we introduce some more notation we use.

The support of an ordering constraint function \( \Pi : S_k \to \{0,1\} \) is the set \( \text{supp}(\Pi) = \{ \pi \in S_k | \Pi(\pi) = 1 \} \).

Addition of elements in \([q]\) is implicitly taken modulo \(q\).

Throughout this paper we will be working with \(k\)-uniform ordered hypergraphs, or simply \(k\)-hypergraphs, defined in the sequel. Given a finite set \(V\), an (ordered, self-loop-free) \(k\)-hyperedge \(e = (v_1, \ldots, v_k)\) is a sequence of \(k\) distinct elements \(v_1, \ldots, v_k \in V\). We stress that the ordering of vertices within an edge is important to us. An (ordered, self-loop-free, multi-) \(k\)-hypergraph \(G = (V,E)\) is given by a set of vertices \(V\) and a multiset \(E = E(G) \subseteq V^k\) of \(k\)-hyperedges. A \(k\)-hyperedge \(e\) is incident on a vertex \(v\) if \(v\) appears in \(e\). Let \(\Gamma(e) \subseteq V\) denote the set of vertices to which a \(k\)-hyperedge \(e\) is incident, and let \(m = m(G)\) denote the number of \(k\)-hyperedges in \(G\).

A \(k\)-hypergraph is a \(k\)-hypermatching if it has the property that no pair of (distinct) \(k\)-hyperedges is incident on the same vertex. For \(\alpha \leq 1\), an \(\alpha\)-partial \(k\)-hypermatching is a \(k\)-hypermatching which contains an \(k\)-hyperedges. We let \(H_{k,n,\alpha}\) denote the uniform distribution over all \(\alpha\)-partial \(k\)-hypermatchings on \([n]\).

A vector \(b = (b_0, \ldots, b_{n-1}) \in [q]^n\) may be viewed as a \(q\)-partition of \([n]\) into blocks \(b^{-1}(0), \ldots, b^{-1}(q-1)\), where the \(i\)-th block \(b^{-1}(i)\) is defined as the set of indices \(\{ j \in [n] : b_j = i \}\). Given \(b = (b_0, \ldots, b_{n-1}) \in [q]^n\) and an indexing vector \(j = (j_0, \ldots, j_{k-1}) \in [n]^k\), we define \(b|j = (b_{j_0}, \ldots, b_{j_{k-1}})\).

Given an instance \(\Psi\) of Max-OCSP(II) on \(n\) variables, we define the constraint hypergraph \(G(\Psi)\) to be the \(k\)-hypergraph on \([n]\), where each \(k\)-hyperedge corresponds to a constraint (given by the exact same \(k\)-tuple). We also let \(m(\Psi)\) denote the number of constraints in \(\Psi\) (equiv., the number of \(k\)-hypermades in \(G(\Psi)\)).

2.2 Concentration bound

We also require the following form of Azuma’s inequality, a concentration inequality for submartingales. For us the following form, for Boolean-valued random variables with bounded conditional expectations taken from Kapralov and Krachun [16], is particularly convenient.

\[ \text{Lemma 2 ([16, Lemma 2.5]).} \] Let \(X_0, \ldots, X_{m-1}\) be (not necessarily independent) \(\{0,1\}\)-valued random variables, such that for some \(p \in (0,1)\), \(E[X_i | X_0, \ldots, X_{i-1}] \leq p\) for every \(i \in [m]\). Then if \(\mu := pm\), for every \(\nu > 0\),

\[ \Pr[X_0 + \cdots + X_{m-1} \geq \mu + \nu] \leq \exp \left( -\frac{1}{2} \cdot \frac{\nu^2}{\mu + \nu} \right). \]
3 The streaming space lower bound

In this section we restate our main theorem, and state the lemmas which are necessary for its proof.

\begin{itemize}
  \item \textbf{Theorem 1 (Main theorem).} For every \( k \in \mathbb{N} \) and every \( \Pi : S_k \to \{0,1\} \), Max-OCSP(\( \Pi \)) is approximation resistant in the (single-pass) streaming setting. In particular for every \( \epsilon > 0 \), every \((\rho(\Pi) + \epsilon)\)-approximation algorithm \( A \) for Max-OCSP(\( \Pi \)) requires \( \Omega(n) \) space.
\end{itemize}

Our lower bound is proved, as is usual for such statements, by showing that no small space algorithm can “distinguish” \textbf{YES} instances with OCSP value at least \( 1 - \epsilon/2 \), from \textbf{NO} instances with OCSP value at most \( \rho(\Pi) + \epsilon/2 \). Such a statement is in turn proved by exhibiting two families of distributions, the \textbf{YES} distributions and the \textbf{NO} distributions, and showing these are indistinguishable. Specifically we choose some parameters \( q,T,\alpha \) and a permutation \( \pi \in S_k \) carefully and define two distributions \( G^\Pi = G_q^{\pi}(\Pi) \) and \( G^N = G_{q,n,\alpha,T}(\Pi) \). We claim that for our choice of parameters \( G^\Pi \) is supported on instances with value at least \( 1 - \epsilon/2 \) — this is asserted in Lemma 5. Similarly we claim that \( G^N \) is mostly supported (with probability \( 1 - o(1) \)) on instances with value at most \( \rho(\Pi) + \epsilon/2 \) (see Lemma 6). Finally we assert in Lemma 7 that any algorithm that distinguishes \( G^\Pi \) from \( G^N \) with “advantage” at least \( 1/8 \) (i.e., accepts \( \Psi \sim G^\Pi \) with probability \( 1/8 \) more than \( \Psi \sim G^N \)) requires \( \Omega(n) \) space.

3.1 Distribution of hard instances

For \( \ell,k \in [q] \), define the \( k \)-tuple of “contiguous” values \( v^{(\ell)}_q = (\ell, \ldots, \ell + k - 1) \in [q]^k \). Crucially, since the addition here is taken modulo \( q \), we may have \( \ell + k - 1 < \ell \) and in particular \( \text{ord}(v^{(\ell)}_q) \) may not be the identity.

For a \( k \)-tuple \( a = (a_0, \ldots, a_{k-1}) \) and a permutation \( \pi \in S_k \), define the permuted \( k \)-tuple \( a^{\pi} \) as \((a_{\pi^{-1}(0)}, \ldots, a_{\pi^{-1}(k-1)})\). In particular, we have \((v_q^{(\ell)})^{\pi} = (\pi^{-1}(0) + \ell, \ldots, \pi^{-1}(k-1) + \ell) \). We define \( a^{\pi} \) in this way because:

\begin{itemize}
  \item \textbf{Proposition 3.} If \( a \) is a \( k \)-tuple of distinct integers, then \( \text{ord}(a^{\pi}) = \text{ord}(a) \circ \pi \) (where \( \circ \) denotes composition of permutations).
\end{itemize}

\textbf{Proof.} Recall that \( \text{ord}(a) \) is the unique permutation \( \tau \) such that \( a_{\tau(0)} < \cdots < a_{\tau(k-1)} \).

Let \( \tau = \text{ord}(a) \), and let \( \sigma = \text{ord}(a^{\pi}) \), so that \( \sigma \) is the unique permutation such that \( a_{\sigma(\pi^{-1}(0))} < \cdots < a_{\sigma(\pi^{-1}(k-1))] \). Then \( \tau = \sigma \circ \pi^{-1} \). Hence \( \tau = \sigma \) as desired.

We now formally define our \textbf{YES} and \textbf{NO} distributions for Max-OCSP(\( \Pi \)).

\begin{itemize}
  \item \textbf{Definition 4 \( G_{q,n,\alpha,T}^{\Pi}(\Pi) \) and \( G_{q,n,\alpha,T}^N(\Pi) \). For \( k \in \mathbb{N} \) and \( \Pi : S_k \to \{0,1\} \), let \( q,n,T \in \mathbb{N} \), \( \alpha > 0 \), and let \( B = N \) or \( B = (Y,\pi) \) for some \( \pi \in \text{supp}(\Pi) \). We define the distribution \( G_{q,n,\alpha,T}^B(\Pi) \) over \( n \)-variable Max-OCSP(\( \Pi \)) instances, as follows:
    \begin{enumerate}
      \item Sample a uniformly random \( q \)-partition \( b = (b_0, \ldots, b_{n-1}) \in [q]^n \).
      \item Sample \( T \) hypermatchings independently \( G_0,\ldots,G_{T-1} \sim \mathcal{H}_{k,n,a}^\Pi \).
      \item For each \( t \in [T] \), do the following:
        \begin{itemize}
          \item Let \( G_t \) be an empty \( k \)-hypergraph on \([n]\).
          \item For each \( k \)-hyperedge \( \bar{e} = (j_0, \ldots, j_{k-1}) \in E(G_t) \):
            \begin{itemize}
              \item \textbf{(YES)} If \( B = (Y,\pi) \), and there exists \( \ell \in [q] \) such that \( b_{\ell} = (v_q^{(\ell)})^{\pi} \), add \( \bar{e} \) to \( G_t \) with probability \( \frac{1}{q^k} \).
              \item \textbf{(NO)} If \( B = N \), add \( \bar{e} \) to \( G_t \) with probability \( \frac{1}{q^k} \).
            \end{itemize}
        \end{itemize}
    \end{enumerate}
  \end{itemize}
\end{itemize}
4. Let $G := G_0 \cup \cdots \cup G_{T-1}$.
5. Return the Max-OCSP($\Pi$) instance $\Psi$ on $n$ variables given by the constraint hypergraph $G$.

We say that an algorithm ALG achieves advantage $\delta$ in distinguishing $G^Y_{q,n,\alpha,T}(\Pi)$ from $G^N_{q,n,\alpha,T}(\Pi)$ if there exists an $n_0$ such that for all $n \geq n_0$, we have

$$\left| \Pr_{\Psi \sim G^Y_{q,n,\alpha,T}(\Pi)}[\text{ALG}(\Psi) = 1] - \Pr_{\Psi \sim G^N_{q,n,\alpha,T}(\Pi)}[\text{ALG}(\Psi) = 1] \right| \geq \delta.$$ 

We make several remarks on this definition. Firstly, note that the constraints within $G^Y_{q,n,\alpha,T}(\Pi)$ and $G^N_{q,n,\alpha,T}(\Pi)$ do not directly depend on $\Pi$. We still parameterize the distributions by $\Pi$, since they are formally distributions over Max-OCSP($\Pi$) instances; $\Pi$ also determines the set of allowed permutations $\pi$ in the YES case as well as the underlying arity $k$. However, we will omit the parameterization ($\Pi$) when clear from context. Secondly, we note that when sampling an instance from $G^N_{q,n,\alpha,T}$, the partition $b$ has no effect, and so $G^N_{q,n,\alpha,T}$ is completely random. Hence these instances fit into the standard paradigm for streaming lower bounds of “random graphs vs. random graphs with hidden structure”.

Finally, we observe that the number of constraints in both distributions is distributed as a sum of $m = naT$ independent Bernoulli($\frac{1}{q}$) random variables.

In the following section we state lemmas which highlight the main properties of the distributions above. See Figure 1 in Appendix A for a visual interpretation of the distributions in the case of MAS.

### 3.2 Statement of key lemmas

Our first lemma shows that $G^Y$ is supported on instances of high value.

▶ **Lemma 5** ($G^Y$ has high Max-OCSP($\Pi$) values). For every ordering constraint satisfaction function $\Pi$, every $\pi \in \text{supp}(\Pi)$ and $\Psi \sim G^Y_{q,n,\alpha,T}$, we have $\text{val}_\Psi \geq 1 - \frac{k-1}{q}$ (i.e., this occurs with probability 1).

We sketch the proof of Lemma 5 in Subsection 4.2. Next we assert that $G^N$ is supported mostly on instances of low value.

▶ **Lemma 6** ($G^N$ has low Max-OCSP($\Pi$) values). For every $k$-ary ordering constraint function $\Pi : S_k \rightarrow \{0,1\}$, and every $\epsilon > 0$, there exists $q_0 \in \mathbb{N}$ and $\alpha_0 \geq 0$ such that for all $q \geq q_0$ and $\alpha \leq \alpha_0$, there exists $T_0 \in \mathbb{N}$ such that for all $T \geq T_0$, for sufficiently large $n$, we have

$$\Pr_{\Psi \sim G^N_{q,n,\alpha,T}}[\text{val}_\Psi \geq \rho(\Pi) + \frac{\epsilon}{2}] \leq 0.01.$$

We discuss, and partially prove, Lemma 6 in Subsection 4.3. We note that this lemma is more technically involved than Lemma 5 and this is the proof that needs the notion of “small partition expanders”. Finally the following lemma asserts the indistinguishability of $G^Y$ and $G^N$ to small space streaming algorithms and is discussed in Section 5. We remark that this lemma follows directly from the work of [5].

▶ **Lemma 7.** For every $q,k \in \mathbb{N}$ there exists $\alpha_0(k) > 0$ such that for every $T \in \mathbb{N}$, $\alpha \in (0,\alpha_0(k)]$ the following holds: For every $\Pi : S_k \rightarrow \{0,1\}$ and $\pi \in \text{supp}(\Pi)$, every streaming algorithm ALG distinguishing $G^Y_{q,n,\alpha,T}$ from $G^N_{q,n,\alpha,T}$ with advantage $1/8$ for all lengths $n$ uses space $\Omega(n)$.

Assuming Lemma 5, Lemma 6, and Lemma 7 the proof of Theorem 1 is straightforward and is omitted.
4 Bounds on Max-OCSP(II) values of $G^Y$ and $G^N$

The goal of this section is to discuss, and at least partially prove, our technical lemmas which lower bound the Max-OCSP(II) values of $G^Y_{q,n,o,T}$ (Lemma 5) and upper bound the Max-OCSP(II) values of $G^N_{q,n,o,T}$ (Lemma 6).

4.1 CSPs and coarsening

In preparation for proving the lemmas, we recall the definition of (non-ordering) constraint satisfaction problems (CSPs), whose solution spaces are $[q]^n$ (as opposed to $S_n$), and define an operation called $q$-coarsening on Max-OCSP's, which restricts the solution space from $S_n$ to $[q]^n$.

A maximum constraint satisfaction problem, Max-CSP($f$), is specified by a single constraint function $f : [q]^k \rightarrow \{0, 1\}$, for some positive integer $k$. An instance of Max-CSP($f$) on $n$ variables is given by $m$ constraints $C_0, \ldots, C_{m-1}$ where $C_i = (f, j(i))$, i.e., the application of the function $f$ to the variables $j(i) = (j(i)_0, \ldots, j(i)_{k-1})$. (Again, $f$ is omitted when clear from context.) The value of an assignment $b \in [q]^n$ on an instance $\Phi = (C_0, \ldots, C_{m-1})$, denoted $\text{val}_\Phi^f(b)$, is the fraction of constraints satisfied by $b$, i.e., $\text{val}_\Phi^f(b) = \frac{1}{m} \sum_{i\in[m]} f(b|j(i))$, where (recall) $b|j = (b_{j_0}, \ldots, b_{j_{k-1}})$ for $b = (b_0, \ldots, b_{n-1})$, $j = (j_0, \ldots, j_{k-1})$. The optimal value of $\Phi$ is defined as $\text{val}_\Phi^f = \max_{b\in[q]^n}\{\text{val}_\Phi^f(b)\}$.

Definition 8 ($q$-coarsening). Let $\Pi$ be a $k$-ary Max-OCSP and let $q \in N$. The $q$-coarsening of $\Pi$ is the $k$-ary Max-CSP problem Max-CSP($f^\Pi_{\Phi}$) where we define $f^\Pi_{\Phi} : [q]^k \rightarrow \{0, 1\}$ as follows: For $a \in [q]^k$, $f^\Pi_{\Phi}(a) = 1$ iff the entries in $a$ are all distinct and $\Pi(\text{ord}(a)) = 1$. The $q$-coarsening of an instance $\Psi$ of Max-OCSP(II) is the instance $\Phi$ of Max-CSP($f^\Pi_{\Phi}$) given by the identical collection of constraints.

The following lemma captures the idea that coarsening restricts the space of possible solutions; compare to Lemma 15 below.

Lemma 9. If $q \in N$, $\Psi$ is an instance of Max-OCSP(II), and $\Phi$ is the $q$-coarsening of $\Psi$, then $\text{val}_\Phi \geq \text{val}_\Psi$.

Proof. We will show that for every assignment $b \in [q]^n$ to $\Phi$, we can construct an assignment $\sigma \in S_n$ to $\Psi$ such that $\text{val}_\Phi(\sigma) \geq \text{val}_\Psi(b)$. Consider an assignment $b \in [q]^n$. Let $\sigma$ be the ordering on $[n]$ given by placing the blocks $b^{-1}(0), \ldots, b^{-1}(q-1)$ in order (within each block, we enumerate the indices arbitrarily). Consider any constraint $C = j = (j_0, \ldots, j_{k-1})$ in $\Phi$ which is satisfied by $b$ in $\Phi$. Since $f^\Pi_{\Phi}(b|j) = 1$, by definition of $f^\Pi_{\Phi}$ we have that $\Pi(\text{ord}(b|j)) = 1$ and $b_{j_0}, \ldots, b_{j_{k-1}}$ are distinct. The latter implies, by construction of $\sigma$, that $\text{ord}(b|j) = \text{ord}(\sigma|j)$. Hence $\Pi(\text{ord}(\sigma|j)) = 1$, so $\sigma$ satisfies $C$ in $\Psi$. Hence $\text{val}_\Psi(\sigma) \geq \text{val}_\Psi(b)$.

4.2 $G^Y$ has high Max-OCSP(II) values

In this section, we prove Lemma 5, which states that the Max-OCSP(II) values of instances $\Psi$ drawn from $G^Y_{q,n,o,T}$ are large. Note that we prove a bound for every instance $\Psi$ in the support of $G^Y_{q,n,o,T}$, although it would suffice for our application to prove that such a bound holds with high probability over the choice of $\Psi$.

To prove Lemma 5, if $\Phi$ is the $q$-coarsening of $\Psi$, by Lemma 9, it suffices to show that $\text{val}_\Phi^f \geq 1 - \frac{k-1}{q}$. One natural approach is to consider the $q$-partition $b = (b_0, \ldots, b_{n-1}) \in [q]^n$ sampled when sampling $\Psi$ and view $b$ as an assignment to $\Phi$. Consider any constraint
\[ C = j = (j_0, \ldots, j_{k-1}) \text{ in } \Psi; \text{ by the definition of } G^{[j]}_{\pi} \text{ (Definition 4), we have } b_j = (v^{(j)}_q)_{\pi} \]

for some (unique) \( \ell \in [q] \), which we term the identifier of \( C \) (recall, we defined \( v_q^{(j)} \) as the \( k \)-tuple \( (\ell, \ldots, \ell + k - 1) \in [q]^k \)). In other words, \( b_j = (v_q^{(j)})_{\pi} \). Hence, \( C \) is satisfied by \( b \) iff \( \Pi(\text{ord}(v_q^{(j)})) = 1 \). By Proposition 3 above, \( \text{ord}(v_q^{(j)}_{\pi}) = \text{ord}(v_q^{(j)}) \circ \pi \). Hence a sufficient condition for \( b \) to satisfy \( C \) (which is in fact necessary in the case \( |\text{supp}(\Pi)| = 1 \)) is that \( \text{ord}(v_q^{(j)}_{\pi}) = [0 \cdot \cdots \cdot k - 1] \) (since then \( \text{ord}(v_q^{(j)}_{\pi}) = \pi \); this happens iff \( C \)’s identifier \( \ell \in \{0, \ldots, q - k\} \). Unfortunately, when sampling the constraints \( C \), we might get “unlucky” and get a sample which over-represents the constraints \( C \) with identifier \( \ell \in \{q - k + 1, \ldots, q - 1\} \). We can resolve this issue using “shifted” versions of \( b \);\(^4\) the proof is omitted here.

### 4.3 \( G^N \) has low Max-OCSP(II) values

In this section, we prove Lemma 6, which states that the Max-OCSP(II) value of an instance drawn from \( G^N \) does not significantly exceed the random ordering threshold \( \rho(II) \), with high probability.

Using concentration bounds (i.e., Lemma 2), one could show that a fixed solution \( \sigma \in S_n \) satisfies more than \( \rho(II) + \frac{1}{n} \) constraints with probability which is exponentially small in \( n \). However, taking a union bound over all \( n! \) permutations \( \sigma \) would cause an unacceptable blowup in the probability. Instead, to prove Lemma 6, we take an indirect approach, involving bounding the Max-CSP value of the \( q \)-coarsening of a random instance and bounding the gap between the Max-OCSP value and the \( q \)-coarsened Max-CSP value. To do this, we define the following notions of small set expansion for \( k \)-hypergraphs:

**Definition 10** (Lying on a set). Let \( G = (V, E) \) be a \( k \)-hypergraph. Given a set \( S \subseteq V \), a \( k \)-hyperedge \( e \in E \) lies on \( S \) if it is incident on two (distinct) vertices in \( S \) (i.e., if \( |\Gamma(e) \cap S| \geq 2 \)).

**Definition 11** (Congregating on a partition). Let \( G = (V, E) \) be a \( k \)-hypergraph. Given a \( q \)-partition \( b \in \{q\}^n \), a \( k \)-hyperedge \( e \in E \) congregates on \( b \) if it lies on one of the blocks \( b^{-1}(i) \).

We denote by \( N(G, S) \) the number of \( k \)-hyperedges of \( G \) which lie on \( S \).

**Definition 12** (Small set hypergraph expansion (SSHE) property). A \( k \)-hypergraph \( G = (V, E) \) is a \((\gamma, \delta)\)-small set hypergraph expander (SSHE) if it has the following property: For every subset \( S \subseteq V \) of size at most \( \gamma |V| \), \( N(G, S) \leq \delta |E| \) (i.e., the number of \( k \)-hyperedges in \( E \) which lie on \( S \) is at most \( \delta |E| \)).

**Definition 13** (Small partition hypergraph expansion (SPHE) property). A \( k \)-hypergraph \( G = (V, E) \) is a \((\gamma, \delta)\)-small partition hypergraph expander (SPHE) if it has the following property: For every partition \( b \in \{q\}^n \) where each block \( b^{-1}(i) \) has size at most \( \gamma |V| \), the number of \( k \)-hyperedges in \( E \) which congregate on \( b \) is at most \( \delta |E| \).

In the context of Figure 1 in Appendix A, the SPHE property says that for any partition with small blocks, there cannot be too many “orange” edges.

Having defined the SSHE and SPHE properties, we now sketch the proof of Lemma 6. The full proof is omitted.

\(^4\) Alternatively, in expectation, \( \frac{\text{val}_b^a(b)}{\text{val}_q^a(b)} = 1 - \frac{1}{q} \). Hence with probability at least \( \frac{99}{100} \), \( \frac{\text{val}_b^a(b)}{\text{val}_q^a(b)} \geq 1 - \frac{100(k-1)}{q} \) by Markov’s inequality; this suffices for a “with-high-probability” statement.
Proof sketch of Lemma 6. For sufficiently large $q$, with high probability, the Max-CSP value of the $q$-coarsening of a random Max-OCSP(II) instance drawn from $G^N_q$ is not much larger than $\rho$ (Lemma 20 below). The constraint hypergraph for a random Max-OCSP(II) instance drawn from $G^N_q$ is a good SSHE with high probability (Lemma 18 below). Hypergraphs which are good SSHEs are also (slightly worse) SPHEs (Lemma 14 below). Finally, if the constraint hypergraph of a Max-OCSP(II) instance is a good SPHE, its Max-OCSP(II) value cannot be much larger than its $q$-coarsened Max-CSP value (Lemma 15 below); intuitively, this is because if we “coarsen” an optimal ordering $\sigma$ for the Max-OCSP by lumping vertices together in small groups to get an assignment $b$ for the coarsened Max-CSP, we can view this assignment $b$ as a partition on $V$, and for every $k$-hyperedge in $G(\Psi)$ which does not congregate on this partition, the corresponding constraint in $\Psi$ is satisfied.

We remark that the bounds on Max-CSP values of coarsened random instances (Lemma 20 below) and on SSHE in random instances (Lemma 18 below) both use concentration inequalities (i.e., Lemma 2) and union bound over a space of size only $(O,1)^n$ (the space of all solutions to the coarsened Max-CSP and the space of all small subsets of $[n]$, respectively); this lets us avoid the issue of union-bounding over the entire space $S_n$ directly.

In the remainder of this section, we describe the necessary lemmas.

Lemma 14 (Good SSHEs are good SPHEs). For every $\gamma, \delta > 0$, if a $k$-hypergraph $G = (V,E)$ a $(\gamma, \delta)$-SSHE, then it is a $(\gamma, \delta(\frac{2}{\gamma} + 1))$-SPHE.

Proof. Omitted.

Lemma 15 (Coarsening roughly preserves value in SPHEs). Let $\Psi$ be a Max-OCSP(II) instance on $n$ variables. Suppose that the constraint hypergraph of $\Psi$ is a $(\gamma, \delta)$-SPHE. Let $\Phi$ be the $q$-coarsening of $\Psi$. Then for sufficiently large $n$, if $q \geq \frac{2}{\gamma}$,

$$\text{val}_q \leq \text{val}_\Phi + \delta.$$ 

Proof. We will show that for every assignment $\sigma \in S_n$ to $\Psi$, we can construct an assignment $b = (b_0, \ldots, b_{n-1}) \in [q]^n$ to $\Phi$ such that $\text{val}_{\Phi}(\sigma) \leq \text{val}_q(b) + \delta$. Fix $\sigma \in S_n$. Define $b \in [q]^n$ by $b_i = \lfloor \sigma(i)/\lfloor \gamma n \rfloor \rfloor$ for each $i \in [n]$. Observe that since $\sigma(i) \leq n - 1$, we have $b_i \leq (n - 1)/\lfloor \gamma n \rfloor < q$, hence $b$ is a valid assignment to $\Phi$. Also, $b$ has the property that for every $i, j \in [n]$, if $\sigma(i) < \sigma(j)$ then $b_i \leq b_j$; we call this monotonicity of $b$.

View $b$ as a $q$-partition and consider the constraint hypergraph of $\Psi$ (which is the same as the constraint hypergraph of $\Phi$). Call a constraint $C = (j_0, \ldots, j_{k-1})$ good if it is both satisfied by $\sigma$, and the $k$-hyperedge corresponding to it does not congregate on $b$. If $C$ is good, then $b_{j_0}, \ldots, b_{j_{k-1}}$ are all distinct; together with monotonicity of $b$, we conclude that if $C$ is good, then $\text{ord}(b_{[j]}) = \text{ord}(\sigma(j_0), \ldots, \sigma(j_{k-1}))$.

Finally, we note that each block in $b$ has size at most $\gamma n$ by definition; hence by the SPHE property of the constraint hypergraph of $\Psi$, at most $\delta$-fraction of the constraints of $\Psi$ correspond to $k$-hyperedges which congregate on $b$. Since $\text{val}_q(\sigma)$ fraction of the constraints of $\Psi$ are satisfied by $\sigma$, at least $(\text{val}_q(\sigma) - \delta)$-fraction of the constraints of $\Psi$ are good, and hence $b$ satisfies at least $(\text{val}_\Phi(\sigma) - \delta)$-fraction of the constraints of $\Phi$, as desired.

The construction in this lemma was called coarsening the assignment $\sigma$ by $[10]$ (cf. [10, Definition 4.1]).

We also include the following helpful lemma, which lets us restrict to the case where our sampled Max-OCSP(II) instance has many constraints.
Lemma 16 (Most instances in $G^N$ have many constraints). For every $n$, $\alpha, \gamma > 0$, and $q \in \mathbb{N}$,

$$\Pr_{\Psi \sim G^N_{n, n, \alpha, T}} \left[ m(\Psi) \leq \frac{naT}{2q^k} \right] \leq \exp \left( -\frac{naT}{8q^k} \right).$$

Proof. The number of constraints in $\Psi$ is distributed as the sum of $naT$ independent Bernoulli($1/q^k$) random variables. The desired bound follows by applying the Chernoff bound.

4.3.1 $G^N$ is a good SSHE with high probability

Recall that for a $k$-hypergraph $G = (V, E)$ and $S \subseteq V(G)$, we define $N(G, S)$ to be the number of $k$-hyperedges in $G$ that lie on $S$, and for an $k$-hyperedge $e \in E$, we define $\Gamma(e) \subseteq V$ as the set of vertices incident on $e$.

Lemma 17 (Random hypermatchings barely lie on small sets). For every $n$ and $\alpha, \gamma > 0$ with $\alpha \leq \frac{1}{3\pi}$, and every subset $S \subseteq [n]$ of at most $\gamma n$ vertices, we have

$$\Pr_{G \sim \mathcal{H}_{k, n, a}} \left[ N(G, S) \geq 8k^2\gamma^2\alpha n \right] \leq \exp \left( -\gamma^2 \alpha n \right).$$

Proof. Label the hyperedges of $G$ as $e_0, \ldots, e_{\alpha n - 1}$. For $i \in [\alpha n]$, let $X_i$ be the indicator for the event that $e_i$ lies on $S$. We have $N(G, S) = X_0 + \cdots + X_{\alpha n - 1}$.

We first bound $\mathbb{E}[X_i | X_0, \ldots, X_{i-1}]$ for each $i$. Conditioned on $e_0, \ldots, e_{i-1}$, the $k$-hyperedge $e_i$ is uniformly distributed over the set of all $k$-hyperedges on $[n] \setminus (\Gamma(e_0) \cup \cdots \cup \Gamma(e_{i-1}))$. It suffices to union-bound, over distinct pairs $j_1 < j_2 \in \binom{[k]}{2}$, the probability that the $j_1$-st and $j_2$-nd vertices of $e_i$ are in $S$ (conditioned on $X_0, \ldots, X_{i-1}$). We can sample the $j_1$-st and $j_2$-nd vertices of $e_i$ first (uniformly over remaining vertices outside of $S$) and then sample the remaining vertices (uniformly over remaining vertices). Hence we have the upper-bound

$$\mathbb{E}[X_i | X_0, \ldots, X_{i-1}] \leq \binom{k}{2} \cdot \frac{|S|(|S| - 1)}{(n - ki)(n - ki - 1)} \leq \left( \frac{|S|}{n - k\alpha n} \right)^2 \leq 4k^2\gamma^2,$$

since $\alpha \leq \frac{1}{3\pi}$.

Now, we apply the concentration bound in Lemma 2 to conclude that

$$\Pr_{G \sim \mathcal{H}_{k, n, a}} \left[ X_0 + \cdots + X_{\alpha n - 1} \geq 8k^2\gamma^2\alpha n \right] \leq \exp \left( -2k^2\gamma^2\alpha n \right) \leq \exp(-\gamma^2 \alpha n).$$

Lemma 18. For every $n$, $\alpha, \gamma > 0$, and $q \in \mathbb{N}$ with $\alpha \leq \frac{1}{3\pi}$,

$$\Pr_{\Psi \sim G^N_{n, n, \alpha, T}} \left[ G(\Psi) \text{ is not a } (\gamma, 8k^2\gamma^2)\cdot\text{SSHE} \right. \left. m(\Psi) \geq \frac{naT}{2q^k} \right] \leq \exp \left( -\left( \frac{\gamma^2 \alpha T}{2q^k} \ln 2 \right) n \right).$$

Proof. Let $\alpha_0, \ldots, \alpha_{T-1} \geq 0$ be such that $\sum_{i=0}^{T-1} \alpha_i \leq \sum_{i=0}^{T-1} \alpha_{i-1} \leq \alpha T$. It suffices to prove the bound, for every such sequence $\alpha_0, \ldots, \alpha_{T-1}$, conditioned on the event that for every $i \in [T]$, $m(G_i) = \alpha_i n$ (where $G_i$ is defined as in Definition 4). This is equivalent to simply sampling each $G_i \sim \mathcal{H}_{k, n, \alpha_i}$ independently.
Fix any set \( S \subseteq [n] \) of size at most \( \gamma n \). Applying Lemma 17, and the fact that each hypermatching \( G_i \) in \( G \) is sampled independently, we conclude that

\[
\Pr_{\Psi \sim \mathcal{G}^N_{k,n,\alpha,T}} \left[ \exists i \in [T] \text{ s.t. } N(G_i, S) \geq 8k^2 \gamma^2 a_i n \mid \forall i \in [T], m(G_i) = \alpha, n \right] \\
\leq \exp \left( -\gamma^2 (a_0 + \cdots + a_{T-1}) n \right) \\
\leq \exp \left( -\gamma^2 a_T n \right).
\]

Hence by averaging, the total fraction of \( k \)-hyperedges in \( G \) which lie on \( S \) is at most \( 8k^2 \gamma^2 \). Taking the union-bound over the \( \leq 2^n \) possible subsets \( S \subseteq [n] \) gives the desired bound. ▶

### 4.3.2 \( \mathcal{G}^N \) has low coarsened Max-CSP(\( f^\Pi \)) values with high probability

For \( G \sim \mathcal{H}_{k,n,\alpha} \), we define an instance \( \Phi(G) \) of Max-CSP(\( f^\Pi \)) on \( n \) variables \( x_0, \ldots, x_{n-1} \) naturally as follows: for each \( k \)-hyperedge \( j = (j_0, \ldots, j_{k-1}) \in E(G) \subseteq [n]^k \), we add the constraint \( j \) to \( \Phi(G) \).

#### Lemma 19 (Satisfiability of random instances of Max-CSP(\( f^\Pi \))). For every \( n, \alpha, \eta > 0 \), and \( b \in [q]^n \),

\[
\Pr_{G \sim \mathcal{H}_{k,n,\alpha}} \left[ \sqrt{\frac{\alpha}{q}} \eta \mathcal{Q}_G(b) \geq \rho(\Pi) + \eta \right] \leq \exp \left( -\left( \frac{\eta^2 \alpha}{2(\rho(\Pi) + \eta)} \right) n \right).
\]

**Proof.** Omitted.

#### Lemma 20. For every \( n \) and \( \alpha, \eta > 0 \),

\[
\Pr_{\Psi \sim \mathcal{G}^N_{k,n,\alpha,T}} \left[ \sqrt{\frac{\alpha}{q}} \eta \mathcal{Q}_\Psi \geq \rho(\Pi) + \eta, \text{ where } \Phi \text{ is the } q \text{-coarsening of } \Psi \mid m(\Psi) \geq \frac{\alpha_T}{2q^k} \right] \\
\leq \exp \left( -\left( \frac{\eta^2 \alpha T}{4(\rho(\Pi) + \eta) q^k - \ln q} \right) n \right).
\]

**Proof.** Identical to the proof of Lemma 18 (using Lemma 19 instead of Lemma 17), but now union-bounding over a set of size \( q^n \) (i.e., the set of possible assignments \( b \in [q]^n \) for \( \Phi \)). ▶

## 5 Streaming indistinguishability of \( \mathcal{G}^Y \) and \( \mathcal{G}^N \)

In this section we remark on the proof of Lemma 7 (although the full proof is omitted). This indistinguishability follows directly from the work of [5], who introduce a \( T \)-player communication problem called implicit randomized mask detection (IRMD). Once we properly situate our instances \( \mathcal{G}^Y \) and \( \mathcal{G}^N \) within the framework of [5], Lemma 7 follows immediately.

We first recall their definition of the IRMD problem, and state their lower bound. The following definition is based on [5, Definition 3.1]. In [5] the IRMD game is parametrized by two distributions \( \mathcal{D}_Y \) and \( \mathcal{D}_X \), but hardness is proved for a specific pair of distributions which suffices for our purpose; these distributions will thus be “hardcoded” into the definition we give.

#### Definition 21 (Implicit randomized mask detection (IRMD) problem). Let \( q, k, n, T \in \mathbb{N}, \alpha \in (0, 1/k) \) be parameters. In the IRMD\( _{\alpha,T} \) game, there are \( T \) players, indexed from 0 to \( T - 1 \), and a hidden partition encoded by a random \( b \in [q]^n \). The \( t \)-th player has two inputs:
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(a.) $M_t \in \{0,1\}^{\alpha kn \times n}$, the hypermatching matrix corresponding to a uniform $\alpha$-partial $k$-hypermatching on $n$ vertices (i.e., drawn from $\mathcal{H}_{n,\alpha}$), and (b.) a vector $z_t \in [q]^{\alpha kn}$ that can be generated from one of two different distributions:

- $(YES)$ $z_t = M_t b + y_t \pmod{q}$ where $y_t \in [q]^{\alpha kn}$ is of the form $y_t = (y_{t,0}, \ldots, y_{t,\alpha n - 1})$ and each $y_{t,i} \in [q]^k$ is sampled as $(a, \ldots, a)$ where $a$ is sampled uniformly from $[q]$.
- $(NO)$ $z_t = M_t b + y_t \pmod{q}$ where $y_t \in [q]^{\alpha kn}$ is of the form $y_t = (y_{t,0}, \ldots, y_{t,\alpha n - 1})$ and each $y_{t,i} \in [q]^k$ is sampled as $(a_0, \ldots, a_{k - 1})$ where each $a_j$ is sampled uniformly and independently from $[q]$.

This is a one-way game where the $t$-th player can send a private message to the $(t + 1)$-st player after receiving a message from the previous player. The goal is for the $(T - 1)$-st player to decide whether the $\{z_t\}$ have been chosen from the YES or NO distribution, and the advantage of a protocol is defined as

$$\left| \Pr_{YES\ case} \left[ \text{the (T - 1)-st player outputs 1} \right] - \Pr_{NO\ case} \left[ \text{the (T - 1)-st player outputs 1} \right] \right|.$$

Note that the definition of the IRMD problem does not depend on an underlying family of constraints. Nevertheless, we are able to leverage its hardness to prove Lemma 7 (and indeed, all hardness results in [5] itself stem from hardness for the IRMD problem). The following theorem from [5] gives a lower bound on the communication complexity of the IRMD problem:

**Theorem 22** ([5, Theorem 3.2]). For every $q, k \in \mathbb{N}$ and $\delta \in (0, 1/2)$, $\alpha \in (0, 1/k)$, $T \in \mathbb{N}$ there exists $n_0 \in \mathbb{N}$ and $\tau \in (0, 1)$ such that the following holds. For all $n \geq n_0$, every protocol for IRMD$_{\alpha,T}$ on $n$ vertices with advantage $\delta$ requires $\tau n$ bits of communication.

We use this hardness result to prove Lemma 7, via a standard communication-to-streaming reduction from IRMD. Our proof is based on the reduction given by [5, Theorem 4.3], which introduces a notion called the width of a constraint family, which we briefly discuss. For our purposes, it suffices to define the width $\omega(f) \in [0, 1]$ of a single constraint $f : [q]^k \to \{0, 1\}$ as

$$\omega(f) = \max_{b \in [q]^k} \left\{ \Pr_{\ell \in [q]} \left[ f(b + \ell) = 1 \right] \right\},$$

where $b + \ell$ denotes adding $\ell$ to each component of $b$. [5, Theorem 4.3] states that for every $f$ and $\epsilon > 0$, Max-CSP($f$) cannot be $(\rho(f)/\omega(f) + \epsilon)$-approximated by a sublinear-space single-pass streaming algorithm, where $\rho(f) = \Pr_{b \in [q]^k} [f(b) = 1]$ is the random assignment value for $f$. (The approximation ratio $\rho(f)/\omega(f)$ is derived from the fact that the NO instances in the reduction have values close to $\rho(f)$, while the YES instances have values close to $\omega(f)$.) Hence whenever $\omega(f)$ is close to 1, Max-CSP($f$) is difficult to approximate. In our setting, we have $\omega(f^\alpha_q) \geq 1 - \frac{k - \frac{1}{q}}{q}$; indeed, simply take $b = (\pi^{-1}(0), \ldots, \pi^{-1}(k - 1))$, and then for any $\ell \in \{0, \ldots, q - k\}$, we have $f^\alpha_q(b + \ell) = 1$ (by the same reasoning as in Subsection 4.2). The fact that $\omega(f^\alpha_q) \approx 1$ for large $q$ is precisely what enables us to apply [5]’s lower bounds to get optimal lower bounds in our setting.
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\section{Example hard instances for MAS}

\begin{figure}[h]
\centering
\begin{subfigure}{0.4\textwidth}
\centering
\includegraphics[width=\textwidth]{constraint_graph_y}
\caption{Constraint graph of a sample MAS instance drawn from $G^Y$.}
\end{subfigure}
\hfill
\begin{subfigure}{0.4\textwidth}
\centering
\includegraphics[width=\textwidth]{constraint_graph_n}
\caption{Constraint graph of a sample MAS instance drawn from $G^N$.}
\end{subfigure}
\end{figure}

\textbf{Figure 1} The constraint graphs of MAS instances which could plausibly be drawn from $G^Y$ and $G^N$, respectively, for $q = 5$ and $n = 12$. Recall that MAS is a binary Max-OCSP with ordering constraint function $\Pi$ supported only on $[0, 1]$. According to the definition of $G^Y$ (see Definition 4, with $\pi = [0, 1]$), instances are sampled by first sampling a $q$-partition $b = (b_0, \ldots, b_{n-1}) \in [q]^n$, and then sampling some edges; every sampled edge $(u, v)$ must satisfy $b_v = b_u + 1 \pmod q$. On the other hand, there are no requirements on $(b_u, b_v)$ for instances sampled from $G^N$. Above, the blocks of the partition $b$ are labelled $0, \ldots, 4$, and the reader can verify that the edges satisfy the appropriate requirements. We also color the edges in a specific way: We color an edge $(u, v)$ green, orange, or red if $b_v > b_u$, $b_v = b_u$, or $b_v < b_u$, respectively. This visually suggests important elements of our proofs that $G^Y$ has MAS values close to 1 and $G^N$ has MAS values close to $\frac{q+1}{q+2}$ (for formal statements, see Lemma 5 and Lemma 6, respectively). Specifically, in the case of $G^Y$, if we arbitrarily arrange the vertices in each block, we will get an ordering in which every green edge is satisfied, and we expect all but $\frac{1}{q}$ fraction of the edges to be satisfied (i.e., all but those which go from block $q-1$ to block 0). On the other hand, if we executed a similar process in $G^N$, the resulting ordering would satisfy all green edges and some subset of the orange edges; together, in expectation, these account only for $\frac{q(q+1)}{2q^2} = \frac{q+1}{2q} \approx \frac{1}{2}$ fraction of the edges.
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Abstract

In a hierarchical clustering problem the task is to compute a series of mutually compatible clusterings of a finite metric space \((P, \text{dist})\). Starting with the clustering where every point forms its own cluster, one iteratively merges two clusters until only one cluster remains. Complete linkage is a well-known and popular algorithm to compute such clusterings: in every step it merges the two clusters whose union has the smallest radius (or diameter) among all currently possible merges. We prove that the radius (or diameter) of every \(k\)-clustering computed by complete linkage is at most by factor \(O(k)\) (or \(O(k^2)\)) worse than an optimal \(k\)-clustering minimizing the radius (or diameter). Furthermore we give a negative answer to the question proposed by Dasgupta and Long [6], who show a lower bound of \(\Omega(\log(k))\) and ask if the approximation guarantee is in fact \(\Theta(\log(k))\). We present instances where complete linkage performs poorly in the sense that the \(k\)-clustering computed by complete linkage is off by a factor of \(\Omega(k)\) from an optimal solution for radius and diameter. We conclude that in general metric spaces complete linkage does not perform asymptotically better than single linkage, merging the two clusters with smallest inter-cluster distance, for which we prove an approximation guarantee of \(O(k)\).

1 Introduction

The \(k\)-clustering problem asks for a partition of a point set in a metric space into \(k\) subsets (or clusters). To measure whether the data is clustered well, one option is to pick a center for every cluster and compute the maximum distance between a point and the center of its cluster. This objective is to be minimized and is known as \(k\)-center. A problem which is independent of the choice of centers is the \(k\)-diameter problem, where we want to minimize the maximum distance between two points lying in the same cluster. Observe that \(k\)-center and \(k\)-diameter are related to each other in the sense that for a fixed set \(P\) the cost of an optimal \(k\)-diameter clustering on \(P\) is at most twice the cost of an optimal \(k\)-center clustering, which again costs at most as much as an optimal \(k\)-diameter clustering. There are other
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objectives to measure the quality of a clustering where every point contributes to the cost of the clustering, for example \(k\)-median and \(k\)-means. Here we want to minimize the cost which equals the sum over all (squared) distances between a point and the center of its cluster.

The \(k\)-center problem is NP-hard to approximate with factor \(\alpha < 2\) [12, 14]. This bound is tight, as both Gonzalez [7] and Hochbaum and Shmoys [13] show. Gonzalez’s 2-approximation algorithm is a simple, but elegant greedy approach. Starting with an arbitrary point \(p_1 \in P\), one constructs an enumeration \(P = \{p_1, \ldots, p_{|P|}\}\) by successively choosing as \(p_{i+1}\) a point from \(P\) whose minimum distance to any point from \(\{p_1, \ldots, p_i\}\) is maximal. Assigning every point from \(P\) to its closest neighbor among \(p_1, \ldots, p_k\) (the centers) yields a 2-approximation for the \(k\)-center problem for all \(k = 1, \ldots, |P|\). One can prove that the resulting clustering is also a 2-approximation to \(k\)-diameter. Another greedy approach is the reverse greedy algorithm, which starts with all data points as centers and iteratively removes a center such that the objective stays as small as possible. Hershkowitz and Kehne [11] show that this algorithm computes an \(\Theta(k)\)-approximation. Observe that both greedy algorithms compute an incremental clustering where the centers of a \(k\)-clustering are also centers of an \(l\)-clustering if \(l \geq k\).

Gonzalez’s algorithm [7] allows to compute good clusterings, even if one does not previously know an appropriate value for \(k\). However, even successive clusterings computed by Gonzalez’s algorithm and reverse greedy can be radically different and so it can be difficult to compare them and select one that seems appropriate for the task.

Another greedy approach known as complete linkage starts with every point in its own cluster and consecutively merges two clusters whose union has the smallest radius (or diameter when considering the \(k\)-diameter objective) among all possible cluster pairs. If we proceed like this until only one cluster remains, we also obtain a \(k\)-clustering for any possible \(1 \leq k \leq |P|\). However, this time, the resulting clusterings are also hierarchically compatible: for all \(\ell \geq k\) the \(\ell\)-clustering is a refinement of the \(k\)-clustering. This makes it easier to compare such clusterings with each other and to choose an appropriate \(k\)-clustering. Also, this additional hierarchical structure is interesting in and of itself. Famous examples include phylogenetic trees that represent the relationship between animal species in biology.

A series of such hierarchically compatible clusterings \(C_1, \ldots, C_{|P|}\) (with \(C_k\) being a \(k\)-clustering for all \(k\)) forms a hierarchical clustering. Complete linkage is a common and popular bottom-up approach to compute these and can be generalized to fit any \(k\)-clustering objective, resulting in so called agglomerative clustering methods. For hierarchical \(k\)-means this is Ward’s method [16].

To evaluate a hierarchical clustering \(C_1, \ldots, C_{|P|}\) we refer to the underlying \(k\)-clusterings: it is an \(\alpha\)-approximation if the cost of \(C_k\) is at most \(\alpha\) times that of an optimal \(k\)-clustering for all \(1 \leq k \leq |P|\).

Related work. For hierarchical \(k\)-center and \(k\)-diameter, constant factor approximations are known. For both problems Dasgupta and Long [6] and Charikar et al. [4] give a polynomial-time 8-approximation. In [15] Lin et al. introduce the concept of nesting. Using this technique, every approximation algorithm to a \(k\)-clustering objective that satisfies their nesting property can be converted into an algorithm for its hierarchical version. Especially \(k\)-median and \(k\)-means satisfy this property and thus (in combination with the currently best constant factor approximations for \(k\)-median [3] and \(k\)-means [2]), polynomial time constant factor approximations do indeed exist for the hierarchical \(k\)-median/\(k\)-means problem. Yet the resulting guarantees are relatively high (\(\approx 56\) for \(k\)-median and \(\approx 3662\) for \(k\)-means). Nesting can also be applied to \(k\)-center/\(k\)-diameter but does not improve upon the 8-approximation.
As optimal k-clusterings are not necessarily hierarchically compatible, even assuming unlimited computation power 1-approximations do not exist in general. Das and Kenyon-Mathieu [5] give an instance for the diameter and Großwendt [10] for the radius where the best hierarchical clustering is a 2-approximation. Using the concept of nesting by Lin et al. [15], Großwendt [10] proves an existential upper bound of 4 for hierarchical k-center.

However, greedy algorithms are more common in practical applications. There exist several theoretical results on upper and lower bounds on the approximation factor for complete linkage. For metrics induced by norms in \( \mathbb{R}^d \), especially the Euclidean metric, Ackermann et al. [1] prove that, assuming the dimension \( d \) to be constant, complete linkage computes for both the k-center and k-diameter objective an \( O(\log(k)) \) approximation. This was later improved by Großwendt and Röglin [8] to \( O(1) \). Both works distinguish between two variants of k-center: one where centers must be from the set \( P \) and the second where they can be arbitrary points chosen from the whole space \( \mathbb{R}^d \). In the first case the approximation factor shown in [1, 8] depends linearly on \( d \) and in the second case exponentially on \( d \). For the k-diameter problem it even depends doubly exponentially on the dimension. Furthermore Ackermann et al. prove for the \( l_p \)-metric with \( 1 \leq p < \infty \) a lower bound of \( \Omega(\sqrt[4]{\log(d)}) \) for complete linkage for k-diameter and k-center with centers drawn from \( P \) [1].

Little is known about complete linkage in general metric spaces. Dasgupta and Long show in [6] that the lower bound is in \( \Omega(\log(k)) \). With an approach to upper bound the increase in cost by a complete linkage merge, which we borrow from [1], we obtain in a relatively straightforward manner an upper bound of \( O(\log(|P| - k)) \) for complete linkage for k-center.

There exist few results for agglomerative clustering regarding other objectives. Großwendt et al. [9] analyze Ward’s method for k-means, and show that if the clusters of an optimal k-means clustering are sufficiently far apart, Ward’s method computes a 2-approximation and under some additional assumptions in fact reconstructs the optimal clustering.

Our Results. We study upper and lower bounds for the complete linkage algorithm in general metric spaces for the k-center and k-diameter objective. For k-center in general metric spaces it is reasonable to assume that centers can be only drawn from \( P \) and thus we only consider this variant. Our main results are:

- A lower bound of \( \Omega(k) \) for complete linkage for k-center and k-diameter, which improves the currently highest lower bound of \( \Omega(\log(k)) \) by Dasgupta and Long [6] significantly.
- An upper bound of \( O(k) \) for k-center and an upper bound of \( O(k^2) \) for k-diameter, which are to the best of the authors’ knowledge the first non-trivial upper bounds for complete linkage in general metric spaces.

The lower bound \( \Omega(k) \) is surprising as it shows that complete linkage does not perform asymptotically better than single linkage, which merges the two clusters with smallest distance to each other (the distance of two clusters is the smallest distance between two of their points). Dasgupta and Long [6] prove a lower bound of \( \Omega(k) \) for single linkage and we show that the approximation factor is in fact \( \Theta(k) \). As single linkage is not designed to minimize the radius or diameter of emerging clusters, it is a natural assumption that it performs worse than complete linkage. However our results show that this assumption is generally not true. It is even still open if complete linkage for k-diameter performs as good as single linkage, as we are only able to prove an upper bound of \( O(k^2) \).

Techniques. One of the biggest and most well-known issues concerning single linkage is that of chaining. If there is a sequence of points \( x_1, \ldots, x_k \in P \) with \( \text{dist}(x_i, x_{i+1}) \) relatively small for all \( i \), then single linkage might merge all of them together, despite the resulting cluster
being quite large. Dasgupta and Long show with their lower bound of $\Omega(\log k)$ that a similar process of chaining can also occur when executing complete linkage. They give the example of points placed on a regular $(k \times k)$-grid with a spacing of 1. The distance is given by the sum of the discrete metric on the horizontal axis and the logarithm of the absolute value of the vertical axis. That is, $\text{dist}((x, y), (x', y')) = 1_{x \neq x'} + \log_2(1 + |y - y'|)$. Now, although an optimal clustering just consists of the individual rows of the grid, complete linkage might reproduce the columns instead (assuming that $k$ is a power of 2): iteratively go from top to bottom and merge vertically neighboring clusters. Every such iteration halves the number of clusters and, due to the logarithm, only increases the cost by 1, just as when merging along the rows. Of course, we would have to pay only once to merge horizontally, whereas we have to pay $\log_2 k$ times to merge vertically, but complete linkage cannot distinguish between these two cases. In fact, one can shift the vertical placement by arbitrarily small values to ensure that complete linkage always chooses the bad case.

Following the work of Ackermann et al. [1] one can show for complete linkage an upper bound of $\log(|P| - k)$ for $k$-center. This comes from the following easy property, which is true for the radius but cannot be transferred to diameter: Suppose the optimal $k$-center solution $\mathcal{O}$ has cost $x$. In a complete linkage clustering consisting of more than $k$ clusters two of its centers must lie in the same optimal cluster and therefore are at distance $\leq 2x$ to each other. Thus the merge that is performed by complete linkage increases the cost by at most $2x$. However if we replace $k$-center by $k$-diameter we see that the cost is more than doubled in the worst case (see Figure 1), which is not enough to obtain an upper bound polynomial in $k$. Thus we introduce another perspective on the cost of a cluster. A cluster is good if its cost is small enough in comparison to the number of optimal clusters from $\mathcal{O}$ which it intersects. As $\mathcal{O}$ consists of $k$ clusters this already implies a sufficiently small upper bound for good clusters. For all remaining clusters we show that their number is small enough. This approach leads to an upper bound of $O(k^2)$ for $k$-diameter and, in combination with the $\log(|P| - k)$ upper bound, an upper bound of $O(k)$ for $k$-center.
2 Preliminaries

Let \((P, \text{dist})\) be a metric space with \(n\) points and \(1 \leq k \leq n\). The \(k\)-center problem asks for a partition of \(P\) into \(k\) clusters \(C = \{C_1, \ldots, C_k\}\). The cost of cluster \(C_i\) is given by \(\text{cost}(C_i) = \min_{x \in C_i} \max_{y \in C_i} \text{dist}(x, y)\) while the cost of the clustering \(C\) is \(\text{cost}(C) = \max_{i=1,\ldots,k} \text{cost}(C_i)\) and is to be minimized.

In the \(k\)-diameter problem we also have to find a partition of \(P\) into \(k\) clusters \(C = \{C_1, \ldots, C_k\}\) and minimize the overall cost. However, we replace the cost of a cluster \(C_i\) by \(\max_{x,y \in C_i} \text{dist}(x, y)\). For both the \(k\)-center and the \(k\)-diameter problem we denote by \(\mathcal{O}_k\) an arbitrary but fixed optimal clustering.

We study the hierarchical version of the above problems, where we ask for a \(k\)-clustering \(\mathcal{C}_k\) of \(P\) for every \(1 \leq k \leq n\). The clusterings must be hierarchically compatible, which means that \(\mathcal{C}_{k-1}\) is obtained from \(\mathcal{C}_k\) by merging two of its clusters, i.e., for all \(2 \leq k \leq n\) there are \(A, B \in \mathcal{C}_k\) such that \(\mathcal{C}_{k-1} = \mathcal{C}_k \setminus \{A, B\} \cup \{A \cup B\}\). A sequence of such \(k\)-clusterings \((\mathcal{C}_k)_{k=1}^n\) is called a hierarchical clustering. We say that it is an \(\alpha\)-approximation if \(\text{cost}(\mathcal{C}_k) \leq \alpha \text{cost}(\mathcal{O}_k)\) for all \(1 \leq k \leq n\). Thus the task is to find a hierarchical clustering which is a good approximation to the optimal solution on every level \(k\).

A common class of approaches for computing such hierarchical clusterings are agglomerative linkage algorithms. As outlined above, a hierarchical clustering can be computed in a bottom-up fashion, where pairs of clusters are merged successively. Agglomerative linkage procedures do exactly that, with the choice of clusters to be merged at every step given by a linkage function. Such a linkage function maps all possible pairs of disjoint clusters onto \(\mathbb{R}\) and the algorithm chooses one pair that minimizes this value: Suppose that we have already constructed \(\mathcal{C}_k\) and are using the linkage function \(f\). Then \(\mathcal{C}_{k-1}\) is given by merging a pair \(A \neq B \in \mathcal{C}_k\) with \(f(A, B) = \min_{A \neq B \in \mathcal{C}_k} f(A', B')\). As already stated, the two linkage functions we are interested in are:

- Single linkage: \((A, B) \mapsto \text{dist}(A, B) = \min_{(a,b) \in A \times B} \text{dist}(a, b)\).
- Complete linkage: \((A, B) \mapsto \text{cost}(A \cup B)\).

To analyze the performance of the respective agglomerative algorithms we often consider the smallest clustering from \((\mathcal{C}_k)_{k=1}^n\) (in terms of the number of clusters) whose cost does not exceed a given bound. This perspective is already used by Großwendt and Röglin [8] and allows a better handling of the cost. For any \(x \geq 0\) let \(t_x = \min \{k \mid \text{cost}(\mathcal{C}_k) \leq x\}\) and set \(\mathcal{H}_x = \mathcal{C}_{t_x}\). Observe that \(\mathcal{H}_x\) is the smallest clustering from \((\mathcal{C}_k)_{k=1}^n\) with cost at most \(x\). Thus it has the useful property that every merge of two clusters in \(\mathcal{H}_x\) results in a clustering of cost more than \(x\). Furthermore, for a cluster \(C \subseteq P\) and an optimal \(k\)-clustering \(\mathcal{C} = \mathcal{O}_k\) we denote by \(\mathcal{O}_C = \{O \in \mathcal{O} \mid O \cap C \neq \emptyset\}\) the set of all optimal \(k\)-clusters hit by \(C\).

3 Approximation Guarantee of Single Linkage

As outlined in [6] there are clustering instances where single linkage builds chains yielding the lower bound \(\Omega(k)\) on the approximation factor. We show in Appendix A that this is the worst case scenario, as in fact single linkage computes an \(O(k)\)-approximation for hierarchical \(k\)-center/\(k\)-diameter.

\begin{itemize}
  \item \textbf{Theorem 1.} Let \((\mathcal{C}_k)_{k=1}^n\) be the hierarchical clustering computed by single linkage on \((P, \text{dist})\) and let \(\mathcal{O}_k\) be an optimal clustering for \(k\)-center or \(k\)-diameter, respectively. We have for all \(1 \leq k \leq n\):

    \begin{enumerate}
      \item \(\text{cost}(\mathcal{C}_k) \leq (2k + 2) \cdot \text{cost}(\mathcal{O}_k)\) for the \(k\)-center cost
      \item \(\text{cost}(\mathcal{C}_k) \leq 2k \cdot \text{cost}(\mathcal{O}_k)\) for the \(k\)-diameter cost.
    \end{enumerate}
\end{itemize}
Lower Bounds for Complete Linkage

In the following we show that complete linkage performs asymptotically as bad as single linkage in the worst case. That is, for every \( k \in \mathbb{N} \) we provide an instance \( P_k \) on which the diameter and radius of a \( k \)-clustering computed by complete linkage is off by a factor of \( \Omega(k) \) from the cost of an optimal solution. This improves upon the previously known lower bound of \( \Omega(\log_2(k)) \) established by Dasgupta and Long. Recall from the introduction that one of the big problems preventing an improved lower bound was that any horizontal merge already paid for all the involved rows. As such, for the worst case, one was only allowed to merge vertically, but this can be done at most \( \log_2(k) \) times. We improve upon this by inductively constructing an instance from smaller components that are diagonally shifted to produce bigger ones. Merging two such diagonally shifted components incurs an additional cost of 1, while ensuring at the same time that this does not pay for any future merges of parallel components.

A \( k \)-component \( K_k = (G_k, \phi_k) \) is a combination of a graph \( G_k = (V_k, E_k) \) and a mapping \( \phi_k : V_k \rightarrow \{1, \ldots, k\} \). The mapping is necessary for the construction of the component and later on determines an optimal \( k \)-clustering on \( P_k \). We refer to \( \phi_k(x) \) as the level of \( x \). The other part of the component is an undirected graph \( G_k \), referred to as a \( k \)-graph, on \( 2^{k-1} \) points with edge weights in \( \mathbb{N} \) that describe the distances between the levels.

The 1-component \( K_1 \) consists of a single point \( x \) with \( \phi_1(x) = 1 \). All higher components are constructed inductively from this 1-component. Given the \( (k-1) \)-component \( K_{k-1} \) we construct \( K_k \) as follows: Let \( K_{k-1}^{(0)} \) and \( K_{k-1}^{(1)} \) be two copies of the \( (k-1) \)-component \( K_{k-1} \). For the \( k \)-graph \( G_k \) we first take the disjoint union of the graphs \( G_{k-1}^{(0)} \) and \( G_{k-1}^{(1)} \). This already yields all the points of \( G_k \). For the \( k \)-mapping \( \phi_k \) we set \( \phi_k(x) = \phi_{k-1}^{(i)}(x) + i \) for \( x \in V(G_{k-1}^{(i)}) \subset V(G_k) \). That is, in the first copy the levels stay the same, whereas in the second all levels are shifted by 1. Finally, to complete \( G_k \), we add one edge of weight \( k-1 \) from the unique point \( s \in V(G_k) \) with \( \phi_k(s) = 1 \) to the unique point \( t \in V(G_k) \) with \( \phi_k(t) = k \). The progression of the first five components is given in Figure 2.
The instance $P_k$ is now constructed from the $k$-component as follows: Let $K_k^{(1)}, \ldots, K_k^{(k+1)}$ be $k+1$ copies of $K_k$. Take the disjoint union of the corresponding $k$-graphs $G_k^{(1)}, \ldots, G_k^{(k+1)}$ and connect them by adding edges $\{x, y\}$ of weight 1 for every two points $x \in V(G_k^{(i)})$ and $y \in V(G_k^{(j)})$ with $\phi_k^{(i)}(x) = \phi_k^{(j)}(y)$. Note that the sets of points from the same level constitute cliques of diameter and radius 1 and form an optimal solution of cost 1. To simplify notation we omit the indices and write $\phi_k(x)$ to denote the level of a point $x \in V(G_k^{(i)}) \subset V(P_k)$. The distance between two points in $V(P_k)$ is given by the length of a shortest path.

Let $(\mathcal{C}_k)^{k+1}_{k' = 1}$ be the clustering produced by complete linkage on $(V(P_k), \text{dist})$ minimizing the radius or diameter. Recall that $(\mathcal{C}_k)^{k+1}_{k' = 1}$ arises from $(\mathcal{C}_k)$ by merging two clusters $A, B \in \mathcal{C}_k$ that minimize the radius or diameter of $A \cup B$. Remember that $t_{\leq x} = \min\{k' \mid \text{cost}(\mathcal{C}_{k'}) \leq x\}$ and that $\mathcal{H}_x = \mathcal{C}_{t_{\leq x}}$ denotes the smallest clustering with cost smaller or equal to $x$. We show in the following two subsections that $\mathcal{H}_{k-1}$ consists exactly of the $k + 1$ different $k$-graphs that make up the instance resulting in the following theorem.

**Theorem 2.** For every $k \in \mathbb{N}$ there exists an instance $(V(P_k), \text{dist})$ on which complete linkage, minimizing either diameter or radius, computes a solution of diameter $k$ or radius $\frac{k}{2}$, respectively, whereas the cost of an optimal solution is 1.

### 4.1 A Lower Bound for Diameter-Based Cost

We start with the analysis for diameter-based costs and after that move on to radius-based costs.

**Lemma 3.** The distance between two points $x, y \in V(P_k)$ is at least as big as the difference in levels $|\phi_k(x) - \phi_k(y)|$.

**Proof.** By the inductive construction of the components, an edge of weight $w$ can cross at most $w$ levels. Hence the distance between $x$ and $y$ is at least $|\phi_k(x) - \phi_k(y)|$.

Consider an $\ell$-graph $G_\ell$. Instead of talking about the cluster $V(G_\ell)$ in $(V(P_k), \text{dist})$ we slightly abuse our notation and see $G_\ell$ as a cluster with $\text{cost}(G_\ell) = \max_{x, y \in V(G_\ell)} \text{dist}(x, y)$, i.e., the diameter of $V(G_\ell)$. Using the previous lemma we can show inductively that the diameter of any $\ell$-graph in $P_k$ is $\ell - 1$.

**Lemma 4.** Let $G_\ell$ be an $\ell$-graph contained in $P_k$. We have $\text{cost}(G_\ell) = \ell - 1$.

**Proof.** We prove the upper bound $\text{cost}(G_\ell) \leq \ell - 1$ by induction. The 1-graphs are points and so the claim follows trivially for $\ell = 1$. Assume now that we have shown the claim for $\ell - 1$. Let $s, t \in V(G_\ell)$ be points such that $\text{dist}(s, t) = \text{cost}(G_\ell)$. If these points lie in the same graph, say $G_{\ell - 1}^{(0)}$, of the two $(\ell - 1)$-graphs $G_{\ell - 1}^{(0)}$ and $G_{\ell - 1}^{(1)}$ that make up $G_\ell$, then

$$\text{cost}(G_\ell) = \text{dist}(s, t) \leq \text{cost}(G_{\ell - 1}^{(0)}) \leq \ell - 2 < \ell - 1$$

by induction and we are done. Otherwise we may assume that $s \in V(G_{\ell - 1}^{(0)})$ and $t \in V(G_{\ell - 1}^{(1)})$. This leaves us with another case analysis. If $s$ is the unique point with level 1 and $t$ is the unique point in level $\ell$ in $G_\ell$ then we are again done, since by construction there exists an edge between $s$ and $t$ of weight $\ell - 1$. Otherwise one of $s$ or $t$ must share a level with a point not in the same $(\ell - 1)$-graph as themselves. Without loss of generality we may assume that $s$ lies in the same level as some $u \in V(G_{\ell - 1}^{(1)})$. By induction $\text{dist}(u, t) \leq \ell - 2$ and so

$$\text{cost}(G_\ell) = \text{dist}(s, t) \leq \text{dist}(s, u) + \text{dist}(u, t) \leq 1 + \ell - 2 = \ell - 1.$$

This concludes the proof of the upper bound $\text{cost}(G_\ell) \leq \ell - 1$.

To see the lower bound $\text{cost}(G_\ell) \geq \ell - 1$, we apply Lemma 3 to the unique point $s$ with level 1 and the unique point $t$ with level $\ell$ in $G_\ell$. This shows that $\text{cost}(G_\ell) \geq \text{dist}(s, t) \geq \ell - 1$.
The goal now is to show that complete linkage actually reconstructs these graphs as clusters. We already computed the cost of an $\ell$-graph and now it is left to observe that merging two $\ell$-graphs costs at least $\ell$.

Lemma 5. Complete linkage might merge clusters on $(V(P_k), \text{dist})$ in such a way that for all $\ell \leq k$, the clustering $\mathcal{H}_{\ell-1}$ consists exactly of the $\ell$-graphs that make up $P_k$.

**Proof.** We again prove the claim by induction. Complete linkage always starts with every point in a separate cluster. Since those are exactly the 1-graphs and any merge costs at least 1, the claim follows for $\ell = 1$. Suppose now that $\mathcal{H}_{\ell-1}$ consists exactly of the $\ell$-graphs of the instance. Since we are dealing with integer weights, any new merge increases the cost by at least 1 and so we may merge all pairs of $\ell$-graphs that form the $(\ell + 1)$-graphs. These are cheapest merges as they altogether increase the cost from $\ell - 1$ to $\ell$ (see Lemma 4). To finish the proof we are left to show that at this point there are no more free merges left. Take any two $(\ell + 1)$-graphs $G_{\ell+1} \neq G'_{\ell+1}$ contained in the current clustering. If they do not exactly cover the same levels, then the distance between the point in the lowest level to the point in the highest level is strictly more than $\ell$ by Lemma 3. Hence, we can assume that they share the same levels, say level $\lambda$ up to level $\ell + \lambda$. Denote by $s$ the unique point in $V(G_{\ell+1})$ with $\phi_k(s) = \lambda$ and by $t$ the unique point in $V(G'_{\ell+1})$ with $\phi_k(t) = \ell + \lambda$. A shortest path connecting $s$ and $t$ must contain an edge $\{u, w\}$ with $u \in V(G_{\ell+1})$ and $w \in V(P_k) \setminus V(G_{\ell+1})$. Such an edge either weights at least $\ell + 1$ or weights 1 and connects points in the same level, i.e., $\phi_k(u) = \phi_k(w)$. In the first case we directly obtain $\text{dist}(s, t) \geq \ell + 1$. In the second case we use Lemma 3 and obtain

$$\text{dist}(s, t) = \text{dist}(s, u) + \text{dist}(u, w) + \text{dist}(w, t) \geq |\phi_k(s) - \phi_k(u)| + 1 + |\phi_k(w) - \phi_k(t)| = |\phi_k(s) - \phi_k(t)| + 1 = \ell + 1.$$ 

It follows that $\mathcal{H}_{\ell}$ consists exactly of the $(\ell + 1)$-graphs that make up $P_k$.

**Proof of Theorem 2 (diameter).** Lemma 5 shows that $\mathcal{H}_{k-1}$ can consist of all the $k$-graphs that make up $P_k$. There are exactly $k + 1$ of them and so there is one merge remaining to get a $k$-clustering. By definition of $\mathcal{H}_{k-1}$, this last merge increases the cost by at least 1 and so the $k$-clustering produced by complete linkage costs at least $k$, whereas the optimal clustering consisting of the $k$ individual levels costs 1.

4.2 A Lower Bound for Radius-Based Costs

We show that the instance $(V(P_k), \text{dist})$ also yields a lower bound of $k/2$ for radius-based costs. This requires some additional work, as we now also have to keep track of the centers that induce an optimal radius. For an $\ell$-graph $G_\ell$ we again slightly abuse the notation and talk about $G_\ell$ as a cluster with $\text{cost}(G_\ell) = \min_{c \in V(G_\ell)} \max_{x \in V(G_\ell)} \text{dist}(c, x)$, the radius of $V(G_\ell)$.

To prove Lemma 6 we show that there is a point in $P_k$ for which the following holds:

- For all but one of the $\ell$-graphs that constitute $G_{2\ell}$ we can find a point that we can reach by an edge of weight 1. Since the diameter of these graphs is $\ell - 1$, this is sufficient.
- The remaining $\ell$-graph lies in the same $(\ell + 1)$-graph as our point and so we are again done by considering the diameter. Also there are no points that induce a smaller radius, since the diameter of $G_{2\ell}$ is already $2\ell - 1$.
Lemma 6. Let $G_{2\ell}$ be any of the $2\ell$-graphs that constitute $P_k$ for $1 \leq \ell \leq \frac{k}{2}$ arbitrary. Then it holds that $\text{cost}(G_{2\ell}) = \ell$ and furthermore, all optimal centers that induce this cost are already contained in $G_{2\ell}$ (and not in any other $2\ell$-graph).

Proof. By Lemma 4 we know that the diameter of $G_{2\ell}$ is $2\ell - 1$. Thus the radius of $G_{2\ell}$ is at least $\ell$. To show the upper bound of $\ell$ suppose that $G_{2\ell}$ covers the levels $\lambda$ up to $\lambda + 2\ell - 1$ in $P_k$. Consider the unique $(\ell + 1)$-graph $H_{\ell+1}$ contained in $G_{2\ell}$ covering the levels $\lambda + \ell - 1$ to $\lambda + 2\ell - 1$. Let $c$ be the unique point in $H_{\ell+1}$ with level $\lambda + \ell - 1$. By Lemma 4 the diameter of $H_{\ell+1}$ is $\ell$, so any point in $H_{\ell+1}$ is at distance $\leq \ell$ to $c$. Consider now a point $x \in V(G_{2\ell}) \setminus V(H_{\ell+1})$ and the $\ell$-graph $H_\ell$ containing $x$. We claim that $H_\ell$ contains a point $y$ with level $\lambda + \ell - 1$. If this is not true then $H_\ell$ covers the levels $\lambda + \ell$ up to $\lambda + 2\ell - 1$ and therefore also contains the unique point in $G_{2\ell}$ with level $\lambda + 2\ell - 1$. This is not possible as the unique point in $G_{2\ell}$ with level $\lambda + 2\ell - 1$ is already contained in $H_{\ell+1}$. So using that the diameter of $H_\ell$ is $\ell - 1$ and $\phi_k(c) = \phi_k(y)$ we obtain

$$\text{dist}(c, x) \leq \text{dist}(c, y) + \text{dist}(y, x) \leq 1 + (\ell - 1) = \ell.$$

Now we prove that all optimal centers must be contained in $G_{2\ell}$. For all points $c \in V(P_k) \setminus V(G_{2\ell})$ we have to show that $\max_{c' \in V(G_{2\ell})} \text{dist}(c, c') \geq \ell + 1$. Suppose that $\phi_k(c) \leq \lambda + \ell - 1$. Let $x$ be the unique point in $G_{2\ell}$ with level $\lambda + 2\ell - 1$, we claim that $\text{dist}(c, x) \geq \ell + 1$. Consider a shortest path between $c$ and $x$ and let $\{u, w\}$ be an edge on this path with $u \in V(P_k) \setminus V(G_{2\ell})$ and $w \in V(G_{2\ell})$. By construction $\{u, w\}$ either weights at least $2\ell$ in which case

$$\text{dist}(c, x) \geq 2\ell \geq \ell + 1$$

or it weights 1 and $\phi_k(u) = \phi_k(w)$, so

$$\text{dist}(c, x) = \text{dist}(c, u) + \text{dist}(u, v) + \text{dist}(v, x)$$
$$\geq |\phi_k(c) - \phi_k(u)| + 1 + |\phi_k(w) - \phi_k(x)|$$
$$= |\phi_k(c) - \phi_k(x)| + 1$$
$$\geq \ell + 1.$$

In case $\phi_k(c) \geq \lambda + \ell$ we can prove analogously that $\text{dist}(c, y) \geq \ell + 1$ for the unique point $y$ in $G_{2\ell}$ with level $\lambda$. This finishes the proof. ▶

Now we make sure that complete linkage completely reconstructs these components. In particular we show that merging $2\ell$-graphs which cover the same levels increases the cost of our solution. Here we make use of the fact that sets of optimal centers for any pair of $2\ell$-graphs do not intersect. Lemma 7 ensures that the cost indeed increases.

Lemma 7. Let $C, D$ be two subsets of $V(P_k)$ with $\text{cost}(C) = \text{cost}(D)$. Let $Z(C)$ and $Z(D)$ denote the set of all optimal centers for $C$ respectively $D$. If $Z(C) \cap Z(D) = \emptyset$ then $\text{cost}(C \cup D) > \text{cost}(C).

Proof. Let $x \in V(P_k)$. Since $Z(C) \cap Z(D) = \emptyset$ this point can be an optimal center for at most one of the sets. Assume without loss of generality that $x \notin Z(D)$. We have

$$\max_{y \in C \cup D} \text{dist}(y, x) \geq \max_{y \in D} \text{dist}(y, x) > \text{cost}(D) = \text{cost}(C)$$

So we have for all $x \in V(P_k)$ that $\max_{y \in C \cup D} \text{dist}(y, x) > \text{cost}(C)$ which proves the lemma. ▶
We show that the approximation ratio of the radius of any complete linkage relative to an optimal $k$-center and hierarchical $k$-diameter.

5.1 An Upper Bound for Radius-Based Cost

We show that the approximation ratio of the radius of any $k$-clustering $C_k$ produced by complete linkage relative to an optimal $k$-center clustering is in $O(k)$.

Theorem 9. Let $(C_k)_{k=1}^n$ be the hierarchical clustering computed by complete linkage on $(P, \text{dist})$ optimizing the radius. For all $1 \leq k \leq n$ the radius cost($C_k$) is upper bounded by $O(k)$ cost($O_k$), where $O_k$ is an optimal $k$-center clustering.

To simplify the notation we fix an arbitrary $k$ and assume that the optimal $k$-clustering $O = O_k$ has cost $\text{cost}(O) = \frac{1}{2}$. The latter is possible without loss of generality by scaling the metric appropriately.

We split the proof of Theorem 9 into two parts. In the first, we derive a crude upper bound for the increasing cost of clusterings produced during the execution of complete linkage. This part follows the work of Ackermann et al. [1], who use the same bound to estimate the cost of some few merge steps. Proposition 12 shows that the difference in cost between $C_k$ and $C_t$ for $t > k$ is at most $\lceil \log(t - k) \rceil + 1$. That is, $\text{cost}(C_k) \leq \lceil \log(t - k) \rceil + 1 + \text{cost}(C_t)$ holds for all $1 \leq k < t \leq n$. A clustering $C_t$ whose cost we can estimate directly (i.e. without referring to any other clustering) thus yields a proper upper bound for cost($C_k$). Ideally, this clustering should consist of relatively few clusters (so that $\lceil \log(t - k) \rceil$ is small), while at the same time not being too expensive. Of course, however, these criteria oppose each other. Naively choosing the initial clustering $C_1 = C_n$ is not good enough. Although its cost is minimal, the number of clusters is too high, only yielding an upper bound of cost($C_k$) $\leq \lceil \log(n - k) \rceil + 1$.

In the second part of the proof we thus set out to find a different clustering to start from.
Part 1: An estimate of the relative difference in cost

When dealing with radii, any merge done by complete linkage previous to reaching a $k$-clustering increases the cost by at most $2 \cdot \text{cost}(\mathcal{O}) = 1$ (Figure 1). This is due to the fact that the centers of two of those clusters are contained in the same optimal cluster.

We show that complete linkage clusterings at times $t \leq x$ and $t \leq x + 1$ can have at most $k$ clusters in common. All other clusters from $\mathcal{H}_x$ are merged in $\mathcal{H}_{x+1}$.

Lemma 10. For all $x \geq 0$ the clustering $\mathcal{H}_{x+1}$ contains at most $k$ clusters of cost at most $x$. In particular, it holds that $|\mathcal{H}_{x+1} \cap \mathcal{H}_x| \leq k$.

Proof. Assume on the contrary that there exist $k + 1$ pairwise different clusters $D_1, \ldots, D_{k+1}$ at time $t \leq x + 1$ of cost at most $x$. Denote by $d_i \in D_i$ a point that induces the smallest radius, i.e. $\text{cost}(D_i) = \max_{d \in D_i} \text{dist}(d, d_i)$ for all $i$. Then two of these points, say $d_1$ and $d_2$, have to be contained in the same optimal cluster $O \in \mathcal{O}$. Hence, we know that

$$\text{cost}(D_1 \cup D_2) \leq 1 + \max_{i \in \{1, 2\}} \text{cost}(D_i) \leq 1 + x$$

because $\text{dist}(d_1, d_2) \leq 2 \cdot \text{cost}(O) \leq 2 \cdot \text{cost}(\mathcal{O}) = 1$ and $\text{cost}(D_i) \leq x$ for $i = 1, 2$. This contradicts the definition of $\mathcal{H}_{x+1}$, as $D_1$ and $D_2$ can still be merged without pushing the cost beyond $x + 1$.

With this we can upper bound $|\mathcal{H}_{x+1}|$ in terms of $|\mathcal{H}_x|$ for all $i \in \mathbb{N}$. The proof of Corollary 11 can be found in Appendix C.

Corollary 11. For all $i \in \mathbb{N}_+$ and $x \geq 0$ it holds that $|\mathcal{H}_{x+i}| \leq k + \frac{1}{i^2}(|\mathcal{H}_x| - k)$.

Proposition 12. For all $k < t \leq n$ it holds that $\text{cost}(\mathcal{C}_k) \leq \lceil \log(t - k) \rceil + 1 + \text{cost}(\mathcal{C}_k)$.

Proof. Let $x = \text{cost}(\mathcal{C}_i)$, so that $\mathcal{H}_x$ consists of at most $t$ clusters. Applying Corollary 11 with $i = \lceil \log(t - k) \rceil + 1$ then shows that

$$|\mathcal{H}_{x+i}| < k + \frac{1}{t-k}(|\mathcal{H}_x| - k) \leq k + 1.$$

That is, $\mathcal{H}_{x+i}$ emerges from $\mathcal{C}_k$ by merging some (or none) of its clusters and we can conclude that $\text{cost}(\mathcal{C}_k) \leq \text{cost}(\mathcal{H}_{x+i}) \leq x + i = \text{cost}(\mathcal{C}_i) + \lceil \log(t - k) \rceil + 1$.

Part 2: A cheap clustering with few clusters

Suppose that there exists a complete linkage clustering $\mathcal{C}_t$ for some $t > k$ with $t \in O(2^k)$ clusters and $\text{cost}(\mathcal{C}_t) \in O(k)$. Then applying Proposition 12 shows that

$$\text{cost}(\mathcal{C}_k) \in \log(2^k) + 1 + O(k) = O(k) = O(\text{cost}(\mathcal{O}))$$

and Theorem 9 is proven (recall that $\text{cost}(\mathcal{O}) = \frac{1}{2}$). We show that $\mathcal{C}_t = \mathcal{H}_{4k+2}$ is a sufficiently good choice. To estimate the size of $\mathcal{H}_{4k+2}$, we distinguish between active and inactive clusters. Remember that $\mathcal{O}_C = \{O \in \mathcal{O} \mid O \cap C \neq \emptyset\}$ is the set of optimal clusters hit by $C$.

Definition 13. We call a cluster $C \in \mathcal{H}_x$ active, if $\text{cost}(C) \leq 4 \cdot |\mathcal{O}_C|$, or if there exists an active cluster $C' \in \mathcal{H}_{x-1}$ such that $\mathcal{O}_C \subseteq \mathcal{O}_{C'}$. Otherwise, $C$ is called inactive.
The behavior that makes complete linkage more difficult to analyze than single linkage is that the former sometimes merges clusters that are quite far apart. That is, contrary to single linkage, complete linkage can produce clusters that are very expensive relative to the number of optimal clusters hit by them. We mark such clusters as inactive and count them directly the first time they are created. We will see that the number of such clusters is small. However the number of active clusters is potentially large, but if the cost of the clustering reaches $4k + 2$, this number can also be bounded as we see in the following lemma.

Lemma 14. There are at most $2^k$ active clusters in $H_{4k+2}$.

Proof. Notice that at time $t \leq 4k + 2$ there cannot exist two active clusters $C_1$ and $C_2$ with $\mathcal{O}_{C_1} \subseteq \mathcal{O}_{C_2}$. Indeed, since $C_2$ hits all the optimal clusters hit by $C_1$ we get that

$$\text{cost}(C_1 \cup C_2) \leq \text{cost}(C_2) + 1 \leq 4|\mathcal{O}_{C_2}| + 1 \leq 4k + 1$$

and so $C_1$ and $C_2$ would have been merged in $H_{4k+2}$. Now, if there are more than $2^k$ active clusters in $H_{4k+2}$, then at least two of them must hit exactly the same set of optimal clusters. Since we have just ruled this out, the lemma follows.

We estimate the number of inactive clusters, by looking at the circumstances under which they arise. As it happens, at each step there are not many clusters whose merge yields an inactive cluster.

Lemma 15. There are at most $4k^2 + k$ inactive clusters in $H_{4k+2}$.

Proof. Let $m_x$ be the number of inactive clusters in $H_x$. We show that the recurrence relation $m_x \leq m_{x-1} + k$ holds for any $x \in \mathbb{N}$. In that case $m_{4k+2} \leq (4k + 1)k = 4k^2 + k$ since $m_1 = 0$ and we are done.

To prove the recurrence relation first fix some arbitrary $x \in \mathbb{N}$ and let $D \in H_x$ be an inactive cluster. Let $D_1, \ldots, D_\ell \in H_{x-1}$ be the clusters whose merge results in $D$. We show that none of them can be active at time $t \leq x - 1$ and have cost at least $x - 2$. Since this only leaves few possible clusterings, we get the recurrence inequality given above. Suppose that for one of the clusters, say $D_i$, it holds that $4 \cdot |\mathcal{O}_{D_i}| \geq \text{cost}(D_i) \geq x - 2$. Right away, notice that $|\mathcal{O}_{D_i}| < |\mathcal{O}_D|$ since otherwise $D$ would also be active by definition. But then

$$\text{cost}(D) \leq x \leq \text{cost}(D_i) + 2 \leq 4|\mathcal{O}_{D_i}| + 2 < 4(|\mathcal{O}_{D_i}| + 1) \leq 4|\mathcal{O}_D|$$

contradicts the assumption of $D$ being inactive. As such, we know that all $D_i$ ($i = 1, \ldots, \ell$) must be inactive or have cost less than $x - 2$. In other words, each inactive cluster in $H_x$ descends from the set

$$\{D \in H_{x-1} \mid D \text{ is inactive}\} \cup \{D \in H_{x-1} \mid \text{cost}(D) < x - 2\}.$$

The cardinality of the set on the left is $m_{x-1}$ and, by Lemma 10, the cardinality of the set on the right is at most $k$. This proves the claim.

Corollary 16. $H_{4k+2}$ consists of at most $2^k + 4k^2 + k$ clusters.

Notice that Theorem 9 is an immediate consequence of Corollary 16 and Proposition 12.
5.2 An Upper Bound for Diameter-Based Cost

The main challenge in proving an upper bound on the approximation guarantee of complete linkage when replacing the $k$-center objective by the $k$-diameter objective is to deal with the possibly large increase of cost after a merge step (see Figure 1).

For some arbitrary but fixed $k$ let $\mathcal{C}$ denote an optimal $k$-diameter solution and assume that $\text{cost}(\mathcal{C}) = 1$ from now on. To motivate our approach consider the clustering $\mathcal{H}_1$ computed by complete linkage at time $t \leq 1$. Observe that every optimal cluster can fully contain at most one cluster from $\mathcal{H}_1$, as the union of such clusters would cost at most 1. Now, consider the graph $G = (V, E)$ with $V = \emptyset$ and edges $\{A, B\} \subset V$ for every cluster $C \in \mathcal{H}_1$ intersecting $A$ and $B$. If there is such an edge $\{A, B\}$, then the cost of merging $A$ and $B$ is upper bounded by 3. We can go even further and consider the merge of all optimal clusters in a connected component of $G$. Suppose the size of the connected component is $m$, then the resulting cluster costs at most $2m - 1$. There are two extreme cases in which we could end up: if $E = \emptyset$, then $\mathcal{H}_1 = \emptyset$ and complete linkage has successfully recovered the optimal solution. On the other hand, if $G$ is connected, then merging all points costs at most $2k - 1$ and we get an $O(k)$-approximative solution. The remaining cases are more difficult to handle. We proceed by successively adding edges between optimal clusters, while maintaining the property that for a connected component $Z$ in $G$ merging $\bigcup_{A \in V(Z)} A$ costs at most $|V(Z)|^2$. This leads to an upper bound of $k^2$ for all clusters $C$ constructed by complete linkage with $C \subseteq \bigcup_{A \in V(Z)} A$. We show that the number of clusters which do not admit this property is sufficiently small, such that in the end, we are able to prove that $\mathcal{H}_k$ consists of at most $k$ clusters. This immediately leads the following theorem.

**Theorem 17.** Let $(\mathcal{H}_k)_{k=1}^n$ be the hierarchical clustering computed by complete linkage on $(P, \text{dist})$ optimizing the diameter. For all $1 \leq k \leq n$ the diameter $\text{cost}(\mathcal{H}_k)$ is upper bounded by $k^2 \text{cost}(\mathcal{C})$, where $\mathcal{C}$ is an optimal $k$-diameter clustering.

Essential for this section is a sequence of cluster graphs $G_t = (V_t, E_t)$ for $t = 1, \ldots, k^2$ constructed directly on the set $V_t = \emptyset$ of optimal $k$-clusters. We start with the cluster graph $G_1$ that contains edges $\{A, B\}$ for every two vertices $A, B \in V_1 = \emptyset$ that are hit by a common cluster from $\mathcal{H}_1$. To this we successively add edges based on a vertex labeling in order to create the remaining cluster graphs $G_2, \ldots, G_{k^2}$. The labeling distinguishes vertices as being either active or inactive. We denote the set of active vertices in $V_t$ by $V_t^a$ and the set of inactive ones by $V_t^i$. In the beginning ($t = 1$) the inactive vertices are set to precisely those that are isolated: $V_t^i = \{O \in V_1 \mid \delta_{V_t}(O) = \emptyset\}$. For $t \geq 2$, the labeling is outlined in Definition 18. Over the course of time, active vertices may become inactive, but inactive vertices never become active again.

Given a labeling for $V_{t+1}$, we construct $G_{t+1}$ from $G_t$ by adding additional edges: If there are two active vertices $A, B \in V_{t+1}^a$ that are both hit by a common cluster from $\mathcal{H}_{t+1}$, we add an edge $\{A, B\}$ to $E_{t+1}$.

**Definition 18.** Let $A \in V_{t+1}$ be an arbitrary optimal cluster and $Z_A$ the connected component in $G_t$ that contains $A$. We call $A$ inactive (i.e., $A \in V_{t+1}^i$) if $|\text{cost}(Z_A)| \leq t$, and active otherwise. Here, and in the following $\text{cost}(Z_A) = \text{cost}(\bigcup_{B \in V(Z_A)} B)$ denotes the cost of merging all optimal clusters contained in $V(Z_A)$.

Thus if a connected component in $G_t$ has small cost, then all vertices in this component become inactive in $G_{t+1}$ by definition. We state the following useful properties of inactive vertices in $(G_t)_{t=1}^{k^2}$.
Lemma 19. If \( Z \) is a connected component in \( G_{t+1} \) with \( V(Z) \cap V_{t+1}^i \neq \emptyset \), then
1. \( Z \) is also a connected component in \( G_t \) and \( \lceil \text{cost}(Z) \rceil \leq t \),
2. we have \( V(Z) \subseteq V_{t+1}^i \), i.e., all vertices in \( Z \) become inactive at the same time.
Moreover we have \( V_1^i \subseteq V_{t+1}^i \), so once vertices become inactive, they stay inactive. Equivalently, \( V_{t+1}^a \subseteq V_t^a \).

Proof. Take any inactive vertex \( A \in V_{t+1}^i \cap V(Z) \) and consider the connected component \( Z_A \) in \( G_t \) containing \( A \). By Definition 18, we have that \( \lceil \text{cost}(Z_A) \rceil \leq t \) and so all other vertices in \( Z_A \) have to be in \( V_{t+1}^i \) as well. We observe that \( E_{t+1} \setminus E_t \) only contains edges between vertices from \( V_{t+1}^a \) by construction. This shows \( Z = Z_A \).

It is left to show that inactive vertices stay inactive. For \( t = 1 \) the inactive vertices \( V_1^i \) are already connected components with cost at most 1. As such, they remain inactive at step \( t = 2 \). For \( t \geq 2 \), consider an inactive vertex \( A \in V_t^i \) and the connected component \( Z \subseteq G_t \) containing it. We showed previously that \( V(Z) \subseteq V_t^i \) and so \( Z \) is also a connected component in \( G_{t+1} \) with \( \lceil \text{cost}(Z) \rceil \leq t - 1 < t \) and thus \( A \in V(Z) \subseteq V_{t+1}^i \).

Definition 20. Let \( C \in \mathcal{H}_t \) for some fixed \( t \in \mathbb{N} \). We define \( \mathcal{I}_t = \{ C \in \mathcal{H}_t \mid \mathcal{O}_C \cap V_t^i \neq \emptyset \} \) as the set of all clusters in \( \mathcal{H}_t \) which hit at least one inactive vertex of \( G_t \). We call these clusters inactive and all clusters from \( \mathcal{H}_t \setminus \mathcal{I}_t \) active.

We prove the following easy property about active clusters.

Lemma 21. If \( C \in \mathcal{H}_t \setminus \mathcal{I}_t \), then \( G_t[\mathcal{O}_C] \) forms a clique. In particular there exists a connected component in \( G_t \) that fully contains \( \mathcal{O}_C \).

Proof. By definition of \( \mathcal{I}_t \), \( \mathcal{O}_C \) must consist exclusively of active vertices. Since all of them are hit by \( C \in \mathcal{H}_t \) there exists an edge \( \{A,B\} \in E_t \) for every pair \( A,B \in \mathcal{O}_C \). In other words, \( G_t[\mathcal{O}_C] \) forms a clique and the claim follows.

This does not necessarily hold for an inactive cluster \( C \in \mathcal{I}_t \). As \( C \) contains at least one inactive vertex, the connected component \( Z \) which contains this vertex does not grow. If later on complete linkage merges \( C \) with another cluster the result is an inactive cluster which may hit vertices outside of \( Z \). So \( G_{t'} \) does not reflect the progression of \( C \) for \( t' > t \).

However, the number of such clusters cannot exceed \( |V_t^i| \).

Lemma 22. The number of inactive clusters in \( \mathcal{H}_t \) is at most the number of inactive vertices at time \( t \). That is, \( |\mathcal{I}_t| \leq |V_t^i| \) holds for all \( t \in \mathbb{N} \).

Proof. We prove the claim by showing that the following inductive construction defines a family of injective mappings \( \phi_t : \mathcal{I}_t \rightarrow V_t^i \):

\[ \begin{align*}
\text{Let } C \in \mathcal{I}_t \text{ be an inactive cluster. By definition } C \text{ thus has to intersect an inactive optimal cluster } A \in V_t^i. \text{ Actually, there can only be one such cluster, as any other optimal cluster that } &
\text{ is hit would induce an edge incident to } A \text{ in } G_t, \text{ making it active. Set } \phi_1(C) = A, \text{ so that } \mathcal{O}_C = \{ \phi_1(C) \}. \\
\text{For } t > 1 \text{ and } C \in \mathcal{I}_t \text{ we distinguish two cases: If there is no cluster in } \mathcal{I}_{t-1} \text{ that is a subset of } C, \text{ we pick an arbitrary but fixed } &
A \in \mathcal{O}_C \cap V_t^i \text{ and set } \phi_t(C) = A. \text{ Otherwise, we know that } C \text{ must descend from some cluster } D \in \mathcal{I}_{t-1} \text{ and we can set } \phi_t(C) = \phi_{t-1}(D). \text{ Since } \phi_{t-1}(D) \in V_{t-1}^i \subseteq V_t^i \text{ by Lemma 19, this shows that } \phi_t \text{ really maps into } V_t^i. \\
\text{Suppose that there exist two inactive clusters } C,D \in \mathcal{I}_t \text{ that are mapped to the same } &
\text{ inactive vertex } A \in V_t^i. \text{ Then, by the construction of } \phi_1, \mathcal{O}_C = \{ A \} = \mathcal{O}_D \text{ shows that } C \text{ and } D \text{ are actually fully contained in the same optimal cluster. The optimal cluster } &
\text{ has diameter at most } 1 \text{ and so } C \text{ and } D \text{ would have already been merged in } \mathcal{H}_1. \text{ As this is not possible, } \phi_1 \text{ has to be injective.}
\end{align*} \]
Now, let \( t \geq 2 \) be arbitrary and assume \( \phi_t \) to be injective. We show that in that case \( \phi_t \) also has to be injective. Suppose on the contrary, that there exist two different clusters \( C,D \in \mathcal{F}_t \) with \( \phi_t(C) = \phi_t(D) \). We distinguish three cases.

**Case 1:** Both \( C \) and \( D \) descend from (i.e., contain) clusters \( C',D' \in \mathcal{F}_{t-1} \) with \( \phi_t(C) = \phi_{t-1}(C') \) and \( \phi_t(D) = \phi_{t-1}(D') \), respectively. Then \( \phi_{t-1}(C') = \phi_t(C) = \phi_t(D) = \phi_{t-1}(D') \) entails that \( C' = D' \), since \( \phi_{t-1} \) is assumed to be injective. Clearly, \( C' = D' \) cannot end up being a subset of two different clusters in \( \mathcal{F}_t \) and so we end up in a contradiction.

**Case 2:** Neither \( C \) nor \( D \) descend from a cluster in \( \mathcal{F}_{t-1} \). In other words, \( C \) and \( D \) fully descend from clusters in \( \mathcal{H}_{t-1} \setminus \mathcal{F}_{t-1} \) and so there exist clusters \( C',D' \in \mathcal{H}_{t-1} \setminus \mathcal{F}_{t-1} \) contained in \( C \) and \( D \), respectively, such that \( A = \phi_t(C) = \phi_t(D) \in \mathcal{O}_{C'} \cap \mathcal{O}_{D'} \). Applying Lemma 21 yields the existence of a connected component \( Z \) in \( G_t \) with \( V(Z) \supseteq \mathcal{O}_{C'} \cup \mathcal{O}_{D'} \). We show that this connected component has cost at most \( t - 1 \).

In that case, \( C' \) and \( D' \) should have already been merged in \( \mathcal{H}_{t-1} \); a contradiction. To show that \( \text{cost}(Z) \leq t - 1 \), consider the connected component \( Z' \) in \( G_t \) containing \( A = \phi_t(C) = \phi_t(D) \in \mathcal{O}_{C} \cap \mathcal{O}_{D} \cap V_{1}^{t} \). Since \( A \) was chosen from a subset of \( V_{1}^{t} \), we know from Lemma 19 that \( Z' \) is also a connected component in \( G_{t-1} \) with \( \text{cost}(Z') \leq t - 1 \). Now, \( A \in V(Z) \cap V(Z') \) shows that \( Z = Z' \) and so we are done.

**Case 3:** \( D \) contains a cluster \( D' \in \mathcal{F}_{t-1} \), so that \( \phi_t(D) = \phi_{t-1}(D') \in V_{1}^{t-1} \), whereas \( C \) does not. (The symmetric case with the roles of \( C \) and \( D \) swapped is left out.) Since \( C \) fully descends from \( \mathcal{H}_{t-1} \setminus \mathcal{F}_{t-1} \), we know that \( \mathcal{O}_{C} \subseteq V_{1}^{t-1} \). But this already yields a contradiction: \( V_{1}^{t-1} \ni \phi_t(C) = \phi_t(D) = \phi_{t-1}(D') \in V_{1}^{t-1} \).

This covers all possible cases, with each one ending in a contradiction. Hence \( \phi_t \) has to be injective and by induction this holds for all \( t \in \mathbb{N} \).

Active clusters from \( \mathcal{H}_t \) are nicely represented by the graph \( G_t \) as it is shown in Lemma 21. We can indirectly bound the cost of active clusters by bounding the cost of the connected components they are contained in.

**Lemma 23.** Let \( Z \) be a connected component in \( G_t \). If \( V(Z) \subseteq V_{1}^{t} \), we have \( \text{cost}(Z) \leq |V(Z)|^2 \).

**Proof.** Again, we prove this via an induction over \( t \). For \( t = 1 \) and \( A,B \in V(Z) \) we want to upper bound the distance between \( p \in A \) and \( q \in B \). Let \( A = Q_1, \ldots , Q_s = B \) be a simple path connecting \( A \) and \( B \) in \( Z \). We know by definition of \( G_1 \) that for \( j = 1, \ldots , s - 1 \) there is a pair of points \( p_j \in Q_j \) and \( q_j \in Q_{j+1} \) with \( \text{dist}(p_j, q_j) \leq 1 \). Using the triangle inequality we obtain

\[
\text{dist}(p, q) \leq \text{dist}(p, p_1) + \sum_{j=1}^{s-2} \left( \text{dist}(p_j, q_j) + \text{dist}(q_j, p_{j+1}) \right) + \text{dist}(p_{s-1}, q_{s-1}) + \text{dist}(q_{s-1}, q) \\
\leq 2s - 1.
\]

Here we use that \( q_j \) and \( p_{j+1} \) are in the same optimal cluster, thus the distance between those points is at most one.

Since \( V(Z) \) contains only active vertices we have \( |V(Z)| \geq 2 \). Using the above upper bound on the distance between two points in \( \bigcup_{A \in V(Z)} A \) we obtain

\[
\text{cost}(Z) \leq 2|V(Z)| - 1 \leq |V(Z)|^2.
\]
For $t > 1$ let $Z_1, \ldots, Z_u$ denote the connected components in $G_t-1$ with $V(Z) = \bigcup_{j=1}^u V(Z_j)$. Let $j, j' \in \{1, \ldots, u\}$. We observe that $V(Z_j) \subset V(Z) \subset V_{t+1}^1$. Thus we obtain by induction that
\[ \text{cost}(Z_j) \leq |V(Z_j)|^2. \] (1)
Suppose that $|\text{cost}(Z_j)| \leq t-1$. Then $V(Z_j) \subset V_t^1$ by definition, which is a contradiction to $V(Z) \cap V_t^1 = \emptyset$. So we must have
\[ t \leq |\text{cost}(Z_j)|. \] (2)
Combining (1) and (2) we obtain
\[ t \leq \sqrt{|\text{cost}(Z_j)|} \leq \sqrt{|V(Z_j)|^2} = |V(Z_j)||V(Z_j)|. \] (3)
For $A, B \in V(Z)$ we want to upper bound the distance between $p \in A$ and $q \in B$. Let $A = Q_1, \ldots, Q_s = B$ be a simple path connecting $A$ and $B$ in $Z$ which enters and leaves every connected component $Z_j$ for $j \in \{1, \ldots, u\}$ at most once. We divide the path into several parts such that every part lies in one connected component from $\{Z_1, \ldots, Z_u\}$. Let $1 = m_1 < m_2 < \ldots < m_s = s$ such that $Q_{m_j}, \ldots, Q_{m_{j+1}-1}$ lie in one connected component $Z^{(j)} \in \{Z_1, \ldots, Z_u\}$ and $Z^{(j)} \neq Z^{(j+1)}$ for all $j \in \{1, \ldots, l\}$. Since $(Q_{m_{j-1}}, Q_{m_j}) \in E_t$ we know that there exists a cluster in $H_t$ that intersects $Q_{m_{j-1}}$ and $Q_{m_j}$, thus there is a pair of points $p_j \in Q_{m_{j-1}}$ and $q_j \in Q_{m_j}$ such that $\text{dist}(p_j, q_j) \leq t$. We obtain
\[ \text{dist}(p, q) \leq \sum_{j=1}^{l-1} (\text{cost}(Z^{(j)}) + \text{dist}(p_j, q_j)) + \text{cost}(Z^{(l)}) \leq \sum_{j=1}^{l} (|V(Z^{(j)})|^2 + t) \]
\[ \leq \left( \sum_{j=1}^{l} |V(Z^{(j)})| \right)^2 = |V(Z)|^2. \]
For the second inequality we use (1) and $\text{dist}(p_j, q_j) \leq t$. For the third inequality we use (3).
So we obtained the claimed upper bound on the cost of $Z$.

We see that a connected component in $G_{k^2}$ cannot contain two active clusters, yielding the following upper bound.

\textbf{Lemma 24.} At time $t \leq k^2$ the number of active clusters is less than or equal to the number of active vertices. In other words, $|\mathcal{H}_{k^2} \setminus \mathcal{A}_{k^2}| \leq |V_{k^2}^1|$.\textbf{ Proof.} By Lemma 21 we know that every cluster $C \in \mathcal{H}_{k^2} \setminus \mathcal{A}_{k^2}$ is fully contained in a connected component $Z_C$ from $G_{k^2}$. We show that mapping any such $C$ to an arbitrary vertex in $Z_C$ yields an injective map $\varphi : \mathcal{H}_{k^2} \setminus \mathcal{A}_{k^2} \mapsto V_{k^2}^1$. First, notice that $\varphi$ is well-defined: If $Z_C$ contains an inactive vertex, then all its vertices are inactive (Lemma 19), contradicting the choice of $C$ as active.

Suppose now that there are two different clusters $C, C' \in \mathcal{H}_{k^2} \setminus \mathcal{A}_{k^2}$ that are mapped to the same vertex $\varphi(C) = \varphi(C')$. Then the connected components $Z_C$ and $Z_{C'}$, in which they are embedded, already have to coincide ($Z_C = Z_{C'}$). But we have just shown (Lemma 23), that $\text{cost}(Z_C) \leq |V(Z_C)|^2 \leq k^2$ and so $C$ and $C'$ would have already been merged in $\mathcal{H}_{k^2}$. As such the images of both cannot coincide and the map is injective.

Together with the bound for the number of inactive clusters we are now able to prove the theorem.

\textbf{Proof of Theorem 17.} Using Lemma 22&24 we obtain $|\mathcal{H}_{k^2}| = |\mathcal{H}_{k^2} \setminus \mathcal{A}_{k^2}| + |\mathcal{A}_{k^2}| \leq |V_{k^2}^1| + |V_{k^2}^1| = k$, yielding $\text{cost}(\mathcal{H}_{k^2}) \leq \text{cost}(\mathcal{H}_{k^2}) \leq k^2 \text{cost}(\mathcal{H}_{k^2})$. \textbf{\hfill \blacksquare}
A. Arutyunova, A. Großwendt, H. Röglin, M. Schmidt, and J. Wargalla
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A Single Linkage

Let \((\mathcal{C}_k)_{k=1}^n\) be the hierarchical clustering computed by single linkage on \((P, \text{dist})\). Recall that \(\mathcal{C}_{k-1}\) arises from \(\mathcal{C}_k\) by merging two clusters \(A, B \in \mathcal{C}_k\) that minimize \(\text{dist}(A, B)\).

We first compare the radius of \(\mathcal{C}_k\) to the cost of an optimal k-center clustering \(\mathcal{O}\). We introduce a graph \(G\) whose vertices are the optimal clusters \(V(G) = \mathcal{O}\) and whose edges \(E(G) = \{O, O' \subseteq \mathcal{O} \mid \text{dist}(O, O') \leq 2 \text{cost}(\mathcal{O})\}\) connect all pairs of optimal clusters \(O, O' \in \mathcal{O}\) with distance at most twice the optimal radius.

We make a similar construction to compare the diameter of \(\mathcal{C}_k\) to the cost of an optimal k-diameter clustering \(\mathcal{O}'\). We consider the graph \(G'\) with \(V(G') = \mathcal{O}'\) where two clusters in \(\mathcal{O}'\) are connected via an edge if their distance is at most cost(\(\mathcal{O}'\)).
Upper and Lower Bounds for Complete Linkage in General Metric Spaces

To estimate the cost of a single linkage cluster \( C \in \mathcal{C}_k \) we look at the optimal clusters hit by \( C \). The next lemma shows that for any two points in \( C \) we can find a path connecting them that passes through a chain of optimal clusters with distance at most \( 2 \cdot \text{cost}(\mathcal{O}) \) or \( \text{cost}(\mathcal{O}) \) when considering the radius or diameter, respectively. One can already anticipate that this gives an upper bound of \( O(k) \) on the radius or diameter of any such cluster \( C \). In Figure 3 we see an example of such a cluster \( C \) and the optimal clusters hit by \( C \).

Lemma 25. Let \( C \in \mathcal{C}_i \) be a cluster computed by single linkage at a time step \( t \geq k \). Then the graphs \( G[\mathcal{O}_C] \) and \( G'[\mathcal{O}_C'] \) induced by the vertex set of optimal clusters hit by \( C \) are connected.

Proof. We prove the lemma for \( G[\mathcal{O}_C] \) by induction. At the beginning \( (t = n) \) the lemma obviously holds, since any cluster contained in \( \mathcal{C}_n \) is a point and thus hits only one single optimal cluster. Assume now that the claim holds for \( t > k \). By the pigeonhole principle there must exist two clusters \( C, C' \in \mathcal{C}_i \) with two points \( c \in C \) and \( c' \in C' \) lying in the same optimal cluster \( O \in \mathcal{O} \). We know that \( \text{dist}(C, C') \leq 2 \cdot \text{cost}(O) \leq 2 \cdot \text{cost}(\mathcal{O}) \). But this value is exactly the objective that single linkage minimizes, so we know in particular that this upper bound also holds for the distance between the clusters \( D, D' \) chosen by single linkage. Combining this with the induction hypothesis that both \( G[\mathcal{O}_D] \) and \( G[\mathcal{O}_D'] \) are connected finishes the proof. One proves analogously that \( G'[\mathcal{O}_C'] \) is connected. ▶

As we see in Figure 3 this already yields an upper bound of \( 2k \cdot \text{cost}(\mathcal{O}) \) on the diameter of \( C \). We estimate the radius of \( C \) by looking at the paths going through optimal clusters in \( \mathcal{O}_C \) that are at distance at most \( 2 \cdot \text{cost}(\mathcal{O}) \) from one another. Choosing the center appropriately and uncoiling these paths in our original space \( P \) yields our upper bound of \( (2k + 2) \cdot \text{cost}(\mathcal{O}) \).

Theorem 1. Let \( (\mathcal{C}_k)_{k=1}^n \) be the hierarchical clustering computed by single linkage on \((P, \text{dist})\) and let \( \mathcal{O}_k \) be an optimal clustering for \( k \)-center or \( k \)-diameter, respectively. We have for all \( 1 \leq k \leq n \)

1. \( \text{cost}(\mathcal{O}_k) \leq (2k + 2) \cdot \text{cost}(\mathcal{O}) \) for the \( k \)-center cost.
2. \( \text{cost}(\mathcal{O}_k) \leq 2k \cdot \text{cost}(\mathcal{O}) \) for the \( k \)-diameter cost.

Proof. We prove the statement for \( k \)-center. Fix an arbitrary time step \( 1 \leq k \leq n \) and denote \( \mathcal{O} = \mathcal{O}_k \). Let \( C \in \mathcal{C}_k \) be an arbitrary cluster and \( P \) a longest simple path in \( G[\mathcal{O}_C] \). Choose as center for \( C \) an arbitrary vertex \( c \in C \cap O \) from an optimal cluster \( O \) lying in the middle of \( P \). Note that by this choice every other vertex in \( G[\mathcal{O}_C] \) is reachable from \( O \) by a path of length at most \( \frac{1}{2} \). Uncoiling such paths in \( P \) gives us an upper bound of \( 2(k + 1) \cdot \text{cost}(\mathcal{O}) \) for the distance between \( c \) and any other point \( z \in C \) as follows: If \( O_z \in \mathcal{O} \) is the optimal cluster containing \( z \), then by choice of \( O \), there exists a path \( O = O_1, \ldots, O_{t+1} = O_z \) in \( G[\mathcal{O}_C] \) of length \( \ell \leq \frac{k}{2} \) connecting them. That means, for each \( i = 1, \ldots, \ell \) there exist points \( x_i \in O_i, y_{i+1} \in O_{i+1} \) such that \( \text{dist}(x_i, y_{i+1}) \leq 2 \cdot \text{cost}(\mathcal{O}) \). Hence

\[
\text{dist}(c, z) \leq \text{dist}(c, x_1) + \sum_{i=1}^{\ell-1} (\text{dist}(x_i, y_{i+1}) + \text{dist}(y_{i+1}, x_{i+1})) + \text{dist}(x_{\ell}, y_{\ell+1}) + \text{dist}(y_{\ell+1}, z) \\
\leq 2(2\ell + 1) \cdot \text{cost}(\mathcal{O}) \leq 2(k + 1) \cdot \text{cost}(\mathcal{O}).
\]

Using Lemma 25 one proves the statement for \( k \)-diameter analogously. ▶
We explain how to adjust the construction of the instance from two copies

\begin{lemma}
\end{lemma}

\begin{proof}
\end{proof}

Let \(A_1, \ldots, A_t\) be an \(\ell\)-graph in \(P_k\) with \(\dist(A_1, A_{t+1}) \leq 2 \cost(\ell)\) when considering the radius on the left and \(\dist(A_1, A_{t+1}) \leq \cost(\ell')\) when considering the diameter on the right. In the left picture, we see that choosing center \(c\) in \(A_1\) leads to radius \(\leq 2(\ell + 1)\cost(\ell')\). Similarly the diameter of \(C\) in the right picture is at most \(2\ell \cost(\ell')\).

\section{A Lower Bound for Complete Linkage without Bad Ties}

In this section we focus on modifying the instance \((V(P_k), \dist)\) such that merging two \(\ell\)-graphs \(G_\ell, G_\ell'\) which are part of the same \((\ell + 1)\)-graph is slightly cheaper than performing any other merge in a clustering consisting of all \(\ell\)-graphs.

\subsection{Diameter-Based Cost}

We explain how to adjust the construction of the \(k\)-components for the diameter. Let \(\epsilon \in (0, \frac{1}{2})\). The definition of \(K_1\) stays the same. As before a \(k\)-component is constructed from two copies \(K_{k-1}^{(0)}, K_{k-1}^{(1)}\) of the \((k - 1)\)-component by taking the disjoint union of the corresponding graphs and increasing the level of each point in \(K_{k-1}^{(1)}\) by one. Here we do not add an edge of weight \(k - 1\) between the unique point \(s \in V(G_{k-1}^{(0)})\) with level 1 and \(t \in V(G_{k-1}^{(1)})\) with level \(k\). Instead we complete \(G_k\) by adding edges of weight \((k - 1)(1 - \epsilon)\) between \(x \in V(G_{k-1}^{(0)})\) and \(y \in V(G_{k-1}^{(1)})\) if they are not on the same level, i.e., \(\phi_k(x) \neq \phi_k(y)\).

The instance \(P_k\) is then constructed from \(k\)-copies \(K_k^{(1)}, \ldots, K_k^{(k)}\) of the \(k\)-component \(K_k\). We take the disjoint union of the corresponding \(k\)-graphs \(G_k^{(1)}, \ldots, G_k^{(k)}\) and connect them by adding edges \([x, y]\) of weight 1 for every two points \(x \in V(G_k^{(i)})\) and \(y \in V(G_k^{(j)})\) with \(\phi_k^{(i)}(x) = \phi_k^{(j)}(y)\).

We show that the clustering computed by complete linkage on \((V(P_k), \dist)\) at time \(t \leq \ell(1 - \epsilon)\) consists exactly of the \((\ell + 1)\)-graphs that make up the instance.

\begin{lemma}
The distance between two points \(x, y \in V(P_k)\) is at least \(|\phi_k(x) - \phi_k(y)|(1 - \epsilon)\).
\end{lemma}

\begin{proof}
By the inductive construction of the components, an edge which crosses \(w\) levels costs at least \(w(1 - \epsilon)\). Hence the distance between \(x\) and \(y\) is at least \(|\phi_k(x) - \phi_k(y)|(1 - \epsilon)\).
\end{proof}

As before we use the previous lemma to show that the diameter of any \(\ell\)-graph in \(P_k\) is \((\ell - 1)(1 - \epsilon)\).

\begin{lemma}
Let \(G_\ell\) be an \(\ell\)-graph contained in \(P_k\). We have \(\cost(G_\ell) = (\ell - 1)(1 - \epsilon)\).
\end{lemma}

\begin{proof}
We prove the upper bound \(\cost(G_\ell) \leq (\ell - 1)(1 - \epsilon)\) by induction. The 1-graphs are points and so the claim follows trivially for \(\ell = 1\). Assume now that we have shown the claim for \(\ell - 1\). Let \(G_\ell\) be an \(\ell\)-graph and \(s, t \in V(G_\ell)\) points such that \(\cost(G_\ell) = \dist(s, t)\). If
these points lie in the same graph, say $G_{\ell-1}^{(0)}$, of the two $(\ell - 1)$-graphs $G_{\ell-1}^{(0)}$ and $G_{\ell-1}^{(1)}$ that make up $G_{\ell}$, then

\[
\text{dist}(s, t) \leq \text{cost}(G_{\ell-1}^{(0)}) \leq (\ell - 2)(1 - \epsilon) < (\ell - 1)(1 - \epsilon)
\]

by induction and we are done. Otherwise we may assume that $s \in V(G_{\ell-1}^{(0)})$ and $t \in V(G_{\ell-1}^{(1)})$. We distinguish two cases. If $\phi_k(s) = \phi_k(t)$ these points are connected by an edge of weight one by construction. Notice that an $\ell$-graph does not contain points with the same level if $\ell \leq 2$. Using $\epsilon \leq \frac{1}{2}$ and $\ell \geq 3$ we obtain

\[
\text{dist}(s, t) = 1 \leq (\ell - 1)(1 - \epsilon).
\]

If $s$ and $t$ are on different levels there is an edge of weight $(\ell - 1)(1 - \epsilon)$ between $s$ and $t$ by construction. Thus we obtain in all cases

\[
\text{cost}(G_{\ell}) = \text{dist}(s, t) \leq (\ell - 1)(1 - \epsilon).
\]

To see the lower bound $\text{cost}(G_{\ell}) \geq (\ell - 1)(1 - \epsilon)$, we apply Lemma 26 to the unique point $s \in V(G_{\ell})$ with $\phi_k(s) = 1$ and the unique point $t \in V(G_{\ell})$ with $\phi_k(t) = \ell$. This shows that $\text{cost}(G_{\ell}) \geq \text{dist}(s, t) \geq (\ell - 1)(1 - \epsilon)$.

We show that complete linkage must reconstruct these components as clusters.

**Lemma 28.** Complete linkage must merge clusters on $(V(P_k), \text{dist})$ in such a way that for all $\ell < k$, the clustering $\mathcal{H}_{\ell-1}$ consists exactly of the $(\ell + 1)$-graphs that make up $P_k$.

**Proof.** We prove the claim by induction. Complete linkage always starts with every point in a separate cluster. Since those are exactly the 1-graphs and any merge of two points costs at least $(1 - \epsilon)$, the claim follows for $\ell = 0$. Suppose now that $\mathcal{H}_{(\ell-1)-1}$ consists exactly of the $\ell$-graphs of the instance. Consider two $\ell$-graphs $G_{\ell} \neq G_{\ell}'$ contained in the current clustering. We compute the cost of merging $G_{\ell}$ with $G_{\ell}'$. For this purpose we distinguish whether they are contained in the same $(\ell + 1)$-graph or not.

**Case 1:** If they are contained in the same $(\ell + 1)$-graph $G_{\ell+1}$ merging $G_{\ell}$ with $G_{\ell}'$ results in $G_{\ell+1}$. We obtain by Lemma 27, that cost $\text{cost}(G_{\ell+1}) = \ell(1 - \epsilon)$.

**Case 2:** If they are not contained in the same $(\ell + 1)$-graph, we show that merging $G_{\ell}$ with $G_{\ell}'$ costs more than $\ell(1 - \epsilon)$. We make the following observations.

1. The edges connecting $x \in V(G_{\ell})$ and $y \in V(G_{\ell}')$ with $\phi_k(x) \neq \phi_k(y)$ are of weight $\geq (\ell + 1)(1 - \epsilon)$.
2. There exist $s \in V(G_{\ell})$ and $t \in V(G_{\ell}')$ with $|\phi_k(s) - \phi_k(t)| \geq \ell - 1$.

The last observation follows from the fact that each of the graphs contains two points whose difference in levels is exactly $\ell - 1$.

We prove that $\text{dist}(s, t) > \ell(1 - \epsilon)$ and therefore merging $G_{\ell}$ with $G_{\ell}'$ costs more than $\ell(1 - \epsilon)$. Any shortest path connecting $s$ and $t$ in $P_k$ must contain an edge $\{u, w\}$ between a point $u \in V(G_{\ell})$ and a point $w \in V(G_{\ell}')$. By above observation this edge is either of weight $\geq (\ell + 1)(1 - \epsilon)$ or $u$ and $w$ are on the same level and the edge is of weight 1. In the first case we conclude

\[
\text{dist}(s, t) \geq (\ell + 1)(1 - \epsilon) > \ell(1 - \epsilon).
\]
In the second case we obtain that
\[
\text{dist}(s, t) = \text{dist}(s, u) + 1 + \text{dist}(w, t) \\
\geq |\phi_k(s) - \phi_k(u)|(1 - \epsilon) + 1 + |\phi_k(w) - \phi_k(t)|(1 - \epsilon) \\
= |\phi_k(s) - \phi_k(t)|(1 - \epsilon) + 1 \\
\geq (\ell - 1)(1 - \epsilon) + 1 \\
> \ell(1 - \epsilon).
\]

We see that \(\mathcal{H}_{(1-\epsilon)}\) must consists exactly of the \((\ell + 1)\)-graphs of \(P_k\).

Lemma 28 shows that \(\mathcal{H}_{(k-1)(1-\epsilon)}\) consists of all the \(k\)-graphs that make up \(P_k\). There are exactly \(k\) of them, thus the \(k\)-clustering produced by complete linkage costs \((k - 1)(1 - \epsilon)\).

\textbf{Corollary 29.} However the tie-breaks are resolved, complete linkage computes a \(k\)-clustering on \((V(P_k), \text{dist})\) with diameter \((k - 1)(1 - \epsilon)\) while the optimal \(k\)-clustering has diameter 1.

\section{B.2 Radius-Based Cost}

We explain how to adjust the construction of the \(k\)-components for the radius. Let \(\epsilon \in (0, \frac{1}{2})\). The definition of \(K_1\) does not change. As before a \(k\)-component is constructed from two copies \(K_{k-1}^{(0)}, K_{k-1}^{(1)}\) of the \((k-1)\)-component by taking the disjoint union of the corresponding graphs and increasing the level of each point in \(K_{k-1}^{(1)}\) by one. We complete \(G_k\) by adding edges between \(x \in V(G_{k-1}^{(0)})\) and \(y \in V(G_{k-1}^{(1)})\) if \(\phi_k(x) \neq \phi_k(y)\) and we assign this edge a weight of \(|\frac{\epsilon}{2} - (1 - \epsilon)| = \frac{\epsilon}{2} - 1\) and otherwise a weight of \(|\phi_k(x) - \phi_k(y)|(1 - \epsilon)\).

As before the instance \(P_k\) is constructed from \(k\)-copies \(K_1^{(1)}, \ldots, K_k^{(k)}\) of the \(k\)-component \(K_k\). We take the disjoint union of the corresponding \(k\)-graphs \(G_k^{(1)}, \ldots, G_k^{(k)}\) and connect them by adding edges \(\{x, y\}\) of weight 1 for every two points \(x \in V(G_k^{(i)})\) and \(y \in V(G_k^{(j)})\) with \(\phi_k(x) = \phi_k(y)\). We observe that Lemma 26 still holds on the adjusted instance. Also notice that the diameter of an \(\ell\)-graph is still upper bounded by \((\ell - 1)(1 - \epsilon)\).

\textbf{Lemma 30.} Let \(G_{2\ell}\) be any of the \(2\ell\)-graphs that constitute \(P_k\) for \(1 \leq \ell \leq \frac{k}{2}\). It holds that \(\text{cost}(G_{2\ell}) = \ell(1 - \epsilon)\). Furthermore let \(G'_{2\ell}\) be a second \(2\ell\)-graph which is not contained in the same \(2(\ell + 1)\)-graph as \(G_{2\ell}\). Any cluster containing \(G_{2\ell}\) and \(G'_{2\ell}\) costs at least \(\ell(1 - \epsilon) + 1\).

\textbf{Proof.} We know that \(G_{2\ell}\) contains \(s\) and \(t\) with \(|\phi_k(s) - \phi_k(t)| = 2\ell - 1\). Thus for any \(x \in V(P_k)\) we have \(\max\{|\phi_k(s) - \phi_k(x)|, |\phi_k(t) - \phi_k(x)|\} \geq \ell\). By Lemma 26 we know that \(\max\{\text{dist}(s, x), \text{dist}(t, x)\} \geq \ell(1 - \epsilon)\) and therefore \(\text{cost}(G_{2\ell}) \geq \ell(1 - \epsilon)\).

To prove the upper bound suppose that \(G_{2\ell}\) covers the levels \(\lambda\) up to \(\lambda + 2\ell - 1\) in \(P_k\). Consider the unique \((\ell + 1)\)-graph \(H_{\ell+1}\) contained in \(G_{2\ell}\) covering the levels \(\lambda + \ell - 1\) to \(\lambda + 2\ell - 1\). Let \(c\) be the unique point in \(H_{\ell+1}\) with level \(\lambda + \ell - 1\). Remember that the diameter of \(H_{\ell+1}\) is at most \(\ell(1 - \epsilon)\), so any point in \(H_{\ell+1}\) is at distance \(\leq \ell(1 - \epsilon)\) to \(c\). Consider now a point \(x \in V(G_{2\ell}) \setminus V(H_{\ell+1})\). We know that \(\phi_k(x) < \lambda + 2\ell - 1\). Thus \(|\phi_k(x) - \phi_k(c)| \leq \ell - 1\). By construction there exists an edge of weight at most \(\ell(1 - \epsilon)\) between \(x\) and \(c\) and thus \(\text{dist}(x, c) \leq \ell(1 - \epsilon)\).

It is left to show that any cluster containing \(G_{2\ell}\) and \(G'_{2\ell}\) costs at least \(\ell(1 - \epsilon) + 1\). Let \(y \in V(P_k)\) and let \(H_{2(\ell + 1)}\) be the \(2(\ell + 1)\)-graph containing \(y\). Assume without loss of generality that \(G_{2\ell}\) is not contained in \(H_{2(\ell + 1)}\). Let \(x \in V(G_{2\ell})\) be a point with \(|\phi_k(x) - \phi_k(y)| \geq \ell\). We claim that \(\text{dist}(x, y) \geq (\ell - 1)(1 - \epsilon) + 1\). A shortest path connecting \(x\) and \(y\) must contain an edge \(\{u, w\}\) with \(u \in V(P_k) \setminus V(H_{2(\ell + 1)})\) and \(w \in V(H_{2(\ell + 1)})\). We
know by construction that either \( \phi_k(u) = \phi_k(w) \), or the edge weights at least \((\ell + 2)(1 - \epsilon)\).

In the first case we use Lemma 26 and obtain

\[
\text{dist}(x, y) = \text{dist}(x, u) + \text{dist}(u, w) + \text{dist}(w, y) \\
\geq |\phi_k(x) - \phi_k(u)|(1 - \epsilon) + 1 + |\phi_k(w) - \phi_k(y)|(1 - \epsilon) \\
= |\phi_k(x) - \phi_k(y)|(1 - \epsilon) + 1 \\
\geq \ell(1 - \epsilon) + 1
\]

and in the second case we obtain

\[
\text{dist}(x, y) \geq (\ell + 2)(1 - \epsilon) \geq \ell(1 - \epsilon) + 1.
\]

This immediately leads the following results.

\[\textbf{Corollary 31.}\] Complete linkage must merge clusters on \((V(P_k), \text{dist})\) in such a way that for all \(1 \leq \ell \leq \frac{k}{2}\), the clustering \(H_{\ell(1-\epsilon)}\) consists exactly of the \(2\ell\)-graphs that make up \(P_k\).

\[\textbf{Corollary 32.}\] However the tie-breaks are resolved, complete linkage computes a \(k\)-clustering on \((V(P_k), \text{dist})\) with radius \(\frac{k}{2}(1 - \epsilon)\), while the optimal \(k\)-clustering has radius 1.

\[\textbf{C An Upper Bound for Radius-Based Cost}\]

\[\textbf{Corollary 11.}\] For all \(i \in \mathbb{N}_+\) and \(x \geq 0\) it holds that \(|H_{x+i}| \leq k + \frac{1}{2^i}(|H_x| - k)\).

\[\textbf{Proof.}\] First, we consider what happens when we increase the cost by 1. We fix an arbitrary \(x' \geq 0\). Lemma 10 shows that at most \(k\) clusters from \(H_{x'}\) are left untouched, while the remaining \(|H_{x'}| - k\) clusters have to be merged with at least one other cluster (thus at least halving the number of those clusters) to get to \(H_{x'+1}\). This yields a bound of

\[
|H_{x'+1}| \leq k + \frac{1}{2}(|H_{x'}| - k).
\]

Now, the case for general \(i \in \mathbb{N}\) follows by a straightforward induction. We have just shown that the claim is true for \(i = 1\), where we set \(x' = x\). For the induction step suppose that

\[
|H_{x+i-1}| \leq k + \frac{1}{2^{i-1}}(|H_x| - k).
\]

Substituting this into the inequality

\[
|H_{x+i}| \leq k + \frac{1}{2}(|H_{x+i-1}| - k),
\]

derived from the first part of our proof with \(x' = x + i - 1\), yields

\[
|H_{x+i}| \leq k + \frac{k + \frac{1}{2^{i-1}}(|H_x| - k) - k}{2} = k + \frac{1}{2}(|H_x| - k)
\]

as claimed.
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Abstract
We study two-pass streaming algorithms for Maximum Bipartite Matching (MBM). All known two-pass streaming algorithms for MBM operate in a similar fashion: They compute a maximal matching in the first pass and find 3-augmenting paths in the second in order to augment the matching found in the first pass. Our aim is to explore the limitations of this approach and to determine whether current techniques can be used to further improve the state-of-the-art algorithms. We give the following results:

We show that every two-pass streaming algorithm that solely computes a maximal matching in the first pass and outputs a \((2/3 + \epsilon)\)-approximation requires \(n^{1+\Omega(\log \log n)}\) space, for every \(\epsilon > 0\), where \(n\) is the number of vertices of the input graph. This result is obtained by extending the Ruzsa-Szemerédi graph construction of [Goel et al., SODA’12] so as to ensure that the resulting graph has a close to perfect matching, the key property needed in our construction. This result may be of independent interest.

Furthermore, we combine the two main techniques, i.e., subsampling followed by the Greedy matching algorithm [Konrad, MFCS’18] which gives a \(2 - \sqrt{2} \approx 0.5857\)-approximation, and the computation of degree-bounded semi-matchings [Esfandiari et al., ICDMW’16][Kale and Tirodkar, APPROX’17] which gives a \((\frac{1}{2} + \frac{1}{12}) \approx 0.5833\)-approximation, and obtain a meta-algorithm that yields Konrad’s and Esfandiari et al.’s algorithms as special cases. This unifies two strands of research. By optimizing parameters, we discover that Konrad’s algorithm is optimal for the implied class of algorithms and, perhaps surprisingly, that there is a second optimal algorithm. We show that the analysis of our meta-algorithm is best possible. Our results imply that further improvements, if possible, require new techniques.

1 Introduction

In the semi-streaming model for processing large graphs, an \(n\)-vertex graph is presented to an algorithm as a sequence of its edges in arbitrary order. The algorithm makes one or few passes over the input stream and maintains a memory of size \(O(n \text{polylog} n)\).

The semi-streaming model has been extensively studied since its introduction by Feigenbaum et al. in 2004 [11], and various graph problems, including matchings, independent sets, spanning trees, graph sparsification, subgraph detection, and others are known to admit semi-streaming algorithms (see [23] for an excellent survey). Among these problems, the Maximum Matching problem and, in particular, its bipartite version, the Maximum Bipartite Matching (MBM) problem, have received the most attention (see, for example, [11, 22, 1, 20, 13, 16, 8, 15, 19, 12, 5, 10, 2, 4, 17]).
In this paper, we focus on MBM. The currently best one-pass semi-streaming algorithm for MBM is the Greedy matching algorithm (depicted in Algorithm 1). Greedy processes the edges of a graph in arbitrary order and inserts the current edge into an initially empty matching if possible. It produces a maximal matching, which is known to be at least half the size of a maximum matching, and constitutes a 1/2-approximation semi-streaming algorithm for MBM. It is a long-standing open question whether Greedy is optimal for the class of semi-streaming algorithms or whether an improved approximation ratio is possible. Progress has been made on the lower bound side ([13, 16, 17]), ruling out semi-streaming algorithms with approximation ratio better than 1/\(1+\ln 2\) \(\approx 0.5906\) [17].

Konrad et al. [20] were the first to show that an approximation ratio better than 1/2 can be achieved if two passes over the input are allowed, and further successive improvements [15, 8, 19] led to a two-pass semi-streaming algorithm with an approximation factor of \(2 - \sqrt{2} \approx 0.58578\) [19] (see Table 1 for an overview of two-pass algorithms for MBM).

**Table 1** Two-pass semi-streaming algorithms for Maximum Bipartite Matching.

<table>
<thead>
<tr>
<th>Approximation Factor</th>
<th>Reference</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1/2 + 0.019)</td>
<td>Konrad et al. [20]</td>
<td>randomized</td>
</tr>
<tr>
<td>(\frac{3}{4} + \frac{1}{16})</td>
<td>Kale and Tirodkar [15]</td>
<td>deterministic</td>
</tr>
<tr>
<td>(\frac{3}{4} + \frac{1}{17})</td>
<td>Esfandiari et al. [8]</td>
<td>deterministic</td>
</tr>
<tr>
<td>(2 - \sqrt{2} \approx 0.5857)</td>
<td>Konrad [19]</td>
<td>randomized</td>
</tr>
</tbody>
</table>

All known two-pass streaming algorithms proceed in a similar fashion. In the first pass, they run Greedy in order to compute a maximal matching \(M\). In the second pass, they pursue different strategies to compute additional edges \(F\) that allow them to increase the size of \(M\). Two techniques for computing the edge set \(F\) have been used:

1. **Subsampling and Greedy** [19] (see also [20]): Given a bipartite graph \(G = (A, B, E)\) and a first-pass maximal matching \(M\), they first subsample the edges \(M\) with probability \(p\) and obtain a matching \(M' \subseteq M\). Then, in the second pass, they compute Greedy matchings \(M_L\) and \(M_R\) on subgraphs \(G_L = G[A(M') \cup \overline{B(M)}]\) and \(G_R = G[\overline{A(M)} \cup B(M')]\), respectively, where \(A(M')\) are the matched \(A\)-vertices in \(M'\), \(B(M')\) are the unmatched \(B\) vertices, and \(\overline{A(M)}\) and \(\overline{B(M)}\) are defined similarly. It can be seen that if \(M\) is relatively small, then \(M' \cup M_L \cup M_R\) contains many disjoint 3-augmenting paths. Setting \(p = \sqrt{2} - 1\) yields the approximation factor \(2 - \sqrt{2}\).

2. **Semi-matchings and Greedy\(_d\)** [15, 8]: Given a bipartite graph \(G = (A, B, E)\) and a first-pass maximal matching \(M\), the second pass consists of finding degree-\(d\)-constrained semi-matchings \(S_L\) and \(S_R\) on subgraphs \(G_L = G[A(M) \cup \overline{B(M)}]\) and \(G_R = G[\overline{A(M)} \cup B(M)]\), respectively, using the algorithm Greedy\(_d\) (as depicted in Algorithm 2). A degree-\(d\)-constrained semi-matching in a bipartite graph is a subset of edges \(S \subseteq E\) such...
that \( \deg_G(a) \leq 1 \) and \( \deg_G(b) \leq d \), for every \( a \in A \) and \( b \in B \) or vice versa\(^1\). Similar to the method above, it can be seen that if the matching \( M \) is relatively small, \( M \cup S_L \cup S_R \) contains many disjoint 3-augmenting paths. The setting \( d = 3 \) yields the approximation factor \( \frac{1}{2} + \frac{1}{12} \).

**Our Results.** In this paper, we explore the limitations of this approach and investigate whether current techniques can be used to further improve the state-of-the-art.

Our first result is a limitation result on the approximation factor achievable by algorithms that follow the scheme described above:

\[ \textbf{Theorem 1 (simplified).} \text{ Every two-pass semi-streaming algorithm for MBM that solely runs GREEDY in the first pass has an approximation factor of at most } \frac{2}{3}. \]

Our result builds upon a result by Goel et al. [13] who proved that the lower bound of Theorem 1 applies to one-pass streaming algorithms. Their construction relies on the existence of dense \textit{Ruzsa-Szemerédi} graphs with large induced matchings, i.e., bipartite \( 2n \)-vertex graphs \( G = (A, B, E) \) with \( |A| = |B| = n \) whose edge sets can be partitioned into disjoint induced matchings such that each matching is of size at least \( (\frac{1}{2} - \delta)n \), for some small \( \delta \). Our construction requires similarly dense RS graphs with equally large matchings, however, in addition to these properties, our RS graphs must contain a \textit{near-perfect} matching, i.e., a matching that matches all but a small constant fraction of the vertices. To this end, we augment the RS graph construction by Goel et al.: We show that, for each induced matching \( M \) in Goel et al.’s construction, we can add a matching \( M' \) to the construction without violating the induced matching property such that \( M \cup M' \) forms a near-perfect matching. We believe this result may be of independent interest.

Next, we combine the subsampling and semi-matching techniques and give a meta-algorithm that yields Konrad’s and Esfandiari et al.’s algorithms as special cases, thereby unifying two strands of research. Our meta-algorithm is parameterised by a sampling probability \( 0 < p \leq 1 \) and an integral degree bound \( d \geq 1 \). First, as in the subsampling technique, the edges of the first-pass matching \( M \) are subsampled independently with probability \( p \), which yields a subset \( M' \subseteq M \). Next, as in the semi-matching technique, incomplete semi-matchings \( S_L \) and \( S_R \) with degree bounds \( d \) are computed, however, now in the subgraphs \( G'_L = G[A(M') \cup B(M)] \) and \( G'_R = G[\overline{A(M)} \cup B(M')] \). The algorithm then outputs the largest matching among the edges \( M \cup S_L \cup S_R \).

As our second result, we establish the approximation factor of our meta-algorithm:

\[ \textbf{Theorem 2 (simplified).} \text{ Combining the subsampling and semi-matching techniques yields a two-pass semi-streaming algorithm for MBM with approximation factor} \]

\[
\begin{cases}
\frac{1}{2} + \left(\frac{1}{d+p} - \frac{1}{2d}\right) \cdot p, & \text{if } p \leq d(\sqrt{2} - 1) \\
\frac{1}{2} + \frac{d-p}{d^2 + dp}, & \text{otherwise},
\end{cases}
\]

(ignoring lower order terms) that succeeds with high probability.

Interestingly, two parameter settings maximize the approximation factor in Theorem 2, achieving the ratio \( 2 - \sqrt{2} \) (see Figure 1). This is achieved by setting \( d = 1 \) and \( p = \sqrt{2} - 1 \) which recovers Konrad’s algorithm, and by setting \( d = 2 \) and \( p = 2\sqrt{2} - 2 \) which gives a new algorithm. The setting \( d = 3 \) and \( p = 1 \) yields the slightly weaker bound \( \frac{1}{2} + \frac{1}{12} \approx 0.5833 \) and recovers Esfandiari et al.’s algorithm.

\(^1\) The usual definition of a semi-matching requires \( \deg_G(a) = 1 \), for every \( a \in A \) (e.g. [9, 21]). This property is not required here, and, for ease of notation, we stick to this term.
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We also show that the analysis of our meta-algorithm is tight, by giving instances on which our meta-algorithm does not perform better than the claimed bound (Theorem 12).

Discussion. Our results demonstrate that new techniques are needed in order to improve on the \((2 - \sqrt{2})\) approximation factor. However, one may wonder whether \(2 - \sqrt{2}\) is the best approximation ratio achievable by the class of two-pass matching algorithms that solely computes a maximal matching in the first pass. As pointed out by Kapralov [17], his techniques for establishing the \(\frac{1}{1+\ln 2}\) lower bound for one-pass algorithms can probably also be applied to a construction by Huang et al. [14], which would then show that \(2 - \sqrt{2}\) is the best approximation factor achievable by one-pass semi-streaming algorithms for MBM.

It is unclear whether a first-pass Greedy matching could be embedded in the resulting construction without affecting its hardness, however, if possible, this would render Konrad’s algorithm optimal for the considered class of two-pass streaming algorithms.

Further Related Work. Besides two passes over the input, improvements over the Greedy algorithm can also be obtained under the assumption that the input stream is in random order. Assadi and Behnezhad [2] recently showed that an approximation factor of \(\frac{2}{3} + \epsilon\) can be obtained, for some fixed small but constant \(\epsilon > 0\), building on Bernstein’s breakthrough result [5], and improving on previous algorithms [5, 10, 19, 20]. In insertion-deletion streams, where previously inserted edges may be deleted again, space \(\tilde{\Theta}(n^{2-3\epsilon})\) is necessary [7] and sufficient [3, 6] for computing a \(n^\epsilon\)-approximation (see also [18]).

Outline. We first give notation and definitions in Section 2. Subsequently, we show in Section 3 that every two-pass semi-streaming algorithm that solely runs Greedy in the first pass cannot have an approximation ratio of \(\frac{2}{3} + \epsilon\), for any \(\epsilon > 0\). Our main algorithmic result, i.e., the combination of subsampling and Greedy\(_d\), is presented in Section 4. Finally, we conclude in Section 5.

2 Preliminaries

Let \(G = (A, B, E)\) be a bipartite graph with \(V = A \cup B\) and \(|V| = n\). For \(F \subseteq E\) and \(v \in V\), we write \(\deg_F(v)\) to denote the degree of vertex \(v\) in subgraph \((A, B, F)\). For any \(U \subseteq V\) and \(F \subseteq E\), \(U(F)\) denotes the set of vertices in \(U\) which are the endpoints of edges in \(F\), and we denote its complement by \(\overline{U(F)} = U \setminus U(F)\). For a subset of vertices \(U \subseteq V\), we write \(G[U] = (U, \overline{U(F)})\).
for the subgraph of $G$ induced by $U$. For any edges $e, f \in E$, $e$ is incident to $f$ if they share an endpoint. We say that $e$ and $f$ are vertex-disjoint if $e$ is not incident to $f$. Lastly, for any two sets $X$ and $Y$, we define $X \oplus Y := (X \setminus Y) \cup (Y \setminus X)$ as their symmetric difference.

A matching in $G$ is a subset $M \subseteq E$ of vertex-disjoint edges. It is maximal if every $e \in E \setminus M$ is incident to an edge in $M$. We denote by $\mu(G)$ the matching number of $G$, i.e., the cardinality of a largest matching. A maximum matching is one of size $\mu(G)$. Additionally, $M$ is called an induced matching if the edge set of the subgraph of $G$ induced by $V(M)$ is exactly $M$.

Wald’s Equation. We require the following well-known version of Wald’s Equation:

Lemma 3. Let $X_1, X_2, \ldots$ be a sequence of non-negative random variables with $\mathbb{E}[X_i] \leq \tau$, for all $i \leq T$, and let $T$ be a random stopping time for the sequence with $\mathbb{E}[T] < \infty$. Then:

$$\mathbb{E}\left[\sum_{i=1}^{T} X_i\right] \leq \tau \cdot \mathbb{E}[T].$$

3 Lower Bound

We now prove that every two-pass streaming algorithm for MBM with approximation factor $\frac{2}{3} + \epsilon$, for any $\epsilon > 0$, that solely runs Greedy in the first pass requires space $n^{1+\Omega(\log \log n)}$. To this end, we adapt the lower bound by Goel et al. [13], which we discuss first.

3.1 Goel et al.’s Lower Bound for One-pass Algorithms

Goel et al.’s lower bound is proved in the one-way two-party communication framework. Two parties, denoted Alice and Bob, each hold subsets $E_1$ and $E_2$, respectively, of the input graph’s edges. Alice sends a single message to Bob who, upon receipt, outputs a large matching. Goel et al. showed that there is a distribution $\lambda$ over input graphs so that every deterministic communication protocol with constant distributional error over $\lambda$ and approximation factor $\frac{2}{3} + \epsilon$, for any $\epsilon > 0$, requires a message of length $n^{1+\Omega(\log \log n)}$. A similar result then applies for randomized constant error protocols by Yao’s Lemma [25], and the well-known connection between streaming algorithms and one-way communication protocols allows us to translate this lower bound to a lower bound on the space requirements of constant error one-pass streaming algorithms.

Goel et al.’s construction is based on the existence of a dense Ruzsa-Szemerédi graph:

Definition 4 (Ruzsa-Szemerédi Graph). A bipartite graph $G = (A, B, E)$ is an $(r, t)$-Ruzsa-Szemerédi graph (RS graph in short) if the edge set $E$ can be partitioned into $t$ disjoint matchings $M_1, M_2, \ldots, M_t$ such that, for every $i$, $(1)$ $|M_i| \geq r$; and $(2)$ $M_i$ is an induced matching in $G$.

They give a construction for a family of $\left((\frac{1}{2} - \delta)n, n^{\Omega(\log \log n)}\right)$-RS graphs, for any small constant $\delta > 0$, on $2n$ vertices (with $|A| = |B| = n$) that we will extend further below.

Their hard input distribution $\lambda$ for the two-party communication setting is displayed in Figure 2. Observe that the graphs $G \sim \lambda$ are such that $\mu(G) \geq \frac{3}{2}N$ since the matching $M_X \cup M_Y \cup \tilde{M}_n$ is of this size.

Goel et al. prove the following hardness result:

Theorem 5. For any small $\epsilon > 0$, every deterministic $\left(\frac{2}{3} + \epsilon\right)$-approximation one-way two-party communication protocol with constant distributional error over $\lambda$ requires a message of size $n^{1+\Omega(\log \log n)}$, where $n$ is the number of vertices in the input graph.

1. Let \( G^{RS} = (A, B, E) \) be an \((r, t)\)-RS graph with \(|A| = |B| = N\) and \(r = (\frac{1}{2} - \delta) \cdot N\), for some \(\delta > 0\), and \(t = N^{\Omega(\frac{1}{\log \log n})}\).
2. For every \(i \in [t]\), let \(\overline{M}_i \subseteq M_i\) be a uniform random subset of size \((\frac{1}{2} - 2\delta) \cdot N\) and let \(E_1 = \bigcup_{i=1}^{t} \overline{M}_i\).
3. Let \(X\) and \(Y\) each be disjoint sets of \((\frac{1}{2} + \delta) \cdot N\) vertices, which are also disjoint from \(A \cup B\). Choose uniformly at random a special index \(s \in [t]\).
4. Let \(M^X_s\) and \(M^Y_s\) be arbitrary perfect matchings between \(X\) and \(B(M_s)\), and \(Y\) and \(A(M_s)\), respectively. Then, let \(E_2 = M^X_s \cup M^Y_s\).
5. Finally, \(G = (A \cup X, B \cup Y, E_1 \cup E_2)\) which has \(n = (3 + 2\delta) \cdot N\) vertices.

\(\text{Figure 2}\) Hard input distribution \(\lambda\).

3.2 Our Lower Bound Construction

In the following, we extend Goel et al.’s lower bound to the two-pass situation where a Greedy matching is computed in the first pass. To this end, we need to augment Alice and Bob’s inputs, as defined by distribution \(\lambda\), by a maximal matching \(M\) in the input graph \(G \sim \lambda\), which then results in a distribution \(\lambda^+\). Observe that if we place the edges of \(M\) at the beginning of the input stream, then running Greedy in the first pass recovers exactly the matching \(M\). Hence, when abstracting the second pass as a two-party communication problem, both Alice and Bob already know the matching \(M\). Our main argument then is as follows: We will show that any two-party protocol under distribution \(\lambda^+\) can also be used for solving the distribution \(\lambda\) with the same distributional error, message size, and similar approximation factor. The hardness of Theorem 5, therefore, carries over.

3.2.1 Ruzsa-Szemerédi Graphs with Near-Perfect Matchings

Adding a maximal matching \(M\) to Alice’s and Bob’s input requires care since we need to ensure that the hardness of the construction is preserved. Our construction requires that the underlying RS graph contains a near-perfect matching, which is a property that is not guaranteed by Goel et al.’s RS graph construction.

We therefore augment Goel et al.’s construction by complementing every induced matching, \(M_i\), with a vertex-disjoint counterpart, \(M'_i\), without destroying the RS graph properties. Then, since \(M_i\) and \(M'_i\) are vertex-disjoint, \(M_i \cup M'_i\) constitutes a matching, and, since both \(M_i\) and \(M'_i\) each already match nearly half of the vertices, \(M_i \cup M'_i\) constitutes a near-perfect matching in our family of RS graphs.

We will now present Goel et al.’s RS graph construction and then discuss how the additional matchings \(M'_i\) can be added to the construction.

Goel et al.’s Ruzsa-Szemerédi Graph Construction

For an integer \(m\), let \(X = Y = [m^2]^m\) be the vertex sets of a bipartite graph, and let \(N = |X| = |Y| = m^{2m}\) denote their cardinalities. Every induced matching \(M_I\) of Goel et al.’s RS graph construction is indexed by a subset of coordinates \(I \subset [m]\) of size \(\frac{m}{4}\), for some small \(\delta > 0\). Then, the edges \(M_I\) are defined by means of a colouring of the vertices \(X\) and \(Y\) (which depends on \(I\)), that we discuss first.
A subvector in this context is the result of a trivial mapping of the vector to a lower dimensional subspace.

**Definition of the Induced Matchings.** Goel et al. construct the edges of the induced matching $M_I$ by pairing every blue vertex $\vec{b} \in B^X$ with each coordinate greater than $\frac{s}{2} + 1$ to a red vertex $\vec{r} \in R^Y$, such that $\vec{r} = \vec{b} - (\frac{s}{2} + 1) \cdot \vec{1}_I$, where $\vec{1}_I$ is the characteristic vector of set $I$. See Figure 4 for an illustration.

Goel et al. show that $M_I$ is large, i.e., $|M_I| \geq (\frac{1}{2} - \delta) \cdot N - o(N)$. Observe that any two distinct indexing sets $I$ and $J$ produce their own vertex colourings and matchings $M_I$ and $M_J$. They prove that, as long as the index sets $I$ and $J$ have a sufficiently small intersection (at most $(\delta m) (\frac{m}{k}) = o(1)$), $M_I$ and $M_J$ are induced matchings w.r.t. to each other. Hence, they show the existence of a large family $\mathcal{T}$, with $|\mathcal{T}| \geq N^{\Omega\left(\frac{\log \log |T|}{\log m}\right)}$, of subsets $I \subset [m]$ whose pairwise intersections are of size at most $(\frac{2m}{k}) \left(\frac{\delta m}{6}\right)$. Then, the matchings of the RS graph are identified as the matchings $M_I$, for every $I \in \mathcal{T}$.

\(^2\) A subvector in this context is the result of a trivial mapping of the vector to a lower dimensional subspace.
Extending Goel et al.’s Construction

For every indexing set $I \in \mathcal{T}$ and respective matching $M_I$ of Goel et al.’s construction, we symmetrically construct an additional matching $M'_I$ by pairing every blue vertex in $Y$ (instead of $X$), $\vec{b} \in B^Y$, with each coordinate greater than $\frac{2}{\delta} + 1$, to a red vertex in $X$, $\vec{r} \in R^X$, such that $\vec{r} = \vec{b} - (\frac{\delta}{2} + 1) \cdot \vec{1}_I$. See Figure 4 for an illustration.

We immediately see that, by virtue of being symmetrical, $|M'_I| = |M_I| \geq \frac{1}{2} (\frac{1}{2} - \delta) N - o(N)$.

Furthermore, by construction, $M'_I$ and $M_I$ are vertex-disjoint matchings, hence $M_I \cup M'_I$ is a matching, and, taking their respective sizes into account, $M_I \cup M'_I$ is a near-perfect matching as required. Since, for any distinct $I, J \in \mathcal{T}$, $M_I$ and $M_J$ are induced matchings w.r.t. each other, the symmetrical nature of our additional matchings implies the same for $M'_I$ and $M'_J$. However, showing that $M_I$ and $M'_J$ are induced with respect to each other is not immediately clear. Fortunately, Goel et al.’s proof already implicitly shows this, and, for completeness, we reproduce the decisive argument:

**Lemma 6.** Given two distinct sets of indices $I$ and $J$ such that $|I \cap J| \leq \left( \frac{5}{6} - \frac{5}{12} \right) (\delta m \frac{1}{6})$, no edge in $M_I$ is induced by $M'_J$, for any small enough $\delta > 0$.

**Proof.** Let $\vec{b} \in B^X$ be matched to $\vec{r} \in R^X$ by $M_I$, i.e., $\vec{b} - \vec{r} = (\frac{\delta}{2} + 1) \cdot \vec{1}_I$. If the edge $(\vec{b}, \vec{r})$ is induced by $M'_J$, then one endpoint is coloured blue and the other red in the colouring of $X$ and $Y$ with respect to $J$. Hence, $\vec{b}$ and $\vec{r}$ are separated by a single white strip (see Figure 4) and

$$|\sum_{j \in J} (\vec{b} - \vec{r})_j| \geq \frac{\delta m}{6}.$$ (1)

On the other hand,

$$|\sum_{j \in J} (\vec{b} - \vec{r})_j| = |\sum_{j \in J} ((\frac{\delta}{2} + 1) \cdot \vec{1}_I)_j| = (\frac{\delta}{2} + 1) \cdot |I \cap J| \leq \frac{5}{6} + \frac{5\delta}{12} (\frac{\delta m}{6}),$$

which contradicts Equation 1 for small enough $\delta$. ▶

We thus obtain the following theorem:

**Theorem 7.** For any small enough constant $\delta > 0$, there exists a family of bipartite $(r, t)$-Ruzsa-Szemerédi graphs where $|A| = |B| = N$, $r = (\frac{1}{2} - \delta) \cdot N$, and $t = N^{\Omega(\frac{1}{\log \log N})}$ such that there are $N^{\Omega(\frac{1}{\log \log N})}$ disjoint near-perfect matchings each of size exactly $(1 - 2\delta) \cdot N$. 

---

**Figure 4** Illustration of the vertex colouring and induced matchings for a fixed $I$. The black edges are $M_I$ and the gold ones are $M'_I$. 

$R(k + 3) \cup W(k + 3) \cup B(k + 3) \cup W'(k + 3)$

$R(k) \cup W(k) \cup B(k) \cup W'(k)$
1. Let $G^{RS}$ be an RS graph as in Theorem 7. Fix some induced matching $M_i$ and let $M_i \cup M_i'$ be its near-perfect matching of size $(1 - 2\delta) \cdot N$.

2. Let $F$ be an arbitrary set of $2\delta N$ additional edges such that $P = M_i \cup M_i' \cup F$ is a perfect matching in $G^{RS}$.

3. Consider distribution $\lambda$ constructed using RS graph $G^{RS} \setminus (M_i \cup M_i')$.

4. For every $G = (V, E) \sim \lambda$, let $P_G = M_i \cup M_i' \cup (F \setminus E)$ (to avoid multi-edges) and add $P_G$ to $G$ to obtain the input graph $G^+$.

The edges $P \cup E_1$ are given to Alice and the edges $P \cup E_2$ are given to Bob (recall that $E_1$ and $E_2$ are defined in distribution $\lambda$).

![Figure 5](https://example.com/figure5.png) Hard input distribution $\lambda^+$.

### 3.2.2 Lower Bound Proof

Equipped with RS graphs with near-perfect matchings and input distribution $\lambda$, we now define our hard input distribution $\lambda^+$, see Figure 5.

We are now ready to prove our main lower bound theorem:

**Theorem 8.** For any $\epsilon > 0$, every deterministic $(\frac{2}{3} + \epsilon)$-approximation one-way communication protocol with constant distributional error over $\lambda^+$ for MBM requires a message of size $n^{1+R[\text{out}\log n]}$, where $n$ is the number of vertices in the input graph.

**Proof.** Let $\gamma^+$ be a deterministic $(\frac{2}{3} + \epsilon)$-approximation protocol that solves distribution $\lambda^+$ with constant distributional error. Given $\gamma^+$, we will now define a protocol $\gamma$ that solves distribution $\lambda$ with the same communication cost, same error, and approximation ratio strictly better than $\frac{2}{3}$. Invoking Theorem 5 then proves our result.

The protocol $\gamma$ is easy to obtain: Observe that $P$ in distribution $\lambda^+$ is the same for every sampled input graph $G^+ \sim \lambda^+$. Hence, in protocol $\gamma$, Alice and Bob first make sure that the edges $P$ are included in their inputs. This is achieved by Alice adding the edges $P \setminus E_1 = P_G$ to her input, and Bob adding the edges $P$ to his input. In doing so, Alice and Bob’s input is equivalently distributed to choosing an input graph $G^+$ from $\lambda^+$. Alice and Bob can, therefore, run protocol $\gamma^+$ which produces an output matching $M^+_{\text{out}}$. Bob then outputs the largest matching $M^+_{\text{out}}$ among the edges $M^+_{\text{out}} \cup M^+_{\text{out}}' \cup (M^+_{\text{out}} \setminus P_G)$ as the output of the protocol $\gamma$.

Next, we will argue that $|M^+_{\text{out}}| \geq |M^+_{\text{out}}| - |F| = |M^+_{\text{out}}| - 2\delta N$. We can construct a matching $\tilde{M}$ of this size as follows: First, add every edge $e \in M^+_{\text{out}}$ that is not contained in $P$ to $\tilde{M}$. Second, for every edge $e \in M^+_{\text{out}} \cap (M_i \cup M_i')$, we insert the incident edge to $e$ that is contained in $M^+_{i} \cup M^+_{i'}$ into $\tilde{M}$ (notice that these incident edges always exist except for edges from the special induced matching). This implies that $|M^+_{\text{out}}| \geq |\tilde{M}| \geq |M^+_{\text{out}}| - |F|$.

Recall that $\mu(G) \geq \frac{2}{3} N$ and, since $G$ is a subgraph of $G^+$, $\mu(G^+) \geq \mu(G)$. This implies that $N \leq \frac{2}{3} \mu(G^+)$. Since $\gamma^+$ is a $(\frac{2}{3} + \epsilon)$-approximation protocol, we have $|M^+_{\text{out}}| \geq (\frac{2}{3} + \epsilon) \mu(G^+)$, and thus:

$$|M^+_{\text{out}}| \geq |M^+_{\text{out}}| - 2\delta N \geq (\frac{2}{3} + \epsilon) \mu(G^+) - 2\delta \frac{2}{3} \mu(G^+) = \left(\frac{2}{3} + \epsilon - \frac{4}{3} \delta\right) \mu(G^+) .$$

Hence, setting $\delta < \frac{3}{4} \epsilon$ in distribution $\lambda$ yields a protocol with approximation ratio strictly above $\frac{2}{3}$. This, however, implies that $\gamma$ requires a message of length $n^{1+\Omega(\frac{\text{out}}{\text{log n}})}$ (Theorem 5), and since the message sent in $\gamma$ and $\gamma^+$ is equivalent, the result follows.
Algorithm 3 Finding Augmenting Paths.

Input: A stream of edges \( \pi \) of a bipartite graph \( G = (A, B, E) \), a maximal matching \( M \) in \( G \), \( p \in (0, 1] \) and \( d \in \mathbb{N}^+ \).

1. Let \( M' \subseteq M \) be a random subset such that \( \forall e \in M, \Pr[e \in M'] = p \).
2. Let \( G'_L = G[A(M') \cup B(M)] \) and \( G'_R = G[A(M) \cup B(M')] \).
3. Denote by \( \pi_{G'_L} \) (\( \pi_{G'_R} \)) the substream of \( \pi \) of edges of \( G'_L \) (\( G'_R \), respectively).
4. \( S_L \leftarrow \text{GREEDY}_d(\pi_{G'_L}) \) such that \( \deg_{S_L}(a) \leq 1 \), for every \( a \in A(M') \), and \( \deg_{S_L}(b) \leq d \), for every \( b \in B(M) \).
5. \( S_R \leftarrow \text{GREEDY}_d(\pi_{G'_R}) \) such that \( \deg_{S_R}(b) \leq 1 \), for every \( b \in B(M') \), and \( \deg_{S_R}(a) \leq d \), for every \( a \in A(M) \).
6. \( \mathcal{P} \leftarrow \{ab', ab, a'b : ab \in S_L, ab \in M', a'b \in S_R\} \).
7. return A largest subset \( \mathcal{Q} \subseteq \mathcal{P} \) of vertex-disjoint 3-augmenting paths.

Theorem 1. For any \( \epsilon > 0 \), every (possibly randomised) two-pass streaming algorithm for MBM with approximation ratio \( 2 \) + \( \epsilon \) that solely computes a \( \text{GREEDY} \) matching in the first pass requires \( n(1+\frac{1}{\epsilon}) \) space, where \( n \) is the number of vertices in the graph.

Algorithm

In this section, we combine the subsampling approach as used by Konrad [19] and the semi-matching approach as used by Esfandiari et al. [8] and Kale and Tirodkar [15] in order to find many disjoint 3-augmenting paths, see Algorithm 3.

The input to Algorithm 3 is a stream of edges \( \pi \) of a bipartite graph \( G = (A, B, E) \), a maximal matching \( M \) in \( G \) (e.g., computed in a first pass by \( \text{GREEDY} \)), a sampling probability \( p \), and an integral degree bound \( d \). First, each edge of \( M \) is included in \( M' \) with probability \( p \). Then, while processing the stream, degree-\( d \)-bounded semi-matchings \( S_L \) and \( S_R \) are computed using the algorithm \( \text{GREEDY}_d \) (see Algorithm 2 in Section 1). The algorithm then returns a largest subset of vertex-disjoint 3-augmenting paths \( \mathcal{Q} \). We can thus obtain a matching of size \(|M| + |\mathcal{Q}|\).

4.1 Analysis of Algorithm 3

The main task in analysing Algorithm 3 is to bound the sizes of \( S_L \) and \( S_R \) from below. A bound that holds in expectation for the case \( d = 1 \) was previously proved by Konrad et al. [20], and a high probability result (for \( d = 1 \)) was later obtained by Konrad [19]. We also first give a bound that holds in expectation (Lemma 9), which is achieved by extending the original proof by Konrad et al. [20]. Our extension, however, is non-trivial as it requires a very different progress measure. Then, following Konrad [19], we obtain a high probability version in Lemma 10.

We also remark that Lemmas 9 and 10 are stated in a more general context, however, it is not hard to see that they capture the situation of the computations of \( S_L \) and \( S_R \) in subgraphs \( G'_L \) and \( G'_R \), respectively.

Lemma 9. Let \( G = (A, B, E) \) be a bipartite graph, \( \pi \) an arbitrarily ordered stream of its edges, \( p \in (0, 1] \), and \( d \in \mathbb{N}^+ \). Let \( A' \subseteq A \) be a random subset such that \( \forall a \in A, \Pr[a \in A'] = p \), and let \( d \) be the degree bound of the \( B \) vertices. Let \( H = G[A' \cup B] \) and denote by \( \pi_H \) the substream of \( \pi \) consisting of the edges in \( H \). Then,

\[
\mathbb{E}_{A'}[|\text{GREEDY}_d(\pi_H)|] \geq \frac{d}{d+p} \cdot p \cdot \mu(G).
\]
Proof. Let $M^*$ be a fixed maximum matching in $G$ and let $M^*_H := \{ab \in M^* : a \in A'\}$ be the subset of edges incident to $A'$.

Game Setup. Consider the following game: On selection of an edge by $\text{Greedy}_d(\pi_H)$, the edge attacks the (at most two) incident edges of $M^*_H$ and deals damage to them. Initially, the damage of every edge in $M^*_H$ is 0, and the maximum damage of each such edge is 1. A damage below 1 means that the edge could still be selected by the algorithm. A damage equal to 1 implies that the edge can no longer be selected.

Denote by $S_i$ the first $i$ edges selected by $\text{Greedy}_d(\pi_H)$ and let $ab$ be the $(i + 1)^{th}$ edge selected. The way damage is dealt is as follows:

- If there is an edge $a'b \in M^*_H$ such that $a' \notin A(S_{i+1})$ then attack edge $a'b$ by adding $\frac{1}{d}$ damage to it;
- If there is an edge $ab' \in M^*_H$ then attack edge $ab'$ by adding $1 - \frac{\deg_a(b')}{d}$ damage to it, maxing out the damage to 1.

Observe that the maximum damage an edge selected by $\text{Greedy}_d(\pi_H)$ can inflict is at most $1 + \frac{1}{d}$ (applying both cases to the two incident optimal edges). Furthermore, observe that the maximum damage every edge in $M^*_H$ receives is 1, and, indeed, at the end of the algorithm, every edge in $M^*_H$ has damage 1.

Applying Wald’s Equation. Denote by $s$ the cardinality of the semi-matching computed by $\text{Greedy}_d(\pi_H)$ and let $X_1, X_2, \ldots, X_s$ be the sequence of edges selected. Define the random variable $Y_i$ to be the damage dealt by edge $X_i$. Let $T$ be the smallest $i$ such that $\sum_{j=1}^i Y_j = |M^*_H|$ holds. Observe that $T$ is a random stopping time. To apply the version of Wald’s Equation presented in Lemma 3, we need to show that $\mathbb{E}[T]$ is finite and find a value $\tau$ such that, for all $i \leq T$, $\mathbb{E}[Y_i] \leq \tau$ holds:

The expected stopping time $\mathbb{E}[T]$ is finite since $T \leq s$ always holds by the end of the algorithm, i.e., the total damage dealt is $|M^*_H|$. Finding $\tau$ is less obvious. By definition, the damage $Y_i$ dealt by any edge $X_i$ is either $0, \frac{1}{d}, 1$ or $1 + \frac{1}{d}$. Hence, we obtain the following:

$$\mathbb{E}[Y_i] \leq \Pr[Y_i \leq 1] \cdot 1 + \Pr\left[Y_i = 1 + \frac{1}{d}\right] \cdot (1 + \frac{1}{d}) = (1 - q) \cdot 1 + q \cdot (1 + \frac{1}{d}) = 1 + \frac{q}{d}.$$  

It remains to bound $\Pr[Y_i = 1 + \frac{1}{d}] = \Pr[= q]$. Let $X_i = ab$. Then, by definition of the game, the event $Y_i = 1 + \frac{1}{d}$ only happens if there exists an edge $a'b \in M^*_H$ such that $a' \notin A(S_i)$. In this case, $ab$ inflicts a damage of 1 on edge $a'b$. However, observe that since $a' \notin A(S_i)$, the random choice as to whether $a' \in A'$ and thus whether $a'b \in M^*_H$ had not needed to occur yet (principle of deferred decision). Hence, we obtain:

$$\Pr[Y_i = 1 + \frac{1}{d}] \leq \Pr[a' \in A'] = p.$$

Having shown that $\mathbb{E}[T]$ is finite and $\mathbb{E}[Y_i] \leq 1 + \frac{p}{d}$ for all $i \leq T$, we can apply Wald’s Equation (Lemma 3) and we obtain $\mathbb{E}[\sum_{j=1}^T Y_j] \leq (1 + \frac{p}{d}) \mathbb{E}[T]$. Finally, since $\mathbb{E}[\sum_{j=1}^T Y_j] = \mathbb{E}[|M^*_H|] = p \cdot \mu(G)$ and $T \leq s = |\text{Greedy}_d(\pi_H)|$, it follows that

$$\mathbb{E}[\sum_{j=1}^T Y_j] = p \cdot \mu(G) \leq (1 + \frac{p}{d}) \cdot \mathbb{E}[T] \leq (1 + \frac{p}{d}) \cdot \mathbb{E}[|\text{Greedy}_d(\pi_H)|],$$

which implies the result.  

\[
\]
Next, we follow the approach by Konrad [19] to strengthen Lemma 9 and obtain the following high probability result (see Appendix A for the proof):

**Lemma 10.** Let \( G = (A, B, E) \) be a bipartite graph, \( \pi \) be any arbitrary stream of its edges, \( p \in (0, 1) \) and \( d \in \mathbb{N}^+ \). Let \( A' \subseteq A \) be a random subset such that \( \forall a \in A, \Pr[a \in A'] = p \), let \( d \) be the degree bound of the \( B \) vertices and let \( H = G[A' \cup B] \). Then, the following holds with probability at least \( 1 - 2\mu(G)^{-18} \):

\[
|\text{Greedy}_d(\pi_H)| \geq \frac{d}{d + p} \cdot p \cdot \mu(G) - o(\mu(G)).
\]

Equipped with Lemma 10, we are now ready to bound the number of augmenting paths found by Algorithm 3.

**Lemma 11.** Suppose that \( |M| = \left( \frac{1}{2} + \epsilon \right)\mu(G) \). Then, with probability \( 1 - \mu(G)^{-16} \), the number of vertex-disjoint 3-augmenting paths \( |Q| \) found by Algorithm 3 is at least:

\[
|Q| \geq \left( \frac{1 - 2\epsilon}{d + p} - \frac{1 + 2\epsilon}{2d} \right) \cdot p \cdot \mu(G) - o(\mu(G)).
\]

**Proof.** Let \( M^* \) be a fixed maximum matching in \( G \). In this proof, we refer to the quantities used by Algorithm 3. First, using a Chernoff bound for independent Poisson trials, we see that \( |M'| = p \cdot |M| + O(\sqrt{|M|} \ln |M|) \) with probability at least \( 1 - |M|^{-C} \) for an arbitrarily large constant \( C \).

Consider the subgraphs \( G_L = G[A(M) \cup \overline{B(M)}] \) and \( G_R = G[\overline{A(M)} \cup B(M)] \). \( M \oplus M^* \) contains \( \left( \frac{1}{2} - \epsilon \right)\mu(G) \) vertex-disjoint augmenting paths where each path starts and ends with an edge in \( G_L \cup G_R \). This implies that

\[
\mu(G_L) + \mu(G_R) \geq 2\left( \frac{1}{2} - \epsilon \right)\mu(G) - (1 - 2\epsilon)\mu(G).
\]

Following Konrad [19], we will argue next that

\[
|\mathcal{P}| \geq |S_L| + |S_R| - |M'|.
\]

Observe that there are \( |M'| - |S_L| \) vertices of \( |M'| \) that are not incident to an edge in \( S_L \), and similarly, \( |M'| - |S_R| \) vertices of \( |M'| \) that are not incident to an edge in \( S_R \). Hence, there are at least \( |M'| - (|M'| - |S_L|) - (|M'| - |S_R|) = |S_L| + |S_R| - |M'| \) edges of \( |M'| \) that are incident to both an edge from \( S_L \) and \( S_R \). We thus obtain that there are at least \( |P| \geq |S_L| + |S_R| - |M'| \) 3-augmenting paths.

Next, Esfandiari et al. (Lemma 6 in [8]) consider a similar structure to \( P \) and argue that there is at least a \( d \)-fraction of augmenting paths in \( P \) that are vertex-disjoint, and, hence,

\[
|Q| \geq \frac{1}{d}|\mathcal{P}|.
\]

Using Lemma 10 and Inequalities 2, 3, and 4, we obtain:

\[
|Q| \geq \frac{1}{d}(|S_L| + |S_R| - |M'|)
\geq \frac{1}{d} \left( \frac{d}{d + p} \cdot p \cdot (1 - 2\epsilon)\mu(G) - o(\mu(G)) \right) - p \cdot \left( \frac{1}{2} + \epsilon \right)\mu(G) - O(\sqrt{\mu(G) \ln \mu(G)})
\geq \left( \frac{1 - 2\epsilon}{d + p} - \frac{1 + 2\epsilon}{2d} \right) \cdot p \cdot \mu(G) - o(\mu(G)).
\]

Using the union bound, the error of the algorithm is bounded by \( |M|^{-C} + 2\mu(G)^{-18} \leq \mu(G)^{-16} \).
We will show now that our analysis of Algorithm 3 is best possible. To this end, we define a worst-case input graph $G$ for Algorithm 3.

**Theorem 2.** For every $p \in (0, 1]$ and every integral $d \geq 1$, there is a two-pass semi-streaming algorithm for MBM with approximation factor

$$\begin{cases} \frac{1}{2} + \frac{1 - p}{2d} \cdot p - o(1), & \text{if } p \leq d(\sqrt{2} - 1) \\ \frac{1}{2} + \frac{d - p}{6d + 2p} - o(1), & \text{otherwise} \end{cases}$$

that succeeds with high probability (in $\mu(G)$, where $G$ is the input graph). The settings $(d = 1, p = \sqrt{2} - 1)$ and $(d = 2, p = 2(\sqrt{2} - 1))$ maximize the approximation factor to $2 - \sqrt{2} - o(1)$.

**Proof.** Let $M$ be a maximal matching such that $|M| = (\frac{1}{2} + \epsilon)\mu(G)$, for some $0 \leq \epsilon \leq \frac{1}{2}$ and some bipartite graph $G = (A, B, E)$ with a stream $\pi$ of its edges. Let $Q$ be the disjoint augmenting paths found by Algorithm 3 on input $\pi, M, p$ and $d$. Then, augmenting $M$ with $Q$ yields a matching of size $|M| + |Q|$. By Lemma 11, the following inequality holds with high probability:

$$|M| + |Q| \geq \frac{1}{2} + \epsilon \mu(G) + \left(1 - \frac{2\epsilon}{d + p} - 1 + \frac{2\epsilon}{2d}\right) \cdot p \cdot \mu(G) - o(\mu(G)).$$

(5)

We distinguish two cases:

1. If $p \leq d(\sqrt{2} - 1)$ then $\epsilon = 0$ minimizes the RHS of Inequality 5, and we obtain the claimed bound by plugging the value $\epsilon = 0$ into the inequality.

2. If $p \geq d(\sqrt{2} - 1)$ (only possible if $d \in \{1, 2\}$) then $\epsilon = \frac{d - p}{6d + 2p}$ minimizes the RHS of Inequality 5, and we obtain the claimed bound by plugging the value $\epsilon = \frac{d - p}{6d + 2p}$ into the inequality.

It can be seen that, for a fixed $d$, the maximum is obtained if $p = \min\{d\sqrt{2} - d, 1\}$, and the values $d \in \{1, 2\}$ yield the claimed bound of $2 - \sqrt{2} - o(1)$ (see Figure 1 in Section 1).

**4.2 Optimality of the Analysis**

We will show now that our analysis of Algorithm 3 is best possible. To this end, we define a worst-case input graph $G$ in Figure 6, and prove in Theorem 12 that Algorithm 3 does not perform better on $G$ than predicted by our analysis. See Figure 7 for an illustration.

Observe that $M$ is a maximal matching in $G$, and if we run Greedy in the first pass on $\pi$ then $M$ would be returned. Let $M_L = \{a_i b_{\text{out}} : 1 \leq i \leq N\}$ and $M_R = \{a_{\text{out}} b_i \in \text{in} : 1 \leq i \leq N\}$. Then, $M_L$ is a perfect matching in $G_L$, $M_R$ a perfect matching in $G_R$, and $M_L \cup M_R$ a perfect matching in $G$. We are now ready to state our main algorithmic result:

**Figure 6** Hard input instance $G$ for Algorithm 3.

1. Let $A_{\text{in}} = \{a_1, a_2, \ldots, a_N\}$, $A_{\text{out}} = \{a_1, a_2, \ldots, a_N\}$, $B_{\text{in}} = \{b_1, b_2, \ldots, b_N\}$, and $B_{\text{out}} = \{b_1, b_2, \ldots, b_N\}$ be sets of vertices, for some integer $N$.

2. Let $M = \{a_i b_{\text{in}} : 1 \leq i \leq N\}$ be a perfect matching between $A_{\text{in}}$ and $B_{\text{in}}$. Let $G_L = (A_{\text{in}}, B_{\text{out}}, E_L)$ be a semi-complete graph such that $a_i b_{\text{out}} \in E_L$ if $i \geq j$, and let $G_R = (A_{\text{in}}, B_{\text{in}}, E_R)$ be a semi-complete graph such that $a_i b_{\text{in}} \in E_R$ if $i \geq j$.

3. Our bipartite hard instance graph is defined as $G = (A_{\text{in}} \cup A_{\text{out}}, B_{\text{in}} \cup B_{\text{out}}, M \cup E_L \cup E_R)$ and has $n = 4N$ vertices.

4. Finally, let $\pi$ be a stream of its edges where the edges of $M$ arrive first followed by the edges $E_L$ and $E_R$. The edges in $E_L$ are ordered so that $a_i b_{\text{out}}$ arrives before $a_i b_{\text{out}}$ only if $i > i'$, or $i = i'$ and $j < j'$. Similarly, the edges in $E_R$ are ordered so that $a_i b_{\text{in}}$ arrives before $a_i b_{\text{in}}$ only if $i > i'$, or $i = i'$ and $j < j'$.
Theorem 12. Algorithm 3 with parameters $d \geq 1$ and $0 < p \leq 1$ on input $G$ received via stream $\pi$ and maximal matching $M$ finds at most
\[ \left( \frac{1}{d + p} - \frac{1}{2d} \right) \cdot p + o(1) \] augmenting paths with high probability. This renders our analysis of Algorithm 3 best possible when $p \leq d \sqrt{2} - d$.

Proof. In this proof, we will refer to the quantities used by Algorithm 3, that is, $M'$ (the edges of $M$ subsampled with probability $p$), $S_L$ and $S_R$.

We will use the following claim in our proof:

Claim 13. With high probability, for every pair $i, j \in [N]$ with $i \leq j$, we have
\[ |\{a_{ik}^b b_{kj}^o \in M' \mid i \leq k \leq j\}| = p \cdot (j - i) + o(N). \]

Proof. This claim is easy to prove. Indeed, for any fixed $i, j \in [N]$ with $i \leq j$, the statement above follows directly from the Chernoff bound. Using the union bound over all pairs $i, j \in [N]$, the claim follows.

From now on, we condition on the event that the statement in Claim 13 holds.

Let $A_{in}^i = A(M')$ and let $B_{in}^i = B(M')$. We will first argue that, for two different vertices $a_{in}^i, a_{in}^j \in A_{in}^i$ with $i < j$, if $a_{in}^i \in A(S_L)$ then $a_{in}^j \in A(S_L)$ also holds. Indeed, suppose that this was not the case. Let $b_{out}^k$ be the partner of $a_{in}^i$ in $S_L$. Observe that the edges $a_{in}^i b_{out}^k, a_{in}^j b_{out}^k \in E_L$, and, in particular, the edge $a_{in}^i b_{out}^k$ arrives before the edge $a_{in}^j b_{out}^k$ in $\pi$. Hence, edge $a_{in}^i b_{out}^k$ would have been selected, a contradiction. A similar argument holds for vertices $b_{out}^i, b_{out}^j \in B_{out}$ with $i > j$; if $\deg_{S_L}(b_{out}^i) \geq 1$ then $\deg_{S_L}(b_{out}^j) = d$.

Let $i_{min}$ be the smallest index such that $a_{in}^{i_{min}} \in A(S_L)$. We will now argue that $i_{min} \geq \frac{pN}{p+d} - o(N)$. Observe that the vertices $A_{in}^i$ are matched in order from the largest to smallest index, and each matched vertex in $A_{in}^i$ is matched only once. The vertices in $B_{out}$ are matched from the smallest to largest index, and each matched vertex is matched $d$ times (except possibly the last such matched vertex). Consider the last edge $a_{in}^{i_{min}} b_{out}^q$ inserted into $S_L$. Then, $q \leq i_{min}$, and, thus, $|B(S_L)| \leq i_{min}$. By Claim 13 (applied with $j = N$), we have...
\[ |A(S_L)| \geq p \cdot (N - i_{\min}) - o(N) \] with high probability. Since \(|A(S_L)|\) is matched to \(B(S_L)\) in \(S_L\), and each \(B\)-vertex is matched at most \(d\) times, we obtain \(|A(S_L)| \leq d \cdot |B(S_L)|\), and, hence:

\[
p \cdot (N - i_{\min}) - o(N) \leq |A(S_L)| \leq d \cdot |B(S_L)| \leq d \cdot i_{\min},
\]

which implies \(i_{\min} \geq \frac{pN}{p+d} - o(N)\).

Let \(i_{\max}\) be the largest index such that \(b^{i_{max}}_{in} \in B(S_R)\). Using a similar argument as above, we see that \(i_{\max} \leq \frac{dN}{p+d} + o(N)\).

Let \(M'' = \{a^i_{in}b^{i_{max}}_{in} \in M' : i_{\min} \leq i \leq i_{\max}\}\) be the subset of augmentable edges, i.e., edges for which there exists a left wing in \(S_L\) and a right wing in \(S_R\). Then, by Claim 13, we have

\[
|M''| \leq p \cdot (i_{\max} - i_{\min}) + o(N) \leq \frac{p(d-p)N}{p+d} + o(N).
\]

All but constantly many vertices in \(A(M'')\) share the same neighbour in \(S_L\) with \(d - 1\) other vertices of \(A(M'')\). Hence, at most a \(d\)-fraction (plus up to the constantly many exceptions, which disappear in the \(o(N)\) term) of \(M''\) can be augmented simultaneously. Using \(N = \frac{1}{2} \mu(G)\), we obtain the following bound on the number of edges that can be augmented simultaneously:

\[
\frac{1}{d} |M''| \leq \frac{1}{d} \left( \frac{p(d-p)N}{p+d} + o(N) \right) = \left( \frac{1}{d} \frac{p}{p+d} - \frac{1}{2d} \right) \cdot p + o(1) \mu(G).
\]

5 Conclusion

In this paper, we studied the class of two-pass semi-streaming algorithms for MBM that solely compute a Greedy matching in the first pass. We showed that algorithms of this class cannot have an approximation ratio of two for the maximum matching problem. In the second pass, we augmented a maximal matching in \(S_L\), and each \(B\)-vertex is matched at most \(d\) times, so as to yield an approximation ratio above \(\frac{2}{3} + \epsilon\), for any \(\epsilon > 0\). We also combined the two dominant techniques that have previously been used for designing such algorithms and discovered another algorithm that matches the state-of-the-art approximation factor of \(2 - \sqrt{2} \approx 0.58578\).

We conclude with two open problems. First, we are particularly interested in whether there exists a one-pass semi-streaming algorithm that is able to augment a maximal matching so as to yield an approximation ratio above \(2 - \sqrt{2}\). Second, is there a two-pass semi-streaming algorithm for MBM that improves on the approximation factor of \(2 - \sqrt{2}\) and operates differently in the first pass to the class of algorithms considered in this paper?
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A Strengthening Lemma 9

Following [19], we use tail inequalities for martingales to strengthen Lemma 9 and give a high probability result. The proof of Lemma 10 uses the Azuma-Hoeffding’s Inequality [24, Theorem 12.4]:

Lemma 14 (Azuma-Hoeffding’s Inequality). Let $Z_0, Z_1, \ldots, Z_n$ be a martingale such that $\forall k \geq 0, |Z_{k+1} - Z_k| \leq c_k$. Then, $\forall t \geq 0$ and any $\lambda > 0$,

$$\Pr[|Z_t - Z_0| \geq \lambda] \leq 2 \exp\left(\frac{-\lambda^2}{2 \sum_{k=0}^{t} c_k^2}\right).$$

Lemma 10. Let $G = (A, B, E)$ be a bipartite graph, $\pi$ be any arbitrary stream of its edges, $p \in (0, 1]$ and $d \in \mathbb{N}^+$. Let $A' \subseteq A$ be a random subset such that $\forall a \in A$, $\Pr[a \in A'] = p$, let $d$ be the degree bound of the $B$ vertices and let $H = G[A' \cup B]$. Then, the following holds with probability at least $1 - 2\mu(G)^{-18}$:

$$|\text{GREEDY}_d(\pi_H)| \geq \frac{d}{d + p} \cdot p \cdot \mu(G) - o(\mu(G)).$$

Proof. Let $X_1, X_2, \ldots, X_s$ be the sequence of random variables representing the edges selected by $\text{GREEDY}_d(\pi_H)$ with the source of randomness from the choice of $A'$. Define $Y := |\text{GREEDY}_d(\pi_H)|$. Then, we define the random variables $Z_i := \mathbb{E}[Y | X_1, \ldots, X_i]$ for all $i = 0, \ldots, s$ to be the corresponding Doob Martingale, and let $Z_i = Z_{i-1}$, for every $i > s$. Notice that $Z_s = Y$ and $Z_0 = \mathbb{E}[Y] \geq \frac{d}{d + p} \cdot p \cdot \mu(G)$ by Lemma 9. Now, we will show that any deviation of $Y$ from its expectation, $|Z_s - Z_0|$, is small with high probability.

To that end, we first need to bound $|Z_{i+1} - Z_i|$ for all $i \geq 0$. Notice that $|Z_{i+1} - Z_i| = 0$ for all $i \geq s$. Next, we will argue that $|Z_{i+1} - Z_i| \leq 1$ for all $i < s$. Indeed, for any fixed first $i$ edges added to the semi-matching, any two different choices for $X_i$ yield two potentially different semi-matchings $S_1, S_2$, respectively, such that $S_1 \oplus S_2$ consists of at most one alternating path. Hence, the two semi-matchings differ by at most one edge, which proves the claim.

Then, we have that $s = Y \leq d \cdot \mu(H) \leq d \cdot \mu(G)$ and it follows that $|Z_{i+1} - Z_i| \leq 1$ for all $i \leq d \cdot \mu(G)$ and $|Z_{i+1} - Z_i| = 0$ for all $i > d \cdot \mu(G)$. Finally, by applying Azuma-Hoeffding’s Inequality (see Lemma 14), we finalise the proof:

$$\Pr\left[|Z_s - Z_0| \geq 6 \sqrt{d \mu(G) \ln \mu(G)}\right] \leq 2\mu(G)^{-18},$$

where $|Z_s - Z_0| = |Y - \mathbb{E}[Y]|$. \hfill $\blacksquare$
Approximation Algorithms for Demand Strip Packing

Waldo Gálvez  
Technische Universität München, Germany

Fabrizio Grandoni  
IDSIA, USI-SUPSI, Lugano, Switzerland

Afrouz Jabal Ameli  
IDSIA, USI-SUPSI, Lugano, Switzerland

Kamyar Khodamoradi  
Universitā Würzburg, Germany

Abstract

In the Demand Strip Packing problem (DSP), we are given a time interval and a collection of tasks, each characterized by a processing time and a demand for a given resource (such as electricity, computational power, etc.). A feasible solution consists of a schedule of the tasks within the mentioned time interval. Our goal is to minimize the peak resource consumption, i.e. the maximum total demand of tasks executed at any point in time.

It is known that DSP is NP-hard to approximate below a factor $3/2$, and standard techniques for related problems imply a (polynomial-time) 2-approximation. Our main result is a $(5/3 + \varepsilon)$-approximation algorithm for any constant $\varepsilon > 0$. We also achieve best-possible approximation factors for some relevant special cases.

2012 ACM Subject Classification Theory of computation → Packing and covering problems; Theory of computation → Scheduling algorithms

Keywords and phrases Strip Packing, Two-Dimensional Packing, Approximation Algorithms

Digital Object Identifier 10.4230/LIPIcs.APPROX/RANDOM.2021.20

Category APPROX


Funding Waldo Gálvez: Supported by the European Research Council, Grant Agreement No. 691672, project APEG.
Fabrizio Grandoni: Partially supported by the SNF Excellence Grant 200020B_182865.
Afrouz Jabal Ameli: Partially supported by the SNF Excellence Grant 200020B_182865.
Kamyar Khodamoradi: Partially supported by Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) - Project number 399223600. This project was carried out in part when the author was a postdoctoral researcher at IDSIA, USI-SUPSI, Switzerland.

1 Introduction

Consider the following scenario: we are given a time interval and a collection of tasks, where each task is characterized by a processing time (no longer than the time interval) and a demand for a given resource. A feasible solution consists of a schedule of all the tasks within the mentioned time interval, and our goal is to minimize the peak resource consumption, i.e. the maximum total demand of tasks scheduled at any point in time. It is easy to imagine concrete applications of this scenario; for example, the considered resource might be electricity, bandwidth along a communication channel, or computational power.
The above scenario can be naturally formalized via the following Demand Strip Packing problem (DSP). We interpret the time interval as a path graph $G = (V, E)$ with $W$ edges, where each edge is interpreted as a time slot where we can start to process a task. Let $I = \{1, \ldots, n\}$ be the set of tasks, where task $i$ has integer processing time (or width) $w(i) \in [1, W]$ and integer demand (or height) $h(i) \geq 0$. A feasible solution (or schedule of the tasks) consists of a subpath $P(i)$ of $G$ for each $i \in I$ containing precisely $w(i)$ edges. Our goal is to minimize the peak resource consumption (or simply peak) which is defined as

$$\max_{e \in E} \sum_{i \in I, e \in P(i)} h(i).$$

A problem closely related to DSP is the Geometric Strip Packing problem (GSP)\(^1\), which can be interpreted as a variant of DSP with an extra geometric packing constraint. Here we are given an axis-aligned half-strip of integer width $W$ (and unbounded height) and a collection of open rectangles (or tasks), where each rectangle $i$ has integer width $w(i) \in [1, W]$ and integer height $h(i) \geq 0$. Our goal is to find an axis-aligned non-overlapping packing of all the rectangles within the strip that minimizes the peak height, i.e. the maximum height spanned by any rectangle. Notice that one can reinterpret DSP as a variant of GSP, where the processing time and demand of each task correspond to the width and height of a rectangle, resp. (this also motivated our notation). A critical difference w.r.t. GSP however is that DSP does not require to pack such rectangles geometrically\(^2\).

Obviously, a feasible solution to GSP induces a feasible solution to DSP of no larger peak. The converse is however not true (see Figure 1), and consequently it makes sense to design algorithms specifically for DSP. We remark that there are applications that are better formalized by GSP than by DSP. In particular, this happens when each task requires a contiguous and fixed portion of the considered resource. For example, we might need to allocate consecutive frequencies or memory locations to each task: changing this allocation over time might be problematic. Another natural application of GSP is cutting rectangular pieces from a roll of some raw material (e.g., paper, metal, or leather). However, for other applications, the geometric constraint in GSP does not seem to be necessary, and hence it makes sense to drop it (i.e., to rather consider DSP); this might lead to better solutions, possibly via simpler and/or more efficient algorithms. Consider for example the minimization of the peak energy consumption in smart-grids [31, 44, 39].

A straightforward reduction to the NP-complete Partition problem (similar to the one known for GSP, see also [43]) shows that DSP is NP-hard to approximate below a factor $3/2$. Constant approximation algorithms for DSP are given in [43, 45]. However, a better $2$-approximation can be obtained by applying an algorithm by Steinberg [42] which was developed for GSP: the reason is that Steinberg uses area-based lower bounds that extend directly from GSP to DSP.

### 1.1 Our Results and Techniques

Our main result is as follows\(^3\).

**Theorem 1.** For any constant $\varepsilon > 0$, there is a polynomial-time deterministic $(5/3 + \varepsilon)$-approximation algorithm for DSP.

---

\(^1\) GSP is usually simply called Strip Packing in the literature. We added the word “geometric” to better highlight the differences between the two problems.

\(^2\) Or, equivalently, we can split such rectangles into unit-width vertical slices, and then pack such slices geometrically so that slices of the same rectangle appear consecutively in a horizontal sense.

\(^3\) The same result as in Theorem 1 was achieved independently in [15]; their approach is however substantially different from ours.
The above approximation ratio matches the best-known result for GSP from Harren et al. [23], achieved using dynamic programming based techniques to place almost all the rectangles except for a set of very small total area, followed by a careful and quite involved case distinction to pack these remaining rectangles. However, we remark that our algorithm is entirely different, and in particular it does not compute a geometric packing of tasks/rectangles. Furthermore, our analysis is substantially simpler. Notice that the result in [23] does not imply a \((5/3 + \varepsilon)\)-approximation for DSP since some lower bounds used in their proofs do not hold necessarily for DSP.

We also achieve improved approximation algorithms for relevant special cases of DSP. We obtain a PTAS for the special case where the demand of each task is much lower than the optimal peak \(OPT\). This captures applications where each job consumes a relatively small amount of the available resource (think about the electricity consumption of large-scale systems such as cities or countries).

\begin{theorem}
Given \(\varepsilon > 0\) small enough, there exists \(\delta > 0\) and a polynomial time algorithm such that, given an instance of DSP with optimal value \(OPT\) and consisting solely of tasks having height at most \(\delta \cdot OPT\), it computes a \((1 + O(\varepsilon))\)-approximate solution.
\end{theorem}

Motivated by the special case of GSP and related problems where all rectangles are squares, we also study the special case of DSP where \(h(j) = w(j)\) for all tasks (the SQUARE-DSP problem). The \(3/2 - \varepsilon\) hardness of approximation extends to this case (see Appendix A), and we are still able to show that there is a gap between DSP and GSP (see Figure 1b and Section 5). However, in this case, we are able to provide an optimal \(3/2\)-approximation. We defer the proof of the following theorem to the full version of the paper [17].

\begin{theorem}
There is a deterministic polynomial-time \(3/2\)-approximation for SQUARE-DSP.
\end{theorem}

At a high level, our approach is based on a classification of tasks into groups depending on their heights and widths. We carefully schedule some groups first, so that their demand profile has a convenient structure. Here, by demand profile we simply mean the total demand of the already scheduled tasks over each edge. The structure of the demand profile allows us to pack the remaining groups (intuitively, on top of such profile) in a convenient way. We critically exploit the fact that, differently from GSP, we only care about the total demand on each edge. This allows us to adapt techniques from Bin Packing or Makespan Minimization (see Lemmas 6 and 12).
1.2 Related Work

GSP generalizes famous problems such as Makespan Minimization on identical machines [12] (here all the rectangles have width 1 and $W$ corresponds to the number of processors) or Bin Packing [13] (here all the rectangles have height 1 and the height of the solution corresponds to the number of bins). Consequently, it is known that for any $\varepsilon > 0$, there is no $(3/2 - \varepsilon)$-approximation for the problem unless $P = NP$. The first non-trivial approximation algorithm for GSP, with an approximation ratio of 3, was given by Baker, Coffman, and Rivest [5]. After a series of very technical and involved refinements [14, 41, 40, 42, 24], the current best approximation factor for the problem is $(5/3 + \varepsilon)$ due to Harren et al. [23]. GSP has also been studied in the pseudopolynomial setting, i.e., when $W = n^{O(1)}$ [30, 38, 1, 20, 25, 28, 27] and in the asymptotic setting, i.e., when the optimal value is assumed to be large [32, 29]. In both cases, approximation algorithms and almost matching lower bounds have been developed.

There is a very rich line of research on generalizations and variants of DSP such as online versions [34, 35], tasks with availability constraints or time windows [45, 44, 31], a mixture of preemptable and non-preemptable tasks [39] or generalized cost functions based on the demand at each edge [10, 35]. The variant of DSP with the extra feature of interrupting the tasks is known as Strip Packing with Slicing, for which there exists an FPTAS [3]; on the other hand, the case of DSP is still hard to approximate by a factor better than $3/2$ as noted by Tang et al. [43].

Another problem closely related to DSP is Parallel Job Scheduling. Here we are given a set of jobs and $m$ machines, where each job is characterized by a processing time and a number of machines where the job must be processed simultaneously (these machines do not need to be contiguous), and the goal is to minimize the makespan. The same hardness of approximation applies in this case, but interestingly an almost tight $(3/2 + \varepsilon)$-approximation algorithm has been developed [26] and also a pseudopolynomial $(1 + \varepsilon)$-approximation is known [30]. See [16] for a comprehensive survey on the problem and its many variants.

It is also worth mentioning another case where the distinction between geometric and demand-based packing plays a substantial role: the Unsplittable Flow on a Path problem (UFP) [4, 22, 7, 21] and the Storage Allocation problem (SAP) [36, 37]. In both problems, we are given a path graph with edge capacities, and tasks specified by a subpath, a demand (or height), and a profit. In both problems, the goal is to select a maximum profit subset of tasks that can be packed while respecting edge capacities. For UFP, analogously to DSP, we require that the total demand of the selected tasks on each edge is at most the capacity of the edge. For SAP, analogously to GSP, we interpret each task as a rectangle (with the width given by its number of edges) and, intuitively, we need to pack such rectangles non-overlappingly below the capacity profile. Notice that, differently from DSP and GSP, here the path associated with each task is fixed in the input. Furthermore, not all the tasks need to be packed.

Finally, in the Dynamic Storage Allocation problem (DSA) the setting is analogous to SAP but, similarly to GSP, we are asked for an embedding of all the rectangles minimizing the peak height, i.e. the maximum height reached by any rectangle (in particular, there are no edge capacities). Notice that in DSA a lower bound is provided by the peak demand, i.e. the maximum over the edges $e$ of the sum of the heights of rectangles whose path uses $e$. Buchsbaum et al. [9] studied in detail the relation between the optimal peak height and the peak demand, providing examples where these values differ by a constant factor. The authors also present a $(2 + \varepsilon)$-approximation for DSA that provides guarantees even when compared with the peak demand.
We start by introducing in Section 2 some useful definitions and known results. As a warm-up, way. This can be done by noticing that the number of times the total demand changes from

In particular, we can efficiently store the demand profile. Furthermore, we can efficiently
to store the edges where the demand profile changes value and the corresponding demand.

Consider a schedule $P$ of length $w(i)$ that starts one edge to the left of
demand profile (and consequently $OPT$) at least $\sum_{i \in \mathcal{I}: w(i) > W/2} h(i)$. Finally, the last bound follows from an averaging argument and the fact that the sum over the edges of the total demand on each edge is equal to $a(I)$.

Proposition 4. $OPT \geq \max\{h_{\max}(\mathcal{I}), \sum_{i \in \mathcal{I}: w(i) > W/2} h(i), a(I)/W\}$.

Proof. Since the total demand of any edge used by the task of largest height is at least $h_{\max}(\mathcal{I})$, it holds that $OPT \geq h_{\max}(\mathcal{I})$. Also notice that, in any scheduling, the tasks of width larger than $W/2$ use the edge $e_{\lfloor W/2 \rfloor}$, being then the total demand of this edge (and consequently $OPT$) at least $\sum_{i \in \mathcal{I}: w(i) > W/2} h(i)$. Finally, the last bound follows from an averaging argument and the fact that the sum over the edges of the total demand on each edge is equal to $a(I)$.

2.1 Demand Profile and Left-Pushing

Consider a schedule $P$ of $\mathcal{I}' \subseteq \mathcal{I}$. We define the demand profile $h(P)$ of $P$ as the vector that stores for each edge $e$ the total demand $\sum_{i \in \mathcal{I}' : e \in P(i)} h(i)$ of the tasks whose path contains $e$ (if the path of $i$ is not specified, then $i$ does not contribute to the demand profile). Since $W$ can be exponential in $n$, we need to store the demand profile in a more efficient way. This can be done by noticing that the number of times the total demand changes from an edge to the next one is at most $2n$ (when a task starts or finishes). Hence we just need to store the edges where the demand profile changes value and the corresponding demand. In particular, we can efficiently store the demand profile. Furthermore, we can efficiently update it, e.g., when augmenting an existing schedule by specifying the path $P(i)$ of one more task $i$, or when we modify the value of some $P(i)$ by shifting tasks as we will discuss later.

Given a schedule $P$ of $\mathcal{I}' \subseteq \mathcal{I}$ and $i \in \mathcal{I}'$, a left-shifting of $i$ in $P$ is the operation of replacing $P(i)$ with the path $P'(i)$ of length $w(i)$ that starts one edge to the left of $P(i)$. Clearly, this operation is allowed only if $P(i)$ does not start at the leftmost edge of $G$. Consider a schedule $P$ with peak $\pi$, and let $\pi' \geq \pi$. A $\pi'$-left-pushing of $P$ is the operation of iteratively performing left-shiftings in any order until it is not possible to continue while guaranteeing that the peak is always at most $\pi'$. We will critically use left-pushings in our algorithms. Notice that a left-pushing can be computed in polynomial time (see Appendix B for some more details).
Intuitively, left-pushing accumulates the demand over the first edges while inducing a non-increasing demand profile to the right. For a node \(t^*\) of the path and a value \(Q \geq 0\), we will say that a (possibly partial) schedule \(P(\cdot)\) is \((Q, t^*)\)-sorted if the corresponding demand on the edges to the left of \(t^*\) is at least \(Q\) and on the edges to the right of \(t^*\) the demand profile is non-increasing (see Figure 2); if \(t^*\) is the leftmost node we just say that the schedule is sorted. Our algorithms will first schedule some tasks and then perform a left-pushing. After that, it will be possible to schedule the remaining tasks in a convenient way thanks to the properties of the resulting demand profile.

2.2 Container-based Scheduling

Similar to recent work on related rectangle packing problems (e.g., [18, 6]), we will exploit a container-based scheduling approach. A container \(C\) can be interpreted as an artificial task, with its own width \(w(C)\) (i.e., a number of edges) and height \(h(C)\). Furthermore, it is classified as vertical or horizontal, with a meaning which is explained later. The containers are scheduled as usual tasks in a DSP instance (in particular by defining a path \(P(C)\) for each container \(C\)), with the goal of minimizing the peak \(\pi\). We also define a packing of tasks into containers \(C\) respecting the following constraints: if \(C\) is vertical, the tasks \(T(C)\) packed into \(C\) must have height at most \(h(C)\) and total width at most \(w(C)\); if \(C\) is horizontal, tasks \(T(C)\) must have width at most \(w(C)\) and total height at most \(h(C)\). Intuitively, the tasks packed into a vertical (resp., horizontal) container induce a geometric packing of the rectangles associated with each task into the rectangle corresponding to the container, where the task rectangles are packed non-overlappingly one next to the other (resp., one on top of the other). Any such packing and scheduling of containers naturally induces a schedule of the tasks: if \(C\) is horizontal, tasks \(T(C)\) are all scheduled starting on the leftmost edge of \(P(C)\). Otherwise, tasks \(T(C)\) are scheduled one after the other starting at the leftmost edge of \(P(C)\). It is hopefully clear to the reader that the demand profile of such a schedule of the tasks is dominated by the demand profile of the containers’ schedule. In particular, if the latter has peak \(\pi\), then the corresponding schedule of the tasks has no larger peak.

The general strategy is then as follows: we first show that there exists a convenient packing of tasks into a constant number of containers and that there exists a scheduling \(P^*(\cdot)\) of these containers with a small peak \(\pi\). We also require that these containers are guessable, meaning that we can guess their sizes by exploring a polynomial number of options. Once we guessed the correct set of containers, a \(\pi\)-left-pushing of \(P^*(\cdot)\) can be computed by brute force (since they are constantly many tasks). Finally, we pack tasks into containers, inducing a schedule of the tasks with peak \(\pi\).

This final step can be performed (almost completely) via a reduction to the Generalized Assignment problem (GAP). Recall that in GAP we are given a set of \(k\) bins, where each bin \(j\) has an associated capacity \(C_j \geq 0\), and a set of \(n\) items. For each item \(i\) and bin \(j\), the input specifies a size \(s_{ij} \geq 0\) and a profit \(p_{ij} \geq 0\) of item \(i\) w.r.t. bin \(j\). A feasible solution assigns each item to some bin so that the total size of the items assigned to each bin \(j\) is at most \(C_j\). Our goal is to maximize the total profit associated with this assignment. GAP admits a PTAS in the case of a constant number of bins (see Section E.2 in [19]).

Lemma 5. For any constant \(\varepsilon' > 0\), given a set of tasks \(\mathcal{I}'\) that can be packed into a given set of containers of constant cardinality, there is a polynomial-time algorithm to pack \(\mathcal{I}'' \subseteq \mathcal{I}'\) with \(a(\mathcal{I}'') \geq (1 - \varepsilon')a(\mathcal{I}')\) into the mentioned containers.

Proof. We define a GAP instance as follows: we create one bin per container, where the capacity of the bin is equal to the width of the container if it is vertical or the height of the container if it is horizontal. For each task \(i\) we define an item that has uniform profit equal
to its area \(a(i)\) over all the bins. Given a task \(i\) and a vertical (resp., horizontal) container \(j\), the size \(s_{ij}\) of \(i\) into bin \(j\) is set to \(w(i)\) (resp., \(h(i)\)) if task \(i\) can be packed into container \(j\) according to the mentioned rules. Otherwise we set \(s_{ij} = +\infty\). The claim follows by applying the aforementioned PTAS for GAP with parameter \(\varepsilon'\).

Notice that the above lemma allows us to pack all the tasks but a subset of small total area, hence we need to schedule somehow such leftover tasks. This is not necessarily a trivial task; indeed, such tasks, though of small area, might have large height, and hence scheduling them on top of the rest might substantially increase the peak. To circumvent this issue we will identify special containers reserved for tasks of large height where we will be able to pack all such tasks with no leftovers. We will then apply the PTAS from Lemma 5 only to the remaining tasks and containers.

## 3 A Simple 2-Approximation for DSP

In order to introduce part of our ideas, in this section, we present a simple 2-approximation for DSP. As mentioned before, a 2-approximation can also be achieved via Steinberg’s algorithm [42], however, that algorithm is substantially more complex (not surprisingly since it computes a geometric packing of tasks interpreted as rectangles like in GSP).

The following lemma exploits a modification of Next-Fit-Decreasing [13], the well-known approximation algorithm for Bin Packing.

\[\textbf{Lemma 6.} \text{ Let } P(\cdot) \text{ be a sorted schedule of } \mathcal{I}' \subseteq \mathcal{I} \text{ with peak at most } \pi. \text{ For } \mathcal{I}'' := \mathcal{I} \setminus \mathcal{I}', \text{ assume that:} \]

\[\pi \geq h_{\max}(\mathcal{I}'') + \max\{a(I)/W, h_{\max}(\mathcal{I}'')\},\]

\[w_{\max}(\mathcal{I}'') \leq W/2, \text{ and} \]

\[(W - w_{\max}(\mathcal{I}''))(\pi - h_{\max}(\mathcal{I}'')) + w_{\max}(\mathcal{I}'') \cdot h_{\max}(\mathcal{I}'') \geq a(I).\]

Then it is possible to compute in polynomial time a schedule of \(\mathcal{I}\) having peak at most \(\pi\).

**Proof.** By slightly abusing notation, we will next use an edge label \(e\) also to denote the position \(i\) of \(e\) in the sequence \(e_1, \ldots, e_W\) of edges from left to right. We do not modify the schedule of \(\mathcal{I}'\) and schedule the remaining tasks \(\mathcal{I}''\) as follows. Let us fix an arbitrary order for tasks in \(\mathcal{I}''\), and let us initially define \(e_{\text{check}}\) to be the leftmost edge. We scan completely the list of tasks \(\mathcal{I}''\) and, if the current task \(i\) can be scheduled starting on edge \(e_{\text{check}}\) while maintaining a peak of at most \(\pi\), we do that and remove \(i\) from \(\mathcal{I}''\); otherwise, we keep \(i\) in \(\mathcal{I}''\) and try with the next task. Once we consider the final task, we update \(e_{\text{check}}\) to be the leftmost edge to the right of the current \(e_{\text{check}}\) whose demand is different from the demand of the current \(e_{\text{check}}\). We iterate the procedure on the new \(e_{\text{check}}\) until all tasks are scheduled or we identify a task \(i\) which cannot be scheduled.

First, notice that we update \(e_{\text{check}}\) at most \(|\mathcal{I}'|\) times, and after each time, we iterate through at most \(|\mathcal{I}''|\) tasks, so the running time is polynomial in the size of the input. It is also not difficult to see that with this procedure, the demand profile from \(e_{\text{check}}\) to its right is always non-increasing (restricted to these edges, scheduling a task is equivalent to summing up two non-decreasing profiles), and none of the remaining tasks can fit in any one of the edges to the left of \(e_{\text{check}}\) (as we actually tried to place them there but it was not possible). Notice also that, if this procedure manages to schedule all the tasks, then the claimed peak is automatically achieved. So we will assume by contradiction that this is not the case.

Let \(i\) be a task that could not be scheduled. This could only happen due to \(i\) being too wide for the current edge \(e_{\text{check}}\) where it should be scheduled (and hence for any subsequent edge). This implies that \(e_{\text{check}} > W - w(i)\) and hence there are more than \(W - w(i)\) edges
having demand larger than \( \pi - h(i) \). Thus the total area of the scheduled tasks plus task \( i \) is strictly larger than
\[
A(h(i), w(i)) := (W - w(i)) \cdot (\pi - h(i)) + h(i) \cdot w(i).
\]
This expression is decreasing both as a function of \( h(i) \) and as a function of \( w(i) \). Indeed,
\[
\frac{\partial}{\partial h(i)} A(h(i), w(i)) = 2w(i) - W \leq 0, \quad \text{and} \quad \frac{\partial}{\partial w(i)} A(h(i), w(i)) = 2h(i) - \pi \leq 0,
\]
where we used the fact that, by assumption, \( w(i) \leq \frac{W}{2} \) and \( \pi \geq 2h_{\max}(I'') \geq 2h(i) \). We conclude that
\[
A(h(i), w(i)) \geq A(h_{\max}(I''), w_{\max}(I'')) = (W - w_{\max}(I''))(\pi - h_{\max}(I'')) + w_{\max}(I'') \cdot h_{\max}(I'') \geq a(I),
\]
where in the last inequality we used the third assumption. This is a contradiction since a subset of tasks would have area strictly larger than the total area \( a(I) \). ◀

We are now ready to provide a simple 2-approximation.

**Corollary 7.** There exists a deterministic 2-approximation for DSP.

**Proof.** Let \( I \) be an instance of DSP. We will first schedule the tasks \( I' \) having width larger than \( W/2 \) starting on the leftmost edge. Let \( I'' := I \setminus I' \). This partial schedule is sorted and has peak \( \sum_{i \in I'} h(i) \leq M := \max\{h_{\max}(I), \sum_{i \in I'} h(i), a(I)/W\} \). Recall that, by Proposition 4, \( M \leq OPT \). Define \( \pi = 2M \), and observe that
\[
(\pi - h_{\max}(I''))(W - w_{\max}(I'')) + w_{\max}(I'') \cdot h_{\max}(I'') \geq M \cdot (W/2) + M \cdot (W/2) = M \cdot W \geq a(I).
\]
Thus we can apply Lemma 6 with parameter \( \pi = 2M \). This provides a schedule with peak at most \( 2M \leq 2OPT \). ◀

In the following sections, we will extend the approach in the above 2-approximation as follows. We will first compute a feasible solution of some given peak that includes all the tasks having height larger than some threshold and width larger than some threshold. Then we will left-push this schedule to add some structure to the demand profile. Finally, we schedule the remaining tasks by means of a generalization of Lemma 6 (Lemma 12) which considers \( (Q, t^*) \)-sorted schedules (rather than just sorted ones).

### 4 A \((5/3 + \varepsilon)\)-Approximation for DSP

In this section we will prove Theorem 1. In order to attain the claimed result, we will provide first some useful definitions and preprocessing lemmas.

Let us assume that the optimal value \( OPT \) is known to the algorithm (this assumption can be dropped by approximately guessing this value, introducing an extra \((1 + \varepsilon)\) factor in the approximation). We start by classifying the tasks in the instance according to their widths and heights (see Figure 2). Let \( \mu, \delta, \mu < \delta \leq \varepsilon \), be two constant parameters to be fixed later. We say that a task \( i \) is:

- **tall** if \( h(i) > \frac{1}{4}OPT \),
- **large** if \( h(i) \in (\delta OPT, \frac{2}{3}OPT] \) and \( w(i) > \varepsilon W \),
- **horizontal** if \( h(i) \leq \mu OPT \) and \( w(i) > \varepsilon W \),
- **narrow** if \( h(i) \leq \frac{2}{3}OPT \) and \( w(i) \leq \varepsilon W \), or
- **medium** if \( h(i) \in (\mu OPT, \delta OPT] \) and \( w(i) > \varepsilon W \).
We denote by $T, L, H, N$ and $M$ the sets of tall, large, horizontal, narrow and medium tasks respectively. Recall that the general idea of our approach is to show that we can schedule almost every task in a constant number of containers, which in turn can be enumerated in polynomial time by brute force. In the rest of this section, we basically show the existence of such a solution for most of the previously described classes. More precisely, we argue that the optimal schedule can be rearranged so as to define constantly many containers to pack all the tasks in $T \cup L$ while increasing the peak of the solution by at most an additive $\frac{2}{3}OPT$ term (see Lemma 9). We then show that a subset of the tasks in $H$ can be scheduled in $O(1)$ containers such that the left-over from this class has a very small area compared $W \cdot OPT$ (see Lemma 10). Then, it is not difficult to show that the left-over from $H$ can be placed in a single container with a very small height. We also prove that all the tasks in $M$ can be packed in a single container of small height by showing how to choose the parameters $\mu$ and $\delta$ (see Lemma 8). This leads in conclusion to a container-based scheduling for $I \setminus N$ of peak $(\frac{5}{3} + 7\varepsilon)OPT$ (see Lemma 11). Finally, we present a method to schedule every task in $N$ on top of the previous solution without increasing its peak by using a greedy approach (see Lemma 12).

We first deal with the medium tasks. As the following lemma states, it is possible to choose $\mu$ and $\delta$ in such a way that the two parameters differ by a large factor and the total height of medium tasks is small.

Lemma 8. Given a polynomial-time computable function $f : (0, 1) \rightarrow (0, 1)$, with $f(x) < x$, and any constant $\varepsilon \in (0, 1)$, we can compute in polynomial time a set $\Delta$ of $\frac{2}{3\varepsilon}$ many positive real numbers upper bounded by $\varepsilon$, such that there is at least one number $\delta \in \Delta$ so that, by choosing $\mu = f(\delta)$, one has $a(M) \leq \varepsilon^2 \cdot OPT \cdot W$ (hence $h(M) \leq \varepsilon OPT$).

Proof. Let $y_1 = \varepsilon$ and, for each $j \in \{1, \ldots, |\Delta|\}$, define $y_{j+1} = f(y_j)$. For each $j \leq |\Delta|$, let $I_j = \{i \in I : h(i) \in [y_{j+1}, y_j]\}$. Note that $y_j$’s are decreasing since $f(x) < x$. Observe that $I_{j'}$ is disjoint from $I_{j''}$ for every $j' \neq j''$, and the total area of tasks in $\bigcup I_j$ is at most $W \cdot OPT$. Thus, there exists a value $\overline{j}$ such that the total area of the tasks in $I_{\overline{j}}$ is at most $\frac{2OPT \cdot W}{|\Delta|} = \frac{2}{3\varepsilon} \cdot OPT \cdot W$. Choosing $\delta = y_{\overline{j}}$ and $\mu = y_{\overline{j}+1}$ verifies all the conditions of the lemma as in that case $M \subseteq I_{\overline{j}}$. Notice that, since every task in $M$ has width at least $\varepsilon W$, we have that $h(M) \leq \varepsilon OPT$. ▶
Function $f$ will be given later. From now on, we will assume that $\mu$ and $\delta$ are chosen according to Lemma 8. Notice that this implies that $\mu, \delta = O_\varepsilon(1)$. The rest of this section is organized as follows. In Section 4.1 we define a container-based scheduling of $T \cup L$. In Section 4.2 we extend this in order to include also $H$. In Section 4.3 we schedule the remaining tasks and prove Theorem 1.

## 4.1 Containers for Tall and Large Tasks

In this section, we define a packing of tall and large tasks into a constant number of guessable containers. This packing can be computed exactly, i.e. with no leftovers (in particular, we will not use Lemma 5 to compute such packing). To that aim, we will exploit the following structural result.

\begin{lemma}
Let $P(\cdot)$ be an optimal schedule of $I$ (hence with peak $OPT$). There exists a packing $P'(\cdot)$ with peak at most $\frac{3}{2}OPT$ satisfying that all the tall tasks are scheduled one after the other starting on the leftmost edge in non-increasing order of height.
\end{lemma}

**Proof.** Let $T$ be the tall tasks (having height larger than $\frac{2}{3}OPT$). Notice that the paths of these tasks in $P(\cdot)$ need to be edge disjoint. Let us classify the edges into valley edges if some task in $T$ uses that edge in $P(\cdot)$ and mountain edges otherwise (see also Figure 3a). We let $I_{mnt}$ be the (mountain) tasks whose path in $P(\cdot)$ consists solely of mountain edges, $I_{vll}$ be the (valley) tasks whose path in $P(\cdot)$ consists solely of valley edges (notice that this set includes $T$), and $I_{crs} := I \setminus (I_{vll} \cup I_{mnt})$ the remaining (crossing) tasks.

We next define a modified partial schedule $P'(\cdot)$ of $I_{vll} \cup I_{mnt}$ as follows. Let us reorder the edges of the path (and the tasks accordingly) so that valley edges appear to the left and mountain edges appear to the right in the path (maintaining their relative order). Furthermore, we rearrange the valley edges so that tasks in $T$ are scheduled from left to right in non-increasing order of height. Observe that by construction $I_{mnt}$ are scheduled on $W - w(T)$ edges (i.e. the total number of mountain edges). Since we temporarily removed crossing tasks, this induces a feasible packing of $I_{vll} \cup I_{mnt}$. The resulting packing $P'(\cdot)$ clearly has a peak of at most $OPT$.

Consider next the schedule $P(\cdot)$ restricted to $I_{crs}$. We claim that this schedule has peak at most $\frac{3}{2}OPT$. Indeed, notice first that the demand of valley edges is at most $\frac{1}{3}OPT$. Consider next a mountain edge $e$. Let $e_l$ be the rightmost valley edge to the left of $e$ (if any), and define $e_r$ symmetrically to the right of $e$. Any task in $I_{crs}$ using $e$ must also use $e_l$ or $e_r$ (or both). Hence the total demand on $e$ is at most the total demand on $e_l$ plus the total demand on $e_r$, thus at most $\frac{3}{2}OPT$. The claim follows by combining the schedule of $I_{crs}$ (taken from $P(\cdot)$) with the above schedule $P'(\cdot)$ of $I_{vll} \cup I_{mnt}$ (see also Figure 3b).

We will next assume that tall tasks are scheduled as in the above lemma. By increasing the peak by $\varepsilon OPT$ (up to $(\frac{2}{3} + \varepsilon)OPT$), one can define a set of $O_\varepsilon(1)$ (tall) containers where such tasks can be packed (respecting the mentioned order and with no leftovers). Consider the demand profile of tall tasks in the considered schedule, and round it to the next multiple of $\varepsilon OPT$. Consider the tasks $T_k$ corresponding to the value $k \cdot \varepsilon OPT$ in the rounded profile. Notice that these tasks are scheduled consecutively along some path $P_k$. We create a vertical container $C_k$ of height $k \cdot \varepsilon OPT$ and width $|E(P_k)|$, pack $T_k$ into $C_k$, and schedule $C_k$ on $P_k$. Clearly, we need to create at most $1/\varepsilon$ containers. Notice also that the dimensions of these containers can be guessed in polynomial time since there is a constant number of options for the height, and the widths correspond to the total width of a subsequence of tall tasks in the considered ordering by non-increasing height (breaking ties arbitrarily).
It remains to consider large tasks. Since they are at most \( \frac{1}{\varepsilon} = O_\varepsilon(1) \) many, it is sufficient to define a distinct (large) container for each one of them and pack the large tasks accordingly. We schedule the large containers exactly as in the solution guaranteed by Lemma 9. Clearly tall and large containers can be scheduled together with a peak of at most \( \left( \frac{5}{3} + \varepsilon \right) \text{OPT} \) by the above construction.

4.2 Containers for Horizontal Tasks

In this section, we define a packing of horizontal tasks into a constant number of guessable containers. These containers can be scheduled together with the tall and large containers with small enough peaks. This will induce a convenient schedule of non-narrow tasks.

Let us focus on the schedule of tall and large containers with a peak of at most \( \left( \frac{5}{3} + \varepsilon \right) \text{OPT} \) from the previous section. Consider now the demand profile of such container schedule. Since the demand profile of tall containers has at most \( \frac{1}{\varepsilon} = O_\varepsilon(1) \) jumps, and the demand profile of large containers has at most \( \frac{2}{\varepsilon \delta} = O_\varepsilon(1) \) jumps, then the overall demand profile has \( O_\varepsilon(1) \) jumps.

Assume next that horizontal tasks are scheduled as in Lemma 9: notice that such tasks can be scheduled with the tall and large containers without increasing the peak. This implies that the demand profile of horizontal tasks is upper bounded (on each coordinate) by the difference between \( (5/3 + \varepsilon) \text{OPT} \) and the demand profile of tall and large containers (see Figure 4). Under these conditions, it is possible to build containers for horizontal tasks, using the standard linear grouping technique, as the following lemma shows.

\[ \text{Lemma 10. Suppose there exists a schedule of H such that its demand profile is upper bounded (vectorially) by a demand profile D with } O_\varepsilon(1) \text{ jumps. Then there exists a container packing for H into } O_\varepsilon(1) \text{ horizontal guessable containers with demand profile upper bounded by } D \text{ plus } 4\varepsilon \text{OPT on each coordinate.} \]

\[ \text{Proof. Let us assume by now that horizontal tasks are horizontally sliced, meaning that each task } i \text{, having height } h(i) \text{ and width } w(i) \text{, is replaced by } h(i) \text{ sibling slices, which are tasks of width } w(i) \text{ and height 1. The schedule of the slices is the same as for the corresponding task.} \]
In order to reduce the possible number of distinct slice widths to a constant, we will use the technique of linear grouping while increasing the final peak by at most $2\varepsilon OPT$. We start by considering all the slices in a pile, one on top of the other and sorted non-increasingly by width from bottom to top (and putting sibling slices consecutively). Since these slices have a width at least $\varepsilon W$ and total area at most $OPT \cdot W$, the pile has total height at most $\frac{1}{\varepsilon} OPT$ (except possibly for $G_q$ which may have a smaller height). We remove from the solution the slices in $G_1$ and any slice in $G_2$ which used to have a sibling slice in $G_1$, and temporarily remove the corresponding tasks. Observe that we are removing the tasks whose slices are fully contained in $G_1$ plus at most one extra task. In particular, the total height of the removed tasks is at most $(\varepsilon + \mu)OPT \leq 2\varepsilon OPT$ (here we use $\mu \leq \varepsilon$).

Next, we round up the widths of the remaining slices as follows: for $i = 2, \ldots, q$, the width of slices (still) in $G_i$ are rounded to the smallest width of any slice originally in $G_{i-1}$. We call this set of slices the rounded slices, and next focus on packing them. Notice that rounded slices have at most $1/\varepsilon^2$ distinct widths. This also induces a matching between each rounded slice $a$ and a distinct original slice $b$, so that $w(b) \geq w(a)$. In particular, we can schedule each such $a$ starting on the first edge of $P(b)$ without increasing the overall peak.

Now we left-shift the horizontal slices in the solution as much as possible while still obtaining a schedule whose demand profile is upper bounded by $D$. Let $e$ be the starting edge of some slice $S$ at the end of the process. Notice that one of the following cases holds: (1) $D$ increases on edge $e$ (including as a special case when $e$ is the leftmost edge of $G$) or (2) the edge $f$ to the left of $e$ is the ending edge of some other slice $S'$. Indeed otherwise it would be possible to left-shift $S$ while respecting all the constraints. This implies that the possible positions for the starting edge of any slice can be obtained by considering the $O_{\varepsilon}(1)$ edges where $D$ increases and then adding the total width of a few slices. Notice that there are at most $1/\varepsilon^2$ such widths, and we can sum up at most $1/\varepsilon$ of them (since horizontal slices have widths at least $\varepsilon W$). Altogether, the number of possible starting edges for the slices is $O_{\varepsilon}(1)$.

Consider the leftmost possible such edge $e$ and all the rounded slices $S_e$ starting on $e$ in this left-shifted schedule. We partition $S_e$ by width $w$, and for each such width $w$ and corresponding set of slices $S_{e,w}$, we construct a horizontal container of width $w$ and height $h(S_{e,w})$ where we pack $S_{e,w}$. We repeat this procedure for each possible starting edge $e$, which concludes the proof of Lemma 9.

![Figure 4](image-url) The demand profile of tall and large tasks in the schedule obtained from Lemma 9 has $O_{\varepsilon}(1)$ jumps, bounding the profile of (sliced) horizontal tasks (on top).
obtaining in the end \( K \leq O(1) \) containers in total where we packed all the rounded slices.
Notice that the width of each container is the width of some rounded slice, which in turn is
the width of some task. Hence the widths of the containers are guessable in the usual sense.

We next turn the above packing of rounded slices into a feasible packing of tasks (into
the same containers). First of all, we repack the rounded slices as follows. We consider all
the slices \( S_w \) of a given width \( w \) in any order where sibling slices appear consecutively, and
all the containers \( C_w \) of that width in any order. We pack each slice \( s \in S_w \) in the first
container \( C \in C_w \) where \( s \) still fits. Notice that \( h(S_w) = h(C_w) \) by construction, hence we
repack all rounded slices this way. Next we consider the tasks \( i \) whose slices are all contained
in the same container \( C \), and pack \( i \) into \( C \). By construction this packing is feasible. We
add the tasks which are not packed this way to the set of removed tasks defined earlier. We
round up the heights of the containers to the next multiple of \( \varepsilon OPT \), hence making such
heights guessable. This way the peak increases at most by \( \varepsilon OPT \).

Consider the set of removed tasks. Recall that the tasks removed in the initial rounding
phase have total height at most \( 2\varepsilon OPT \). In the following packing phase, we remove at most
one task per container, hence these removed tasks have height at most \( K \cdot \mu \cdot OPT \leq \varepsilon OPT \). Here we assume that \( \mu \leq \varepsilon/K \): this can be achieved by choosing \( f(x) = x/K \) in Lemma 8. Hence the removed tasks altogether have total height at most \( 3\varepsilon OPT \): we pack these tasks in one extra (guessable) horizontal container of width \( W \) and height \( 3\varepsilon OPT \). \hfill \( \blacksquare \)

From the above construction it is possible to derive a schedule of non-narrow tasks of
small enough peak.

\begin{lemma}
It is possible to compute in polynomial-time a feasible schedule of \( I \setminus N \) with
peak at most \( (\frac{1}{2} + 7\varepsilon)OPT \).
\end{lemma}

\begin{proof}
Consider the guessable containers for tall, large, and horizontal tasks and the corres-
ponding schedule as described before. This schedule has a peak of at most \( (\frac{1}{2} + \varepsilon)OPT + 4\varepsilon OPT \). By Lemma 8 the medium tasks fit into a horizontal container of width \( W \) and
height \( \varepsilon OPT \). Altogether this leads to a packing of \( L \cup T \cup H \cup M = I \setminus N \) into \( O(1) \)
guessable containers that can be scheduled with peak at most \( (\frac{1}{2} + 6\varepsilon)OPT \).

It is easy to pack \( C \cup T \cup M \) into the corresponding containers. For \( H \) we apply Lemma 5
with \( \varepsilon' = \varepsilon^2 \) to assign the horizontal tasks to them, obtaining a set of horizontal unplaced
tasks of an area at most \( \varepsilon^2 \cdot W \cdot OPT \) (hence of total height at most \( \varepsilon OPT \)). The latter
tasks can be placed into an extra horizontal container of height \( \varepsilon OPT \) and width \( W \). The
resulting set of containers can be scheduled with a peak at most \( (\frac{1}{2} + 7\varepsilon)OPT \), and such a
schedule can be efficiently computed as already discussed. \hfill \( \blacksquare \)

\subsection{4.3 Scheduling Narrow Tasks}

At this point it just remains to schedule the narrow tasks. For this goal we need the following
generalization of Lemma 6 that considers \((Q, t^*)\)-sorted partial schedules. Recall that for a
tick \( t^* \) of the path and a value \( Q \geq 0 \), a schedule is \((Q, t^*)\)-sorted if the demand to the left
of \( t^* \) is at least \( Q \), and to the right of \( t^* \) the demand profile is non-increasing.

\begin{lemma}
Let \( I \) be an instance of DSP and \( \alpha > 0 \). Suppose we are given a \((1 + \alpha)OPT, t^*)\)-sorted schedule of \( I' \subseteq I \). Let \( I'' := I \setminus I' \) and assume that:
\begin{itemize}
\item The peak of the schedule is at most \( \pi \), with \( \pi \geq (1 + \alpha)OPT + h_{\max}(I'') \), and
\item \( w_{\max}(I'') \leq \frac{\varepsilon}{2(\alpha + 1)}W \).
\end{itemize}
Then it is possible to compute in polynomial time a schedule of \( I \) with peak at most \( \pi \).
\end{lemma}
Approximation Algorithms for Demand Strip Packing

**Proof.** By overloading notation, let $t^*$ also denote the number of edges to the left of $t^*$. Notice first that $W - t^* \geq 2w_{\text{max}}(I'')$. Indeed otherwise, since the input schedule is $((1 + \alpha)OPT, t^*)$-sorted, the total area of the tasks in $I'$ would be at least

$$t^* \cdot (1 + \alpha)OPT > (W - 2w_{\text{max}}(I''))(1 + \alpha)OPT \geq W \cdot OPT$$

which is not possible. Roughly speaking, to prove the desired claim, we will apply Lemma 6 to the demand profile induced by the edges to the right of $t^*$. In more detail, we consider a new instance defined by a path with $W = W - t^*$ edges and a set of tasks $\tilde{I}$ consisting of $\tilde{I}'' := I''$ plus a set $\tilde{I}'$ of $W$ tasks having width 1 and, for each edge $e$ to the right of $t^*$, height equal to the total demand on edge $e$ in the original schedule for $I'$. To see that the required hypotheses are satisfied, notice that by scheduling the tasks in $\tilde{I}'$ one next to the other sorted non-increasingly by height we obtain a sorted partial schedule of a peak at most $\pi$, where

$$\pi \geq h_{\text{max}}(I'') + (1 + \alpha)OPT \geq h_{\text{max}}(\tilde{I}'') + \max\{a(\tilde{I})/\tilde{W}, h_{\text{max}}(\tilde{I}'')\}.$$  

The last inequality above holds since $a(\tilde{I}) \leq OPT \cdot W - a(I') \leq OPT(W - (1 + \alpha)t^*)$. Finally, we notice that $w_{\text{max}}(\tilde{I}'') \leq \tilde{W}/2$, and

$$(\tilde{W} - w_{\text{max}}(\tilde{I}''))(\pi - h_{\text{max}}(\tilde{I}'')) + w_{\text{max}}(\tilde{I}'') \cdot h_{\text{max}}(\tilde{I}'') \geq (\tilde{W} - w_{\text{max}}(\tilde{I}''))(1 + \alpha)OPT$$

$$= OPT(W - t^*(1 + \alpha)) + aW \cdot OPT - w_{\text{max}}(I'')(1 + \alpha)OPT$$

$$\geq a(\tilde{I}) + aW \cdot OPT - \frac{\alpha}{2}W \cdot OPT \geq a(\tilde{I}).$$

Hence all the conditions of Lemma 6 apply. Given that the demand profile of the partial schedule for $\tilde{I}'$ is the same as the demand profile induced by the edges to the right of $t^*$ in the original schedule for $I'$, we can schedule $\tilde{I}''$ on top of the input schedule without exceeding the peak $\pi$. 

We now have all the ingredients to prove Theorem 1.

**Proof of Theorem 1.** Consider the schedule of $I \setminus N$ with peak at most $\pi := (\frac{2}{3} + 7\varepsilon)OPT$ provided by Lemma 11. We perform a $\pi$-left-pushing of this schedule, however without left-shifting any tall task. Let us prove that this partial schedule of $I' := I \setminus N$ satisfies all the required properties of Lemma 12 with parameter $\pi$. First of all, there exists a node $t^*$ for which (1) every edge to the left of $t^*$ (if any) has demand larger than $(1 + 7\varepsilon)OPT$, and (2) the demand profile to the right of $t^*$ is non-increasing. Indeed, if (1) does not hold, then there exists an edge having demand less than $(1 + 7\varepsilon)OPT$ and the following edge has demand larger than $(1 + 7\varepsilon)OPT$. But this means that some task which is not tall can be left-shifted (as there can be only one tall task per edge); similarly, if (2) does not hold, there is a pair of contiguous edges to the right of $t^*$ where the demand strictly increases from left to right. But since the tall tasks are sorted non-increasingly by height, this implies that there exists a task that is not tall that can be left-shifted. In conclusion, the solution is $((1 + 7\varepsilon)OPT, t^*)$-sorted and also $w_{\text{max}}(N) \leq \varepsilon W \leq \frac{\varepsilon}{2(1 + 7\varepsilon)}W$ for $\varepsilon$ small enough. Since $\pi \geq (1 + 7\varepsilon)OPT + h_{\text{max}}(N)$, by Lemma 12 we obtain a feasible schedule of peak at most $\pi$. The claim follows by scaling $\varepsilon$ appropriately.
If we assume by contradiction that some optimal solution of height 4 for the GSP instance described in Lemma 13 exists, it must have this structure.

5 Comparison between DSP and GSP

In this Section we provide instances where a gap between the optimal values they achieve interpreted as DSP and GSP instances can be observed. First we discuss the general case and then the case of SQUARE-DSP. It is worth noticing that, for the general case, an analogous proof can be derived from the results in [8].

Lemma 13. There exists an instance of DSP with optimal peak 4 such that the corresponding GSP instance has optimal peak 5.

Proof. Consider the following DSP instance $I$, where $W = 7$ and the set of tasks consists of the following eight elements (see Figure 1a for a depiction):

- Two tasks of width 2 and height 3 (tasks 1 and 2 in the figure),
- Two tasks of width 4 and height 1 (tasks 3 and 4 in the figure),
- One task of width 3 and height 1 (task 5 in the figure),
- One task of width 1 and height 1 (task 6 in the figure), and
- Two tasks of width 1 and height 2 (tasks 7 and 8 in the figure).

As it is possible to see in Figure 1a, the optimal solution has peak 4 (since $OPT \geq a(I)/W = 4$). We will show now that there is no solution for the corresponding GSP instance of height 4, which would conclude the proof.

Suppose by contradiction that there exists a solution to the corresponding GSP instance of height 4. Let us imagine for the sake of presentation that we draw a grid of unit-size cells over the rectangular region $[0,7] \times [0,4]$, defining four rows of height 1 and seven columns of width 1. First of all, notice that in any feasible packing of the rectangles into the region, rectangles 1 and 2 cannot be touching the top (resp. bottom) boundary of the region at the same time. If that is the case, then the rectangles 3 and 4 do not fit in the region as they cannot be placed in the same row and none of them fits in the rows which are partially occupied by rectangles 1 and 2. So let us assume w.l.o.g. that rectangle 1 touches the top boundary and rectangle 2 touches the bottom boundary. Since they both partially occupy the middle rows of the region, rectangles 3 and 4 must be placed one touching the bottom boundary and the other touching the top boundary. This implies that rectangle 5 has to be placed in one of the middle rows (in the other rows there is just one cell free), forcing us to place rectangles 1 and 2 one touching the left boundary and the other touching the right boundary (see Figure 5). Suppose rectangle 5 is assigned to the second row from bottom to top (the other case being symmetric). Then in the two topmost rows we have to pack two rectangles of height 2 plus a rectangle of width 4 which is not possible as their total width is larger than the space left due to rectangle 1. This contradicts the fact that there is a feasible solution for the GSP instance $I$ of height 4.

\[\]
Now we will prove that even for the case of square tasks, the optimum packing for the two problems of Square-DSP and Square-GSP can exhibit a gap.

\begin{lemma}
There exists an instance of Square-DSP such that the optimal schedule has peak 11 but every feasible solution for the corresponding Square-GSP instance has height at least 12.
\end{lemma}

\begin{proof}
Consider a Square-DSP with $W = 13$ and containing the following set $I$ of tasks (see Figure 1b for a depiction):
\begin{itemize}
\item Two tasks of height/width 6 (tasks 1 and 2 in the figure),
\item Two tasks of height/width 5 (tasks 3 and 4 in the figure),
\item One task of height/width 3 (task 5 in the figure),
\item Two tasks of height/width 2 (tasks 6 and 7 in the figure), and
\item Four tasks of height/width 1 (tasks 8, 9, 10 and 11 in the figure).
\end{itemize}

Since $a(I) = 11 \cdot 13$, we have that $OPT \geq 11$. Figure 1b shows that the optimal peak is at most 11 and hence it is exactly 11.

Assume by contradiction that there exists a feasible packing for the corresponding Square-GSP instance of height at most 11. Consider $K$ to be the region $[0,0] \times [13,11]$ in the plane, and let $(x_i,y_i)$ be the coordinate of the bottom-left corner of task $i$ in the solution. Notice that $K$ must be completely filled with tasks.

We can assume that $x_1 \leq x_2$, and since tasks 1 and 2 have height 6 and the height of $K$ is 11, it must hold that $x_1 \leq x_2 + 6$. Hence, w.l.o.g. there are two cases to consider:

\begin{itemize}
\item $x_1 = 0$ and $x_2 = 6$:
  In this case the region $[12,y_2] \times [13,y_2 + 6]$ can only contain squares of size 1, and they cannot fill the region completely, so this case cannot happen.
\item $x_1 = 0$ and $x_2 = 7$:
  We show that $y_1,y_2 \in \{0,5\}$: Assume that $y_1 \not\in \{0,5\}$. Then tasks 2, 3 and 4 must be packed inside the region $[6,0] \times [13,11]$ since they cannot be packed above or below task 1. Since $a(j_2) + a(j_3) + a(j_4) > 77$, this is not possible, hence proving the claim. Note that if $y_1 = y_2$ then, similarly to the previous case, the area in $[6,y_1] \times [7,y_1 + 6]$ can only contain tasks of size 1 and they cannot fill this region completely. So we can assume that $(x_1,y_1) = (0,0)$ and $(x_2,y_2) = (7,5)$.
  Now every remaining rectangle is either packed in $[6,0] \times [13,5]$ or in $[0,6] \times [7,11]$. However, among tasks 3, 4 and 5, it is not possible to place two of them in one of the previously mentioned rectangular region together, contradicting the existence of a feasible solution of height 11.
\end{itemize}
\end{proof}
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A Hardness of Approximation for Square-DSP

For several rectangle packing problems it is usually the case that they are NP-hard (or APX-hard) even when restricted to instances consisting solely of squares [33]. This holds also for DSP, as the following theorem shows.

▶ Theorem 15. For any $\varepsilon > 0$, there exists no polynomial-time $(3/2 - \varepsilon)$-approximation algorithm for SQUARE-DSP unless $\text{NP} = \text{P}$.

In order to prove this result, we show a gap-producing reduction from the NP-complete BALANCED PARTITION problem, formally defined as follows.

▶ Definition 16 (Balanced Partition). In an instance of the Balanced Partition problem, we are given a set of $2n$ positive integers $A = \{a_1, a_2, \ldots, a_{2n}\}$. The goal is to decide whether there exists a partitioning of $A$ into $A_1$ and $A_2$ such that $|A_1| = |A_2| = n$, and the sum of the numbers in each of the two sets is equal to a target value $B = \left(\sum_{j=1}^{2n} a_j \right) / 2$.

We start first by proving that the Balanced Partition problem is NP-complete. This result is folklore by now but, for the sake of completeness, we bring a complete proof.

▶ Theorem 17. Balanced Partition is NP-complete.
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Proﬁle. We will reduce the Partition problem to the balanced variant in polynomial time. Given an instance \( \mathcal{I} \) of the Partition problem with \( n \) numbers \( a_1, a_2, \ldots, a_n \), we construct an instance \( I'_k \) of the Balanced Partition problem for each \( k \in \{1, 2, \ldots, \lfloor n/2 \rfloor \} \). Let \( C \) be \( \left( \sum_{j=1}^{n} a_j \right) + 1 \). For each \( k \), the instance \( I'_k \) is deﬁned as follows. Let \( I'_k \) have all the initial numbers, \( a_1, a_2, \ldots, a_n \). Add the set dummy of \( n - 2k + 2 \) extra numbers where dummy = \( \{ \alpha, \beta_1, \beta_2, \ldots, \beta_{n-2k+1} \} \) in which \( \alpha = (n - 2k + 1)C \) and \( \beta_i = C \) for each \( i \in [n-k+1] \). We claim that \( I \) is a Yes instance of the Partition problem if and only if at least one \( I'_k \) is a Yes instance of the Balanced Partition problem.

Completeness. Assume that \( I \) is a Yes instance of the Partition problem. Let \( S_1 \) and \( S_2 \) be the two sets of equal sum, say \( B \). These sets may not necessarily have the same cardinality. With sum renumbering, assume that \( S_1 = \{ a_1, a_2, \ldots, a_k \} \) and \( S_2 = \{ a_{k+1}, a_{k+2}, \ldots, a_n \} \) for some \( k \in \lfloor n/2 \rfloor \). It is easy to see that the instance \( I'_k \) of the Balanced Partition problem is a Yes instance, since we can make the sets \( S'_1 = \{ a_1, a_2, \ldots, a_k, \beta_1, \beta_2, \ldots, \beta_{n-2k+1} \} \) and \( S'_2 = \{ a_{k+1}, a_{k+2}, \ldots, a_n, \alpha \} \) both with the sum \( B + (n - 2k + 1)C \) and cardinality \( n - k + 1 \).

Soundness. Now assume that \( I \) is a No instance of the Partition problem. We claim that no \( I'_k \) can be a Yes instance of the Balanced Partition problem either. For the sake of contradiction, assume \( I'_k \) is a Yes instance with two partitions \( S'_1 \) and \( S'_2 \) of the same sum and cardinality. Note that if no \( \beta_i \) is placed in the same set as \( \alpha \), we reach a contradiction since we then can ﬁnd two sets \( S_1 = \{ a_1, a_2, \ldots, a_k \} \) and \( S_2 = \{ a_{k+1}, a_{k+2}, \ldots, a_n \} \) of the same sum of the original Partition instance \( \mathcal{I} \). So with some renumbering, we can assume we have \( S'_1 = \{ a_1, a_2, \ldots, a_k, \alpha, \beta_1, \beta_2, \ldots, \beta_{k'} \} \) and \( S'_2 = \{ a_{k'+1}, a_{k'+2}, \ldots, a_n, \beta_{k'+1}, \beta_{k'+2}, \ldots, \beta_{n-2k+1} \} \) for some \( k' \) and \( \ell \) in which:

\[
\sum_{j=1}^{k'} a_j + (n - 2k + 1)C + \ell \cdot C = \sum_{j'=k'+1}^{n} a'_j + (n - 2k + 1 - \ell)C.
\]

This implies that

\[
2\ell \cdot C = \sum_{j'=k'+1}^{n} a'_j - \sum_{j=1}^{k'} a_j \leq \sum_{j'=k'+1}^{n} a'_j < C,
\]

which is a contradiction.

Proof of Theorem 15. Assume an instance \( I \) of the Balanced Partition problem is given. Based in this instance, we deﬁne an instance \( I' \) of Square-DSP. Let \( a_{\text{max}} \) denote the maximum value among the integers in \( A \). Deﬁne \( C \) as \( 1/\varepsilon \cdot \sum_{j=1}^{2n} a_j \), where \( \varepsilon \) is chosen such that \( 1/\varepsilon \) is a large but constant integer. Note that \( C > 1/\varepsilon \cdot a_{\text{max}} \). Let \( I' \) have \( 2n \) tasks, where each task \( i \) has width and height \( C + a_i \) for \( i \in [2n] \). Our goal is to schedule the \( 2n \) tasks into a path of \( W = n \cdot C + B \) edges while minimizing the peak. Based on the hardness of the Balanced Partition problem, we show that it is hard to distinguish between the case where an schedule with peak \( 2C(1 + \varepsilon) \) exists and the case where the minimum peak is larger than \( 3(C + 1) - \varepsilon \).

Completeness. Assume that \( I \) is a Yes instance, meaning that a partitioning \( A = A_1 \cup A_2 \) exists that satisﬁes the cardinality and sum constraints. Deﬁne two shelves of squares, \( S_i = \{ j | a_j \in A_i \} \) for \( i = 1, 2 \), and schedule them starting at the leftmost edge. The width of each shelf is equal to \( n \cdot C + B \) and the peak is at most \( 2 \cdot (C + a_{\text{max}}) < 2C(1 + \varepsilon) \).
Soundness. Now, consider a No instance $I$. We claim that, for the corresponding SQUARE-DSP instance, no schedule with peak smaller than or equal to $3(C + 1) − \varepsilon$ exists. For the sake of contradiction, assume that it is the case. Since the size of each task is at least $C + 1$, it means that in the optimal solution for $I^\prime$, no three tasks use the same edge. Also, the total width of the tasks is $2W = 2(nC + b)$, so no edge can have less than two tasks. This allows us to split the tasks $S$ into two sets $S_1$ and $S_2$. We start at the leftmost edge and pick one of the two tasks placed on this edge arbitrarily and put in $S_1$. Since every edge has exactly two tasks, immediately to the right of this task at least one another task must start. We put it in $S_1$ as well and proceed until we reach the rightmost edge, breaking ties arbitrarily along the way. We set $S_2 = S \setminus S_1$. It remains to show that each set has exactly $n$ tasks. Assume otherwise; let $S_1$ be composed of tasks $s_1, \ldots, s_{n+1}$, and $S_2$ be the tasks $s_{n+1}, \ldots, s_n$, for some $k$, $1 \leq k \leq n$. Since the tasks are placed one next to the other in each shelf, we have that $(n + k)C + \sum_{j=1}^{n+k} a_j = (n − k)C + \sum_{j=n+1+k}^{2n} a_j$. Therefore $\sum_{j=n+1+k}^{2n} a_j \geq 2k \cdot C$, which is a contradiction for any value of $k > 0$ by our choice of $C$.

As a result, assuming that $\text{NP} \neq \text{P}$, no polynomial-time algorithm can approximate the SQUARE-DSP problem within a factor of $\frac{3(C+1)-\varepsilon}{2\varepsilon(C+1+\varepsilon)} = 3/2 − \varepsilon'$, for some $\varepsilon' = O(\varepsilon)$. ▶

B A PTAS for DSP with short tasks

In this section we will prove Theorem 2 restated below.

▶ Theorem 2. Given $\varepsilon > 0$ small enough, there exists $\delta > 0$ and a polynomial time algorithm such that, given an instance of DSP with optimal value OPT and consisting solely of tasks having height at most $\delta \cdot \text{OPT}$, it computes a $(1 + O(\varepsilon))$-approximate solution.

Before proving the result in detail we provide a couple of required technical lemmas regarding the computation of $\pi$-left-pushing of a given schedule $P(\cdot)$. First of all, we prove that such a solution can be indeed computed efficiently.

▶ Lemma 18. Given a feasible schedule $P(\cdot)$ with peak $\pi$ for an instance $I$, one can compute a $\pi'$-left-pushing of $P(\cdot)$, with $\pi' \geq \pi$, in polynomial time.

Proof. Let $1, \ldots, n$ be the tasks sorted according to their starting edge in $P(\cdot)$ from left to right. Let $S_i$ be the starting edge of task $i$. First, inductively, we compute a $\pi'$-left-pushing of $I \setminus \{n\}$ and do not left-shift task $n$. Since we only left-shifted the tasks, the demand on the edges from $S_n$ to $e_{I\setminus n}$ cannot increase. Thus, we reach a feasible solution such that its peak does not exceed $\pi'$. Now we compute the starting time of task $n$, $s^*$, if we left-shift this task as much as possible. Note that $s^*$ can only be either the leftmost edge or some edge $e$ such that some previous task finishes next to the left of $e$, as otherwise at least one more unit of left-shifting is possible for task $n$. Now, using this fact, we have at most $n$ possibilities for $s^*$ and we can compute this value in polynomial time. Note that if we call the obtained schedule as $P'(\cdot)$, then $P'(\cdot)$ is indeed a $\pi'$-left-pushing of $P(\cdot)$. ▶

The following lemma summarizes the useful properties we can get when computing a left-pushing.

▶ Lemma 19. Given a feasible schedule $P(\cdot)$ with peak $\pi$ for an instance $I$, the $\pi'$-left-pushing of $P(\cdot)$ for $\pi' \geq \pi$, let us say $P'(\cdot)$, satisfies the following properties:

1. There exists a node $t^*$ such that $P'(\cdot)$ is $(\pi' − h_{\text{max}}(I), t^*)$-sorted, and
2. every $i \in I$ has a starting edge in $E'$ of the form $\sum_{j \in I} w(j)$ for some $I' \subseteq I \setminus \{i\}$ (0 if $I'$ is empty).

Proof. We now show a proof of the two properties:
1. Suppose that there exists a node \( k \) such that the demand on the edge to the left of \( k \) is smaller than \( \pi' - h_{\max}(I) \) and the demand on the edge to the right of \( k \) is larger than \( \pi' - h_{\max}(I) \). This implies that some task starts at the edge to the right of \( k \), but then it is possible to left-shift this task without surpassing the threshold of \( \pi' \) which is a contradiction. At this point we know that there exists \( k' \) such that every edge to the left of \( k' \) has demand larger than \( \pi' - h_{\max}(I) \), and let \( k' \) be the rightmost such node. Similarly to the previous case, if after \( k' \) there exists a node \( k \) such that the load to the left of \( k \) is smaller than the demand to the right of \( k \), then again there must exist a task starting to the right of \( k \) and, since their demands are at most \( \pi' - h_{\max}(I) \), left-shifting such task does not violate the threshold of \( \pi' \) which is a contradiction.

2. Suppose there exists a task not satisfying the claim, and let \( i \) be the leftmost such task in \( P'(i) \). It is easy to see that \( i \) cannot start at the leftmost edge and also that the demand on the edge just to the left of \( P'(i) \) is larger than \( \pi' - h(i) \) as otherwise a left-shifting of \( i \) is possible. Due to \( i \) being the leftmost task, no task \( i' \) can finish just to the left of \( P'(i') \), as otherwise the number of edges before \( P'(i) \) would be the sum of some widths in \( I \) plus \( w(i') \), thus fulfilling the claim for \( i \). This implies that every task using the edge just to the left of \( P'(i) \) must also use edge \( P'(i) \). But then the total demand just to the left of \( P'(i) \) would be at most the total demand on \( P'(i) \) minus \( h(i) \), which is at most \( \pi' - h(i) \).

We can now proceed with the proof of Lemma 2, where at some point in the proof we will make use of the following concentration bound which was proved in [11].

\textbf{Lemma 20 (Calinescu et al. [11])}. Let \( X_1, X_2, \ldots, X_n \) be independent random variables and let \( 0 \leq \beta_1, \beta_2, \ldots, \beta_n \leq 1 \) be real numbers, where for each \( i = 1, 2, \ldots, n \), \( X_i = \beta_i \), with probability \( p_i \) and \( X_i = 0 \) otherwise. Let \( X = \sum_{i=1}^{n} X_i \) and \( \mu = E[X] \). Then

1. The variance of \( X \), \( \sigma^2(X) \), is at most \( \mu \), and
2. For any \( 0 < \lambda < \sqrt{n} \), \( P[X > \mu + \lambda \sqrt{n}] < e^{-\frac{\lambda^2}{2\mu(1-\lambda/\sqrt{n})}} \).

\textbf{Proof of Theorem 2}. Let \( \delta > 0 \) be a constant that we will specify later. We will partition the tasks into two sets according to their widths: we will say that a task \( i \) is horizontal if \( w(i) > \delta \cdot W \) and otherwise we will say it is narrow. Consider by now only the horizontal tasks in \( I \), and assume that the value \( OPT \) is known. Thanks to Lemma 19, by computing an \( OPT \)-left-pushing of the optimal solution, we know there exists a set \( E_H \subseteq E \) that can be computed in polynomial time such that the starting edge of every task belongs to \( E_H \). Indeed, edges in \( E_H \) correspond to the sum of widths of some horizontal tasks, implying that the number of widths in the sum must be at most \( \frac{n}{\delta} \). Hence, all the possible starting edges are of the form \( \sum_{i \in I} w(i) \) where \( |I| \leq \frac{n}{\delta} \). The set \( E_H \) consisting of these edges has size at most \( n^{1/c-1} \), and can clearly be computed in polynomial time.

With the following integer program we can compute a feasible solution corresponding to a \( OPT \)-left-pushing of some scheduling for these tasks. We define a variable \( x_{i,k} \) for each task \( i \) and starting edge \( k \) in the previously computed set \( E_H \) (if task \( i \) cannot be scheduled starting at edge \( k \) this variable is not considered):

\[
\min_{\text{s.t.}} \sum_{k \in E_H} x_{i,k} = 1 \quad \forall i \text{ horizontal}
\]

\[
\sum_{i \text{ hor.}} \sum_{k' \in E_H(i,q)} h(i) \cdot x_{i,k'} \leq OPT \quad \forall q \in E_H
\]

\[
x_{i,k} \in \{0,1\} \quad \forall i \text{ horizontal}, k \in E_H,
\]
where, given $i \in \mathcal{I}$ and $q \in \{1, \ldots, W\}$, $\mathcal{E}_H(i, e)$ is the set of edges $k \in \mathcal{E}_H$ such that, if $i$ has $k$ as starting edge, then it uses edge $e$. In other words, the second family of constraints is ensuring that the total demand of the constructed solution is at most $OPT$ in every edge (which can be done with polynomially many constraints thanks to the size of $\mathcal{E}_H$).

We will consider the canonical linear relaxation of the formulation, and let $\bar{x}$ be an optimal solution to this LP (which can be computed in polynomial time). In order to derive a feasible solution we will use Randomized Rounding with Alterations, a technique previously used in similar settings for Packing and Scheduling problems [11, 36, 2]. In a first stage, for each task $i$, we will sample one starting edge $k$ according to the probability distribution induced by $\{x_{i,k}\}_{k \in \mathcal{E}_H}$. Now, in a second stage, we scan the starting edges $k$ from left to right, and the sampled tasks $i$ starting at node $k$ according to the sample in any order, and we add $i$ to the current solution as long as the obtained peak is no more than $(1 + \varepsilon)OPT$. Observe that this is a dependent rounding where each task $i$ is finally scheduled in the solution with marginal probability at most $x_{i,k}$.

Suppose we are applying the previous procedure, and let $k$ be a fixed edge in that order. Let $\bar{X}_{i,k} \in \{0, 1\}$ be equal to 1 if and only if $i$ is scheduled starting at edge $k$ in the first stage, and similarly we define $\bar{Y}_{i,k}$ to be 1 if and only if $i$ is scheduled starting at edge $k$ in the second stage. Notice that $\bar{Y}_{i,k} \leq \bar{X}_{i,k}$ deterministically. By stochastic domination, we have that

$$
\mathbb{P}
\left[
\sum_{i \text{ hor.}} \sum_{k \in \mathcal{E}_H(i,q)} \bar{Y}_{i,k} \cdot h(i) > (1 + \varepsilon)OPT
\right]
\leq
\mathbb{P}
\left[
\sum_{i \text{ hor.}} \sum_{k \in \mathcal{E}_H(i,q)} \bar{X}_{i,k} \cdot h(i) > (1 + \varepsilon)OPT
\right].
$$

To upper bound the latter quantity we will consider two cases:

- If $\mu \leq \frac{3}{4\delta}$, then we can use Chebyshev’s inequality for the variable $Z := \sum_{i \text{ hor.}} \frac{\bar{X}_{i,k} \cdot h(i)}{\delta OPT}$ (notice that thanks to Lemma 20 it holds that $\sigma(Z) \leq \sqrt{\mu}$), from where we obtain that

$$
\mathbb{P}
\left[
\sum_{i \text{ hor.}} \sum_{k \in \mathcal{E}_H(i,q)} \bar{X}_{i,k} \cdot h(i) > (1 + \varepsilon)OPT
\right]
= \mathbb{P}
\left[
Z > \frac{1 + \varepsilon}{\delta}
\right]
\leq \mathbb{P}
\left[
|Z - \mu| > \sqrt{\frac{3}{4\delta}} \cdot \frac{\sigma(Z)}{\sqrt{\mu}}
\right]
\leq \frac{16\mu\varepsilon^2}{(1 + 4\varepsilon)^2} \leq \varepsilon
$$

for $\delta \leq \frac{\varepsilon}{4}$.

- If $\mu > \frac{3}{4\delta}$, we first set $\lambda = \frac{1 + \varepsilon - \mu}{4\sqrt{\mu}}$ so that $\mu + \lambda \sqrt{\mu} = \frac{1 + \varepsilon}{\delta}$. Notice that $\mu = \sum_{i \text{ hor.}} \frac{x_{i,k} \cdot h(i)}{\delta OPT} \leq \frac{1}{\delta}$ due to the constraints in the LP.

Now, it is not difficult to see that $\lambda$ is decreasing as a function of $\mu$, implying that $\lambda \geq \frac{1 + \varepsilon}{\sqrt{12\mu}}$. Furthermore, we have that $1 - \lambda \sqrt{\mu} = 2 - \frac{1 + \varepsilon}{\delta} \geq \frac{2}{3}$, and thus also $\lambda < \sqrt{\mu}$. Now we can use Lemma 20 applied to the variables $\{X_{i,k}h(i)/(\delta OPT)\}_{i \text{ hor.}}$ and their sum $Z$ and obtain

$$
\mathbb{P}
\left[
\sum_{i \text{ hor.}} \sum_{k \in \mathcal{E}_H(i,q)} \bar{X}_{i,k} \cdot h(i) > (1 + \varepsilon)OPT
\right]
= \mathbb{P}
\left[
Z > \mu + \lambda \sqrt{\mu}
\right]
< e^{-\lambda^2(1-\lambda/\sqrt{\mu})}
< e^{-\frac{\varepsilon^2}{2} \left(\frac{1 + 4\varepsilon}{12\delta}\right)}
\leq \varepsilon
$$

for $\delta \leq \frac{(1 + 4\varepsilon)^2}{12}$.
This implies that we get a solution with peak at most \((1 + \varepsilon)OPT\) and the probability that a task is not scheduled is at most \(\varepsilon\). As a consequence, in expectation the total area of tasks that were not placed is at most \(\varepsilon W \cdot OPT\), and hence using Markov’s inequality we get that the probability that these tasks have area larger than \(2\varepsilon W \cdot OPT\) is at most \(\frac{1}{2}\). Thus, if the area of these tasks is at most \(2\varepsilon W \cdot OPT\) and since their heights are at most \(\delta \cdot OPT\), we can place them into a rectangular region of height \(4\varepsilon OPT\) and width \(W\) using Corollary 7. If the area guarantee is not satisfied then we repeat the whole process to ensure it as, in expectation, a constant number of times only is required.

Now we will include the set \(N\) of narrow tasks into the solution by applying Lemma 12 with parameter \(\pi = (1 + 5\varepsilon)OPT\). Consider a \(\pi\)-left-pushing of the solution. Thanks to Lemma 19, there exists a node \(t^*\) such that the obtained schedule is \((\pi, t^*)\)-sorted. Furthermore, it is not difficult to see that \(\pi \geq (1 + 4\varepsilon)\frac{a(I)}{W} + h_{\max}(I'')\) and \(w_{\max}(N) \leq \varepsilon W \leq \frac{4\varepsilon}{2(4\varepsilon + 1)}\) for \(\varepsilon \leq 1/4\), hence satisfying the requirements of the lemma. This way, we obtain a feasible scheduling with peak at most \((1 + 5\varepsilon)OPT\).

Finally, in order to avoid knowing the value of \(OPT\), we can approximately guess it using any constant approximation (such as Corollary 7) and define a constant number of candidates. 
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Abstract

We study the Nonpreemptive Peak Demand Minimization (NPDM) problem, where we are given a set of jobs, specified by their processing times and energy requirements. The goal is to schedule all jobs within a fixed time period such that the peak load (the maximum total energy requirement at any time) is minimized. This problem has recently received significant attention due to its relevance in smart-grids. Theoretically, the problem is related to the classical strip packing problem (SP). In SP, a given set of axis-aligned rectangles must be packed into a fixed-width strip, such that the height of the strip is minimized. NPDM can be modeled as strip packing with slicing and stacking constraint: each rectangle may be cut vertically into multiple slices and the slices may be packed into the strip as individual pieces. The stacking constraint forbids solutions where two slices of the same rectangle are intersected by the same vertical line. Nonpreemption enforces the slices to be placed in contiguous horizontal locations (but may be placed at different vertical locations).

We obtain a $(5/3 + \varepsilon)$-approximation algorithm for the problem. We also provide an asymptotic efficient polynomial-time approximation scheme (AEPTAS) which generates a schedule for almost all jobs with energy consumption $(1 + \varepsilon)OPT$. The remaining jobs fit into a thin container of height 1. The previous best result for NPDM was a 2.7 approximation based on FFDH [41]. One of our key ideas is providing several new lower bounds on the optimal solution of a geometric packing, which could be useful in other related problems. These lower bounds help us to obtain approximative solutions based on Steinberg’s algorithm in many cases. In addition, we show how to split schedules generated by the AEPTAS into few segments and to rearrange the corresponding jobs to insert the thin container mentioned above.
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1 Introduction

Recent years have seen a substantial increase in the demand of electricity, due to rapid urbanization, economic growth and new modes of electrical energy consumption (e.g., electric cars). Traditionally, electricity generation, transmission, and distribution relied on building infrastructure to support the peak load, when the demand for electricity is maximum. However, the peak is rarely achieved and thus more demands can be accommodated using the inherent flexibility of scheduling of certain jobs. E.g., the energy requirements for HVAC units, electric vehicles, washers and dryers, water heaters, etc. can be met with a flexible scheduling of these appliances. Smart-grids [48, 32, 45] are next-generation cyber-physical systems that couple digital communication systems on top of the existing grid infrastructure for such efficient utilization of power, e.g., by shifting users’ demand to off-peak hours in order to reduce peak load.

Future smart-grids are expected to obtain demand requirements for a time period and schedule the jobs such that the peak demand is minimized. Recently, this problem has received considerable attention [3, 37, 40, 42, 12]. Each job can also be modeled as a rectangle, with desired power demand as height and required running time as width. This gives a geometric optimization problem where the goal is to pack the slices of the rectangles into a strip of width as the time period. The goal is to minimize the maximum height of the packing. There is another additional stacking constraint requiring that no vertical line may intersect two slices from the same rectangle.

In this paper, we study this problem known as Nonpreemptive Peak Demand Minimization (NPDM)). Formally, we are given a set of jobs $J$. Each job $j \in J$ has a processing time $p(j) \in \mathbb{N}$ (also called width) and an energy requirement $e(j) \in \mathbb{N}$ (also called height). Furthermore, we are given a deadline $D \in \mathbb{N}$. All the jobs are available from the time 0 and have to be finished before the deadline $D$. A schedule $\sigma$ of the jobs $J$ assigns each job a starting time $\sigma(j) \in \mathbb{N}$ such that it is finished before the deadline, i.e., $c(j) := \sigma(j) + p(j) \leq D$. The total energy consumption at a time $\tau \in \{0, \ldots, D\}$ is given by $e(\tau) := \sum_{j \in J, \sigma(j) \leq \tau < \sigma(j) + p(j)} e(j)$. The objective is to minimize the peak of energy consumption, i.e., minimize $T_{\sigma} := \max_{\tau \in \{0, \ldots, D-1\}} e(\tau)$.

NPDM can be viewed as a variant of strip packing problem, where we are allowed to slice the rectangles vertically and the slices must be packed in contiguous horizontal positions (but may be placed at different vertical positions). In the classical strip packing problem, we are given a set of rectangles as well as a bounded-width strip and the objective is to find a non-overlapping, axis-aligned packing of all rectangles into the strip so as to minimize the height of the packing. A simple reduction from the PARTITION problem shows a lower bound of $3/2$ for polynomial-time approximation for the problem. In 1980, Baker et al. [4] first gave a 3-approximation algorithm. Later Coffman et al. [31] introduced two simple shelf-based algorithms: Next Fit Decreasing Height (NFDH), First Fit Decreasing Height (FFDH), with approximation ratios as 3 and 2.7, respectively. Sleator [46] gave a 2.5-approximation. Thereafter, Steinberg [47] and Schiermeyer [44] independently improved the approximation ratio to 2. Afterwards, Harren and van Stee [21] obtained a 1.936-approximation. The present best approximation is $(5/3 + \varepsilon)$, due to Harren et al. [20].

Alamdari et al. [3] studied a variant where we allow preemption of jobs, also known as two-dimensional strip packing with slicing and stacking constraints (2SP-SSC), or preemptive offline cost optimal scheduling problem (P-OCOSP) [41]. They showed this variant to be NP-hard and obtained an FPTAS. They also studied several shelf-based algorithms and provide a practical polynomial time algorithm that allows only one preemption per job. Ranjan et al. [42] have proposed a practical 4/3-approximation algorithm for this problem.
For NPDM, Tang et al. [48] first proposed a 7-approximation algorithm. Yaw et al. [49] showed that NPDM is NP-hard to approximate within a factor better than $3/2$. They have given a 4-approximation for a special case when all jobs require the same execution time. Ranjan et al. [40], have proposed a 3-approximation algorithms for NPDM. They [41] also proposed an FFDH-based 2.7-approximation algorithm for a mixed variant where some jobs can be preempted and some cannot be preempted.

**Our Contributions.** We obtain improved approximation algorithms for NPDM. Note that the optimal solutions of sliced strip packing/NPDM and strip packing can be quite different. In fact, in [9] an example with a ratio $5/4$ is presented. Thus, the techniques from strip packing do not always translate directly to our problem. We exploit the property that, due to slicing, we can separately guess regions (profile) for packing of jobs with large energy demand (tall jobs) and jobs with large time requirements (wide jobs). We show that we can remove a small amount of jobs with large energy demand so that we can approximately guess the optimal profile of jobs with large processing time so that their starting positions come from a set containing a constant number of values. This helps us to show the existence of a structured solution that we can pack near-optimally using linear programs. This shows the existence of an asymptotic efficient polynomial-time approximation scheme (AEPTAS):

| Theorem 1. | For any $\varepsilon > 0$, there is an algorithm that schedules all jobs such that the peak load is bounded by $(1+\varepsilon)\text{OPT}+e_{\text{max}}$, where $e_{\text{max}}$ denotes the maximal energy demand among the given jobs. The time complexity of this algorithm is bounded by $O(n \log(n) + 1/\varepsilon^{1/\varepsilon^{O(1/\varepsilon)}})$. |

In fact, we show a slightly stronger result here, providing a schedule for almost all jobs $J \setminus C$ with peak energy demand bounded by $(1+\varepsilon)\text{OPT}$ plus a schedule for the remaining jobs $C$ with peak energy demand $e_{\text{max}}$ and schedule length $AD$ for a sufficiently small $\lambda \in [0, 1]$.

Using the AEPTAS and Steinberg’s algorithm [47], we obtain our main result:

| Theorem 2. | For any $\varepsilon > 0$, there is a polynomial-time $(5/3 + \varepsilon)$-approximation algorithm for NPDM. |

Previously, in strip packing (and related problems) the lower bound on the optimal packing height is given based on the height of the tallest job or the total area of all jobs [47, 44]. One of our main technical contributions is to show several additional lower bounds on the optimal load. These bounds may be helpful in other related geometric problems. In fact, these can be helpful to simplify some of the analyses of previous algorithms. Using these lower bounds, we show, intuitively, that if there is a large amount of energy consuming jobs (or time consuming jobs) we can obtain a good packing using Steinberg’s algorithm. Otherwise, we start with the packing from AEPTAS and modify the packing to obtain a packing within $(5/3 + \varepsilon)$-factor of the optimal. This repacking utilizes novel insights about the structure of the packing that precedes it, leading to a less granular approach when repacking.

**Related Work.** Strip packing has also been studied under asymptotic approximation. The seminal work of Kenyon and Rémila [34] provided an APTAS with an additive term $O(e_{\text{max}}/\varepsilon^2)$, where $e_{\text{max}}$ is the height of the tallest rectangle. The latter additive term was subsequently improved to $e_{\text{max}}$ by Jansen and Solis-Oba [28]. Pseudo-polynomial time algorithm for strip packing has received recent attention [39, 18, 2, 22]. Finally, Jansen and

---

1 The same result as in Theorem 1 was achieved independently in [15]; their approach is however substantially different from ours.
Rau [27] gave an almost tight pseudo-polynomial time \((5/4 + \varepsilon)\)-approximation algorithm. Recently, Galvez et al. [14] gave a tight \((3/2 + \varepsilon)\)-approximation algorithm for a special case when all rectangles are skewed (each has either width or height \(\leq 6D\), where \(\delta \in (0, 1]\) is a small constant).

A related problem is non-contiguous multiple organization packing [10], where the width of each rectangle represents a demand for a number of concurrent processors. This is similar to sliced strip packing, however, the slices need to be horizontally aligned to satisfy concurrency. Several important scheduling problems are related, such as multiple strip packing [27], malleable task scheduling [23], parallel task scheduling [29], moldable task scheduling [24, 25], etc.

Several geometric packing problems are well-studied in combinatorial optimization. In two-dimensional bin packing, we are given a set of rectangles and the goal is to pack all rectangles into the minimum number of unit square bins. This well-studied problem [5, 26] is known to admit no APTAS [6], unless \(P=NP\), and the present best approximation ratio is 1.406 [7]. Another related problem is two-dimensional geometric knapsack [30, 17], where each rectangle has an associated profit and we wish to pack a maximum profit subset of rectangles in a given square knapsack. The present best approximation ratio for the problem is 1.89 [16]. These problems are also studied under guillotine cuts [8, 36, 35] where all jobs can be cut out by a recursive sequence of end-to-end cuts. There are several other important related problems such as maximum independent set of rectangles [1], unsplittable flow on a path [19], storage allocation problem [38], etc. We refer the readers to [13] for a survey.

The following result from [47] will be a crucial subroutine in our algorithms.

▶ **Theorem 3 (Steinberg’s Algorithm [47]).** Steinberg’s algorithm packs a set of rectangular objects \(\mathcal{R}\) into a rectangular container of height \(a\) and width \(b\) in polynomial time, if and only if the following inequalities hold:

\[
\epsilon_{\text{max}} \leq a, \quad p_{\text{max}} \leq b, \quad 2 \sum_{r \in \mathcal{R}} (e(r)p(r) \leq ab - (2\epsilon_{\text{max}} - a)_+ (2p_{\text{max}} - b)_+, \quad (\text{Steinberg Cond.})
\]

where \(x_+ = \max\{x, 0\}\), \(p_{\text{max}}\) is the maximal width of a rectangle, and \(\epsilon_{\text{max}}\) is the maximal height of a rectangle, \(e(r)\) represents the height of a rectangle and \(p(r)\) represents the width of a rectangle.

**General Approach.** The general idea of our \((5/3 + \varepsilon)\)-approximation algorithm is as follows: If the jobs that are large in at least one of the two dimensions have a sufficiently large total amount of work, a \((5/3 + \varepsilon)\)-approximation can be achieved by placing these jobs in a structured manner and using Steinberg’s algorithms to place the residual jobs. We describe two of these cases in Section 2.

Otherwise, we know that the total amount of work of these jobs not too large. In this case, we find a schedule \(\sigma_1\) that schedules almost all the jobs using an energy demand of at most \((1 + \mathcal{O}(\gamma))\OPT\). The residual jobs are contained in an extra schedule \(\sigma_2\) of length \(\gamma D\) and peak energy demand bounded by \(T\). These schedules are generated using the algorithm described Section 4 in the proof of Theorem 10. Note that we have to choose \(\gamma \in \mathcal{O}(\varepsilon(1))\) small enough, in order to meet the requirements for the next step.

Given these schedules, we find a rescheduling argument, where we rearrange the schedule \(\sigma_1\) such that we can add the schedule \(\sigma_2\) while increasing the peak energy demand by at most \((2/3)T\). This repacking argument is described in Section 3 in the proof of Theorem 7.
Notation. For an instance $I = (\mathcal{J}, D)$, we denote by $\text{OPT}(I)$ (or just $\text{OPT}$) the optimal energy consumption peak. For some set of jobs $\mathcal{J}$ we define $\text{work}(\mathcal{J}) = \sum_{i \in \mathcal{J}} p(i)e(i)$, the total processing time as $p(\mathcal{J}) = \sum_{i \in \mathcal{J}} p(i)$, as well as the total energy demand as $e(\mathcal{J}) = \sum_{i \in \mathcal{J}} e(i)$. With the additional notation of $\mathcal{J}_{p(i)} = \{i \in \mathcal{J} \mid P(i)\}$ as a restriction of $\mathcal{J}$ using the predicate $P$. E.g., we may express the energy demand of jobs of $\mathcal{J}$ which have a processing time of at least $D/2$ by $e(\mathcal{J}_{p(i) \geq D/2})$. Furthermore, given a set of jobs $\mathcal{J}$, we denote $p_{\text{max}}(\mathcal{J}) := \max_{i \in \mathcal{J}} p(i)$ and $e_{\text{max}}(\mathcal{J}) := \max_{i \in \mathcal{J}} e(i)$ and write $e_{\text{max}}$ and $p_{\text{max}}$ if the set of jobs is clear from the context. We say a job $i$ that is placed at $\sigma(i)$ overlaps a point in time $\tau$ if and only if $\sigma(i) \leq \tau < \sigma(i) + p(i)$. The set $\mathcal{J}(\tau)$ denotes the set of jobs that overlap the point in time $\tau$. Additionally, we introduce segments $S$ of the schedule which refer to time intervals and container $C$ which can be seen as sub schedules. The starting point of a time interval $S$ will be denoted by $\sigma(S)$ and its endpoint as $e(S)$. On the other hand, a container $C$ has a length (time), which is denoted as $p(C)$, and a bound on the energy demand $e(C)$. If these containers are scheduled, the get a start point $\sigma(C)$, which is added to the start point of any job scheduled in $C$.

2 \text{ Cases solved with Steinberg’s algorithm}

In this section, we first bound the peak energy demand from below and then use Steinberg’s algorithm to handle some cases. Two obvious lower bounds are the energy demand of the most energy demanding job $e_{\text{max}}$ and the bound given by the total amount of work of the jobs, i.e., $\text{OPT} \geq \max\{e_{\text{max}}, \text{work}(\mathcal{J})/D\}$. Another simple lower bound is the total energy demand of jobs longer than $D/2$, since they have to be scheduled in parallel. This gives us the first lower bound on $\text{OPT}$ and we call it $T_1 := \max\{e_{\text{max}}, \text{work}(\mathcal{J})/D, e(\mathcal{J}_{p(i) > D/2})\}$. In the following, we will present three more complex lower bounds. The next bound is related to the items with a large energy demand. We denote this lower bound as

$$T_2 := \min\{T | p(\mathcal{J}_{e(i) > T/3}) + p(\mathcal{J}_{e(i) > 2T/3}) \leq 2D \land p(\mathcal{J}_{e(i) > T/2}) \leq D\}.$$  

The next two lower bounds depend on the ratio of long jobs and jobs with large energy demand. For a given $k \in [n]$, we define $\mathcal{J}_k$ to be the set of the $k$ jobs with the largest energy demand in $\mathcal{J}$ and $\mathcal{J}'_k$ to be the set of the $k$ jobs with the largest energy demand in $\mathcal{J} \setminus \mathcal{J}_{p(i) > D/2}$. Let $i_k$ and $i'_{k}$ be the jobs with the smallest energy demand in $\mathcal{J}_k$ and $\mathcal{J}'_k$, respectively. We define:

$$T_{3,a} := \max\{\min\{e(i_k) + e(\mathcal{J}_{p(i) > D - p(\mathcal{J}_k)}/2 \setminus \mathcal{J}_k), 2e(i_k)\}|k \in \{1, \ldots, n\}, p(\mathcal{J}_k) \leq D\},$$

$$T_{3,b} := \max\{\min\{e(i'_k) + e(\mathcal{J}_{p(i) > D - p(\mathcal{J}'_k)}/2 \setminus \mathcal{J}'_k), 2e(i'_k)\}|k \in \{1, \ldots, n\}, p(\mathcal{J}'_k) \leq D\},$$

and $T_3 = \max\{T_{3,a}, T_{3,b}\}$.

Finally, define $\mathcal{J}_k$ as the set of the $k$ jobs with largest energy demand, $\mathcal{J}_{D,k} := \mathcal{J}_{p(i) > \max\{D - p(\mathcal{J}_k), D/2\}} \setminus \mathcal{J}_k$. Let $i_k$ be the job with the smallest energy demand in $\mathcal{J}_k$, then define

$$T_4 := \max\{2e(i_k), e(i_k) + e(\mathcal{J}_{D,k})/2\}|k \in \{1, \ldots, n\}, p(\mathcal{J}_k) \leq D\}.$$  

\textbf{Theorem 4.} Given an instance $I = (\mathcal{J}, D)$, the value $T := \max\{T_1, T_2, T_3, T_4\}$ is a lower bound on $\text{OPT}(I)$. The value of $T$ can be found in $O(n \log(n))$.

This lower bound on $\text{OPT}$ helps us to identify two cases, that can be solved by scheduling jobs that are large in at least one of the two dimensions in a sorted manner, while the other jobs are scheduled using Steinberg’s algorithm. We prove this and the following two theorems in the appendix.
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3 (5/3 + \(\varepsilon\))-Approximation

This section inspects schedules generated by the AEPTAS from Theorem 10, more closely. The AEPTAS generates a schedule that fits almost all jobs into an amount of work of peak energy demand

Left out of the schedule is a set of jobs that has a very small total processing time, where each job can have an energy demand up to OPT. As such, this set of jobs can be fit into a strip of energy demand OPT and processing time \(\gamma D\) for some \(\gamma > 0\). Since we aim to generate a schedule of peak energy demand \((5/3 + \varepsilon)OPT\), it does not suffice to simply place this set atop the generated schedule, as this would result in a peak energy demand of 2OPT. Instead, we must find some area in the generated schedule, inside of which we can remove jobs such that an energy demand of OPT/3 for a processing time of \(\lambda D\) is empty, where \(\lambda \in [0, 1]\) is a small constant depending on \(\varepsilon\). Once we have achieved this, and placed the jobs removed by this procedure in a way that does not intersect this strip, we can then place the strip of energy demand OPT at exactly that place, resulting in a schedule of peak energy demand \((5/3 + \varepsilon)OPT\). If none of the previously mentioned cases (as in Theorem 5 and 6, that can be solved using Steinberg’s algorithm) apply, then the following Theorem combined with Theorem 10 proves Theorem 2.

▶ Theorem 7. Let \(\varepsilon \in (0, 1/3]\), \(\varepsilon' \leq (3/5)\varepsilon\) and \(\gamma \leq (3/40)\varepsilon\). Given an instance \(I\) with

and a schedule \(\sigma\) (e.g. generated by the APTAS) where almost all jobs are placed such that the peak energy demand is \(T \leq (1 + \varepsilon')OPT\), and the residual jobs inside an additional box \(C_{\varepsilon}\) of energy demand \(T\) and processing time \(\gamma D\), we can find a restructured schedule that places all the jobs up to a schedule with peak energy demand of at most \((5/3 + \varepsilon)OPT\).
with energy demand larger than $T$ increases the peak energy demand to at most $\gamma D$. Let us, w.l.o.g., assume that $\sigma(j) \leq D - (\sigma(j) + p(j))$, otherwise we mirror the schedule at $D/2$. We shift the job $j$ completely to the right (by at least $\gamma D$) such that it is positioned at $\sigma'(j) := D - p(j)$. This increases the peak energy demand to at most $(5/3)T$. Now the schedule between $\sigma(j)$ and $\sigma(j) + \gamma D$ has an energy demand of at most $(2/3)T$. We place the box $C_\gamma$ at $\sigma(j)$. Since the box has an energy demand of at most $T$, the resulting schedule still has a peak energy demand of at most $(5/3)T \leq (5/3 + \epsilon)OPT$.

If such a job does not exist, we search for segments that are not overlapped by jobs with energy demand larger than $(2/3)T$. We split the schedule into segments at the times $\tau_1 = D/8$, $\tau_2 = (15 - 24\gamma)D/8$, $\tau_3 = (9 + 11\gamma)D/8$, $\tau_4 = (3 + 2\gamma)D/8$ and $\tau_5 = D/2$. We denote by $\sigma(S_k)$ the start-time of a segment, by $\sigma(S_k) = \tau_{k-1}$ the start-time of a segment, by $\sigma(S_k)$ the end-time of the segment and by $p(S_k)$ the processing time of the segment $S_k$. Since $p(\sigma(j) > (2/3)T) \leq (1 - (3/4)\epsilon)D$, we know, by pigeonhole principle, that in one of these segments a total time of at least $(3/4)\epsilon D / 10 \geq (3/40)\epsilon D \geq \gamma D$ is not overlapped by these jobs.

Let $S_{l,k_1}$ be the earliest such strip, and $S_{r,k_2}$ the latest (they might be the same) such that $k_1, k_2 \in \{1,2,3,4,5\}$ represent the index of the strips $S_1, \ldots, S_5$. In the next step, we modify the start- and end-times of $S_{l,k_1}$ such that it starts at the end of a job with energy demand at least $(2/3)T$ or at $0$. We denote the shifted start times as $\sigma'(\cdot)$ and the shifted completion time as $\sigma'(\cdot)$. If the start-time of $S_{l,k_1}$ intersects a job $j$ with $e(j) \geq (2/3)T$, we define $\sigma'(S_{l,k_1}) := \sigma(j) + p(j) \leq c(S_{l,k_1}) - \gamma D$. Otherwise if $k_1 \neq 1$, we find the last job $j$ ending before $\sigma(S_{l,k_1})$ with $e(j) \geq (2/3)T$ and define $\sigma'(S_{l,k_1}) := \sigma(j) + p(j) \geq \sigma(S_{l,k_1}) - \gamma D$ and shift the end-time of $S_{l,k_1}$ by the same amount. Note that, since $S_{l,k_1}$ is the first strip with at least $\gamma D$ time not occupied by jobs with energy demand larger than $(2/3)T$, the starting time of $S_{l,k_1}$ is reduced by at most $\gamma D$, while the processing time of the segment is not increased. Finally, if the end-time of $S_{l,k_1}$ intersects a job $j$ that has an energy demand larger than $(2/3)T$, we reduce it to $c'(S_{l,k_1}) := \sigma(j)$ and call the modified segment $S'_{l,k_1}$. These modifications never decrease the total time that is not overlapped by jobs with energy demand larger than $(2/3)T$ in $S_{l,k_1}$. We do the same but mirrored for $S_{r,k_2}$ resulting in a modified segment $S'_{r,k_2}$. For an illustration of this procedure, see Figure 3. If $D - c(S'_{l,k_1}) \leq \sigma(S'_{l,k_1})$, we mirror the schedule such that $\sigma'(j) = D - c(j)$. We denote by $S'_{k}$
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Figure 3 An illustration of the border shifting procedure. The original borders are indicated by
\( \tau_{i-1} \) and \( \tau_i \). As \( \tau_{i-1} \) is not intersected by a job with energy demand larger than \((2/3)T\) we shift
\( \sigma(S'_k) \) to an earlier point in time, such that the job with energy demand larger than \((2/3)T \pi_1 \) ends
at the exact same time. We then shift \( c(S'_k) \) by the same amount. The shifted \( c(S'_k) \) may intersect a
job with energy demand larger than \((2/3)T \pi_2 \), indicated by the dotted line, and in this case we
shift the border further such that \( c(S'_k) = \sigma(\pi_2) \) holds.

the segment in \( \{S'_{k_1}, S'_{k_2}\} \) that appears first in this new schedule, where \( k = \min\{k_1, k_2\} \)
represents the original number of the chosen segment. As a consequence of this mirroring if
\( k \geq 2 \), we ensured there exists a job \( j \) with \( c(j) > (2/3)T \) and \( c(S'_k) \leq \sigma(j) \leq D - \sigma(S'_k) \).
Additionally, we know about the start and endpoints of this segment that \( \tau_{k-1} - \gamma D \leq \sigma(S'_k) \)
and \( p(S'_k) \leq \tau_k - \tau_{k-1} \).

We aim to remove jobs from \( S'_k \), such that the peak energy consumption reached inside
\( S'_k \) is bounded by \((2/3)T \). We categorize the jobs to be removed in three classes; first the set
of jobs \( J_{cont} \) that are wholly contained in \( S'_k \) due to the earlier shifting and have an energy
demand less than \((2/3)T \), second the set of jobs that have an energy demand larger than
\((2/3)T \), and finally the set of jobs intersecting one of the time points \( \sigma(S'_k) \) or \( c(S'_k) \). First, we
remove \( J_{cont} \) from the segment and schedule them inside a container that has an energy
demand of at most \((2/3)T \) and length at most \( 3p(S'_k) \).

Lemma 8. The jobs \( J_{cont} \) can be scheduled inside a container \( C_{cont} \) of energy demand
\((2/3)T \) and processing time \( 3p(S'_k) \leq D/2 \).

Proof. First note that \( \text{work}(J_{cont}) \leq p(S'_k)T \), since the peak energy demand in \( \sigma \) is bounded
by \( T \). We place these jobs using Steinberg’s algorithm. Recall that this procedure allows us
to place a set of rectangles \( R \) into a container of size \( a \cdot b \) as long as the following conditions
are met: \( p_{\text{max}}(J) \leq a, e_{\text{max}}(J) \leq b, 2 \cdot \text{work}(J) \leq (ab - (2e_{\text{max}}(J) - T)_+ + 2p_{\text{max}}(J) - D)_+ \).
Setting our values for \( b = 3p(S'_k) \) and \( a = (2/3)T \) yields the desired property. Clearly no job
wholly contained in a segment of processing time \( p(S'_k) \) can have a processing time greater
than \( p(S'_k) \). Furthermore, the maximum energy demand of any job in \( J_{cont} \) is \((2/3)T \). Finally, we have:

\[
2 \cdot \text{work}(J_{cont}) \leq 3p(S'_k) \cdot (2/3)T - (2p(S'_k) - 3p(S'_k))_+ \cdot (2(2/3)T - (2/3)T)_+ \\
= (ab - (2e_{\text{max}}(J) - b)_+ + (2p_{\text{max}}(J) - a)_+) \\
\]

\[
\]

In the next step, we consider the jobs with energy demand larger than \((2/3)T \). By
construction of the strip, we know that the total processing time of jobs with energy demands
larger than \((2/3)T \) is bounded by \( p(S'_k) - \gamma D \). We remove all these jobs from the strip and
combine them with the extra container \( C_{\gamma} \) of energy demand at most \( T \) and processing time
\( \gamma D \) to a new container called \( C_{\text{tail}} \). It has an energy demand of at most \( T \) and a processing
time of at most \( p(S'_k) \).
After this step, the only jobs remaining inside the area of $S'_k$ are the jobs that overlap the borders of $S'_k$. If the peak energy demand in $S'_k$ is lower than $(2/3)T$, we place the container $C_{\text{all}}$ inside the strip $S'_k$ as well as the container $C_{\text{cont}}$ right of $D/2$ and are done. Otherwise, we have to remove jobs that overlap the borders of the strip $S'_k$ until the peak energy demand in $S'_k$ is bounded by $(2/3)T$. The jobs we choose to remove are dependent on the position of the strip. The following lemma helps to see how these jobs can be shifted without increasing the peak energy demand of the schedule too much.

\textbf{Lemma 9.} Consider a schedule $\sigma$ with peak energy demand bounded by $T$ and a time $\tau$, as well as a subset of jobs $\mathcal{J}_{\text{Move}} \subseteq \mathcal{J}(\tau)$ with $e(\mathcal{J}_{\text{Move}}) \leq a \cdot T$ for some $a \in [0, 1]$. Let $\tau$ be the smallest value $\sigma(j)$ for $j \in \mathcal{J}_{\text{Move}}$. Consider the schedule $\sigma'$, where all the jobs in $\mathcal{J}_{\text{Move}}$ are delayed such that they end at $D$, i.e., $\sigma'(j) = D - p(j)$ for all $\mathcal{J}_{\text{Move}}$ and $\sigma'(j) = \sigma(j)$ for all other jobs.

In the schedule $\sigma'$ before of $D/2 + \tau/2$, the peak energy demand is bounded by $T$, while after of $D/2 + \tau/2$ the peak energy demand is bounded by $(1 + a)T$.

\textbf{Proof.} If the energy demand of the schedule $\sigma'$ is larger than $T$ at a position $\tau'$, it has to be because one of the jobs in $\mathcal{J}_{\text{Move}}$ overlaps it. Hence, that peak energy demand is bounded by $(1 + a)T$, since we shifted jobs with total energy demand bounded by $aT$. Let $j$ be one of the shifted jobs. If $\sigma'(j) > D/2 + \tau/2$, the energy demand of the schedule before of $D/2 + \tau/2$ cannot be influenced by this job. Therefore, assume that $D - p(j) = \sigma'(j) \leq D/2 + \tau/2$. As a consequence, $p(j) \geq D/2 - \tau/2$. Since $\sigma(j) \leq \tau$ it holds that $\sigma(j) + p(j) \geq D/2 + \tau/2$. Thus before time $D/2 + \tau/2$, the job $j$ overlaps its previous positions and cannot increase the peak energy demand above $T$.

We choose which of the overlapping jobs to shift depending if $k = 1$ or $k \neq 1$. Remember that none of the borders of $S'_k$ overlap a job that has an energy demand larger than $(2/3)T$, and assume for the following, that there is a point inside $S'_k$ where the total energy demand of overlapping jobs is larger than $(2/3)T$.

\textbf{Case 1: $k = 1$.} Consider the time $\tau = e(S'_1) \leq D/8$ and the set of jobs $\mathcal{J}(\tau)$ that are intersected by this line. We know that the total energy demand of jobs with processing time greater than $(3/4)D$ is bounded by $(2/3)T$. Let $\mathcal{J}_{\text{Move}}$ be the set of jobs generated as follows: Greedily take the jobs with the largest energy demand from $\mathcal{J}(\tau) \setminus \mathcal{J}_{\text{cont}} \setminus \mathcal{J}_{p(j) > (3/4)D}$, until either all the jobs from $\mathcal{J}(\tau) \setminus \mathcal{J}_{p(j) > (3/4)D}$ are contained in $\mathcal{J}_{\text{Move}}$ or $e(\mathcal{J}_{\text{Move}}) \leq [(1/3)T, (2/3)T]$. In this process, we never exceed $(2/3)T$ since, if there is a job with energy demand larger than $(1/3)T$ in $\mathcal{J}(\tau) \setminus \mathcal{J}_{p(j) > (3/4)D}$, we choose it first and immediately stop. We delay the jobs in $\mathcal{J}_{\text{Move}}$ to new start positions $\sigma'$ such that for each job $j \in \mathcal{J}_{\text{Move}}$ we have that $e'(j) := \sigma'(j) + p(j) = D$. Note that $\sigma'(j) \geq (1/4)D$ for each $j \in \mathcal{J}_{\text{Move}}$ and therefore no longer overlaps $e(S'_1)$. Furthermore, we know by Lemma 9 that before $D/2$ the peak energy demand is bounded by $T$, while after $D/2$ the peak energy demand is bounded by $(5/3)T$. Furthermore, the peak energy demand inside $S'_1$ is bounded by $(2/3)T$.

Since $S'_1$ has a processing time of at most $D/8$, we know by Lemma 8 that $\mathcal{J}_{\text{cont}}$ can be placed inside a container $C_{\text{cont}}$ with energy demand at most $(2/3)T$ and processing time bounded by $3D/8$. Therefore, we can schedule this container at $D/8$ and know that it is finished before $D/2$. Finally, we schedule the container $C_{\text{all}}$ at $\sigma'(C_{\text{all}}) = 0$. The peak energy demand of the resulting schedule is bounded by $(5/3)T$. See Figure 4a for the repacking procedure.
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Figure 4 Illustration of the steps in the proof of Theorem 7. Note that the set $\mathcal{J}_{\text{move}}$ is delayed such that the jobs end at $D$. The containers $C_{\text{call}}$ and $C_{\text{cont}}$ are placed such that they do not intersect. For 4b and 4c, the jobs $j_v$ are placed in the same manner, and the job $j_s$ is denoted.

Case 2: $k \neq 1$. In this case, the borders of the considered strip can be overlapped from both sides. Furthermore, we know that the left border of $S'_k$ is right of $D/3 - \gamma D \geq \gamma D$.

Consider the largest total energy demand of jobs that are intersected by any vertical line through $S'_k$ and denote this energy demand as $T_{S'_k}$. Since there is a job $j_i$ with energy demand larger than $(2/3)T$ with $\sigma(j_i) + p(j_i) = \sigma(S'_k)$, we know that the total energy demand of jobs intersecting $\sigma(S'_k)$ can be at most $(1/3)T$. Next, consider the closest job $j_i$ that starts after $c(S'_i)$ and has an energy demand larger than $(2/3)T$. By the choice of $S'_k$, we know that such a job must exist and that $\sigma(j_i) \leq D - \sigma(S'_k)$, by the choice of $S'_k$ out of $S'_{k,1}$ and $S'_{k,2}$. Furthermore, we know that the total energy demand of jobs intersecting the vertical line at $\sigma(j_i)$ is bounded by $(1/3)T$.

Hence the jobs that overlap the vertical line at $\sigma(j_i)$ and the jobs that overlap the vertical line at $\sigma(S'_k)$ add a total energy demand of at most $(2/3)T$ to $T_{S'_k}$. Let us now consider the jobs $\mathcal{J}_M$ that overlap the time $c(S'_k)$ but neither the time $\sigma(S'_k)$ nor the time $\sigma(j_i)$. Each of them has a processing time of at most $D - \sigma(S'_k) - \sigma(j_i) \leq D - 2\sigma(S'_k)$. Hence when delaying their start points such that $\sigma'(j) = D - p(j)$, they no longer overlap the time $c(S'_k)$ since $p(S'_k) \leq \sigma(S'_k)$ for each $k \in \{2, 3, 4, 5\}$.

We greedily take jobs from $\mathcal{J}_M$ that have the earliest starting point until we have all jobs from $\mathcal{J}_M$ or we have a total energy demand of at least $(1/3)T$. If the total energy demand of the chosen jobs is larger than $(2/3)T$, the last job $j_v$ has an energy demand of at least $(1/3)T$. Since it has a processing time lower than $(1 - 2\gamma)D$, it has to have a processing time of at most $\gamma D$. We remove this job and place it later, while we shift all the others to new positions $\sigma'$ such that $\sigma'(j) = D - p(j)$ for each of the taken jobs $j$. We call the set of shifted jobs $\mathcal{J}_{\text{move}}$.

Furthermore, since $\mathcal{J}_{\text{move}}$ has a total energy demand of at most $(2/3)T$ and a starting point right of $\sigma(S'_k)$, we know by Lemma 9 that the peak energy demand right of $D/2 + \sigma(S'_k)/2$ is bounded by $(5/3)T$ while left of $D/2 + \sigma(S'_k)/2$ it is bounded by $T$.

Let $\sigma(j_i)$ be the starting time of the last taken job. Before $\sigma(j_i)$ (in $S'_k$) there is no longer a job from $\mathcal{J}_M$, and, hence inside in the strip $S'_k$ that is left of $\sigma(j_i)$, the peak energy demand is bounded by $(2/3)T$. On the other hand, after $\sigma(j_i)$ (in $S'_k$) we either have removed jobs with total energy demand at least $(1/3)T$, or all the jobs from $\mathcal{J}_M$ and hence the schedule there can have a total energy demand of at most $(2/3)T$ as well. Therefore, we can place the container $C_{\text{call}}$ inside $S'_k$ without increasing the energy demand above $(5/3)T$.

The container $C_{\text{cont}}$ and the job $j_v$ remain to be placed. For $k \in \{2, 3\}$, we set $C_{\text{cont}}$ at $\sigma(C_{\text{cont}}) = c(S'_k)$ and the job $\sigma'(j_v) = 0$, while for $k \in \{4, 5\}$, we set $\sigma'(C_{\text{cont}}) = 0$ and $\sigma'(j_v) = c(S'_k)$. We will now see, for each segment, that the peak energy demand of $(5/3)T$ is not exceeded by this new schedule.
First note that \( p(j_i) \leq \gamma D \leq D/8 - \gamma D \) and hence does not intersect \( S'_i \), when scheduled at \( \sigma'(j_i) = 0 \). Similarly, it is more narrow than \( S'_i \) and \( \sigma(S'_i)/2 \), and hence fits right of \( S'_i \) and \( S'_i \) without increasing the schedule more than \((5/3)T\).

Let us now check the conditions for \( C_{cont} \): For \( k \in \{2, 3\} \), we have to ensure that
\[
e(S'_k) + p(C_{cont})/2 \leq D/2 + \sigma(S'_k), \quad \text{while for } k \in \{4, 5\} \text{ we have to prove that } p(C_{cont}) \leq \sigma(S'_k).
\]

It holds that \( p(S'_2) \leq \left(\frac{15 - 2\gamma T}{64}\right)D - \frac{D}{8} = \left(\frac{7 - 2\gamma T}{64}\right)D \) and hence \( p(C_{cont}) \leq \frac{3}{8} \left(\frac{7 - 2\gamma T}{64}\right)D \). Therefore, \( e(S'_2) + p(C_{cont})/2 \leq D/2 + \sigma(S'_2) \).

Furthermore, \( p(S'_3) \leq \left(\frac{9 + 14\gamma T}{64}\right)D - \frac{D}{8} = \left(\frac{32 - 5\gamma T}{64}\right)D \) and hence \( p(C_{cont}) \leq \frac{3}{8} \left(\frac{32 - 5\gamma T}{64}\right)D \). Therefore, \( e(S'_3) + p(C_{cont}) \leq \left(\frac{9 + 14\gamma T}{64}\right)D + 3\left(\frac{32 - 5\gamma T}{64}\right)D = \left(\frac{27 + 18\gamma T}{64}\right)D \), while \( D/2 + \sigma(S'_3)/2 \geq D/2 + \sigma(S'_2)/2 = \frac{5}{16}D / 2 = \frac{5}{16}D \).

As a consequence, \( e(S'_3) + p(C_{cont}) \leq D/2 + \sigma(S'_3)/2 \), since \( \gamma \leq 1/40 \leq 25/392 \).

Finally, we have \( p(S'_4) \leq \left(\frac{3 + 2\gamma T}{32}\right)D - \frac{D}{8} = \left(\frac{6 - 2\gamma T}{32}\right)D \), hence \( p(C_{cont}) \leq 3 \left(\frac{6 - 2\gamma T}{32}\right)D = \left(\frac{9 + 14\gamma T}{64}\right)D - \gamma D \leq \sigma(S'_4) \).

While it holds that \( p(S'_5) \leq \frac{D}{8} - \frac{1}{2\gamma T}D = \frac{1}{2\gamma T}D \), therefore, \( p(C_{cont}) \leq 3 \left(\frac{1 + 2\gamma T}{8}\right)D = \left(\frac{3}{8}\right)D - \gamma D \leq \sigma(S'_5) \).

For a visual representation of this repacking procedure see Figure 4. In all the cases the generated schedule has a height of at most \((5/3)T \leq (5/3)(1 + \varepsilon)OPT \leq (5/3 + \varepsilon)OPT \).

4 AEPTS for NPDM

In this section, we will prove the following theorem.

\textbf{Theorem 10.} Let \( \varepsilon > 0 \). There is an algorithm that places almost all jobs such that the peak energy demand is bounded by \( T' := (1 + O(\varepsilon))OPT \). For the residual jobs, we can choose one of the following containers for them to be placed in: \( C_1 \) with processing time \( \varepsilon D \) and energy demand \( T' \) or a container \( C_2 \) with processing time \( D \) and energy demand \( e_{\max} \). The time complexity of this algorithm is bounded by \( O(n \log(n)/\varepsilon) + 1/\varepsilon \varepsilon^{O(1/\varepsilon)} \).

The statement, in fact, gives two variants of the algorithm. The first variant where all residual jobs are placed in \( C_1 \) with processing time \( \varepsilon D \) and energy demand \( T' \) or a container \( C_2 \) with processing time \( D \) and energy demand \( e_{\max} \). Hence, \( \sigma(C_2) = 0 \). The described algorithm follows the dual-approximation framework. We describe an algorithm that gives a bound on the schedule peak energy demand \( T \) computes a schedule with peak energy demand \( (1 + O(\varepsilon))T' + e_{\max} \) or decides correctly that there is no schedule with peak energy demand at most \( T' \). This algorithm then can be called in binary search fashion with values \( T' \) between \( T = \max(T_1, T_2, T_3, T_4) \) and \( 2\text{work}(J)/D, 2e_{\max} \), using only multiples of \( e' T' \). Note that if \( e_{\max} \leq O(\varepsilon^3 T') \), we can use the algorithm in [11] to find an \((1 + \varepsilon)OPT + O(\log(1/\varepsilon)/\varepsilon \cdot e^3 T') = (1 + O(\varepsilon))OPT \) approximation. Hence we can assume that \( e_{\max} > O(\varepsilon^3 T') \).

Classification of Jobs

Given two values \( \delta \) and \( \mu \) with \( \mu < \delta \), we partition the jobs into five sets: large, horizontal, vertical, small, and medium sized jobs. We define \( J_{large} := \{ i \in J \mid e(i) \geq \delta T', p(i) > \delta D \} \), \( J_{hor} := \{ i \in J \mid e(i) < \mu T', p(i) > \delta D \} \), \( J_{ver} := \{ i \in J \mid e(i) \geq \delta T', p(i) < \mu D \} \), \( J_{small} := \{ i \in J \mid e(i) < \mu T', p(i) < \mu D \} \), and \( J_{medium} := J \setminus (J_{large} \cup J_{hor} \cup J_{ver} \cup J_{small}) \).

\textbf{Lemma 11.} In \( O(n + 1/\varepsilon^2) \) operations it is possible to find values \( \geq 1/\varepsilon^{O(1/\varepsilon^2)} \) for \( \delta \) and \( \mu \) such that \( \text{work}(J_{medium}) \leq \varepsilon^{O(1/\varepsilon^2)} DT \) and \( \mu \leq \varepsilon^c \delta \) for any given constant \( c \).

\textbf{Proof.} Consider the sequence \( \rho_0 := \delta^5/4 \), \( \rho_{i+1} := c \rho_i \cdot \varepsilon^3 \). Due to the pigeonhole principle, there exists an \( \rho \in \{0, \ldots, 8/\varepsilon^2\} \) such that when defining \( \delta := \sigma_1 \) and \( \mu := \sigma_{i+1} \), the total amount of work of the medium sized jobs is bounded by \( (\varepsilon^2/4)DT \), because each job appears only in two possible sets of medium jobs. We have \( \delta \geq \mu \geq \varepsilon^{O(1/\varepsilon^2)} \).
Lemma 12. [43] We can round the energy demands \( e(i) \) of the vertical and large jobs to multiples \( k_i \varepsilon T \) with \( k_i \in \{1/\varepsilon, \ldots, 1/\varepsilon^3\} \) such that the number of different demands is bounded by \( O(1/\varepsilon^2 \log(1/\delta)) \). This rounding increases the optimal energy demand by at most \( 2\varepsilon T \).

Profile for vertical jobs

In the following we will dismiss the medium jobs from the schedule. Given an optimal schedule, we partition the schedule into \( 1/\gamma \) segments of processing time \( \gamma D \), for a constant \( \gamma \in O(1) \). Given a schedule of jobs \( J \), we define profile of \( J \) to be \( \{(x, y) | y = \sum_{j \in J} \sigma(j) \leq x \leq \sigma(j) + p(j), 0 \leq x \leq D, \} \). Energy demand of profile of jobs \( J \) at time \( t \) is \( E_j(t) := \sum_{j \in J} \sigma(j) \leq x \leq \sigma(j) + p(j) e(j) \). Now consider the profile of large and horizontal jobs. Let \( J := J_{\text{large}} \cup J_{\text{hor}} \). We search for the segments where the maximal energy demand of the profile of large and horizontal jobs and the minimal energy demand of this profile differs more than \( \varepsilon T \), i.e., if in segment \( S := (t_a, t_b), |\max_{t \in S} E_j(t) - \min_{t \in S} E_j(t)| \geq \varepsilon T \), then we remove all vertical and small jobs from these segments fractionally, i.e., we slice jobs, which are cut by the borders of the segment.

Claim 1. Let \( J_{\text{rem}} \) be the set of removed vertical and small jobs. Then \( \text{work}(J_{\text{rem}}) \) is bounded by \( O(\gamma/\varepsilon \delta) \cdot D \cdot T \).

Proof. Note that the energy demand of the profile of horizontal or large jobs only changes, when horizontal or large jobs end or start. The large and horizontal jobs have a total energy demand of at most \( T/\delta \) since they have a processing time of at least \( \delta D \) and the total area of the schedule is bounded by \( T \cdot D \). Hence there can be at most \( 2(T/\delta)/\varepsilon T = O(1/\varepsilon \delta) \) segments, where the energy demand of the profile changes more than \( \varepsilon T \). As a result, the total area of the removed vertical jobs can be bounded by \( O(1/\varepsilon \delta) \cdot (\gamma D \cdot T) \).

Claim 2 (Size of \( \gamma \)). In the case of container \( C_1 \), we can choose \( \gamma \in O(\varepsilon \delta \lambda) \) such that we can schedule the removed vertical jobs fractionally inside a container \( C_{1,1/4} \) of processing time \( p(C_1)/4 \) and energy demand \( e(C_1) \). Otherwise, we can choose \( \gamma \in O(\varepsilon^2 \delta) \) such that we can schedule the removed vertical jobs fractionally inside a container \( C_{2,1/4} \) of processing time \( p(C_2)/4 \) and energy demand \( e(C_2) \).

Proof. Let \( k \in \{1, 2\} \) depending on the chosen container. First we place all the jobs \( J_{\text{rem,tall}} \), i.e., jobs in \( J_{\text{rem}} \) with energy demand larger than \( e(C_{k,1/4})/2 \) next to each other. The total processing time of these jobs is bounded by \( 2 \cdot \text{work}(J_{\text{rem,tall}})/e(C_{k,1/4}) \). Next, we place the residual jobs \( J_{\text{rem, res}} := J_{\text{rem}} \setminus J_{\text{rem,tall}} \), which have an energy demand of at most \( e(C_{k,1/4})/2 \). We take slices of processing time 1 of the jobs and place them on top of each other until the energy demand \( e(C_{k,1/4})/2 \) is reached. Since each job has an energy demand of at most \( e(C_{k,1/4})/2 \) the energy demand \( e(C_{k,1/4}) \) is not exceeded. The total processing time of this schedule is bounded by \( 2 \cdot \text{work}(J_{\text{rem,res}})/e(C_{k,1/4}) + 1 \leq O(\gamma/(\varepsilon \delta) \cdot D \cdot T)/e(C_{k,1/4}) \). Hence, for \( C_{1,1/4} \) the total processing time is bounded by \( O(\gamma/(\varepsilon \delta) \cdot D \cdot T)/p(C_1)/4 \). Otherwise, for container \( C_{2,1/4} \) the total processing time is bounded by \( O(\gamma/(\varepsilon \delta) \cdot D \cdot T)/\varepsilon^3 T) = O(\gamma/\varepsilon^4 D) \). Hence, when choosing \( \gamma \in O(\varepsilon^4 \delta) \) for a suitable constant, the total processing time of this schedule is bounded by \( p(C_1)/4 \). Otherwise, for container \( C_{2,1/4} \) the total processing time is bounded by \( O(\gamma/(\varepsilon \delta) \cdot D \cdot T)/\varepsilon^2 T) = O(\gamma/\varepsilon^4 D) \). Hence, when choosing \( \gamma \in O(\varepsilon^4 \delta) \) for a suitable constant, the total processing time of this schedule is bounded by \( p(C_2)/4 \).

Algorithm to place the vertical, small, and medium jobs

In the algorithm, we first round the energy demands of the vertical jobs to at most \( O(1/\varepsilon^2 \cdot \log(1/\delta)) = (1/\varepsilon)^{O(1)} \) sizes using Lemma 12 (geometric rounding).
Afterward, we guess for each of the $1/\gamma$ segments the energy demand reserved for the vertical and small jobs rounding up to the next multiple of $\varepsilon T$, adding at most one more $\varepsilon T$ to the energy demand of the schedule. There are at most $O((1/\varepsilon)^{1/\gamma})$ possible guesses. Furthermore, we introduce one segment $S_{\ell}$ of energy demand $\lfloor e(C_{s})/(\varepsilon T) \rfloor \cdot \varepsilon T$ and processing time $p(C_{s})/4$ for the set of removed vertical jobs. Let $S_{ver}$ be the set of all introduced segments, and for each $s \in S_{ver}$ let $e_{s,ver}$ be the energy demand reserved for vertical and small jobs. Note that for each $s \in S_{ver}$ there exists an $i \in \{0, \ldots, 1/\varepsilon + 3\}$ such that $e_{s,ver} = i\varepsilon T$. Furthermore, let $S_{ver,e}$ be the set of segments that have exactly energy demand $\varepsilon$ and let $p(S_{ver,e})$ be their total processing time.

To place the vertical jobs into the segments $S_{ver}$, we use a configuration LP. Let $C = \{a_{\eta} : \eta \in \{e(j) : j \in J_{ver}\}\}$ be a configuration for vertical jobs, where $a_{\eta}$ denotes the multiplicity with which the energy demand $\eta$ is contained in $C$. We denote by $e(C) := \sum_{\eta \in \{e(j) : j \in J_{ver}\}} a_{\eta} \cdot \eta$ the energy total demand of $C$, and by $C_{\eta}$ the set of configurations with energy demand at most $\eta$. Furthermore, for a given configuration $C$ we denote by $a_{\eta}(C)$ the number of jobs contained in $C$ that have an energy demand of $\eta$. Since each vertical job has an energy demand of at least $\delta T$, there are at most $(1/\varepsilon)^{O(1/\delta)}$ different configurations. Consider the following linear program:

$$
\sum_{C \in C_{\ell}} x_{C,i} = p(S_{ver,i\varepsilon T}) \quad \forall i \in \{1, \ldots, 1/\varepsilon + 3\} \tag{1}
$$
$$
\sum_{x \in S} \sum_{C \in C_{x,ver}} a_{\eta}(C)x_{C,s} = \sum_{j \in J_{ver}, e(j) = \eta} p(j) \quad \forall \eta \in \{e(j) : j \in J_{ver}\} \tag{2}
$$
$$
x_{C,i} \geq 0 \quad \forall C \in \mathcal{C}, i \in \{1, \ldots, 1/\varepsilon\} \tag{3}
$$

The variable $x_{C,i}$ represents the processing-time of configuration $C$ inside segments $s \in S_{ver}$ with reserved energy capacity $e_{s,ver} = i\varepsilon T$. The first equation ensures that the total processing-time assigned to configurations inside segments with a certain energy capacity does not exceed the total processing time of these segments. The second equation ensures that each job is fully scheduled. More precisely, that the total processing time of jobs with a certain energy demand is covered by the configurations. A basic solution has at most $(1/\varepsilon + \lceil e(j) : j \in J_{ver} \rceil + 1) = (1/\varepsilon)^{\gamma}$ nonzero components. We can solve the above linear program by guessing the set of non zero components and then solving the resulting LP in $(1/\varepsilon)^{O(1/\delta)}(1/\varepsilon)^{\gamma}$ time.

To place the vertical jobs, we first fill them greedily inside the configurations (slicing when the corresponding configuration slot is full) and afterwards place the configurations inside the schedule, slicing the jobs at the segment borders. For each nonzero component we have one configuration that contains at most $2/\delta$ fractionally placed vertical jobs on top of each other, which have a total energy demand of at most $2T'$. Additionally, for each segment we have the same amount of fractional jobs. Hence total area of fractionally placed jobs can be bounded by $\mu D \cdot 2T' \cdot ((1/\varepsilon)^{\gamma} + 1/\gamma)$. If we choose $C_{1}$ this can be bounded by $O(\mu/(\lambda \delta))DT \leq \lambda DT/8$, since $\mu = ce\delta\lambda^{2}$ and otherwise by $\mathcal{O}(\mu D \cdot T/(e^{\delta}\alpha)) \leq DT/8$, since $\mu = ce^{\delta}\delta$ for a suitable small constant $c$. We remove the fractionally placed jobs $J_{frac}$.

Next, we place the small jobs inside the empty area that can appear above each configuration for vertical jobs. Note that there are at most $((1/\varepsilon)^{O(1)} + 1/\gamma)$ configurations and the free area inside these configurations has at least the size of the total area of the small jobs. As a consequence, we have at most $2/\gamma$ rectangular areas to place the small jobs, which have a total area, which is at least the size of the small jobs. We use the NFDH algorithm to place these jobs inside the boxes until no other job fits inside.
Assume we could not place all the small jobs inside these boxes. When considering the area of free energy in each box, there are three parts that contribute to it. First, each box can have a free strip at its end, which has a processing time of at most $\mu D$. The total area of free energy contributed by this strip is bounded by $(2/\gamma)\mu D \cdot 2T$. Second, each box can have a free strip of energy demand at most $\mu T$ on the top because otherwise, another line of jobs would have fitted inside this box. Since there are no boxes on top of each other, we can bound the total area of free energy inside this strip by $\mu T \cdot D$. Finally, there can be free energy between the shelves of the jobs generated by the NFDH algorithm. This total free energy is bounded by the energy demand of the tallest job times the processing time of the widest box, i.e., $\mu T \cdot \gamma D$. Hence the total area of free energy inside the boxes is bounded by $5\mu D \cdot T \cdot \gamma + D \cdot \mu T$. Since $\gamma \in O(1/\varepsilon^5 \delta)$ and we have chosen $\mu \leq c\delta \varepsilon^6$ for a suitable small constant $c \in \mathbb{Q}$, the total work of the remaining small jobs $J_{\text{small, res}}$, which could not be placed is bounded by $\varepsilon T D$.

We place the residual small jobs $J_{\text{small, res}}$ on top of the schedule using NFDH. This adds an energy demand of at most $2\varepsilon T$ to the schedule. Next we place the medium jobs. We start all the medium jobs, that have a processing time larger than $p(C_k)/4$ with Steinberg’s algorithm inside a box of energy demand at most $O(\varepsilon) T$ and processing time $D$. This is possible since they have processing time in $(\varepsilon D, D]$ and therefore each has an energy demand of at most $O(\varepsilon) T$ because their total work is bounded by $(\varepsilon^2/4)DT$. The residual jobs (that might have a processing time larger than $\varepsilon T$) are placed inside the first half of the container using Steinberg’s algorithm. The later half of the container is filled with the extra box for vertical jobs defined for the LP and the fractionally scheduled jobs. The extra box has a width of at most $p(C_k)/4$. Since the fractionally placed vertical jobs $J_{\text{frac}}$ have an area of at most $\varepsilon (C_k) \cdot p(C_k)/8$ and each has a width of at most $\mu D < p(C_k)/8$, we can use Steinberg’s algorithm to place them inside the last quarter of the container $C_k$.

**Placement of horizontal jobs**

In this section, we first reduce the number of possible starting points for horizontal jobs and then use a linear program to place the jobs in the schedule.

First step: use geometric grouping to reduce the number of processing times of horizontal jobs. At a loss of at most $2\varepsilon T$ in the approximation ratio, we can reduce the number of processing times of horizontal jobs to $O(\log(1/\delta)/\varepsilon)$ using geometric grouping (see [33, Theorem 2] by Karmarkar and Karp). These rounded jobs can be placed fractionally instead of the original jobs and an extra box of energy demand at most $O(\varepsilon) T$. In this fractional packing, the horizontal jobs are sliced along the axis of the processing-time, i.e., different fractions of a job might have different starting points, but a fraction that is started, will not be interrupted and require the same amount of energy during its procession. We denote the rounded processing-time of a job $j$ as $p'(j)$.

In the next step, we will reduce the number of starting points of the large and fractionally placed horizontal jobs without exceeding the given profile. Remember, we know the profile of large and horizontal jobs with precision $\varepsilon T$ for the segments of processing time $\gamma D$.

**Claim 3.** Without loss in the approximation ratio, we can reduce the number of different starting points of rounded horizontal and large jobs to $(1/\varepsilon)^{O(1/\varepsilon)}$.

**Proof.** Consider the large and horizontal jobs starting in the first segment. Since this segment has a processing time of $\gamma D \leq \delta D$, there can be no job ending in this segment. Hence this segment is maximally filled at the point $\gamma D$. We can shift the start point of each job in this segment to 0 and we will not change the maximal energy demand of this segment.
Now consider a job \( i \in J_{\text{hor}} \cup J_{\text{large}} \) starting in the second segment. If there is no horizontal or large job ending before the start of \( i \), we can shift the start point of \( i \) to \( \gamma D \) without changing the maximal filling energy demand in this segment. However, if there is a job \( j \in J_{\text{hor}} \cup J_{\text{large}} \) ending before \( i \) in this segment, we can not shift this job to \( \gamma D \) since then \( i \) and \( j \) overlap, which they did not before. This could change the maximal energy demand of the profile in this segment. Nevertheless, if \( j \) is the last job ending before \( i \), we can shift \( i \) to the left, such that \( i \) starts at the endpoint of \( j \).

We iterate this shifting with all segments and all jobs in \( J_{\text{hor}} \cup J_{\text{large}} \). As a result, all jobs start either at a multiple of \( \gamma D \), or they start at an endpoint of another job in \( J_{\text{hor}} \cup J_{\text{large}} \).

Therefore, we can describe the set of possible starting points for jobs in \( J_{\text{hor}} \cup J_{\text{large}} \) as

\[
S_{\text{hor,large}} := \{ l \gamma D + \sum_{j=1}^{l} p(i_j) | l \in \{0,1,\ldots,1/\gamma\}, i_j \in J_{\text{hor}} \cup J_{\text{large}} \forall j \in \{1,\ldots,1/\delta w\} \}.
\]

It holds that \( |S_{\text{hor,large}}| \leq (1/\gamma) \cdot (\log(1/\delta)/\epsilon)^{1/\delta} = (1/\epsilon)^{(1/\delta)\gamma^2} \).

\[\triangleright\text{Claim 4.} \quad \text{At a loss of at most } O(\epsilon T) \text{ in the approximation ratio, we can reduce the number of used starting points for rounded horizontal jobs to } O(1/\epsilon \delta).\]

\textbf{Proof.} We partition the set of horizontal jobs by their processing time into \( O(\log(1/\delta)) \) sets

\[
J^l_{\text{hor}} := \{ i \in J_{\text{hor}} | D/2^l < p(i) \leq D/2^{l-1} \}. \quad \text{For each of these sets, we will reduce the number of starting positions to } 2^{l-1}/\epsilon^2.
\]

We partition the schedule into \( 2^{l} \) segments of processing time \( D/2^l \). Each job from the set \( J^l_{\text{hor}} \) has a processing time larger than \( D/2^l \) and hence it starts in another segment as it ends. We consider for each segment all the horizontal jobs of the set \( J^l_{\text{hor}} \) ending in this segment and sort them by increasing starting position. Let \( e_{i_l-i} \) be the energy demand of the stack of jobs in \( J^l_{\text{hor}} \) ending in the \( i \)-th segment. We partition the stack into \( 1/\epsilon \) layers of energy demand \( \epsilon e_{i_l-i} \) and slice the horizontal jobs overlapping the layer borders. We remove all the jobs in the bottom most layer and shift the jobs from the layers above to the left, such that they start at the latest original start position from the layer below. We repeat this procedure for each segment. By this shift, we reduce the total number of starting positions from jobs from the set \( J^l_{\text{hor}} \) to \( 2^{l-1}/\epsilon \). The total energy demand of the jobs we removed is bounded by \( \epsilon e(J^l_{\text{hor}}) \). Since these jobs have a processing time of at most \( D/2^{l-1} \), we can schedule \( 2^{l-1} \) of these jobs after one another (horizontally), without violating the deadline. Hence, when scheduling these jobs fractionally, we add at most \( \epsilon e(J^l_{\text{hor}})/2^{l-1} \) to the schedule. Note that since all the jobs in set \( J^l_{\text{hor}} \) have a processing time of at least \( D/2^l \), it holds that \( \sum_{i=1}^{\log(1/\delta)} e_{i_{J^l_{\text{hor}}}} / 2^l \leq T \) and, hence, we add at most \( \sum_{i=1}^{\log(1/\delta)} \epsilon e(J^l_{\text{hor}})/2^{l-1} \leq 2\epsilon T \) to the energy demand of the schedule, when scheduling the removed horizontal jobs. The total number of starting positions is bounded by \( \sum_{i=1}^{\log(1/\delta)} 2^l/\epsilon = (2^{\log(1/\delta)+1} - 1)/\epsilon \in O(1/\delta w \epsilon) \).

\[\triangleleft\]

\textbf{Algorithm to place horizontal and large jobs}

To place the jobs in \( J_{\text{hor}} \cup J_{\text{large}} \), we first guess the starting positions of the large jobs \( J_{\text{large}} \) in \( O(|S_{\text{hor,large}}|) = (1/\epsilon)^{(1/\delta)\gamma^2} \). Note that this guess affects the energy demand that is left for horizontal jobs. Next we guess which \( O(1/\epsilon \delta) \) starting points in \( S_{\text{hor,large}} \) will be used after the shifting due to Claim 4. There are at most \( |S_{\text{hor,large}}| = (1/\epsilon)^{(1/\delta)\gamma^2} \) possible guesses total. We call the set of guessed starting points \( S_{h,l} \). For each starting point in \( S_{h,l} \), we calculate the residual total energy demand, that is left after the guess for the large jobs. For a given \( s \in S_{h,l} \) let \( e_{s,\text{hor}} \) be this residual total energy demand.
Consider the following linear program for horizontal jobs:

\[
\sum_{\rho \in \{p'(j)j \in J_{hor}\}} \sum_{s' \in \tilde{S}_{h,l}} x_{\rho,s'} \leq \epsilon_{s,hor} \quad \forall s \in \tilde{S}_{h,l}
\]

\[
\sum_{s \in \tilde{S}_{h,l}} x_{\rho,s} = \sum_{j \in J_{hor}, p'(j) = \rho} e(j) \quad \forall \rho \in \{p'(j)j \in J_{hor}\}
\]

\[
x_{\rho,s} \geq 0 \quad \forall s \in \tilde{S}_{h,l}, \rho \in \{p'(j)j \in J_{hor}\}
\]

The variable \(x_{\rho,s}\) denotes the total energy demand of jobs with rounded processing time \(\rho\) starting at \(s\). The first equation ensures that the energy capacity at a starting time \(s\) is not exceeded by the jobs starting at or overlapping \(s\). The second equation ensures that the total energy requirement of jobs with rounded processing time \(\rho\) is covered by energy demand of jobs with this processing time started in the schedule.

A basic solution to this linear program has at most \(|\tilde{S}_{h,l}| + |J_{hor}| = \mathcal{O}(1/\epsilon\delta)\) non zero components. We can guess the non zero components in at most \((|\tilde{S}_{h,l}| : |J_{hor}|)|\tilde{S}_{h,l}| + |J_{hor}| = (1/\epsilon)(1/\epsilon)^{\Theta(1/\epsilon)}\). Furthermore, we can guess their value with precision \(\mu T\) in at most \((1/\mu)|\tilde{S}_{h,l}| + |J_{hor}| = (1/\epsilon)(1/\epsilon)^{\Theta(1/\epsilon)}\) guesses. Scheduling all the horizontal jobs integral and the error due to the precision add at most \(2\mu T \cdot (|\tilde{S}_{h,l}| + |J_{hor}|)\) to the peak energy demand. Note that \(2\mu T \cdot (|\tilde{S}_{h,l}| + |J_{hor}|) \leq \mathcal{O}(\epsilon)T'\) since \(\mu \leq \mathcal{O}(\epsilon^2\delta)\).

After this step, we either have scheduled all given jobs or have decided that it is not possible for the given guess of \(T\) and the profile. If it is not possible for any profile, we have to increase \(T\). If we have found a schedule, we try the next smaller value for \(T\). Each of the steps has increased the peak energy demand by at most \(\mathcal{O}(\epsilon)T\) above \(T\). Besides of the job classification and rounding, each step of the algorithm is bounded by \((1/\epsilon)(1/\epsilon)^{\Theta(1/\epsilon)}\). Therefore, the described algorithms fulfills the claims of Theorem 10.

5 Conclusion

In this paper, we presented an AEPTAS with additive term \(c_{max}\) as well as a \((5/3 + \epsilon)\)-approximation for Nonpreemptive Peak Demand Minimization (NPDM). Since the lower bound for approximation algorithms for this problem is known to be \(3/2\), this leaves a small gap between the lower bound and the approximation guarantee. Closing this gap is an interesting open question for further research, especially since for the related strip packing problem the same gap is yet to be resolved.
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A Proof of Theorem 4

Proof: $T_2 \leq \text{OPT}(I)$.

Lemma 13. It holds that $p(J_{e(i)>(1/3)OPT}) + p(J_{e(i)>(2/3)OPT}) \leq 2D$ and $p(J_{e(i)>(1/2)OPT}) \leq D$.

Proof. Note that jobs with energy demand larger than $(1/3)OPT$ cannot intersect the same vertical line as jobs with energy demand larger than $(2/3)OPT$ in an optimal schedule. Furthermore, each vertical line through an optimal schedule can intersect at most two jobs with energy demand larger than $(1/3)OPT$. Moreover, no vertical line can intersect two jobs from the set $J_{e(i)>(1/2)OPT}$. The claim is a consequence.

Corollary 14. The smallest value $T$ such that $p(J_{e(i)>(1/3)T}) + p(J_{e(i)>(2/3)T}) \leq 2D$ and $p(J_{e(i)>T/2}) \leq D$ is a lower bound for $\text{OPT}$.

Proof. By Lemma 13, we know that $p(J_{e(i)>(1/3)OPT}) + p(J_{e(i)>(2/3)OPT}) \leq 2D$ and obviously we have $p(J_{e(i)OPT/2}) \leq D$. Therefore, the smallest value such that $p(J_{e(i)>(1/3)T}) + p(J_{e(i)>(2/3)T}) \leq 2D$ and $p(J_{e(i)>T/2}) \leq D$ has to be a lower bound on $\text{OPT}$.
Note that we can find this smallest value in $O(n \log n)$ by starting with $T = T_1$ and as long as $p(J_{(i) \geq 3T}) + p(J_{(i) > 23T}) > 2D$ or $p(J_{(i) > 3T}) > 0$ update $T$ as follows: For $l \in [0, 1]$, denote by $e_l$ the energy demand of the smallest job in $J_{(i) > l}$ and set $T := \min\{3e_{13}, (3/2)e_{23}, 2e_{13}\}$. This iteratively excludes one job from one of the three sets. We denote this lower bound as

$$T_2 := \min\{T \mid p(J_{(i) \geq 7/3}) + p(J_{(i) > 27T}) \leq 2D \land p(J_{(i) > 7T}) \leq D\}.$$

### Lemma 15.
Let $w' \in [0, 1/2)$. Then

$$p(J_{(i) > (2/3)T}) > (1 - w')D \Rightarrow p(J_{(i) \in (1/3)T_2, (2/3)T} \leq 2w'D).$$

#### Proof.
We know that $p(J_{(i) > (1/3)T_2}) + p(J_{(i) > (2/3)T_2}) \leq 2D$. Because $J_{(i) > (2/3)T_2} \subseteq J_{(i) > (1/3)T_2}$ and $p(J_{(i) > (2/3)T_2}) > (1 - w')D$, it holds that $p(J_{(i) \in (1/3)T_2, (2/3)T}) \leq 2w'D$. \hfill \triangleright

#### Proof: $T_3 \leq \text{OPT}(I)$. Next, we obtain a bound based on a set of jobs that do not overlap vertically in a given optimal schedule.

### Lemma 16.
Consider an optimal schedule and let $J_{seq}$ be a set of jobs such that no pair of jobs $i, i' \in J_{seq}$ overlaps vertically, i.e., $\sigma(i) + p(i) \leq \sigma(i')$ or $\sigma(i') + p(i') \leq \sigma(i)$. Furthermore, define $J_w := J_{p(i) > (D - p(J_{seq})/2) \setminus J_{seq}}$. Then there exists a vertical line through the schedule that intersects a job in $J_{seq}$ and all the jobs in $J_w$.

#### Proof.
First note that $(D - p(J_{seq})/2) \geq D/2$. Consider the vertical strip between $p(J_{seq})/2$ and $(D - p(J_{seq})/2)/2$. Each job in $J_w$ completely overlaps this strip. Furthermore, either the strip itself contains a job in $J_{seq}$, in which case the claim is trivially true, or on each position on both sides of the strip there is a job from $J_{seq}$. Assume the latter case. Since the jobs in $J_w$ have a time demand strictly larger than $(D - p(J_{seq})/2)$, there exists an $\sigma > 0$ such that the vertical line at $(D - p(J_{seq})/2) + \sigma$ is well overlapped by all the jobs in this set. Since this line intersects also a job from the set $J_{seq}$, the claim follows. \hfill \triangleright

### Corollary 17.
Let $J_{seq}$ be a set of jobs such that $p(J_{seq}) \leq D$ and consider $J_w := J_{p(i) > (D - p(J_{seq})/2) \setminus J_{seq}}$. Furthermore let $i_\perp \in J_{seq}$ be the job with the smallest energy demand. Then it holds that $\min\{e(i_\perp) + e(J_w), 2e(i_\perp)\} \leq \text{OPT}$.  

#### Proof.
Consider an optimal solution. If two jobs from the set $J_{seq}$ intersect the same vertical line, $2e(i_\perp)$ is obviously a lower bound on OPT. On the other hand, if in any optimal schedule there does not exist a pair of jobs from $J_{seq}$ that overlap the same vertical line, we know by Lemma 16 that there exists a job in $J_{seq}$ that overlaps with all the jobs in $J_w$ and therefore $\text{OPT} \geq e(i_\perp) + e(J_w)$ in this case. \hfill \triangleright

From Corollary 17, we derive a lower bound on OPT. For a given $k \in [n]$, we define $J_k$ to be the set of the $k$ jobs with the largest energy demand in $J$ and $J_k'$ to be the set of the $k$ jobs with the largest energy demand in $J \setminus J_{p(i) > D/2}$. Let $i_k$ and $i_k'$ be the jobs with the smallest energy demand in $J_k$ and $J_k'$, respectively. We define:

$$T_{3,a} := \max\{\min\{e(i_k) + e(J_{p(i) > D - p(J_k)/2} \setminus J_k), 2e(i_k)\} \mid k \in \{1, \ldots, n\}, p(J_k) \leq D\},$$

$$T_{3,b} := \max\{\min\{e(i_k') + e(J_{p(i') > D - p(J_k')/2}), 2e(i_k')\} \mid k \in \{1, \ldots, n\}, p(J_k') \leq D\},$$

and finally $T_3 := \max\{T_{3,a}, T_{3,b}\}$. Note that $J_k'$ and $J_{p(i') > D - p(J_k')/2}$ are disjoint, since $J_k'$ contains only jobs with processing time at most $D/2$ and $J_{p(i') > D - p(J_k')/2}$ contains only jobs with processing time larger than $D/2$, and hence, by Corollary 17, $T_3$ is a lower bound on OPT. For this lower bound, we prove the following property.
Lemma 18. Let $T = \max\{T_1, T_2, T_3\}$, $w \in (0, 1/2)$ and $h \in (1/2, 1]$ as well as $J_d := J_{\epsilon(1) \geq NT}$ and $J_w := J_{\epsilon(1) > (1/2 + w/2)D} \setminus J_d$. It holds that
\[ p(J_h) \geq (1 - w)D \Rightarrow e(J_w) \leq (1 - h)T. \]

Proof. Since $T \geq T_2$, it holds that $p(J_h) \leq D$. By construction of $T_3$ for each job $j \in J_h$, it holds that $e(j) + e(J_{\epsilon(1) > D - p(J_h) > (1/2)J_{\epsilon(1) > (1/2)J_{\epsilon(1) \geq NT}}}) \leq T_3$, because $2e(j) > T_3$ (and $T_3 \geq \min\{2e(j), e(J_{\epsilon(1) > D - p(J_h) > (1/2)J_{\epsilon(1) > (1/2)J_{\epsilon(1) \geq NT}}})\}$). Furthermore, note that $J_h = J_{\epsilon(1) > (1/2)J_{\epsilon(1) \geq NT}}$ for the job $j$ with the smallest energy demand in $J_h$.

Therefore, if $p(J_h) \geq (1 - w)D$, it holds that $J_{\epsilon(1) > D - (1 - w)D/2} \subseteq J_{\epsilon(1) > D - p(J_h)/2}$ and hence,
\[ hT + e(J_w) = hT + e(J_{\epsilon(1) > D - (1 - w)D/2} \setminus J_h) \leq e(j) + e(J_{\epsilon(1) > D - p(J_h)/2} \setminus J_h) \leq T_3 \leq T. \]

Lemma 19. Let $T = \max\{T_1, T_2, T_3\}$, $w \in (1/2, 1]$ and $h \in (1/2, 1]$ as well as $J_w := J_{\epsilon(1) > wD} \setminus J_h := J_{\epsilon(1) > hT \setminus J_{\epsilon(1) > D/2}}$. It holds that
\[ e(J_w) > (1 - h)T \Rightarrow p(J_h) \leq 2(1 - w)D. \]

Proof. Let $e(J_w) > (1 - h)T$. Since for each job in $J_h$ it holds that $e(i) > T/2 \geq T_3/2$, by definition of $T_3$, for each job $j \in J_h$, it holds that $e(j) + e(J_{\epsilon(1) > D - p(J_h)/2}) \leq T$. Therefore, for the smallest job $j \in J_h$, it holds that $e(j) + e(J_{\epsilon(1) > D - p(J_h)/2}) \leq T$.

For contradiction assume that $p(J_h) > 2(1 - w)D$. Note that in this case $D - p(J_h)/2 < wD$ and hence $e(J_{\epsilon(1) > D - p(J_h)/2}) \geq e(J_D) > (1 - h)T$. As a consequence $e(j) + e(J_{\epsilon(1) > D - p(J_h)/2}) > hT + (1 - h)T = T$, a contradiction.

Proof: $T_4 \leq \text{OPT}(T)$.

Lemma 20. Consider an optimal schedule and let $J_{\text{seq}} \subseteq J$ be a set of jobs such that no pair of jobs $j, j' \in J_{\text{seq}}$ overlaps vertically, i.e., $\sigma(j) + p(j) \leq \sigma(j') + p(j') \leq \sigma(j)$. Let $J_D \subseteq J_{\epsilon(1) > \max\{D - p(J_{\text{seq}}), D/2\}} \setminus J_{\text{seq}}$. Then there exists a vertical line through the schedule that intersects a job in $J_{\text{seq}}$ and a subset $J_W \subseteq J_D$ with $e(J_D') \geq e(J_D)/2$.

Proof. First, we consider the trivial cases. If a job from $J_{\text{seq}}$ overlaps the vertical line at $D/2$ the claim is trivially true, since all the jobs from $J_D$ overlap $D/2$. On the other hand, if all the jobs in $J_{\text{seq}}$ are left or right of $D/2$, it holds that $p(J_{\text{seq}}) \leq D/2$ and one of the jobs has a distance of at most $D/2 - p(J_{\text{seq}})$ from $D/2$. This job has to be overlapped by all the jobs from $J_D$ since they have a width larger than $D - p(J_{\text{seq}})$.

Otherwise, consider the vertical line $L_t$ through the right border of the rightmost job from $J_{\text{seq}}$ that is left of $D/2$ and the vertical line $L_r$ through the left border of the leftmost job from $J_{\text{seq}}$ that is right of $D/2$. Note that $L_t$ and $L_r$ have a distance of at most $(D - p(J_{\text{seq}}))$. Consider the set $J_{D,I} \subseteq J_D$ that is intersected by the vertical line $L_t$. Note that the residual jobs in $J_{D,I} := J_D \setminus J_{D,I}$ all overlap the vertical line at $L_t + (D - p(J_{\text{seq}})) \geq L_r$ and hence $L_r$ as well. Since $J_{D,I} \cup J_{D,I} = J_D$, one of the two sets has an energy demand of at least $e(J_D)/2$. Finally, note that there exists a small enough $\sigma > 0$ such that $L_t - \sigma$ and $L_r + \sigma$ overlap the same set of wide jobs as $L_t$ and $L_r$ as well as the corresponding job in $J_{\text{seq}}$.

Corollary 21. Let $J_{\text{seq}}$ be a set of jobs such that $p(J_{\text{seq}}) \leq D$ and consider $J_D := J_{\epsilon(1) > \max\{D - p(J_{\text{seq}}), D/2\}} \setminus J_{\text{seq}}$. Furthermore let $i_{\perp} \in J_{\text{seq}}$ be the job with the smallest energy demand. Then it holds that $\min\{e(i_{\perp}) + e(J_D)/2, 2e(i_{\perp})\} \leq \text{OPT}$. 
Proof. Consider an optimal solution. If two jobs from the set $J_{\text{seq}}$ intersect the same vertical line, $2e(i_L)$ is obviously a lower bound on $\text{OPT}$. Otherwise, if in any optimal schedule there does not exist a pair of jobs from $J_{\text{seq}}$ that overlap the same vertical line, we know by Lemma 20 that there exists a job in $J_{\text{seq}}$ that overlaps with a set $J_D' \subseteq J_D$ such that $e(J_D') \geq e(J_D)/2$ and therefore $\text{OPT} \geq e(i_L) + e(J_D)/2$ in this case.

Define $J_k$ as the set of the $k$ jobs with largest energy demand. Furthermore, define $J_{D,k} := J_{p(i) > \langle \max(D-p(J_i),D/2) \rangle} \setminus J_k$. Let $i_k$ be the job with the smallest energy demand in $J_k$. We define the value $T_4$, which by Corollary 21 is a lower bound for $\text{OPT}$ as follows:

$$T_4 := \max\{\min\{2e(i_k), e(i_k) + e(J_{D,k})/2\}| k \in \{1, \ldots, n\}, p(J_k) \leq D\}.$$ 

Given two disjoint sets of jobs $J_{\text{seq}}$ and $J_D$, we say they are placed $L$-shaped, if the jobs $i \in J_D$ are placed such that $\sigma(i) + p(i) = D$, while the jobs in $J_{\text{seq}}$ are sorted by energy demand and placed left-aligned most demanding to the left, see Figure 1a.

Lemma 22. Let $T = \max\{T_1,T_2,T_3,T_4\}$. If we place $J_{\text{seq}} := J_{e(i) > T/2}$ and $J_D := J_{p(i) > D/2} \setminus J_{\text{seq}}$ L-shaped, the schedule has a height of at most $T + e(J_D)/2 \leq (3/2)\text{OPT}$.

Proof. Consider a vertical line $L$ through the generated schedule. If $L$ does not intersect a job from $J_{\text{seq}}$, the intersected jobs have a height of at most $e(J_D) \leq T$. Otherwise, let $i_L \in J_{\text{seq}}$ and $J_{W,L} \subseteq J_D$ be the jobs intersected by $L$ and define $J_{seq,L} := J_{e(i) \geq e(i_L)}$. Note that by definition of the schedule, it holds that $J_{W,L} \subseteq J_{p(i) > \langle \max(D-p(J_{seq,L}),D/2) \rangle} \setminus J_{seq,L}$. Since $e(i_L) > T/2$, it holds that $T_4 \geq e(i_L) + e(J_{W,L})/2$, by definition of $T_4$. As a consequence $e(i_L) + e(J_{W,L}) \leq T + e(J_{W,L})/2 \leq T + e(J_D)/2 \leq (3/2)\text{OPT}$. 

B Proof of Theorem 5 (First Steinberg Case)

Proof. We place jobs that are very time consuming or very energy demanding in an ordered fashion, while the residual jobs will be placed using Steinberg’s Algorithm, see Figure 1b. We define $J_D := J_{p(j) > (1/2 + w)D} \setminus J_{e(j) > T/2}$ to be the set of jobs with large processing times excluding jobs with large energy demands. We place each job $j \in J_D$ such that $\sigma(j) = D - p(j)$. All the jobs in $J_{e(j) > T/2}$ are sorted by energy demand and placed left aligned, most demanding first inside the schedule area. Let $\rho := e(J_D)/T$ and let $e(1-2w)D$ denote the energy demand of the job in $J_{e(j) > T/2}$ at position $(1 - 2w)D$. Then $e(1-2w)D \geq (2/3)T$. By Lemma 18 and the choice of $T$, we know that $e(1-2w)D + e(J_D) \leq T \leq \text{OPT}$ and hence $\rho \leq (1/3)$. Let $L$ be a vertical line though the schedule, that is at or strictly left of $(1/2 - w)D$ and intersects a job from $J_{e(j) > T/2}$ and all the jobs from $J_D$. By Lemma 22 at and left of $L$ the peak energy demand of the schedule is bounded by $(1 + \rho/2)T$. On the other hand, right of $L$ the energy demand of the schedule does not increase compared to $L$. As a consequence, the peak energy demand in the current schedule is bounded by $(1 + \rho/2)T \leq (7/6)T$. Furthermore, we know that right of $(1 - 2w)D$ the schedule has a peak energy demand of at most $T$. Consider the set of jobs $J_{\rho(j) \in [(1/3)T,(1/2)T]}$. By Lemma 15 we know $p(J_{\rho(j) \in [(1/3)T,(1/2)T]}) \leq 2w \cdot D$, since $J_{e(j) > (2/3)T} \geq (1 - w)D$. Now we consider two cases.

Case A. If $\varepsilon \leq \rho/2$, we place all the jobs in $J_M := J_{\rho(j) \in [(1/3)T,(1/2)T]}$ right-aligned next to each other inside the strip. Since they have an energy demand of at most $(1/2)T$ and right of $(1 - 2w)D$ the schedule has a peak energy demand of at most $T$, the peak energy demand of $(5/3)T$ is not exceeded after adding these jobs. Define $\lambda := p(J_M)/D$. Now at each point on the x-axis between 0 and $a := (1 - \lambda)D$ the schedule has an energy demand of at most
(1 + \rho/2)T$, and therefore, we can use an energy demand of $b := (2/3 - \rho/2 + \varepsilon)T$ to place the residual jobs. Let $J_{res}$ denote the set of residual jobs that still have to be placed. Note that each job in $J_{res}$ has an energy demand of at most $(1/3)T$ and a processing time of at most $(1/2 + w)D$ and the total area of these jobs can be bound by

$$work(J_{res}) \leq DT - (2/3)T \cdot (1 - w)D - \rho T \cdot (1/2 + w)D - (1/3)T \cdot \lambda D$$

$$= (1/3 + (2/3)w - \rho(1/2 + w) - \lambda/3)DT,$$

and hence $2work(J_{res}) \leq (2/3 + (4/3)w - \rho(1 + 2w) - (2/3)\lambda)DT$. On the other hand, it holds that

$$ab - (2p_{max} - a)_{+}(2\varepsilon_{max} - b)_{+}$$

$$= (2/3 - \rho/2 + \varepsilon)T(1 - \lambda)D$$

$$- ((2(1/2 + w) - (1 - \lambda))D)_{+}((2(1/3) - (2/3 - \rho/2 + \varepsilon))T)_{+}$$

$$= (2/3 - \rho/2 + \varepsilon - (2/3)\lambda + (\rho/2 - \varepsilon)\lambda - (2w + \lambda)(\rho/2 - \varepsilon)_{+}DT$$

$$= (2/3 + \varepsilon(1 + 2w) - (1/2 + w)\rho - (2/3)\lambda)DT,$$

since $\rho/2 - \varepsilon \geq 0$. Hence Steinberg’s condition is fulfilled if $(4/3)w - \rho(w + 1/2) \leq \varepsilon(1 + 2w)$, which is true since $w \leq (3/4)\varepsilon$.

**Case B.** On the other hand, if $\rho/2 < \varepsilon$, it holds that $(2/3 + \varepsilon - \rho/2)/2 \geq 1/3$, and we consider the set $J_M := J_{e(j)\in((1/3+\varepsilon-\rho/2)/2)T,(1/2)T]}$, instead of the set $J_{e(j)\in((1/3)T,(1/2)T]}$, and place it right-aligned. Again, we define $\lambda := p(J_M)$. Now, each job in $J_{res}$ has an energy demand of at most $(1/3 + \varepsilon/2 - \rho/4)T$ and a processing time of at most $(1/2 + w)D$. The total area of these jobs can be bounded by

$$work(J_{res}) \leq DT - (2/3)T \cdot (1 - w)D - \rho T \cdot (1/2 + w)D - (1/3 + \varepsilon/2 - \rho/4)T \cdot \lambda D$$

$$= (1/3 + (2/3)w - \rho(1/2 + w) - \lambda(1/3 + \varepsilon/2 - \rho/4))DT,$$

and hence $2work(J_{res}) \leq (2/3 + 4/3w - \rho(1 + 2w) - (2/3 + \varepsilon - \rho/2)\lambda)DT$. On the other hand, it holds that

$$ab - (2p_{max} - a)_{+}(2\varepsilon_{max} - b)_{+}$$

$$= (2/3 - \rho/2 + \varepsilon)T(1 - \lambda)D - (2(1/2 + w)D - (1 - \lambda)D)_{+}(2(1/3 + \varepsilon/2 - \rho/4)T$$

$$- (2/3 - \rho/2 + \varepsilon)T)_{+}$$

$$= (2/3 + \varepsilon - \rho/2 - (2/3 - \rho/2 + \varepsilon)\lambda)DT,$$

Hence, Steinberg’s condition is fulfilled if $(4/3 - 2\rho)w - \rho/2 \leq \varepsilon$, which is true since $w \leq (3/4)\varepsilon$.

Therefore, in both cases we use Steinberg’s algorithm to place the jobs $J_{res}$ inside a rectangular container $C$ of height $(2/3 + \varepsilon - \rho)T$ and width $(1 - \lambda)D$, which in turn is positioned at $\sigma(C) = 0$.

**C Proof of Theorem 6 (Second Steinberg Case)**

**Proof.** In the first step, we place all the jobs in $J_D := J_{p(j)\geq D/2}$ and $J_{seq} := J_{e(j)\geq T/2 \setminus J_D}$ L-shaped. By Lemma 22 the resulting schedule has a peak energy demand of at most $(3/2)OPT$. Let $e(J_D) := (2/3 + \rho)T$ and $p(J_{seq}) := \lambda D$. By Lemma 19, we know that, since $e(J_{p(j)\geq (3/4)D}) \geq (2/3)T$, that $\lambda D \leq 2(D - (3/4)D) = D/2$. 
The total amount of work \( \text{work}(\mathcal{J}_{\text{res}}) \) of the residual jobs is bounded by

\[
\text{work}(\mathcal{J}_{\text{res}}) \leq DT - (3/4)D \cdot (2/3)T - (1/2)D \cdot \rho T - \lambda D \cdot (1/2)T = (1/2 - \rho/2 - \lambda/2)DT.
\]

On the other hand, there is a rectangular area with time \( a := (1 - \lambda)D \) and energy \( b := ((5/3) - (2/3 + \rho))T = (1 - \rho)T \geq (1/2)T \) where we can place the residual jobs. We will place the residual jobs into this area using Steinberg’s algorithm. This is possible if the Steinberg’s condition

\[
2\text{work}(\mathcal{J}_{\text{res}}) \leq ab - 2 \cdot p_{\text{max}}(\mathcal{J}_{\text{res}}) - a + 2 \cdot \epsilon_{\text{max}}(\mathcal{J}_{\text{res}}) - b
\]

is fulfilled and each job fits inside the schedule area. Since \( p_{\text{max}}(\mathcal{J}_{\text{res}}) \leq D/2 \leq a \) and \( \epsilon_{\text{max}}(\mathcal{J}_{\text{res}}) \leq T/2 < b \), it holds that

\[
ab - 2 \cdot p_{\text{max}}(\mathcal{J}_{\text{res}}) - a + 2 \cdot \epsilon_{\text{max}}(\mathcal{J}_{\text{res}}) - b
\]

\[
= (1 - \lambda)D \cdot (1 - \rho)T - (1 - \lambda)D + (T - (1 - \rho)T)
\]

\[
= (1 - \lambda - \rho)D \cdot T
\]

\[
= 2(1/2 - \rho/2 - \lambda/2)DT \geq 2\text{work}(\mathcal{J}_{\text{res}}).
\]

The condition is fulfilled, and we can use the free rectangular area to place the residual jobs.
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Abstract
In the Two-dimensional Bin Packing (2BP) problem, we are given a set of rectangles of height and width at most one and our goal is to find an axis-aligned nonoverlapping packing of these rectangles into the minimum number of unit square bins. The problem admits no APTAS and the current best approximation ratio is $1.406$ by Bansal and Khan [SODA’14]. A well-studied variant of the problem is Guillotine Two-dimensional Bin Packing (G2BP), where all rectangles must be packed in such a way that every rectangle in the packing can be obtained by recursively applying a sequence of end-to-end axis-parallel cuts, also called guillotine cuts. Bansal, Lodi, and Sviridenko [FOCS’05] obtained an APTAS for this problem. Let $\lambda$ be the smallest constant such that for every set $I$ of items, the number of bins in the optimal solution to G2BP for $I$ is upper bounded by $\lambda \text{opt}(I) + c$, where $\text{opt}(I)$ is the number of bins in the optimal solution to 2BP for $I$ and $c$ is a constant. It is known that $4/3 \leq \lambda \leq 1.692$. Bansal and Khan [SODA’14] conjectured that $\lambda = 4/3$. The conjecture, if true, will imply a $(4/3 + \varepsilon)$-approximation algorithm for 2BP. According to convention, for a given constant $\delta > 0$, a rectangle is large if both its height and width are at least $\delta$, and otherwise it is called skewed. We make progress towards the conjecture by showing $\lambda = 4/3$ for skewed instance, i.e., when all input rectangles are skewed. Even for this case, the previous best upper bound on $\lambda$ was roughly 1.692. We also give an APTAS for 2BP for skewed instance, though general 2BP does not admit an APTAS.

2012 ACM Subject Classification Theory of computation → Packing and covering problems

Keywords and phrases Geometric bin packing, guillotine separability, approximation algorithms

Digital Object Identifier 10.4230/LIPIcs.APPROX/RANDOM.2021.22

Category APPROX


1 Introduction
Two-dimensional Bin Packing (2BP) is a well-studied problem in combinatorial optimization. It finds numerous applications in logistics, databases, and cutting stock. In 2BP, we are given a set of $n$ rectangular items and square bins of side length 1. The $i^{th}$ item is characterized by its width $w(i) \in [0, 1]$ and height $h(i) \in [0, 1]$. Our goal is to find an axis-aligned nonoverlapping packing of these items into the minimum number of square bins of side length 1. There are two well-studied variants: (i) where the items cannot be rotated, and (ii) they can be rotated by 90 degrees.

As is conventional in bin packing, we focus on asymptotic approximation algorithms. For any optimization problem, the asymptotic approximation ratio (AAR) of algorithm $\mathcal{A}$ is defined as $\lim_{m \to \infty} \sup_{I : \text{opt}(I) = m} (\mathcal{A}(I)/\text{opt}(I))$, where $\text{opt}(I)$ is the optimal objective value and $\mathcal{A}(I)$ is the objective value of the solution output by algorithm $\mathcal{A}$, respectively, on input $I$. Intuitively, AAR captures the algorithm’s behavior when $\text{opt}(I)$ is large. We call a
bin packing algorithm $\alpha$-asymptotic-approximate iff its AAR is at most $\alpha$. An Asymptotic Polynomial-Time Approximation Scheme (APTAS) is an algorithm that accepts a parameter $\varepsilon$ and has AAR of $(1 + \varepsilon)$.

2BP is a generalization of classical 1-D bin packing problem [24, 15]. However, unlike 1-D bin packing, 2BP does not admit an APTAS unless P=NP [5]. In 1982, Chung, Garey, and Johnson [13] gave an approximation algorithm with AAR 2.125 for 2BP. Caprara [9] improved the AAR to $T_\infty(\approx 1.691)$. After a series of works [4, 25, 7], the AAR was gradually improved to $1 + \ln(1.5) + \varepsilon \approx 1.405$ (for both the rotational and non-rotational versions of 2BP). The best-known lower bounds on the AAR for 2BP are $1 + 1/3792$ and $1 + 1/2196$ [11], for the versions with and without rotations, respectively.

In the context of geometric packing, guillotine cuts are well-studied and heavily used in practice [41]. The notions of guillotine cuts and $k$-stage packing were introduced by Gilmore and Gomory in their seminal paper [22] on the cutting stock problem. In $k$-stage packing, the items can be separated from each other using $k$ stages of axis-parallel end-to-end cuts, also called guillotine cuts, where in each stage, either all cuts are vertical or all cuts are horizontal. In each stage, each rectangular region obtained in the previous stage is considered separately and can be cut again using guillotine cuts. Note that in the cutting process we change the orientation (vertical or horizontal) of the cuts $k - 1$ times. 2-stage packing, also called shelf packing, has been studied extensively. A packing is called guillotinable iff it is a $k$-stage packing for some integer $k$. See Figure 1 for examples. Caprara et al. [10] gave an APTAS for 2-stage 2BP. Bansal et al. [8] showed an APTAS for guillotine 2BP.

![Figure 1](image_url) Examples of guillotinable and non-guillotinable packing.

The presence of an APTAS for guillotine 2BP raises an important question: can the optimal solution to guillotine 2BP be used as a good approximate solution to 2BP? Formally, let $\text{opt}(I)$ and $\text{opt}_g(I)$ be the minimum number of bins and the minimum number of guillotinable bins, respectively, needed to pack items $I$. Let $\lambda$ be the smallest constant such that for some constant $c$ and for every set $I$ of items, we get $\text{opt}_g(I) \leq \lambda \text{opt}(I) + c$. Then $\lambda$ is called the Asymptotic Price of Guillotinability (APoG). It is easy to show that
Bansal and Khan [7] conjectured that $\text{APoG} = 4/3$. If true, this would imply a $(4/3 + \varepsilon)$-asymptotic-approximation algorithm for 2BP [7]. However, the present upper bound on $\text{APoG}$ is only $T_\infty (\approx 1.691)$, due to Caprara’s HDH algorithm [8] for 2BP, which produces a 2-stage packing.

APTASes are known for some special cases for 2BP, such as when all items are squares [5] or when all rectangles are small in both dimensions [14]. Another important class is skewed rectangles. We say that a rectangle is $\delta$-large if, for some constant $\delta > 0$, its width and height are more than $\delta$; otherwise, the rectangle is $\delta$-skewed. We just say that a rectangle is large or skewed when $\delta$ is clear from the context. An instance of 2BP is skewed if all the rectangles in the input are skewed. Skewed instances are important in geometric packing (see Section 1.1). This special case is practically relevant [8]: e.g., in scheduling, it captures scenarios where no job can consume a significant amount of a shared resource (energy, memory space, etc.) for a significant amount of time. Even for skewed instance for 2BP, the best known AAR is 1.406 [7]. Also, for skewed instance, the best known upper bound on APoG is $T_\infty \approx 1.691$.

1.1 Related Works

Multidimensional packing problems are fundamental in combinatorial optimization [12]. Vector packing (VP) is another variant of bin packing, where the input is a set of vectors in $[0,1]^d$ and the goal is to partition the vectors into the minimum number of parts (bins) such that in each part, the sum of vectors is at most 1 in every coordinate. The present best approximation algorithm attains an AAR of $(0.807 + \ln(d+1))$ [6] and there is a matching $\Omega(\ln d)$-hardness [37]. Generalized multidimensional packing [33, 32] generalizes both geometric and vector packing.

In two-dimensional strip packing (2SP) [14, 40], we are given a set of rectangles and a bounded width strip. The goal is to obtain an axis-aligned nonoverlapping packing of all rectangles such that the height of the packing is minimized. The best-known approximation ratio for 2SP is $5/3 + \varepsilon$ [23] and it is NP-hard to obtain better than $3/2$-approximation. However, there exist APTASes for the problem [28, 26]. In two-dimensional knapsack (2GK) [27], the rectangles have associated profits and our goal is to pack the maximum profit subset into a unit square knapsack. The present best polynomial-time (resp. pseudopolynomial-time) approximation ratio for 2GK is 1.809 [20] (resp. 4/3 [21]). These geometric packing problems have also been studied for $d$-dimensions ($d \geq 2$) [39].

2SP and 2GK are also well-studied under guillotine packing. Seiden and Woeginger [38] gave an APTAS for guillotine 2SP. Khan et al. [29] recently gave a pseudopolynomial-time approximation scheme for guillotine 2GK. Recently, guillotine cuts [35] have received attention due to their connection with the maximum independent set of rectangles (MISR) problem [2]. In MISR, we are given a set of possibly overlapping rectangles and the goal is to find the maximum cardinality set of rectangles so that there is no pairwise overlap. It was noted in [30, 1] that for any set of $n$ non-overlapping axis-parallel rectangles, if there is a guillotine cutting sequence separating $\alpha n$ of them, then it implies a $1/\alpha$-approximation for MISR.

Skewed instance is an important special case in these problems. In some problems, such as MISR and 2GK, if all items are $\delta$-large then we can solve them exactly in polynomial time. So, the inherent difficulty of these problems lies in skewed instances. For VP, hard instances are again skewed, e.g., Bansal, Eliáš and Khan [6] showed that hard instances for 2-D VP

\[ \text{Consider a set } I \text{ of items containing } 2m \text{ rectangles of width 0.6 and height 0.4 and } 2m \text{ rectangles of width 0.4 and height 0.6. Then } \text{opt}(I) = m \text{ and } \text{opt}_g(I) = \lceil 4m/3 \rceil. \]
(for a class of algorithms called rounding based algorithms) are skewed instances, where one dimension is $1 - \varepsilon$ and the other dimension is $\varepsilon$. Galvez el al. [18] recently studied strip packing when all items are skewed. For skewed instances, they showed $(3/2 - \varepsilon)$ hardness of approximation and a matching $(3/2 + \varepsilon)$-approximation algorithm. For 2GK, when the height of each item is at most $\varepsilon^3$, a $(1 - 72\varepsilon)$-approximation algorithm is known [17].

1.2 Our Contributions

We study 2BP for the special case of $\delta$-skewed rectangles, where $\delta \in (0, 1/2]$ is a constant.

First, we make progress towards the conjecture [7] that $\text{APoG} = 4/3$. Even for skewed rectangles, we only knew $4/3 \leq \text{APoG} \leq T_\infty(\approx 1.691)$. We resolve the conjecture for skewed rectangles, by giving lower and upper bounds of roughly $4/3$ when $\delta$ is a small constant.

Specifically, we give an algorithm for 2BP, called skewed4Pack, that takes a parameter $\varepsilon \in (0, 1)$ as input. For a set $I$ of $\delta$-skewed rectangles, we show that when $\delta$ and $\varepsilon$ are close to 0, skewed4Pack outputs a 4-stage packing of $I$ into roughly $4 \text{opt}(I)/3 + O(1)$ bins.

**Theorem 1.** Let $I$ be a set of $\delta$-skewed items, where $\delta \in (0, 1/2]$. Then skewed4Pack outputs a 4-stage packing of $I$ in time $O((1/\varepsilon)^{O(1/\varepsilon)} + n \log n)$. Furthermore, the number of bins used is at most $(4/3)(1 + 8\delta)(1 + 7\varepsilon)\text{opt}(I) + (8/\varepsilon^2) + 30$.

The lower bound of $4/3$ on $\text{APoG}$ can be extended to skewed items. We formally prove this in Appendix D. Hence, our bounds are tight for skewed items. Our result indicates that to improve the bounds on $\text{APoG}$ in the general case, we should focus on $\delta$-large items.

Our other main result is an APTAS for 2BP for skewed items. Formally, we give an algorithm for 2BP, called skewedCPack, and show that for every constant $\varepsilon \in (0, 1)$, there exists a constant $\delta \in (0, \varepsilon)$ such that the algorithm has an AAR of $1 + \varepsilon$ when all items in the input are $\delta$-skewed rectangles. skewedCPack can be extended to the rotational version of 2BP. The best-known AAR for 2BP is $1 + \ln(1.5) + \varepsilon$. Our result indicates that to improve upon algorithms for 2BP, one should focus on $\delta$-large items.

In Section 3, we describe the skewed4Pack algorithm and prove Theorem 1. In Section 4, we describe the skewedCPack algorithm and prove that it has an AAR of $1 + \varepsilon$.

2 Preliminaries

Let $[n] := \{1, 2, \dots, n\}$, for $n \in \mathbb{N}$. For a rectangle $i$, its area $a(i) := w(i)h(i)$. For a set $I$ of rectangles, let $a(I) := \sum_{i \in I} a(i)$. An *axis-aligned packing* of an item $i$ in a bin is specified by a pair $(x(i), y(i))$, where $x(i), y(i) \in [0, 1]$, so that $i$ is placed in the region $[x(i), x(i) + w(i)] \times [y(i), y(i) + h(i)]$. A packing of rectangles in a bin is called *nonoverlapping* if for any two distinct items $i$ and $j$, the rectangles $(x(i), x(i) + w(i)) \times (y(i), y(i) + h(i))$ and $(x(j), x(j) + w(j)) \times (y(j), y(j) + h(j))$ are disjoint. Equivalently, items may only intersect at their boundaries.

**Next-Fit Decreasing Height (NFDH).** NFDH [14] is a simple algorithm for 2SP and 2BP. We will use the following results on NFDH (cf. Appendix B in [31]).

**Lemma 2.** Let $I$ be a set of items where each item $i$ has $w(i) \leq \delta w$ and $h(i) \leq \delta h$. NFDH can pack $I$ into a bin of width $W$ and height $H$ if $a(I) \leq (W - \delta W)(H - \delta H)$.

**Lemma 3.** NFDH uses less than $(2a(I) + 1)/(1 - \delta)$ bins to pack $I$ when $h(i) \leq \delta$ for each item $i$ and less than $2a(I)/(1 - \delta) + 3$ bins when $w(i) \leq \delta$ for each item $i$. 

If we swap the coordinate axes in NFDH, we get the Next-Fit Decreasing Width (NFDW) algorithm. Analogs of the above results hold for NFDW.

**Slicing Items.** We will consider variants of 2BP where some items can be *sliced*. Formally, slicing a rectangular item \( i \) using a horizontal cut is the operation of replacing \( i \) by two items \( i_1 \) and \( i_2 \) such that \( \ell(i) = \ell(i_1) = \ell(i_2) \) and \( h(i) = h(i_1) + h(i_2) \). Slicing using vertical cut is defined analogously. Allowing some items to be sliced may reduce the number of bins required to pack them.

Variants of 2SP where items can be sliced using vertical cuts find applications in resource allocation problems [3, 16, 19]. Many packing algorithms [28, 25, 8] solve the sliceable version of the problem as a subroutine.

### 3 Guillotinable Packing of Skewed Rectangles

An item is called \((\delta_W, \delta_H)\)-skewed iff its width is at most \( \delta_W \) or its height is at most \( \delta_H \). In this section, we consider the problem of obtaining tight upper and lower bounds on APoG for \((\delta_W, \delta_H)\)-skewed items. We will describe the \textsc{skewed4Pack} algorithm and prove Theorem 1.

#### 3.1 Packing With Slicing

Before describing \textsc{skewed4Pack}, let us first look at a closely-related variant of this problem, called the *sliceable 2D bin packing problem*, denoted as S2BP. In this problem, we are given two sets of rectangular items, \( W \) and \( \bar{H} \), where items in \( W \) have width more than \( 1/2 \), and items in \( \bar{H} \) have height more than \( 1/2 \). \( W \) is called the set of wide items and \( \bar{H} \) is called the set of tall items. We are allowed to slice items in \( W \) using horizontal cuts and slice items in \( \bar{H} \) using vertical cuts, and our task is to pack \( W \cup \bar{H} \) into the minimum number of bins without rotating the items.

We first describe a 4/3-asymptotic-approximation algorithm for S2BP, called \textsc{greedyPack}, that outputs a 2-stage packing. Later, we will use \textsc{greedyPack} to design \textsc{skewed4Pack}.

We assume that the bin is a square of side length 1. Since we can slice items, we allow items in \( W \) to have height more than 1 and items in \( \bar{H} \) to have width more than 1.

For \( X \subseteq \bar{W}, Y \subseteq \bar{H} \), let \( \text{hsum}(X) := \sum_{i \in X} h(i) \); \( \text{wsum}(Y) := \sum_{i \in Y} w(i) \); \( \text{wmax}(X) := \max_{i \in X} w(i) \) if \( X \neq \emptyset \), and 0 if \( X = \emptyset \); \( \text{hmax}(Y) := \max_{i \in Y} h(i) \) if \( Y \neq \emptyset \), and 0 if \( Y = \emptyset \).

In the algorithm \textsc{greedyPack}(\( \bar{W}, \bar{H} \)), we first sort items \( W \) in decreasing order of width and sort items \( \bar{H} \) in decreasing order of height. Suppose \( \text{hsum}(\bar{W}) \geq \text{wsum}(\bar{H}) \). Let \( X \) be the largest prefix of \( \bar{W} \) of total height at most 1, i.e., if \( \text{hsum}(\bar{W}) > 1 \), then \( X \) is a prefix of \( \bar{W} \) such that \( \text{hsum}(X) = 1 \) (slice items if needed), and \( X = \bar{W} \) otherwise. Pack \( X \) into a bin such that the items touch the right edge of the bin. Then we pack the largest possible prefix of \( \bar{H} \) into the empty rectangular region of width 1 − \( \text{wmax}(X) \) in the left side of the bin. We call this a type-1 bin. See Figure 2a for an example. If \( \text{hsum}(\bar{W}) < \text{wsum}(\bar{H}) \), we proceed analogously in a coordinate-swapped way, i.e., we first pack tall items in the bin and then pack wide items in the remaining space. Call this bin a type-2 bin. We pack the rest of the items into bins in the same way.

\[ \triangle \quad \text{Claim 4.} \quad \textsc{greedyPack}(\bar{W}, \bar{H}) \text{ outputs a 2-stage packing of } W \cup \bar{H} \text{ in } O(m + |\bar{W}| \log |\bar{W}| + |\bar{H}| \log |\bar{H}|) \text{ time, where } m \text{ is the number of bins used}. \]

Since items in \( \bar{W} \) have width more than \( 1/2 \), no two items can be placed side-by-side. Hence, \( |\text{hsum}(\bar{W})| = \text{opt}(\bar{W}) \leq \text{opt}(W \cup \bar{H}) \). Similarly, \( |\text{wsum}(\bar{H})| \leq \text{opt}(W \cup \bar{H}) \). So, if all bins have the same type, \textsc{greedyPack} uses \( \text{max}(|\text{hsum}(\bar{W})|, |\text{wsum}(\bar{H})|) = \text{opt}(W \cup \bar{H}) \) bins. We will now focus on the case where some bins have type 1 and some have type 2.

---
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Definition 5. In a type-1 bin, let $X$ and $Y$ be wide and tall items, respectively. The bin is called full iff $\sum(X) = 1$ and $\sum(Y) = 1 - \max(X)$. Similarly define full for type 2.

We first show that full bins pack items of large total area, and then show that if some bins have type 1 and some have type 2, then there are at most 2 non-full bins. This helps us upper-bound the number of bins used by \texttt{greedyPack}(\(\hat{W}, \hat{H}\)) in terms of \(a(\hat{W} \cup \hat{H})\).

Lemma 6. Let there be \(m_1\) type-1 full bins, containing items \(J_1\). Then \(m_1 \leq 4a(J_1)/3 + 1/3\).

Proof. In the \(j\)th full bin of type 1, let \(X_j\) be the items from \(\hat{W}\) and \(Y_j\) be the items from \(\hat{H}\). Let \(\ell_j := \max(X_j)\) if \(j \leq m_1\) and \(\ell_{m_1+1} := 1/2\). Since all items have their larger dimension more than 1/2, \(\ell_j \geq 1/2\) and \(\max(Y_j) > 1/2\), for any \(j \in [m_1]\).

\[ a(X_j) \geq \ell_{j+1}, \text{ since } X_j \text{ has height 1 and width at least } \ell_j, \text{ and } a(Y_j) \geq (1 - \ell_j)/2, \text{ since } Y_j \text{ has width } 1 - \ell_j \text{ and height more than } 1/2. \]

So, \(a(J_1) = \sum_{j=1}^{m_1} (a(X_j) + a(Y_j)) \geq \sum_{j=1}^{m_1} ((\ell_{j+1} - 1/2) + (1/4) + (1/2) - (\ell_j/2)) \geq (3m_1 - 1/4). \)

In the above inequalities, we used \(\ell_{j+1} \geq 1/2\) and \(\ell_1 \leq 1\).

Therefore, \(m_1 \leq 4a(J_1)/3 + 1/3\). \(\square\)

An analog of Lemma 6 can be proven for type-2 bins. Lemma 6 implies that very few full bins can have items of total area significantly less than 3/4.

Suppose \texttt{greedyPack}(\(\hat{W}, \hat{H}\)) uses \(m\) bins. After \(j\) bins are packed, let \(A_j\) be the height of the remaining items in \(\hat{W}\) and \(B_j\) be the width of the remaining items in \(\hat{H}\). Let \(t_j\) be the type of the \(j\)th bin (1 for type-1 bin, 2 for type-2 bin). So \(t_j = 1 \iff A_{j-1} \geq B_{j-1}\).

We first show that \(|A_{j-1} - B_{j-1}| \leq 1 \implies |A_j - B_j| \leq 1, i.e., once \(\sum(\hat{W}) - \sum(\hat{H})\) becomes at most 1 during \texttt{greedyPack}, it continues to stay at most 1. Next, we show that \(t_j \neq t_{j+1} \implies |A_{j-1} - B_{j-1}| \leq 1, i.e., if all bins don't have the same type, then \(\sum(\hat{W}) - \sum(\hat{H})\) eventually becomes at most 1 during \texttt{greedyPack}. In the first non-full bin, we use up all the wide items or all the tall items. We will show that the remaining items have total height or total width at most 1, so we have at most 2 non-full bins.

In the \(j\)th bin, let \(a_j\) be the height of items from \(\hat{W}\) and \(b_j\) be the width of items from \(\hat{H}\). Hence, for all \(j \in [m]\), \(A_{j-1} = A_j + a_j\) and \(B_{j-1} = B_j + b_j\).

Lemma 7. \(|A_{j-1} - B_{j-1}| \leq 1 \implies |A_j - B_j| \leq 1.\)

Proof. W.l.o.g., assume \(A_{j-1} \geq B_{j-1}\). So, \(t_j = 1\). Suppose \(a_j < b_j\). Then \(a_j < 1\), so we used up \(\hat{W}\) in the \(j\)th bin. Therefore, \(A_j = 0 \implies A_{j-1} = a_j < b_j \leq b_j + B_j = B_{j-1}\), which contradicts. Hence, \(a_j \geq b_j\). As \(0 \leq (A_{j-1} - B_{j-1}), (a_j - b_j) \leq 1\), we get \(A_j - B_j = (A_{j-1} - B_{j-1}) - (a_j - b_j) \in [-1, 1]\). \(\square\)
Lemma 8. $t_j \neq t_{j+1} \implies |A_j - B_{j+1}| \leq 1$.

Proof. W.l.o.g., assume $t_j = 1$ and $t_{j+1} = 2$. Then

$$A_{j-1} \geq B_{j-1} \quad \text{and} \quad A_j < B_j \implies B_{j-1} \leq A_{j-1} < B_{j-1} + a_j - b_j \implies A_{j-1} - B_{j-1} \in [0, 1].$$

Lemma 9. If all bins don't have the same type, then there can be at most 2 non-full bins.

Proof. Let there be $p$ full bins. Assume w.l.o.g. that in the $(p+1)^{th}$ bin, we used up all items from $\tilde{W}$ but not $\tilde{H}$. Hence, $A_{p+1} = 0$ and $\forall i \geq p + 2, \; t_i = 2$. Since all bins don’t have the same type, $\exists k \leq p + 1$ such that $t_k = 1$ and $t_{k+1} = 2$. By Lemmas 7 and 8, we get $|A_{p+1} - B_{p+1}| \leq 1$, implying $B_{p+1} \leq 1$. Hence, the $(p+1)^{th}$ bin will use up all tall items, implying at most 2 non-full bins.

Theorem 10. The number of bins $m$ used by greedyPack is at most

$$\max \left( \lceil \text{hsum}(\tilde{W}) \rceil, \lceil \text{wsum}(\tilde{H}) \rceil, \frac{2}{3}a(\tilde{W} \cup \tilde{H}) + \frac{2}{3} \right).$$

Proof. If all bins have the same type, then $m \leq \max(\lceil \text{hsum}(\tilde{W}) \rceil, \lceil \text{wsum}(\tilde{H}) \rceil)$.

Let there be $m_1$ (resp. $m_2$) full bins of type 1 (resp. type 2) and let $J_1$ (resp. $J_2$) be the items inside those bins. Then by Lemma 6, we get $m_1 \leq 4a(J_1)/3 + 1/3$ and $m_2 \leq 4a(J_2)/3 + 1/3$. Hence, $m_1 + m_2 \leq 4a(\tilde{W} \cup \tilde{H})/3 + 2/3$. If all bins don’t have the same type, then by Lemma 9, there can be at most 2 non-full bins, so greedyPack($\tilde{W}, \tilde{H}$) uses at most $4a(\tilde{W} \cup \tilde{H})/3 + 8/3$ bins.

3.2 The skewed4Pack Algorithm

We now return to the 2BP problem. skewed4Pack is an algorithm for 2BP takes as input a set $I$ of rectangular items and a parameter $\epsilon \in (0, 1)$ where $\epsilon^{-1} \in \mathbb{Z}$. It outputs a 4-stage bin packing of $I$. skewed4Pack has the following outline:

A. Use linear grouping [15, 28] to round up the width or height of each item in $I$. This gives us a new instance $\tilde{I}$.

B. Pack $\tilde{I}$ into $1/\epsilon^2 + 1$ shelves, after slicing some items. A shelf is a rectangular region with width or height more than $1/2$ and is fully packed, i.e., the area of items in a shelf equals the area of the shelf. If we treat each shelf as an item, we get a new instance $\tilde{I}$.

C. Compute a packing of $\tilde{I}$ into bins, after possibly slicing some items, using greedyPack.

D. Repack most items of $\tilde{I}$ without slicing into the shelves. We will prove that the remaining items have very small area, so they can be packed separately using NFDH.

A. Item Classification and Rounding. Define $W := \{i \in I : h(i) \leq \delta_H \}$ and $H := I - W$. Items in $W$ are called wide and items in $H$ are called tall. Let $W^{(L)} := \{i \in W : w(i) \geq \epsilon \}$ and $W^{(S)} := W - W^{(L)}$. Similarly, let $H^{(L)} := \{i \in H : h(i) \geq \epsilon \}$ and $H^{(S)} := H - H^{(L)}$.

We will use linear grouping [15, 28] to round up the widths of $W^{(L)}$ and the heights of $H^{(L)}$ to get items $\tilde{W}^{(L)}$ and $\tilde{H}^{(L)}$, respectively. By Claim 27 in Appendix A, items in $\tilde{W}^{(L)}$ have at most $1/\epsilon^2$ distinct widths and items in $\tilde{H}^{(L)}$ have at most $1/\epsilon^2$ distinct heights.

Let $\tilde{W} := \tilde{W}^{(L)} \cup W^{(S)}$, $\tilde{H} := \tilde{H}^{(L)} \cup H^{(S)}$, $\tilde{I} := \tilde{W} \cup \tilde{H}$. For $\tilde{X} \subseteq \tilde{I}$, let $\text{fopt}(\tilde{X})$ be the minimum number of bins needed to pack $\tilde{X}$ when items in $\tilde{X} \cap \tilde{W}^{(L)}$ can be sliced using horizontal cuts, items in $\tilde{X} \cap \tilde{H}^{(L)}$ can be sliced using vertical cuts, and items in $\tilde{X} \cap (W^{(S)} \cup H^{(S)})$ can be sliced both vertically and horizontally. The following lemma follows from Lemma 28 in Appendix A.

Lemma 11. $\text{fopt}(\tilde{I}) < (1 + \epsilon) \text{opt}(I) + 2$. 

APPROX/RANDOM 2021
B. Creating Shelves. We will use ideas from Kenyon and Rémila’s 2SP algorithm [28] to pack \( \tilde{I} \) into shelves. Roughly, we solve a linear program to compute an optimal strip packing of \( \tilde{W} \), where the packing is 3-stage. The first stage of cuts gives us shelves and the second stage gives us containers. From each shelf, we trim off space that doesn’t belong to any container. See Section 3.3 for details. Let \( \tilde{W} \) be the shelves thus obtained. Analogously, we can pack items \( \tilde{H} \) into shelves \( \tilde{H} \). Shelves in \( \tilde{W} \) are called wide shelves and shelves in \( \tilde{H} \) are called tall shelves. Let \( \tilde{I} := \tilde{W} \cup \tilde{H} \). We can interpret each shelf in \( \tilde{I} \) as a rectangular item. We allow slicing \( \tilde{W} \) and \( \tilde{H} \) using horizontal cuts and vertical cuts, respectively. In Section 3.3, we prove the following facts.

\[ \text{Lemma 12.} \] \( \tilde{I} \) has the following properties: (a) \(| \tilde{W} | \leq 1 + 1/\varepsilon^2 \) and \(| \tilde{H} | \leq 1 + 1/\varepsilon^2 \); (b) Each item in \( \tilde{W} \) has width more than 1/2 and each item in \( \tilde{H} \) has height more than 1/2; (c) \( a(\tilde{I}) = a(\tilde{I}) \); (d) \( \max(\{\text{hsum}(\tilde{W})\}, \{\text{hsum}(\tilde{H})\}) \leq \text{fopt}(\tilde{I}) \).

C. Packing Shelves into Bins. So far, we have packed \( \tilde{I} \) into shelves \( \tilde{W} \) and \( \tilde{H} \). We will now use \texttt{greedyPack}(\( \tilde{W}, \tilde{H} \)) to pack the shelves into bins. By Claim 4, we get a 2-stage packing of \( \tilde{W} \cup \tilde{H} \) into \( m \) bins, where we make at most \( m - 1 \) horizontal cuts in \( \tilde{W} \) and at most \( m - 1 \) vertical cuts in \( \tilde{H} \). The horizontal cuts (resp. vertical cuts) increase the number of wide shelves (resp. tall shelves) from at most \( 1 + 1/\varepsilon^2 \) to at most \( m + 1/\varepsilon^2 \). By Theorem 10, Lemma 12(d) and Lemma 12(c), we get \( m \leq \max \left( \{\text{hsum}(\tilde{W})\}, \{\text{hsum}(\tilde{H})\}, \frac{1}{\alpha} a(\tilde{I}) + \frac{3}{\varepsilon} \right) \leq \frac{3}{\alpha} \text{fopt}(\tilde{I}) + \frac{3}{\varepsilon} \).

D. Packing Items into Containers. So far, we have a packing of shelves into \( m \) bins, where the shelves contain slices of items \( \tilde{I} \). We will now repack a large subset of \( \tilde{I} \) into the shelves without slicing \( \tilde{I} \). See Figure 2c for an example output. We do this using a standard greedy algorithm. See Appendix B for details of the algorithm and proof of the following lemma.

\[ \text{Lemma 13.} \] Let \( P \) be a packing of \( \tilde{I} \) into \( m \) bins, where we made at most \( m - 1 \) horizontal cuts in wide shelves and at most \( m - 1 \) vertical cuts in tall shelves. Then we can (without slicing) pack a large subset of \( \tilde{I} \) into the shelves in \( P \) such that the unpacked items (also called discarded items) from \( \tilde{W} \) have total area less than \( \varepsilon \text{hsum}(\tilde{W}) + \delta_H(1 + \varepsilon)(m + 1/\varepsilon^2) \), and the unpacked items from \( \tilde{H} \) have area less than \( \varepsilon \text{wsum}(\tilde{H}) + \delta_W(1 + \varepsilon)(m + 1/\varepsilon^2) \).

We pack wide discarded items into new bins using NFDH and pack tall discarded items into new bins using NFDW. Finally, we prove the performance guarantee of \texttt{skewed4Pack}(I).

\[ \text{Lemma 14.} \] Let \( I \) be a set of \((\delta_W, \delta_H)\)-skewed items. Then \texttt{skewed4Pack}(I) outputs a 4-stage packing of \( I \) in time \( O((1/\varepsilon)^{O(1/\varepsilon)} \cdot n \log n) \) and uses less than \( \alpha (1 + \varepsilon) \text{fopt}(I) + 2\beta \) bins, where \( \Delta := \frac{1}{2} \left( \frac{\delta_W}{1 - \delta_W} + \frac{\delta_W}{1 - \delta_W} \right) \), \( \alpha := \frac{4}{3}(1 + 4\Delta)(1 + 3\varepsilon) \), \( \beta := \frac{2\Delta(1 + \varepsilon)}{\varepsilon^2} + \frac{10\Delta}{3} + \frac{19\Delta}{3} + \frac{16\Delta}{3} \).

Proof. The discarded items are packed using NFDH or NFDW, which output a 2-stage packing. Since \texttt{greedyPack} outputs a 2-stage packing of the shelves and the packing of items into the shelves is a 2-stage packing, the bin packing of non-discarded items is a 4-stage packing. The time taken by \texttt{skewed4Pack} is at most \( O((1/\varepsilon)^{O(1/\varepsilon)} \cdot n \log n) \).

Suppose \texttt{greedyPack} uses at most \( m \) bins. By Theorem 10, \( m \leq 4 \text{fopt}(\tilde{I})/3 + 8/3 \). Let \( W^d \) and \( H^d \) be the items discarded from \( W \) and \( H \), respectively. By Lemma 13 and Lemma 12(d), \( a(W^d) < \varepsilon \text{fopt}(\tilde{I}) + \delta_H(1 + \varepsilon)(m + 1/\varepsilon^2) \) and \( a(H^d) < \varepsilon \text{fopt}(\tilde{I}) + \delta_W(1 + \varepsilon)(m + 1/\varepsilon^2) \).
By Lemmas 3 and 11, the number of bins used by skewed4Packɛ(I) is less than
\[
m + \frac{2\alpha(W^d) + 1}{1 - \delta_H} + \frac{2\alpha(H^d) + 1}{1 - \delta_W} \\
\leq (1 + 4\Delta(1 + \varepsilon)\alpha) m + 4\varepsilon(1 + \Delta) \text{fopt}(\hat{I}) + 2(1 + \Delta) + 4\Delta(1 + \varepsilon)/\varepsilon^2 \\
\leq \alpha \text{fopt}(\hat{I}) + 2(\beta - 1) < \alpha(1 + \varepsilon) \text{opt}(I) + 2\beta.
\]

Now we conclude with the proof of Theorem 1.

Proof of Theorem 1. This is a simple corollary of Lemma 14, where \( \delta \leq 1/2 \) gives us \( \Delta \leq 2\delta \), \( \alpha(1 + \varepsilon) \leq (4/3)(1 + 8\delta)(1 + 7\varepsilon) \), and \( \beta \leq 4/\varepsilon^2 + 15 \).

### 3.3 Creating Shelves

Here we will describe how to obtain shelves \( \hat{W} \) and \( \hat{H} \) from items \( \hat{W} \) and \( \hat{H} \), respectively. Let \( \text{opt}_{sp}(\hat{W}) \) denote the optimal strip packing of \( \hat{W} \) where items in \( \hat{W} \) can be sliced using horizontal cuts. Then \( \text{fopt}(\hat{W}) = \lfloor \text{opt}_{sp}(\hat{W}) \rfloor \). Hence, we will now try to compute a near-optimal strip packing of \( \hat{W} \).

Define a horizontal configuration \( S \) as a tuple \((S_0, S_1, S_2, \ldots)\) of \( 1/\varepsilon^2 + 1 \) non-negative integers, where \( S_0 \in \{0, 1\} \) and \( \sum_{j=1}^{1/\varepsilon^2} S_j w_j \leq 1 \). For any horizontal line at height \( y \) in a strip packing of \( \hat{W} \), the multiset of items intersecting the line corresponds to a configuration. \( S_0 \) indicates whether the line intersects items from \( W^{(S)} \), and \( S_j \) is the number of items from \( W_j^{(L)} \) that the line intersects. Let \( S \) be the set of all horizontal configurations. Let \( N := |S| \).

To obtain an optimal packing, we need to determine the height of each configuration. This can be done with the following linear program.

\[
\min_{x \in \mathbb{R}^N} \sum_{S \in S} x_S \\
\text{where } \sum_{S \in S} S_j x_S = h(\hat{W}_j^{(L)}) \forall j \in [1/\varepsilon^2] \\
\text{and } \sum_{S, S_0 = 1} \left( 1 - \frac{1}{\varepsilon^2} \right) S_j w_j \geq 0 \forall S \in S \\
\text{and } x_S \geq 0 \forall S \in S
\]

Let \( x^* \) be an optimal extreme-point solution to the above LP. This gives us a packing where the strip is divided into rectangular regions called \emph{shelves} that are stacked on top of each other. Each shelf has a configuration \( S \) associated with it and has height \( h(S) := x^*_S \) and contains \( S_j \) \emph{containers} of width \( w_j \). Containers of width \( w_j \) only contain items from \( W_j^{(L)} \), and we call them \( \text{type-}j \) containers. If \( S_0 = 1 \), \( S \) also contains a container of width \( 1 - \sum_{j=1}^{1/\varepsilon^2} S_j w_j \) that contains small items. We call this container a \( \text{type-}0 \) container. Each container is fully filled with items. Let \( w(S) \) denote the width of shelf \( S \), i.e., the sum of widths of all containers in \( S \). Note that if \( S_0 = 1 \), then \( w(S) = 1 \). Otherwise, \( w(S) = \sum_{j=1}^{1/\varepsilon^2} S_j w_j \).

\begin{lem}
\text{Lemma 15. } x^* \text{ contains at most } 1/\varepsilon^2 + 1 \text{ positive entries.}
\end{lem}

\textbf{Proof sketch.} Follows by applying Rank Lemma\(^2\) to the linear program.

\footnotesize
\(^{2}\) Rank Lemma: the number of non-zero variables in an extreme-point solution to a linear program is at most the number of non-trivial constraints [34, Lemma 2.1.4].
Lemma 16. \( x^*_S > 0 \iff w(S) > 1/2 \).

Proof. Suppose \( w(S) \leq 1/2 \). Then we could have split \( S \) into two parts by making a horizontal cut in the middle and packed the parts side-by-side, reducing the height of the strip by \( x^*_S/2 \). But that would contradict the fact that \( x^* \) is optimal.  

We now describe the algorithm that says that the optimal fractional compartmental packing of \( I \) has AAR \( \leq fopt(I) \).)

Proof. Let \( \tilde{I} := \tilde{W} \cup \tilde{H} \). We call the shelves of \( \tilde{W} \) wide shelves and the shelves of \( \tilde{H} \) tall shelves. The containers in wide shelves are called \( W \)-containers and the containers in tall shelves are called \( H \)-containers.

Lemma 12. \( \tilde{I} \) has the following properties: (a) \( |\tilde{W}| \leq 1 + 1/\epsilon^2 \) and \( |\tilde{H}| \leq 1 + 1/\epsilon^2 \); (b) Each item in \( \tilde{W} \) has width more than \( 1/\epsilon \) and each item in \( \tilde{H} \) has height more than \( 1/\epsilon \); (c) \( a(\tilde{I}) = a(\tilde{I}) \); (d) \( \max(\lfloor hsum(\tilde{W}) \rfloor, \lceil wsum(\tilde{H}) \rceil) \leq fopt(\tilde{I}) \).

Proof. Lemma 15 implies (a) and Lemma 16 implies (b). \( a(\tilde{I}) = a(\tilde{I}) \) as the shelves are tightly packed. Since \( x^* \) is an optimal solution to the linear program, \( \lfloor hsum(\tilde{W}) \rfloor = \lfloor \sum_{S \in S} x^*_S \rfloor = \lceil \sum_{S \in S} x^*_S \rceil = fopt(\tilde{W}) \leq fopt(\tilde{I}) \). Similarly, \( \lceil wsum(\tilde{H}) \rceil = fopt(\tilde{H}) \leq fopt(\tilde{I}) \).

4 Almost-Optimal Bin Packing of Skewed Rectangles

In this section, we will describe the algorithm \( \text{skewedCPack} \). \( \text{skewedCPack} \) takes as input a set \( I \) of items and a parameter \( \epsilon \in (0, 1/2) \), where \( \epsilon^{-1} \in \mathbb{Z} \). We will prove that \( \text{skewedCPack} \) has AAR \( 1 + 20\epsilon \) when \( \delta \) is sufficiently small. \( \text{skewedCPack} \) works roughly as follows:

1. Invoke the subroutine \( \text{round}(I) \) (cf. Section 4.1). \( \text{round}(I) \) returns a pair \((\tilde{I}, I_{\text{med}})\). Here \( I_{\text{med}} \), called the set of medium items, has low total area, so we can pack it in a small number of bins. \( \tilde{I} \), called the set of rounded items, is obtained by rounding up the width or height of each item in \( I - I_{\text{med}} \), so that \( \tilde{I} \) has properties that help us pack it easily.

2. Compute the optimal fractional compartmental bin packing of \( \tilde{I} \) (we will define fractional and compartmental later).

3. Use this packing of \( \tilde{I} \) to obtain a packing of \( I \) that uses slightly more number of bins.

To bound the AAR of \( \text{skewedCPack} \), we will prove a structural theorem (Section 4.2), which says that the optimal fractional compartmental packing of \( \tilde{I} \) uses close to \( \text{opt}(I) \) bins.

4.1 Classifying and Rounding Items

We now describe the algorithm \( \text{round} \) and show that its output satisfies important properties.

First, we will find a set \( I_{\text{med}} \subseteq I \) and positive constants \( \epsilon_1 \) and \( \epsilon_2 \) such that \( a(I_{\text{med}}) \leq \epsilon a(I), \epsilon_2 \ll \epsilon_1, \) and \( I - I_{\text{med}} \) is \( (\epsilon_2, \epsilon_1]\)-free, i.e., no item in \( I - I_{\text{med}} \) has its width or height in the interval \( (\epsilon_2, \epsilon_1]\). Then we can remove \( I_{\text{med}} \) from \( I \) and pack it separately into a small number of bins using NFDH. We will see that the \( (\epsilon_2, \epsilon_1] \)-freeness of \( I - I_{\text{med}} \) will help us pack \( I - I_{\text{med}} \) efficiently. Specifically, we require \( \epsilon_2 \leq \epsilon, \epsilon_1^{-1} \in \mathbb{Z}, \) and \( \epsilon_2 = f(\epsilon_1) \), where \( f(x) := \epsilon x/(104(1 + 1/(\epsilon x))^{2/\epsilon - 2}) \). We explain this choice of \( f \) in Section 4.3.4. Intuitively, such an \( f \) ensures that \( \epsilon_2 \ll \epsilon_1 \) and \( \epsilon_2^{-1} \in \mathbb{Z} \). For \( \text{skewedCPack} \) to work, we require \( \delta \leq \epsilon_2 \). Finding such an \( I_{\text{med}} \) and \( \epsilon_1 \) is a standard technique [25, 7], so we defer the details to Appendix C.1.

Next, we classify the items in \( I - I_{\text{med}} \) into three disjoint classes:

- Wide items: \( W := \{ i \in I : w(i) \geq \epsilon_1 \) and \( h(i) \leq \epsilon_2 \} \).
- Tall items: \( H := \{ i \in I : w(i) \leq \epsilon_2 \) and \( h(i) > \epsilon_1 \} \).
- Small items: \( S := \{ i \in I : w(i) \leq \epsilon_2 \) and \( h(i) \leq \epsilon_2 \} \).
We will now use linear grouping \[15, 28\] to round up the widths of items \(W\) and the heights of items \(H\) to get items \(\hat{W}\) and \(\hat{H}\), respectively. By Claim 27 in Appendix A, items in \(\hat{W}\) have at most \(1/(\varepsilon\varepsilon_1)\) distinct widths and items in \(\hat{H}\) have at most \(1/(\varepsilon\varepsilon_1)\) distinct heights. Let \(\hat{I} := \hat{W} \cup \hat{H} \cup S\).

**Definition 17 (Fractional packing).** Suppose we are allowed to slice wide items in \(\tilde{I}\) using horizontal cuts, slice tall items in \(\tilde{I}\) using vertical cuts and slice small items in \(\tilde{I}\) using both horizontal and vertical cuts. For any \(\tilde{X} \subseteq \tilde{I}\), a bin packing of the slices of \(\tilde{X}\) is called a fractional packing of \(\tilde{X}\). The optimal fractional packing of \(\tilde{X}\) is denoted by \(\text{fopt}(\tilde{X})\).

**Lemma 18.** \(\text{fopt}(\tilde{I}) < (1 + \varepsilon)\text{opt}(I) + 2\).

**Proof.** Directly follows from Lemma 28 in Appendix A.

### 4.2 Structural Theorem

We will now define compartmental packing and prove the structural theorem, which says that the number of bins in the optimal fractional compartmental packing of \(\tilde{I}\) is roughly equal to \(\text{fopt}(\tilde{I})\).

We first show how to discretize a packing, i.e., we show that given a fractional packing of items in a bin, we can remove a small fraction of tall and small items and shift the remaining items leftwards so that the left and right edges of each wide item belong to a constant-sized set \(\mathcal{T}\), where \(|\mathcal{T}| \leq (1 + 1/\varepsilon\varepsilon_1)^2\varepsilon_1^{-2}\). Next, we define compartmental packing and show how to convert a discretized packing to a compartmental packing.

For any rectangle \(i\) packed in a bin, let \(x_1(i)\) and \(x_2(i)\) denote the \(x\)-coordinates of its left and right edges, respectively, and let \(y_1(i)\) and \(y_2(i)\) denote the \(y\)-coordinates of its bottom and top edges, respectively. Let \(R\) be the set of distinct widths of items in \(\hat{W}\). Given the way we rounded items, \(|R| \leq 1/\varepsilon\varepsilon_1\). Recall that \(\varepsilon_1 \leq \varepsilon \leq 1/2\) and \(\varepsilon_1^{-1}, \varepsilon^{-1} \in \mathbb{Z}\).

**Theorem 19.** Given a fractional packing of items \(\tilde{J} \subseteq \tilde{I}\) into a bin, we can remove tall and small items of total area less than \(\varepsilon\) and shift some of the remaining items to the left such that for every wide item \(i\), we get \(x_1(i), x_2(i) \in \mathcal{T}\).

**Proof.** For wide items \(u\) and \(v\) in the bin, we say that \(u < v\) iff the right edge of \(u\) is to the left of the left edge of \(v\). Formally \(u < v \iff x_2(u) \leq x_1(v)\). We call \(u\) a predecessor of \(v\). A sequence \([i_1, i_2, \ldots, i_k]\) such that \(i_1 < i_2 < \ldots < i_k\) is called a chain ending at \(i_k\).

For a wide item \(i\), define level(\(i\)) as the number of items in the longest chain ending at \(i\). Formally, level(\(i\)) := 1 if \(i\) has no predecessors, and \((1 + \max_{j<i} \text{level}(j))\) otherwise. Let \(W_j\) be the items at level \(j\), i.e., \(W_j := \{i : \text{level}(i) = j\}\). Note that the level of an item can be at most \(1/\varepsilon_1 - 1\), since each wide item has width more than \(\varepsilon_1\).

We will describe an algorithm for discretization. But first, we need to introduce two recursively-defined set families \((S_1, S_2, \ldots)\) and \((T_0, T_1, \ldots)\). Let \(T_0 := \{0\}\) and \(t_0 := 1\). For any \(j > 0\), define \(t_j := (1 + 1/\varepsilon\varepsilon_1)^{-1}\), \(\delta_j := \varepsilon\varepsilon_1/t_{j-1}\), \(S_j := T_{j-1} \cup \{k\delta_j : k \in \mathbb{Z}, 0 \leq k < 1/\delta_j\}\), \(T_j := \{x + y : x \in S_j, y \in R \cup \{0\}\}\). Note that \(\forall j > 0\), we have \(T_{j-1} \subseteq S_j \subseteq T_j\) and \(\delta_j^{-1} \in \mathbb{Z}\). Define \(\mathcal{T} := T_{1/\varepsilon_1-1}\).

Our discretization algorithm proceeds in stages, where in the \(j^{th}\) stage, we apply two transformations to the items in the bin, called strip-removal and compaction.

**Strip-removal:** For each \(x \in T_{j-1}\), consider a strip of width \(\delta_j\) and height 1 in the bin whose left edge has coordinate \(x\). Discard the slices of tall and small items inside the strips.

**Compaction:** Move all tall and small items as much towards the left as possible (imagine a gravitational force acting leftwards on the tall and small items) while keeping the wide items fixed. Then move each wide item \(i \in W_j\) leftwards till \(x_1(i) \in S_j\).
Observe that the algorithm maintains the following invariant: after \( k \) stages, for each \( j \in [k] \), each item \( i \in W_j \) has \( x_1(i) \in S_j \) (and hence \( x_2(i) \in T_j \)). This ensures that after the algorithm ends, \( x_1(i), x_2(i) \in T \). All that remains to prove is that the total area of items discarded during strip-removal is at most \( \varepsilon \) and that compaction is always possible.

\textbf{Lemma 20.} For all \( j \geq 0 \), \( |T_j| \leq t_j \).

\textbf{Proof by induction.} \( |T_0| = t_0 = 1 \), so the base case holds. Now assume \( |T_{j-1}| \leq t_{j-1} \). Then

\[ |T_j| \leq (|R| + 1)|S_j| \leq \left( \frac{1}{\varepsilon_1} + 1 \right) \left( |T_{j-1}| + \frac{1}{\delta_j} \right) \leq \left( \frac{1}{\varepsilon_1} + 1 \right)^2 \leq t_{j-1} = t_j. \]

Therefore, \( |T| \leq t_1/\varepsilon_1 - 1 = (1 + 1/\varepsilon_1)^2/\varepsilon_1 - 2 \).

\textbf{Lemma 21.} Discarded items (across all stages) have total area less than \( \varepsilon \).

\textbf{Proof.} In the \( j \)th stage, we create \( |T_{j-1}| \) strips, and each strip has total area at most \( \delta_j \). Therefore, the area discarded in the \( j \)th stage is at most \( |T_{j-1}| \delta_j \leq t_{j-1} \delta_j = \varepsilon_1 \). Since there can be at most \( 1/\varepsilon_1 - 1 \) stages, we discard a total area of less than \( \varepsilon \) across all stages.

\textbf{Lemma 22.} Compaction always succeeds, i.e., in the \( j \)th stage, while moving item \( i \in W_j \) leftwards, no other item will block its movement.

\textbf{Proof.} Let \( i \in W_j \). Let \( z \) be the \( x \)-coordinate of the left edge of the strip immediately to the left of item \( i \), i.e., \( z := \max\{x \in T_{j-1} : x \leq x_1(i)\} \). For any wide item \( i' \), we have \( x_2(i') \leq x_1(i) \iff i' \prec i \iff \text{level}(i') \leq j - 1 \). By our invariant, we get \( \text{level}(i') \leq j - 1 \Rightarrow x_2(i') \in T_{j-1} \Rightarrow x_2(i') \leq z \). Therefore, for every wide item \( i' \), \( x_2(i') \notin (z, x_1(i)] \).

In the \( j \)th strip-removal, we cleared the strip \( [z, z + \delta_j] \times [0, 1] \). If \( x_1(i) \in [z, z + \delta_j] \), then \( i \) can freely move to \( z \), and \( z \in T_{j-1} \subseteq S_j \). Since no wide item has its right edge in \( (z, x_1(i)] \), if \( x_1(i) > z + \delta_j \), all the tall and small items whose left edge lies in \( [z + \delta_j, x_1(i)] \) will move leftwards by at least \( \delta_j \) during compaction. Hence, there would be an empty space of width at least \( \delta_j \) to the left of item \( i \). Therefore, we can move \( i \) leftwards to make \( x_1(i) \) a multiple of \( \delta_j \), and then \( x_1(i) \) would belong to \( S_j \).

Hence, compaction always succeeds and we get \( x_1(i), x_2(i) \in T \) for each wide item \( i \).

\textbf{Definition 23} (Compartmental packing). Consider a packing of some items into a bin. A compartment \( C \) is defined as a rectangular region in the bin satisfying the following properties:

\begin{itemize}
  \item \( x_1(C), x_2(C) \in T \).
  \item \( y_1(C), y_2(C) \) are multiples of \( \varepsilon_{\text{cont}} := \varepsilon \varepsilon_1/6|T| \).
  \item \( C \) does not contain both wide items and tall items.
  \item If \( C \) contains tall items, then \( x_1(C) \) and \( x_2(C) \) are consecutive values in \( T \).
\end{itemize}

If a compartment contains a wide item, it is called a wide compartment. Otherwise it is called a tall compartment. A packing of items into a bin is called compartmental if there is a set of non-overlapping compartments in the bin such that each wide or tall item lies completely inside some compartment, and there are at most \( n_W := 3(1/\varepsilon_1 - 1)|T| + 1 \) wide compartments and at most \( n_T := (1/\varepsilon_1 - 1)|T| \) tall compartments in the bin. A packing of items into multiple bins is called compartmental iff each bin is compartmental.
Note that small items can be packed both inside and outside compartments.

The following lemma states that a discretized packing can be converted to a compartmental packing. It can be proved using standard techniques (e.g., Section 3.2.3 in [36]). See Appendix G.2 in [31] for a formal proof.

Lemma 24. If \( x_1(i), x_2(i) \in T \) for each wide item \( i \) in a bin, then by removing wide and small items of area less than \( \epsilon \), we can get a compartmental packing of the remaining items.

Theorem 25. For a set \( \tilde{I} \) of \( \delta \)-skewed rounded items, define \( fcopt(\tilde{I}) \) as the number of bins in the optimal fractional compartmental packing of \( \tilde{I} \). Then \( fcopt(\tilde{I}) < (1 + 4\epsilon) fopt(\tilde{I}) + 2 \).

Proof. Consider a fractional packing of \( \tilde{I} \) into \( m := fopt(\tilde{I}) \) bins. From each bin, we can discard items of area at most \( 2\epsilon \) and get a compartmental packing of the remaining items by Theorem 19 and Lemma 24.

Let \( X \) be the set of wide and small discarded items and let \( Y \) be the set of tall discarded items. For each item \( i \in X \), if \( w(i) \leq 1/2 \), slice it using a horizontal cut in the middle and place the pieces horizontally next to each other to get a new item of width \( 2w(i) \) and height \( h(i)/2 \). Repeat until \( w(i) > 1/2 \). Now pack the items in bins by stacking them one-over-the-other so that for each item \( i \in X \), \( x_1(i) = 0 \). This will require less than \( 2a(X) + 1 \) bins, and the packing will be compartmental.

Similarly, we can get a compartmental packing of \( Y \) into \( 2a(Y) + 1 \) bins. Since \( a(X \cup Y) < 2\epsilon m \), we will require less than \( 4\epsilon m + 2 \) bins. Therefore, the total number of compartmental bins used to pack \( \tilde{I} \) is less than \( (1 + 4\epsilon)m + 2 \).

4.3 Packing Algorithm

We now describe the skewedCPack algorithm for packing a set \( I \) of \( n \) \( \delta \)-skewed items.

1. Classifying and Rounding Items (see Section 4.1): Compute \( (\tilde{I}, I_{med}) := \text{round}(I) \).
   Recall that \( I_{med} \), called the set of medium items, has low total area, and \( \tilde{I} \), called the set of rounded items, is obtained by rounding up the width or height of each item in \( I - I_{med} \).

2. Enumerating Packing of Compartments: Compute all possible packings of empty compartments into at most \( n \) bins.

3. Fractionally Packing Items into Compartments: For each packing \( P \) of empty compartments, fractionally pack \( \tilde{I} \) into \( P \) using a linear program.

4. Converting a Fractional Packing to a Non-Fractional Packing: Discard a small set \( D \subseteq \tilde{I} \) of items and use an extreme-point solution to the linear program to non-fractionally pack \( \tilde{I} - D \) into \( P \).

5. Pack \( I_{med} \cup D \) into bins using NFDH.

See Figure 3 for a visual overview of skewedCPack. We describe steps 2, 3 and 4 in Sections 4.3.1–4.3.3, respectively. In Section 4.3.4, we bound the AAR of skewedCPack.

4.3.1 Enumerating Packing of Compartments

We will now describe a subroutine, called \( \text{iterPackings}(\tilde{I}) \), that outputs all packings of empty compartments into at least \( \lceil a(\tilde{I}) \rceil \) bins and at most \( n \) bins. A packing of empty compartments in a bin is called a configuration. We will first enumerate all configurations and then output multisets of configurations of cardinality ranging from \( \lceil a(\tilde{I}) \rceil \) to \( n \).

\( A \) fractional compartmental packing of \( \tilde{I} \) is a fractional packing of \( \tilde{I} \) that is also compartmental.
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(a) Guess the packing of empty compartments in each bin (Section 4.3.1).

(b) Fractionally pack wide and tall items into compartments. This partitions each compartment into containers (Section 4.3.2).

(c) Pack the items non-fractionally (Section 4.3.3).

Figure 3 Major steps of skewedCPack after rounding $I$.

There can be at most $n_W := 3(1/\varepsilon_1 - 1)|T| + 1$ wide compartments in a bin. Each wide compartment can have $(1/\varepsilon_{\text{cont}})^2$ y-coordinates of the top and bottom edges and at most $|T|^2/2$ x-coordinates of the left and right edges, where $\varepsilon_{\text{cont}} := \varepsilon \varepsilon_1 / 6|T|$. The rest of the space is for tall compartments. Therefore, the number of configurations is at most

\[ n_C := \left( \frac{1}{\varepsilon_{\text{cont}}} \right)^2 |T|^2 / 2 \leq \left( \frac{3|T|^2}{\varepsilon \varepsilon_1} \right)^{6|T| / \varepsilon_1} \leq \left( 1 + \frac{1}{\varepsilon_1} \right)^{2 / \varepsilon + 1}. \]

Since each configuration can have at most $n$ bins, the number of combinations of configurations is at most $(n + 1)^n C$. Therefore, we can output all possible bin packings of empty compartments in $O(n^n C)$ time. This completes the description of iterPackings.

4.3.2 Fractionally Packing Items into Compartments

For each bin packing $P$ of empty compartments, we will try to fractionally pack the items into the bins. To do this, we will create a feasibility linear program, called FP($\tilde{I}, P$), that is feasible if wide and tall items in $\tilde{I}$ can be packed into the compartments in $P$. If FP($\tilde{I}, P$) is feasible, then small items can also be fractionally packed since $P$ contains at least $a(\tilde{I})$ bins.

Let $w'_1, w'_2, \ldots, w'_p$ be the distinct widths of wide compartments in $P$. Let $U_j$ be the set of wide compartments in $P$ having width $w'_j$. Let $h(U_j)$ be the sum of heights of the compartments in $U_j$. By Definition 23, we know that $p \leq |T|^2/2$. Let $w_1, w_2, \ldots, w_r$ be the distinct widths of items in $\tilde{W}$ (recall that $\tilde{W}$ is the set of wide items in $\tilde{I}$). Let $W_j$ be the items in $\tilde{W}$ having width $w_j$. Let $h(W_j)$ be the sum of heights of all items in $W_j$. By Claim 27, we get $r \leq 1/\varepsilon_1$.

Let $C := [C_0, C_1, \ldots, C_r]$ be a vector, where $C_0 \in [p]$ and $C_j \in \mathbb{Z}_{\geq 0}$ for $j \in [r]$. $C$ is called a wide configuration iff $w(C) := \sum_{j=1}^{r} C_j w_j < w'_{C_0}$. Intuitively, a wide configuration $C$ represents a set of wide items that can be placed side-by-side into a compartment of width $w'_{C_0}$. Let $C$ be the set of all wide configurations. Then $|C| \leq p / \varepsilon_1^2$, which is a constant. Let $C_j := \{ C \in C : C_0 = j \}$.

To pack $\tilde{W}$ into wide compartments, we must determine the height of each configuration. Let $x \in \mathbb{R}_{\geq 0}^{|C|}$ be a vector where $x_C$ denotes the height of configuration $C$. Then $\tilde{W}$ can be packed into wide compartments according to $x$ iff $x$ is a feasible solution to the following
feasibility linear program, named FP\(_W(\tilde{I}, P)\):

\[
\sum_{C \in \mathcal{C}} C_j x_C \geq h(\bar{W}_j) \quad \forall j \in [r] \quad (\bar{W}_j \text{ should be covered})
\]

\[
\sum_{C \in \mathcal{C} \text{ and } C_0 = j} x_C \leq h(U_j) \quad \forall j \in [p] \quad (C_j \text{ should fit in } U_j)
\]

\[
x_C \geq 0 \quad \forall C \in \mathcal{C}
\]

Let \(x^*\) be an extreme point solution to FP\(_W(\tilde{I}, P)\) (if FP\(_W(\tilde{I}, P)\) is feasible). By Rank Lemma\(^4\), at most \(p + r\) entries of \(x^*\) are non-zero. Since the number of variables and constraints is constant, \(x^*\) can be computed in constant time.

Let \(\tilde{H}\) be the set of tall items in \(\tilde{I}\). Items in \(\tilde{H}\) have at most \(1/\varepsilon\) distinct heights. Let there be \(q\) distinct heights of tall compartments in \(P\). By Definition 23, we get \(q \leq 1/\varepsilon_{\text{cont}} = 6/|T|/\varepsilon_1\). We can similarly define tall configurations and define a feasibility linear program for tall items, named FP\(_H(\tilde{I}, P)\). \(\tilde{H}\) can be packed into tall compartments in \(P\) iff FP\(_H(\tilde{I}, P)\) is feasible. Let \(y^*\) be an extreme point solution to FP\(_H(\tilde{I}, P)\). Then \(y^*\) can be computed in constant time and \(y^*\) has at most \(q + 1/\varepsilon_1\) positive entries.

Hence, \(\tilde{I}\) can be packed into \(P\) iff FP\(_H(\tilde{I}, P) \wedge \text{FP}(\tilde{H}, P)\) is feasible. The solution \((x^*, y^*)\) shows us how to split each compartment into shelves, where each shelf corresponds to a configuration \(C\) and the shelf can be split into \(C_j\) containers of width \(w_j\) and one container of width \(w_w(C)\). Let there be \(m\) bins in \(P\). After splitting the configurations across compartments, we get at most \(p + q + 2/\varepsilon_1 + m(n_W + n_H)\) shelves.

### 4.3.3 Converting a Fractional Packing to a Non-Fractional Packing

Consider a packing \(P\) of empty compartments into \(m\) bins. Let \(x^*\) and \(y^*\) be extreme-point solutions to FP\(_W(\tilde{I}, P)\) and FP\(_H(\tilde{I}, P)\), respectively (assuming \(\tilde{I}\) can fit into \(P\)). Then \((x^*, y^*)\) gives us a fractional compartmental packing of \(\tilde{I}\) into \(m\) bins. We now show how to convert this to a non-fractional compartmental packing by removing some items from \(\tilde{I}\).

Formally, we give an algorithm called greedyCPack\((\tilde{I}, P, x^*, y^*)\). It returns a pair \((Q, D)\), where \(Q\) is a (non-fractional) compartmental bin packing of items \(\tilde{I} - D\), where the compartments in the bins are as per \(P\). \(D\) is called the set of discarded items.

**greedyCPack** is based on standard techniques. We prove in Appendix C.2 that

\[
a(D) \leq \frac{52|T|\varepsilon_2}{\varepsilon_1} m + 4\varepsilon_2 \left( \frac{|T|^2}{2} + \frac{6|T|}{\varepsilon_1} + \frac{2}{\varepsilon_1} \right).
\]

We give an outline of greedyCPack here and defer the details to Appendix C.2.

1. For each \(j\), iteratively assign wide items from \(\bar{W}_j\) to a container of width \(w_j\). When the total height of assigned items exceeds the height of the container, discard the last-assigned item and switch to a new container and repeat.
2. Similarly assign tall items to tall containers.
3. Identify rectangular regions where we can pack small items:
   - For each configuration \(C\), there is a free region of width \(w_{C_0} - w(C)\) and height \(x_C^*\) in a wide compartment. Similarly, we get free regions in tall compartments.

\(^4\) Rank Lemma: the number of non-zero variables in an extreme-point solution to a linear program is at most the number of non-trivial constraints [34, Lemma 2.1.4].
In each bin, the number of compartments is constant, so the space outside compartments be divided into a constant number of rectangular regions (see Lemma 29).
Pack most of the small items into these free regions using NFDH. Discard the rest.

### 4.3.4 Summary

See Appendix C.3 for a precise description of \texttt{skewedCPack}.
Recall the function \( f \) from Section 4.1. Since \( \epsilon_2 := f(\epsilon_1) \), we get
\[
\epsilon_2 = f(\epsilon_1) = \frac{\epsilon \epsilon_1}{104(1 + 1/\epsilon \epsilon_1)^{2/\epsilon_1 - 2}} \leq \frac{\epsilon \epsilon_1}{104|I|},
\]
(2)
The last inequality follows from the fact that \(|T| \leq (1 + 1/\epsilon \epsilon_1)^{2/\epsilon_1 - 2}.

\[\text{Theorem 26.} \quad \text{The number of bins used by } \texttt{skewedCPack}_\epsilon(\tilde{I}) \text{ is less than}
\]
\[
(1 + 20\epsilon) \text{opt}(I) + \frac{1}{13} \left( 1 + \frac{1}{\epsilon \epsilon_1} \right)^{2/\epsilon_1 - 2} + 23.
\]

\[\text{Proof.} \quad \text{In an optimal fractional compartmental bin packing of } \tilde{I}, \text{ let } P^* \text{ be the corresponding packing of empty compartments into bins. Hence, } P^* \text{ contains } m := f_{\text{opt}}(\tilde{I}) \text{ bins. Since } \text{iterPackings}(\tilde{I}) \text{ iterates over all bin packings of compartments, } P^* \in \text{iterPackings}(\tilde{I}). \text{ Since wide and tall items in } \tilde{I} \text{ can be packed into the compartments of } P^*, \text{ we get that } x^* \text{ and } y^* \text{ are not null. By Lemma 3, the number of bins used by NFDH to pack } I_{\text{med}} \cup D \text{ is less than } 2a(I_{\text{med}} \cup D)/(1 - \delta) + 3 + 1/(1 - \delta). \text{ Therefore, the number of bins used by } \texttt{skewedCPack}(I) \text{ is less than}
\]
\[
m + \frac{2a(I_{\text{med}} \cup D)}{1 - \delta} + 3 + \frac{1}{1 - \delta}
\]
\[
< m + \frac{2\epsilon}{1 - \delta} a(I) + \frac{2 \epsilon_2}{1 - \delta} \left( \frac{52|T|}{\epsilon_1} m + 4 \left( \frac{|T|^2}{2} + \frac{6|T| + 2}{\epsilon \epsilon_1} \right) \right) + 3 + \frac{1}{1 - \delta}
\]
(\text{by Equation (1) and } a(I_{\text{med}}) \leq \epsilon a(I))
\[
= \left( 1 + \frac{104 \epsilon_2 |T|}{\epsilon_1 (1 - \delta)} \right) m + \frac{2\epsilon}{1 - \delta} a(I) + 3 + \frac{1}{1 - \delta} + 8 \epsilon_2 \left( \frac{|T|^2}{2} + \frac{6|T| + 2}{\epsilon \epsilon_1} \right)
\]
\[
= \left( 1 + \frac{\epsilon}{1 - \delta} \right) m + \frac{2\epsilon}{1 - \delta} a(I) + 3 + \frac{1}{13(1 - \delta)} \left( \frac{\epsilon \epsilon_1 |T|}{2} + 19 + \frac{2}{|T|} \right).
\]
(\text{by Equation (2)})
By Theorem 25 and Lemma 18, we get
\[
m = f_{\text{opt}}(\tilde{I}) < (1 + 4 \epsilon) \text{opt}(\tilde{I}) + 2 < (1 + 4 \epsilon)(1 + \epsilon) \text{opt}(I) + 4 + 8 \epsilon.
\]
Therefore, the number of bins used by \texttt{skewedCPack}(I) is less than
\[
\left( (1 + 4\epsilon)(1 + \epsilon) \left( 1 + \frac{\epsilon}{1 - \delta} \right) + \frac{2\epsilon}{1 - \delta} \right) \text{opt}(I)
\]
\[
+ (4 + 8\epsilon) \left( 1 + \frac{\epsilon}{1 - \delta} \right) + 3 + \frac{1}{13(1 - \delta)} \left( \frac{\epsilon \epsilon_1 |T|}{2} + 19 + \frac{2}{|T|} \right)
\]
\[
\leq (1 + 20\epsilon) \text{opt}(I) + \frac{1}{13} \left( 1 + \frac{1}{\epsilon \epsilon_1} \right)^{2/\epsilon_1 - 2} + 23.
\] (since \( \delta \leq \epsilon_1 \leq \epsilon \leq 1/2 \)
\[\]
References
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A Linear Grouping

In this section, we describe the linear grouping technique [15, 28] for wide and tall items.

Let $\epsilon$ and $\epsilon_1$ be constants in $(0, 1)$. Let $W$ be a set of items where each item has width more than $\epsilon_1$. We will describe an algorithm, called \texttt{lingroupWide} that takes $W$, $\epsilon$ and $\epsilon_1$ as input and returns the set $\hat{W}$ as output, where $\hat{W}$ is obtained by increasing the width of each item in $W$. \texttt{lingroupWide}(W, $\epsilon$, $\epsilon_1$) first arranges the items in decreasing order of width and stacks them one-over-the-other (i.e., the widest item in $W$ is at the bottom). Let $h_L$ be the height of the stack. Let $y(i)$ be the $y$-coordinate of the bottom edge of item $i$. Split the stack into sections of height $\epsilon \epsilon_1 h_L$ each. For $j \in [1/\epsilon \epsilon_1]$, let $w_j$ be the width of the widest item intersecting the $j^{th}$ section from the bottom, i.e.,

$$w_j := \max\{w(i) : i \in W \text{ and } (y(i), y(i) + h(i)) \cap ((j - 1)\epsilon \epsilon_1 h_L, (j\epsilon \epsilon_1 h_L) \neq \emptyset}\}.$$

Round up the width of each item $i$ to the smallest $w_j$ that is at least $w(i)$ (see Figure 4). Let $W_j$ be the items whose width got rounded to $w_j$ and let $\hat{W}_j$ be the resulting rounded items. (There may be ties, i.e., there may exist $j_1 < j_2$ such that $w_{j_1} = w_{j_2}$. In that case, define $W_{j_2} := \hat{W}_{j_2} = \emptyset$. This ensures that all $W_j$ are disjoint.) Finally, define $\hat{W} := \bigcup_j \hat{W}_j$.

![Figure 4](image)

**Figure 4** Example invocation of \texttt{lingroupWide} for $\epsilon = \epsilon_1 = 1/2$.

We can similarly define the algorithm \texttt{lingroupTall}. Let $H$ be a set of items where each item has height more than $\epsilon_1$. \texttt{lingroupTall} that takes $H$, $\epsilon$ and $\epsilon_1$ as input and returns $\hat{H}$, where $\hat{H}$ is obtained by increasing the height of each item in $H$.

▷ Claim 27. Items in \texttt{lingroupWide}(W, $\epsilon$, $\epsilon_1$) have at most $1/(\epsilon \epsilon_1)$ distinct widths. Items in \texttt{lingroupTall}(H, $\epsilon$, $\epsilon_1$) have at most $1/(\epsilon \epsilon_1)$ distinct heights.
Lemma 28. Let $W$, $H$ and $S$ be sets of items, where items in $W$ have width more than $\varepsilon_1$ and items in $H$ have height more than $\varepsilon_1$. Let $\hat{W} := \text{lingroupWide}(W, \varepsilon, \varepsilon_1)$ and $\hat{H} := \text{lingroupTall}(H, \varepsilon, \varepsilon_1)$. If we allow slicing items in $\hat{W}$ and $\hat{H}$ using horizontal and vertical cuts, respectively, then we can pack $\hat{W} \cup \hat{H} \cup S$ into less than $(1 + \varepsilon) \text{opt}(W \cup H \cup S) + 2$ bins.

Proof. (cf. Appendix C in [31])

Lemma 13. Let $P$ be a packing of $\bar{T}$ into $m$ bins, where we made at most $m - 1$ horizontal cuts in wide shelves and at most $m - 1$ vertical cuts in tall shelves. Then we can (without slicing) pack a large subset of $\bar{T}$ into the shelves in $P$ such that the unpacked items (also called discarded items) from $W \cup H$ have total area less than $\varepsilon \text{hsum}(\hat{W}) + \delta_H (1 + \varepsilon)(m + 1/\varepsilon^2)$, and the unpacked items from $\hat{H}$ have area less than $\varepsilon \text{wsum}(\hat{H}) + \delta_W (1 + \varepsilon)(m + 1/\varepsilon^2)$.

Proof. For each $j \in [1/\varepsilon^2]$, number the type-$j$ wide containers arbitrarily, and number the items in $\hat{W}_j^{(L)}$ arbitrarily. Now greedily assign items from $\hat{W}_j^{(L)}$ to the first container $C$ until the total height of the items exceeds $h(C)$. Then move to the next container and repeat. As per the constraints of the linear program, all items in $\hat{W}_j^{(L)}$ will get assigned to some type-$j$ wide container. Similarly, number the type-0 wide containers arbitrarily and number the items in $W^{(S)}$ arbitrarily. Greedily assign items from $W^{(S)}$ to the first container $C$ until the total area of the items exceeds $a(C)$. Then move to the next container and repeat. As per the constraints of the linear program, all items in $W^{(S)}$ will get assigned to some type-0 wide container. Similarly, assign all items from $\hat{H}$ to tall containers.

Let $C$ be a type-$j$ wide container and $J$ be the items assigned to it. If we discard the last item from $\hat{J}$, then the items can be packed into $C$. The area of the discarded item is at most $w(C)\delta_H$. Let $C$ be a type-0 wide container and $J$ be the items assigned to it. Arrange the items in $\hat{J}$ in decreasing order of height and pack the largest prefix $\hat{J}' \subseteq \hat{J}$ into $C$ using NFDW (Next-Fit Decreasing Width).

Discard the items $\hat{J} - \hat{J}'$. By Lemma 2, $a(\hat{J} - \hat{J}') < \varepsilon h(C) + \delta_H w(C) + \varepsilon H$. Therefore, for a wide shelf $S$, the total area of discarded items is less than $\varepsilon h(S) + \delta_H (1 + \varepsilon)$.

After slicing the shelves in $\bar{T}$ to get $P$, we get at most $m + 1/\varepsilon^2$ wide shelves and at most $m + 1/\varepsilon^2$ tall shelves. Therefore, the total area of discarded items from $W$ is less than $\varepsilon \text{hsum}(\hat{W}) + \delta_H (1 + \varepsilon)(m + 1/\varepsilon^2)$, and the total area of discarded items from $H$ is less than $\varepsilon \text{wsum}(\hat{H}) + \delta_W (1 + \varepsilon)(m + 1/\varepsilon^2)$.

Details of skewedCPack

C.1 Removing Medium Items

Let $T := [2/\varepsilon]$. Let $\mu_0 = \varepsilon$. For $t \in [T]$, define $\mu_t := f(\mu_{t-1})$ and define

$J_t := \{i \in I: w(i) \in (\mu_t, \mu_{t-1}] \text{ or } h(i) \in (\mu_t, \mu_{t-1}]\}$.

Let $r := \arg\min_{t=1}^{T} a(J_t)$, $I_{\text{med}} := J_r$, $\varepsilon_1 := \mu_{r-1}$. Each item belongs to at most 2 sets $J_t$, so

$$a(I_{\text{med}}) = \sum_{t=1}^{T} a(J_t) \leq \frac{1}{T} \sum_{t=1}^{T} a(J_t) \leq \frac{2}{\lfloor 2/\varepsilon \rfloor} a(I) \leq \varepsilon a(I).$$
C.2 Converting a Fractional Packing to a Non-Fractional Packing

Lemma 29. Let there be a set $I$ of rectangles packed inside a bin. Then there is a polynomial-time algorithm that can decompose the empty space in the bin into at most $3|I| + 1$ rectangles by making horizontal cuts only.

Proof. Extend the top and bottom edge of each rectangle leftwards and rightwards till they hit another rectangle or an edge of the bin. This decomposes the empty region into rectangles $R$. See Figure 5.

For each rectangle $i \in I$, the top edge of $i$ is the bottom edge of a rectangle in $R$. The bottom edge of $i$ is the bottom edge of two rectangles in $R$. Apart from possibly the rectangle in $R$ whose bottom edge is at the bottom of the bin, the bottom edge of every rectangle in $R$ is either the bottom or top edge of a rectangle in $I$. Therefore, $|R| \leq 3|I| + 1$. ◀

![Figure 5](image-url) Horizontal cuts partition empty space around the 3 items into 9 rectangular regions.

Let $(Q, D) := \text{greedyCPack}(\tilde{I}, P, x^*, y^*)$, where $P$ is a packing of empty compartments into $m$ bins. We will describe \text{greedyCPack} and show that

$$a(D) < \frac{52|\tilde{T}|e_2}{\epsilon_1}m + 4e_2 \left( \frac{|\tilde{T}|^2}{2} + \frac{6|\tilde{T}|}{\epsilon \epsilon_1} + \frac{2}{\epsilon \epsilon_1} \right).$$

For a configuration $C$ in a wide compartment, there is a container of width $w'_C = w(C)$ available for packing small items. Hence, there are $p + q + 2/\epsilon \epsilon_1 + m(n_W + n_H)$ containers available inside compartments for packing small items. By Lemma 29, we can partition the space outside compartments into at most $m(3(n_W + n_H) + 1)$ containers. Therefore, the total number of containers available for packing small items is at most

$$m_S := (p + q + 2/\epsilon \epsilon_1) + m(4(n_W + n_H) + 1) \leq \left( \frac{|\tilde{T}|^2}{2} + \frac{6|\tilde{T}|}{\epsilon \epsilon_1} + \frac{2}{\epsilon \epsilon_1} \right) + \frac{16|\tilde{T}|}{\epsilon_1}m.$$

Greedily assign small items to small containers, i.e., keep assigning small items to a container till the area of items assigned to it is at least the area of the container, and then resume from the next container. Each small item will get assigned to some container. For each container $C$, pack the largest possible prefix of the assigned items using the Next-Fit Decreasing Height (NFDH) algorithm. By Lemma 2, the area of unpacked items would be less than $\epsilon_2 + \delta + \epsilon_2 \delta$. Summing over all containers, we get that the unpacked area is less than $(\epsilon_2 + \delta + \epsilon_2 \delta)m_S \leq 3\epsilon_2 m_S$.

For each $j$, greedily assign wide items from $\tilde{W}_j$ to containers of width $w_j$, i.e., keep assigning items till the height of items exceeds the height of the container. Each wide item will get assigned to some container. Then discard the last item from each container. For each shelf in a wide compartment having configuration $C$, the total area of items we discard is at most $\delta w(C)$. Similarly, we can discard tall items of area at most $\delta h(C)$ from each shelf in a tall compartment having configuration $C$. 
Hence, across all configurations, we discard wide and tall items of area at most
\[
\delta((p+q+2\varepsilon)(n_W+n_H)) \leq \delta \left( \frac{|T|^2}{2} + \frac{6|T|}{\varepsilon_1} + \frac{2}{\varepsilon_1} \right) + \frac{4|T|}{\varepsilon_1} m.
\]
Therefore, for \((Q,D) := \text{greedyCPack}(\tilde{I}, P, x^*, y^*)\), we get
\[
a(D) < \frac{52|T|\varepsilon_2}{\varepsilon_1} m + 4\varepsilon_2 \left( \frac{|T|^2}{2} + \frac{6|T|}{\varepsilon_1} + \frac{2}{\varepsilon_1} \right).
\]

C.3 Pseudocode for skewedCPack

**Algorithm 1 skewedCPack,\((I)\):** Packs a set \(I\) of \(\delta\)-skewed rectangular items into bins without rotating the items.

1: \((\tilde{I}, I_{\text{med}}) = \text{round}_\delta(I)\).
2: Initialize \(Q_{\text{best}}\) to null.
3: for \(P \in \text{iterPackings}(\tilde{I})\) do // iterPackings is defined in Section 4.3.1.
4: \(x^* = \text{opt}(\text{FP}_W(\tilde{I}, P))\). // FP\(_W\) and FP\(_H\) are defined in Section 4.3.2.
5: // If FP\(_W(\tilde{I}, P)\) is feasible, \(x^*\) is an extreme-point solution to FP\(_W(\tilde{I}, P)\).
6: // If FP\(_W(\tilde{I}, P)\) is infeasible, \(x^*\) is null.
7: \(y^* = \text{opt}(\text{FP}_H(\tilde{I}, P))\).
8: if \(x^* \neq \text{null}\) and \(y^* \neq \text{null}\) then // if \(\tilde{I}\) can be packed into \(P\)
9: \((Q,D) = \text{greedyCPack}(\tilde{I}, P, x^*, y^*)\). // greedyCPack is defined in Section 4.3.3.
10: \(Q_D = \text{NFDH}(D \cup I_{\text{med}})\).
11: if \(Q \cup Q_D\) uses less bins than \(Q_{\text{best}}\) then
12: \(Q_{\text{best}} = Q \cup Q_D\).
13: end if
14: end if
15: end for
16: return \(Q_{\text{best}}\)

D Lower Bound on APoG

In this section, we prove a lower bound of roughly \(4/3\) on the APoG for skewed rectangles.

**Lemma 30.** Let \(m\) and \(k\) be positive integers and \(\varepsilon \in (0,1)\). Let \(J\) be a set of items packed into a bin, where each item has the longer dimension equal to \((1+\varepsilon)/2\) and the shorter dimension equal to \((1-\varepsilon)/2k\). If the bin is guillotine-separable, then \(a(J) \leq 3/4 + \varepsilon/2 - \varepsilon^2/4\).

**Proof sketch.** For an item packed in the bin, if the height is \((1-\varepsilon)/2k\), call it a wide item, and if the width is \((1-\varepsilon)/2k\), call it a tall item. Let \(W\) be the set of wide items in \(J\).

We can rearrange the items in the bin so that all wide items touch the left edge of the bin and all tall items touch the bottom edge of the bin. See Appendix E in [31] for a formal proof and Figure 6 for an example.

Therefore, the square region of side length \((1-\varepsilon)/2\) at the top-right corner of the bin is empty. Hence, the area occupied in each bin is at most \(3/4 + \varepsilon/2 - \varepsilon^2/4\).
Theorem 31. Let \( m \) and \( k \) be positive integers and \( \varepsilon \in (0, 1) \). Let \( I \) be a set of \( 4mk \) items, where \( 2mk \) items have width \((1 + \varepsilon)/2 \) and height \((1 - \varepsilon)/2k \), and \( 2mk \) items have height \((1 + \varepsilon)/2 \) and width \((1 - \varepsilon)/2k \). Let \( \text{opt}(I) \) be the number of bins in the optimal packing of \( I \) and \( \text{opt}_g(I) \) be the number of bins in the optimal guillotinable packing of \( I \). Then

\[
\frac{\text{opt}_g(I)}{\text{opt}(I)} \geq 4 \frac{1 - \varepsilon}{3 (1 - \varepsilon)}.
\]

This holds true even if items in \( I \) are allowed to be rotated.

Proof. For an item \( i \in I \), if \( h(i) = (1 - \varepsilon)/2k \), call it a wide item, and if \( w(i) = (1 - \varepsilon)/2k \), call it a tall item. Let \( W \) be the set of wide items and \( H \) be the set of tall items.

Partition \( W \) into groups of \( k \) elements. In each group, stack items one-over-the-other. This gives us \( 2m \) containers of width \((1 + \varepsilon)/2 \) and height \((1 - \varepsilon)/2k \). Similarly, get \( 2m \) containers of height \((1 + \varepsilon)/2 \) and height \((1 - \varepsilon)/2k \) by stacking items from \( H \) side-by-side. We can pack 4 containers in one bin, so \( I \) can be packed into \( m \) bins. See Figure 7 for an example. Therefore, \( \text{opt}(I) \leq m \).

We will now show a lower-bound on \( \text{opt}_g(I) \). In any guillotinable packing of \( I \), the area occupied by each bin is at most \( 3/4 + \varepsilon/2 - \varepsilon^2/4 \) (by Lemma 30). Note that \( a(I) = m(1 - \varepsilon^2) \). Therefore,

\[
\text{opt}_g(I) \geq \frac{m(1 - \varepsilon^2)}{3/4 + \varepsilon/2 - \varepsilon^2/4},
\]

\[
\implies \frac{\text{opt}_g(I)}{\text{opt}(I)} \geq \frac{4}{3} \times \frac{1 - \varepsilon^2}{1 + 2\varepsilon/3 - \varepsilon^2/3} = \frac{4}{3} \times \frac{1 - \varepsilon}{1 - \varepsilon/3} \geq \frac{4}{3} (1 - \varepsilon).
\]
Approximating Two-Stage Stochastic Supplier Problems

Brian Brubach
Wellesley College, MA, USA

Nathaniel Grammel
University of Maryland at College Park, MD, USA

David G. Harris
University of Maryland at College Park, MD, USA

Aravind Srinivasan
University of Maryland at College Park, MD, USA

Leonidas Tsepenekas
University of Maryland at College Park, MD, USA

Anil Vullikanti
University of Virginia, Charlottesville, VA, USA

Abstract

The main focus of this paper is radius-based (supplier) clustering in the two-stage stochastic setting with recourse, where the inherent stochasticity of the model comes in the form of a budget constraint. We also explore a number of variants where additional constraints are imposed on the first-stage decisions, specifically matroid and multi-knapsack constraints.

Our eventual goal is to provide results for supplier problems in the most general distributional setting, where there is only black-box access to the underlying distribution. To that end, we follow a two-step approach. First, we develop algorithms for a restricted version of each problem, in which all possible scenarios are explicitly provided; second, we employ a novel scenario-discarding variant of the standard Sample Average Approximation (SAA) method, in which we crucially exploit properties of the restricted-case algorithms. We finally note that the scenario-discarding modification to the SAA method is necessary in order to optimize over the radius.
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1 Introduction

Stochastic optimization, first introduced in the work of Beale [2] and Dantzig [5], provides a way for modeling uncertainty in the realization of the input data. In this paper, we give approximation algorithms for a family of problems in stochastic optimization, and more precisely in the 2-stage recourse model [22]. Our formal problem definitions follow.

We are given a set of clients $C$ and a set of facilities $F$, in a metric space characterized by a distance function $d$. We let $n = |C|$ and $m = |F|$. Our paradigm unfolds in two stages. In the first, each $i \in F$ has a cost $c_i^I$, but at that time we do not know which clients from $C$ will need service, and we only have a description of the distribution $D$ that governs the arrivals of clients later on. In the second stage, a scenario $A \subseteq C$ is realized with probability $p_A$ according to $D$, and now each $i \in F$ has a cost $c_i^A$. The clients of the realized scenario are precisely those that will require service from the facilities of $F$. Using only the description of the distribution $D$, we can proactively open a set of facilities $F_I$ in stage-I. Subsequently, when a scenario $A$ arrives in stage-II, we can augment the already constructed solution by opening some additional facilities $F_A$.

Throughout the paper, the objective function we minimize is the maximum covering distance or radius. Let $d(j, S) = \min_{i \in S} d(i, j)$ for any $j \in C$ and for any $S \subseteq F$. We then ask for $F_I$ and $F_A$, such that $d(j, F_I \cup F_A) \leq R$ for every $A$ that materializes and all $j \in A$, for the minimum $R$ possible. Furthermore, the expected opening cost of the returned solution is required to be at most some given budget $B$, i.e., $\sum_{i \in F_I} c_i^I + \mathbb{E}_{A \sim D} \left[ \sum_{i \in F_A} c_i^A \right] \leq B$. We call this problem Two-Stage Stochastic Supplier or 2S Sup for short.

Finally, we assume that for every $j \in C$ we have $\Pr_{A \sim D}[j \in A] > 0$; note that if this is not the case, then the presence of $j$ in the input is completely redundant.

Additional Stage-I Constraints. Beyond the basic version of the problem, we also consider variants where there are additional hard constraints on the set of chosen stage-I facilities.

In Two-Stage Stochastic Matroid Supplier or 2S-MatSup for short, the input also includes a matroid $M = (F, \mathcal{I})$, where $\mathcal{I} \subseteq 2^F$ is the family of independent sets of $M$. In this case, we additionally require $F_I \in \mathcal{I}$.

In Two-Stage Stochastic Multi-knapsack Supplier or 2S-MuSup for short, $L$ additional knapsack constraints are imposed on $F_I$. Specifically, we are given budgets $W_\ell \geq 0$ and weights $f_i^\ell \geq 0$ for every $i \in F$ and every integer $\ell \in [L]$, such that the stage-I facilities should satisfy $\sum_{i \in F_I} f_i^\ell \leq W_\ell$ for every $\ell \in [L]$. We also call a 2S-MuSup instance discrete, if all weights $f_i^\ell$ are integers, and for such an instance we further define a parameter $\Lambda = \prod_{\ell=1}^L W_\ell$.

Modeling the Stage-I Distributional Knowledge. To complete the description of a two-stage problem, one needs to define how knowledge of the distribution $D$ is represented in stage-I.

The most general representation is the black-box model [20, 8, 17, 14, 19], where we only have access to an oracle that can sample scenarios $A$ according to $D$. In this model, every time a scenario $A$ is revealed, either through the oracle or through an actual data realization, we also learn the facility-cost vector $c^A$ associated with it. We also consider the more restricted polynomial-scenarios model [18, 11, 16, 7], where all scenarios $A$, together with their occurrence probabilities $p_A$ and their corresponding facility-cost vectors $c^A$, are explicitly provided.

We use the suffixes BB and Poly to distinguish these settings. For example, 2S-Sup-BB is the previously defined 2S-Sup in the black-box model.
In both distributional settings, our algorithms must have runtime polynomial in \( n, m \). For the polynomial-scenarios case, the runtime should also be polynomial in the number of explicitly provided scenarios.

### 1.1 Motivation

To our knowledge, we are the first to consider this type of radius minimization problems in the two-stage stochastic paradigm. Regarding clustering problems in this regime, most prior work has focused on Facility Location [18, 20, 16, 17, 9, 14, 19]. On similar lines, [1] studies a stochastic \( k \)-center variant, where points arrive independently, but each point only needs to get covered with some given probability. Moreover, \texttt{2S-Sup} is the natural two-stage counterpart of the well-known Knapsack-Supplier problem [10]. Knapsack-Supplier has a 3-approximation, which is also the best ratio possible unless \( P=NP \) [10].

To see a practical application for our problems, consider healthcare resource allocation, when trying to mitigate a disease outbreak through the preventive placement of testing sites. Suppose that \( F \) corresponds to potential locations that can host a testing center (e.g., hospitals, private clinics, university labs), \( C \) to populations that can be affected by a possible disease outbreak, and each scenario \( A \in \mathcal{D} \) to which populations suffer the outbreak. Since immediate testing is of utmost importance, a central decision maker may prepare testing sites, such that under every scenario, each infected population has the closest possible access to a testing center. Assembling these sites in advance, i.e., in stage-I, has multiple benefits; for example, the necessary equipment and materials might be much cheaper and easier to obtain before the onset of the disease. Furthermore, the choice to minimize the maximum covering distance, as opposed to the opening cost, would reflect a policy valuing societal welfare more than economic performance.

In addition, there may be further constraints on \( F_I \), irrespective of the stage-II decisions, which cannot be directly reduced to the budget \( B \). For instance, we might have a constraint on the total number of personnel we want to occupy prior to the outbreak of the disease, assuming that facility \( i \) requires \( f_i \) people to keep it operational during the waiting period. To our knowledge, this is the first time additional stage-I constraints are studied in the two-stage stochastic regime.

### 1.2 Our Generalization Scheme and Comparison with Previous Results

Our ultimate goal is to devise algorithms for the black-box setting. As is usual in two-stage stochastic problems, we do this in three steps. First, we develop algorithms for the less complicated polynomial-scenarios model. Second, we sample a small number of scenarios from the black-box oracle and use our polynomial-scenarios algorithms to (approximately) solve the problems on them. Finally, we extrapolate this solution to the original black-box problem. This overall methodology is called Sample Average Approximation (SAA).

Unfortunately, standard SAA approaches [21, 4] cannot be directly applied in radius minimization problems. On a high level, the obstacle here is that we need to compute the true cost of the approximate solution, something that is impossible using already existing results. Because this is a delicate technical issue, we refer the reader to Appendix A for an in-depth discussion.

**Our Sampling Framework.** Since the optimal black-box radius \( R^* \) is always the distance between a client and a facility, there are at most \( nm \) different options for it. Thus, we consider each separately, and assume for now that we work with a specific guess \( R \). Given
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In Section 2, we present our generalization scheme. We summarize it as follows:

1.3 Outline and Contributions

In Section 2, we present our generalization scheme. We summarize it as follows:

- **Theorem 1.** Suppose we have an efficiently generalizable, $\eta$-approximation algorithm for the polynomial-scenarios variant of any of the problems we study. Let $S$ be the set of all potential black-box solutions and with $O(\frac{1}{\gamma} \log (\frac{nm(S)}{\gamma}) \log (\frac{nm}{\gamma}))$ samples, we compute a radius $R$ and a black-box solution $F_1, F_A$ for all $A \in D$.
  1. $F_1$ satisfies the stage-I specific constraints of the problem (matroid or multiknapsack).
  2. With probability at least $1 - \gamma$, we have $R \leq R^*$ and $\sum_{i \in F_1} c_i^1 + E_{A \sim D}[\sum_{i \in F_A} c_i^A] \leq (1+\epsilon)B$, where $R^*$ the optimal radius of the black-box variant.
  3. With probability at least $1 - \gamma$, there holds $Pr_{A \sim D}[d(j, F_1 \cup F_A) \leq \eta R, \forall j \in A] \geq 1 - \alpha$.

- **Theorem 2.** We provide the following efficiently generalizable algorithms:
  - A 3-approximation for $2S$-Sup-Poly with $|S| \leq (n + 1)^!$.
    For the black-box case, the sample complexity of Theorem 1 is $\tilde{O}(\frac{n}{\alpha})$.
  - A 5-approximation for $2S$-MatSup-Poly with $|S| \leq 2^{nm}$.
    For the black-box case, the sample complexity of Theorem 1 is $\tilde{O}(\frac{m+n}{\alpha})$.
  - A 5-approximation for discrete instances of $2S$-MuSup-Poly, with $|S| \leq 2^n$ and runtime $poly(n, m, \Lambda)$. In the black-box case, the sample complexity of Theorem 1 is $\tilde{O}(\frac{m+n}{\alpha})$.

Here, $\tilde{O}()$ hides polylog($n, m, 1/\gamma$) terms. The 3-approximation for $2S$-Sup-Poly is presented in Section 3. It relies on a novel LP rounding technique, not used in clustering problems before. Notably, its approximation ratio matches the lower bound of the non-stochastic counterpart [10] (Knapsack Supplier), something very rare in the two-stage
paradigm. The 5-approximation for \textbf{2S-MatSup-Poly} is presented in Section 4. It relies on solving an auxiliary LP, whose optimal solution is guaranteed to be integral. The 5-approximation for \textbf{2S-MuSup-Poly} is presented in Appendix C, and is based on a reduction to a deterministic supplier problem with outliers. Specifically, if we view stage-I as consisting of a deterministic robust problem, stage-II is interpreted as trying to cover all outliers left over by stage-I.

**The main advantages of our generalization scheme are.**

1. Unlike standard SAA approaches [4, 21], it can handle problems based on the maximum-radius objective function.
2. The approximation ratio $\eta$ is preserved with high probability during the generalization. By contrast, in typical two-stage problems, the approximation ratio usually gets inflated when generalizing the polynomial-scenarios setting to the black-box one.
3. The adaptive selection of $T$ yields crisp sample bounds in terms of $\alpha$ and $\epsilon$. By contrast, simpler non-adaptive approaches (e.g., $T = \frac{n}{\alpha}$) would still give the same guarantees, but the dependence of the sample bounds on $\alpha, \epsilon$ would be worse ($\frac{1}{\epsilon \alpha}$ compared to $\frac{1}{\epsilon \alpha}$ as we achieve). This adaptive thresholding may also be of independent interest; for instance, we conjecture that it might be able to improve the sample complexity in the SAA analysis of [4].

**Remark 1.** There is an important connection between the design of our generalization scheme and the design of our polynomial-scenarios approximation algorithms.

In any SAA approach, the sample complexity necessarily depends on the set of possible actions over which the generalization is performed. In Theorem 1, the sample bounds are given in terms of the cardinality of $S$. Following the lines of [21], it may be possible to replace this dependence with a notion of dimension of the underlying convex program. However, such general bounds would lead to significantly larger complexities, consisting of very high order polynomials of $n, m$.

On the other hand, all of our polynomial-scenarios algorithms are carefully designed, so that the cardinality of $S$ itself is small. Indeed, one of the major contributions of this work is to show that this property can still be satisfied for sophisticated approximation algorithms using complex LP rounding. Consequently, we can use simple generalization bounds. Besides being clear and intuitive, these lead to a much lower dependence on $n, m$ for the sample complexity (see Theorem 2). To our knowledge, these are the first examples of non-trivial approximation algorithms for two-stage stochastic problems via directly bounding the size of the solution set $S$.

**Remark 2.** If we assume that the maximum stage-II cost of any facility is bounded by some polynomial value $\Delta$, then we could use standard SAA results directly for our problems. Alternatively, we can use a variant of our generalization scheme (without scenario-discarding) getting refined sample bounds. A simple modification of our Section 2 analysis yields Theorem 3. However, this additional assumption on the cost function is much stronger than what is typically used in the two-stage stochastic literature, and so our scheme aims at tackling the most general case.

**Theorem 3.** Suppose we have an efficiently generalizable, $\eta$-approximation algorithm for the polynomial-scenarios variant of any of the problems we study. Let $S$ be the set of all possible black-box solutions its extension process can produce. Then, for any $\gamma, \epsilon \in (0, 1)$ and
Algorithm 1 GreedyCluster(Q, R, g).

\[
H \leftarrow \emptyset; \\
\text{for each } j \in Q \text{ in non-increasing order of } g(j) \text{ do} \\
\quad H \leftarrow H \cup \{j\}; \\
\quad \text{for each } j' \in Q \text{ with } G_{j,R} \cap G_{j',R} \neq \emptyset \text{ do} \\
\quad \quad \pi(j') \leftarrow j, Q \leftarrow Q \setminus \{j'\}; \\
\text{end} \\
\text{end} \\
\text{Return } (H, \pi); \\
\]

with \( O(\frac{m\Delta}{\epsilon} \log \left(\frac{nm|I|}{\epsilon} \right)) \) samples, we get a radius \( R \) and a black-box solution \( F_1, F_A \) for all \( A \in \mathcal{D} \):

1. \( F_1 \) satisfies the stage-I specific constraints of the problem (matroid or multiknapsack).
2. With probability at least \( 1 - \gamma \), we have \( R \leq R^* \) and \( \sum_{i \in F_k} c_i^1 + E_{A \sim \mathcal{D}}[\sum_{i \in F_A} c_i^A] \leq (1 + \epsilon)B \), where \( R^* \) the optimal radius of the black-box variant.
3. With probability one, we have \( d(j, F_1 \cup F_A) \leq \eta R \) for all \( j \in A \in \mathcal{D} \).

In particular, with our polynomial-scenarios approximation algorithms, the sample bounds of \( 2S-\text{Sup} \), \( 2S-\text{MatSup} \) and \( 2S-\text{MuSup} \) are \( \tilde{O}(\frac{nm\Delta}{\epsilon}) \), \( \tilde{O}(\frac{nm+nm\Delta}{\epsilon}) \) and \( \tilde{O}(\frac{m^2\Delta}{\epsilon}) \) respectively.

1.4 Notation and Important Subroutines

For \( k \in \mathbb{N} \), we use \([k]\) to denote \( \{1, 2, \ldots, k\} \). Also, for a vector \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k) \) and a subset \( X \subseteq [k] \), we use \( \alpha(X) \) to denote \( \sum_{i \in X} \alpha_i \). For a client \( j \) and \( R \geq 0 \), we define \( G_{j,R} = \{i \in \mathcal{F} : d(i, j) \leq R \} \), \( i^1_{j,R} = \arg \min_{i \in G_{j,R}} c_i^1 \) and \( i^A_{j,R} = \arg \min_{i \in G_{j,R}} c_i^A \) for any \( A \).

We repeatedly use a key subroutine named GreedyCluster(), shown in Algorithm 1. Its input is a set of clients \( Q \), a target radius \( R \), and an ordering function \( g : Q \rightarrow \mathbb{R} \). Its output is a set \( H \subseteq Q \) along with a mapping \( \pi : Q \rightarrow H \). The goal of this subroutine is to sparsify the given input \( Q \), by greedily choosing a set of representative clients \( H \).

\[ \text{Observation 4. For } (H, \pi) = \text{GreedyCluster}(Q, R, g), \text{ the following two properties hold: (i) for all } j, j' \in H \text{ with } j \neq j', \text{ we have } G_{j,R} \cap G_{j',R} = \emptyset; \text{ and (ii) for all } j \in Q \text{ with } j' = \pi(j), \text{ we have } G_{j,R} \cap G_{j',R} \neq \emptyset, d(j, j') \leq 2R, \text{ and } g(j') \geq g(j). \]

2 Generalizing to the Black-Box Setting

Let \( \mathcal{P} \) be any of the two-stage problems we consider, with polynomial-scenarios variant \( \mathcal{P}-\text{Poly} \) and black-box variant \( \mathcal{P}-\text{BB} \). Moreover, suppose that we have a \( \eta \)-approximation algorithm \( \text{Alg}\mathcal{P} \) for \( \mathcal{P}-\text{Poly} \), which we intend to use to solve \( \mathcal{P}-\text{BB} \). Before we proceed to our generalization scheme, we present some important definitions and assumptions.

As a starting point, assume we are given a radius demand \( R \); we later discuss how to optimize over this. Hence, we denote a \( \mathcal{P}-\text{BB} \) problem instance by the tuple \( \mathcal{I} = (\mathcal{C}, \mathcal{F}, M_1, c_i^1, B, R) \), where \( \mathcal{C} \) is the set of clients, \( \mathcal{F} \) the set of facilities \( i \), each with stage-I cost \( c_i^1 \), \( M_1 \subseteq 2^\mathcal{F} \) the set of legal stage-I openings (representing the stage-I specific constraints of \( \mathcal{P} \)), \( B \) the budget, and \( R \) the given covering demand. In addition, there is an underlying distribution \( \mathcal{D} \), where each scenario \( A \in \mathcal{D} \) appears with some unknown probability \( p_A \). Our only means of access to \( \mathcal{D} \) is via a sampling oracle. Finally, when a scenario \( A \in \mathcal{D} \) is revealed, we also learn the corresponding facility costs \( c_i^A \).
We can assume this w.l.o.g.; we simply add a dummy facility there is an efficient procedure that implicitly extends this to a strategy given any problem instance. Note that property III is not trivial, since by default we also write Definition 5. Definition 8. Increase the available budget to \( (1 + \epsilon)B \), for some \( \epsilon > 0 \). The purpose of this step is to verify whether or not the given instance of \( \mathcal{P} \)-BB is feasible, and to achieve this we may have to repeat it a polynomial number of times. See Algorithm 2 for the full details.
Algorithm 2 Determining Feasibility for \( \mathcal{P} \)-BB.

**Input**: Parameters \( \epsilon, \gamma, \alpha \in (0, 1) \), \( N \geq 1 \) and a \( \mathcal{P} \)-BB instance
\( \mathcal{I} = (\mathcal{C}, \mathcal{F}, \mathcal{M}_I, c^I, B, R) \).

If \( \exists j \in \mathcal{C} : d(j, F) > R \) then return “INFEASIBLE”; // For points not sampled

for \( h = 1, \ldots, \left\lfloor \log_\eta \left( \frac{1}{\gamma} \right) \right\rfloor \) do

- Draw \( N \) independent samples from the oracle, obtaining set \( Q = \{ S_1, \ldots, S_N \} \);
- Let \( \bar{c} \) the vector containing \( c^I \) and the stage-II facility-cost vectors of all \( S_v \in Q \);
- For every \( S_v \in Q \) set \( q_{S_v} \leftarrow 1/N \);
- If \( \text{AlgP}(\mathcal{C}, \mathcal{F}, \mathcal{M}_I, Q, \bar{q}, \bar{c}, (1 + \epsilon)B, R) \) returns \( F \) then
  - Let \( T \) be the \( \lceil \alpha N \rceil \) largest value of \( c^{S_v}(F_{S_v}) \) among all scenarios in \( Q \);
  - Return \( (F, T) \);

end

Return “INFEASIBLE”;

If Algorithm 2 returns “INFEASIBLE”, then our approach would deem that \( \mathcal{I} \) is not feasible for \( \mathcal{P} \)-BB. Otherwise, let \( F \) be the solution returned by \( \text{AlgP} \) at the last “successfull” iteration of the while loop. Because \( \text{AlgP} \) is efficiently-generalizable, we can apply its extension procedure to any arriving scenario, and therefore implicitly construct a strategy \( \bar{s} \). By the properties of \( \text{AlgP} \) and II, I, we have \( F^I_{j} \in \mathcal{M}_I \) and \( d(j, F^I_{j} \cup F^A_{j}) \leq \eta R \) for every \( A \in \mathcal{D} \) and \( j \in A \).

However, we are not yet done. The second step of our generalization framework consists of slightly modifying the strategy \( \bar{s} \). For that reason, we use the value \( T \) returned by Algorithm 2, which corresponds to the \( \lceil \alpha N \rceil \) largest value \( c^{S_v}(F^A_{S_v}) \) among all \( S_v \in Q \), with \( Q \) the sampled set in the last iteration of the while loop \( (F^A_{S_v} = F_{S_v} \text{ by II}) \). Note here that Assumption 6 ensures that the choice of \( T \) is well-defined.

If now an arriving scenario \( A \) has \( c^A(F^A_\bar{s}) > T \), we will perform no stage-II opening. This modification eventually constructs a new strategy \( \hat{s} \), with \( F^I_{\hat{s}} = F^I_{\bar{s}} \), \( F^A_{\hat{s}} = \emptyset \) when \( c^A(F^A_\bar{s}) > T \), and \( F^A_{\hat{s}} = F^A_{\bar{s}} \) if \( c^A(F^A_\bar{s}) \leq T \). The latter strategy will determine our final opening actions, and hence we need to analyze its opening cost \( C(\hat{s}) \) over \( \mathcal{D} \), and the probability with which it does not return an \( \eta \)-approximate solution. Regarding the latter, note that when \( F^A_\hat{s} \neq F^A_\bar{s} \), we can no longer guarantee an approximation ratio of \( \eta \) as implied by property I for \( \bar{s} \).

Lemma 9. If instance \( \mathcal{I} \) is feasible for \( \mathcal{P} \)-BB and \( N \geq 1/\epsilon \), then with probability at least \( 1 - \gamma \) Algorithm 2 does not terminate with “INFEASIBLE”.

**Proof.** By rescaling, we assume w.l.o.g. that \( B = 1 \). Also, the cost of any strategy \( s \) over \( \mathcal{D} \) is given by \( C(s) = c^I(F^I_s) + \sum_{A \in \mathcal{D}} p_A c^A(F^A_s) \). For any specific execution of the while loop in Algorithm 2, let \( Y^s_v \) be the second-stage cost of \( s \) on sample \( S_v \). Finally, for a fixed \( s \) the random variables \( Y^s_v \) are independent, and the empirical cost of \( s \) on \( Q \) is \( \hat{C}(s) = c^I(F^I_s) + \frac{1}{N} \sum_{v=1}^{N} Y^s_v \).

If \( \mathcal{I} \) is feasible, then there exists some strategy \( s^* \) satisfying \( F^I_{s^*} \in \mathcal{M}_I \) and \( d(j, F^I_{s^*} \cup F^A_{s^*}) \leq R \) for every \( A \in Q \) and \( j \in A \). We will also show that \( \hat{C}(s^*) \leq (1 + \epsilon)B \) with probability at least \( 1/13 \). In this case, the restriction of \( s^* \) to \( Q \) verifies that \( (\mathcal{C}, \mathcal{F}, \mathcal{M}_I, Q, \bar{q}, \bar{c}, (1 + \epsilon)B, R) \) is feasible for \( \mathcal{P} \)-Poly. Thus, since \( \text{AlgP} \) is a valid \( \eta \)-approximation for \( \mathcal{P} \)-Poly, it will not return “INFEASIBLE”.

As \( s^\ast \) is feasible for \( J \) we have \( C(s^\ast) \leq B \), implying \( \mathbb{E}[Y_{v}^s] = \sum_{A \in D} p_A \cdot c^A(F_{s}^A) \leq B = 1 \) for all samples \( v \). By Lemma 20 with \( \delta = \epsilon BN \), this yields

\[
\Pr \left[ \sum_{v=1}^{N} Y_{v}^s < \mathbb{E}[\sum_{v=1}^{N} Y_{v}^s] + \epsilon BN \right] \geq \min \left\{ \frac{\epsilon BN}{1 + \epsilon BN}, \frac{1}{13} \right\}
\]

When \( N \geq \frac{B}{\epsilon} = \frac{1}{13} \), we see that \( \epsilon BN/(1 + \epsilon BN) \geq 1/13 \). Hence, with probability at least 1/13 we have \( \sum_{v=1}^{N} Y_{v}^s \leq \mathbb{E}[\sum_{v=1}^{N} Y_{v}^s] + \epsilon BN \), in which case we get \( \hat{C}(s^\ast) \leq (1 + \epsilon)B \) as shown below:

\[
\hat{C}(s^\ast) = c^I(F_{s}^I) + \frac{1}{N} \sum_{v=1}^{N} Y_{v}^s \leq c^I(F_{s}^I) + \frac{1}{N} \sum_{v=1}^{N} E[Y_{v}^s] + \epsilon B
\]

\[
\leq c^I(F_{s}^I) + \frac{1}{N} \sum_{A \in D} p_A \cdot c^A(F_{s}^A) + \epsilon B \leq (1 + \epsilon)B
\]

So each iteration terminates successfully with probability at least 1/13. To bring the error probability down to at most \( \gamma \), we repeat the process for \( \lfloor \log_{13}(1/\gamma) \rfloor \) iterations. ~\( \blacktriangleleft \)

Let \( T \) be the event that Algorithm 2 terminates without returning “INFEASIBLE”, and \( T_h \) the event that Alg\( P \) found a solution \( F \) at the \( h \)th iteration of the while loop. We denote by \( \text{Invalid} \) the event that Algorithm 2 returns an invalid output; specifically, if \( T \) occurs, \( \text{Invalid} \) is the event of having \( C(s) > (1 + 2\epsilon)B \), otherwise it is the event of mistakenly deciding that \( J \) is not feasible. Let now \( Q_h \) be the set of scenarios sampled at the \( h \)th iteration of Algorithm 2, and for any strategy \( s \) let \( T^h_s \) be the \( [\alpha N]^{th} \) largest value \( c^{S^\ast}(F_{S^\ast}^A) \) among all \( S^\ast \in Q_h \). We then denote by \( \mathcal{E}_h \) the event that for all \( s \in S \), we have \( \Pr_{A \sim D}[c^A(F_{s}^A) > T^h_s] \geq \frac{\alpha}{4} \). Finally, note that due to III the set \( S \) is deterministically given in the event \( \mathcal{E}_h \).

**Lemma 10.** For any \( \gamma, \alpha \in (0,1) \) and \( N = O\left( \frac{1}{\alpha} \log(t_{P}(n,m))/\gamma \right) \), we have \( \Pr[\mathcal{E}_h] \leq \gamma/(\log_{13}(1/\gamma) + 1) \).

**Proof.** Focus on a specific iteration \( h \). Consider a strategy \( s \in S \), and for each \( S^\ast \in Q_h \) let \( X_v \) be an indicator random variable that is 1 iff \( c^{S^\ast}(F_{S^\ast}^A) > T^h_s \). Also let \( X = \sum_{v=1}^{N} X_v \), and note that by Assumption 6 we have \( X = [\alpha N] - 1 \). This implies that the empirical probability of scenarios with stage-II cost more than \( T^h_s \) is \( q^h_s = ([\alpha N] - 1)/N \). Finally, let \( p^h_s = \Pr_{A \sim D}[c^A(F_{s}^A) > T^h_s] \).

If \( p^h_s \geq \alpha \) then we immediately get \( \Pr[p^h_s < \alpha/4] = 0 \). Therefore, assume that \( p^h_s < \alpha \). If \( N \geq 4/\alpha \) then we have:

\[
q^h_s - \frac{\alpha}{2} = \frac{[\alpha N] - 1}{N} - \frac{\alpha}{2} \geq \alpha N - 1 \geq \frac{\alpha}{2} \leq \frac{\alpha}{N} \geq \frac{\alpha}{4} = \frac{\alpha}{4}
\]

Hence, if \( p^h_s \geq q^h_s - \frac{\alpha}{2} \) and \( N \geq 4/\alpha \), we get \( p^h_s \geq \frac{\alpha}{4} \). Using Lemma 22 with \( p^h_s < \alpha \), \( \delta = \alpha/2 \) and \( N = \frac{1}{\alpha} \log \left( \frac{t_{P}(n,m)}{\gamma} \right) \left( \log_{13}(1/\gamma) + 1 \right) \) yields the following:

\[
\Pr[p^h_s < \frac{\alpha}{4}] \leq \Pr[p^h_s < q^h_s - \alpha/2] \leq \epsilon - \frac{t_{P}(n,m)}{\gamma} (\log_{13}(1/\gamma) + 1) = \frac{\gamma}{t_{P}(n,m)} (\log_{13}(1/\gamma) + 1)
\]

A union bound over all \( s \in S \) and property III will finally give \( \Pr[\mathcal{E}_h] \leq \gamma/(\log_{13}(1/\gamma) + 1) \). ~\( \blacktriangleleft \)

**Theorem 11.** For any \( \epsilon, \gamma, \alpha \in (0,1) \) and \( N = O\left( \frac{1}{\alpha} \log(t_{P}(n,m))/\gamma \right) \), \( \Pr[\text{Invalid}] \leq 3\gamma \).
We now focus on the quantity \( \tilde{a}(F^*_A) \) and consider two distinct cases for \( p_s \).

- Suppose \( p_s = 0 \). Then \( \tilde{a}(F^*_A) = 0 \). We use the following cost function:

\[
\tilde{C}_h(s) = c^i(F^*_h) + \frac{1}{N} \sum_{i=1}^{N} Y^*_i \cdot h + \sum_{i=1}^{N} Z^*_i + \bar{\tilde{a}}(F^*_A)
\]

Also, if \( p_s = \frac{1}{N} \sum_{i=1}^{N} Y^*_i \cdot h > t_s \), then \( \tilde{C}_h(s) = \tilde{C}(s) + p_s t_s \). Finally, let \( \tilde{C}^{II}_h(s) = \tilde{C}_h(s) - c^i(F^*_h) \) and \( \tilde{C}^{II}(s) = \tilde{C}(s) - c^i(F^*_h) \).

Now observe that if \( \text{Invalid} \land T_h \land \mathcal{E}_h \) occurs, then there must exist some \( s \in S \) with \( \tilde{C}_h(s) \leq (1 + \epsilon)B \) and \( \tilde{C}(s) > (1 + 2\epsilon)B \). Specifically we have \( \tilde{C}_h(s) \leq (1 + \epsilon)B \) and \( \tilde{C}(s) > (1 + 2\epsilon)B \). To see why \( \tilde{C}_h(s) \leq (1 + \epsilon)B \) is true, note than under this event \( \text{AlgP} \) finds a solution in iteration \( h \). The empirical cost of this solution (which corresponds to a restriction of \( s \)) is at most \((1 + \epsilon)B\), and the pruning based on the value \( t_s \) can only decrease this cost. Regarding \( \tilde{C}(s) > (1 + 2\epsilon)B \), under \( \text{Invalid} \land T_h \land \mathcal{E}_h \) we at first have \( C(s) > (1 + 2\epsilon)B \). In addition, \( \tilde{C}(s) \leq C(s) \), because by the definitions of \( t_s \) and \( \mathcal{E}_h \) we have \( t_s \geq T^*_h \). Hence, we upper bound the probability of \( \text{Invalid} \land T_h \land \mathcal{E}_h \) as follows:

\[
\Pr[\text{Invalid} \land T_h \land \mathcal{E}_h] \leq \Pr[\exists s \in S : \tilde{C}_h(s) \leq (1 + \epsilon)B \land \tilde{C}(s) > (1 + 2\epsilon)B] \\
\leq \Pr[\exists s \in S : \tilde{C}_h(s) \leq (1 + \epsilon)B \land \tilde{C}(s) + p_s t_s > (1 + 2\epsilon)B + p_s t_s] \\
\leq \Pr[\exists s \in S : \tilde{C}_h(s) \leq (1 + \epsilon)B \land \tilde{E}[\tilde{C}_h(s)] > (1 + 2\epsilon)B + p_s t_s] \\
\leq \Pr[\exists s \in S : \tilde{C}^{II}_h(s) \leq (1 - \delta_s)\tilde{E}[\tilde{C}^{II}_h(s)]] \\
\leq \sum_{s \in S} \Pr \left[ \tilde{C}^{II}_h(s) \leq (1 - \delta_s)\tilde{E}[\tilde{C}^{II}_h(s)] \right] \\
= \sum_{s \in S} \Pr \left[ N \cdot \tilde{C}^{II}_h(s)/t_s \leq (1 - \delta_s)N \cdot \tilde{E}[\tilde{C}^{II}_h(s)]/t_s \right]
\]

In the above we defined \( \delta_s \) such that \( \delta_s \geq \frac{\epsilon + p_s t_s}{1 + 2\epsilon + p_s t_s} \). Applying Lemma 21 gives

\[
\Pr[N \cdot \tilde{C}^{II}_h(s)/t_s \leq (1 - \delta_s)N \cdot \tilde{E}[\tilde{C}^{II}_h(s)]/t_s] \leq e^{-\frac{N(\epsilon + p_s t_s)^2}{2[1 + 1/(1 + 3\epsilon)]}}
\]

We now focus on the quantity \( \frac{(\epsilon + p_s t_s)^2}{2(1 + 1/(1 + 3\epsilon))} \), and consider two distinct cases for \( p_s t_s \).

- Suppose \( p_s t_s \geq \epsilon \). Then \( \frac{(\epsilon + p_s t_s)^2}{2(1 + 1/(1 + 3\epsilon))} \geq \frac{p_s^2 t_s}{2(1 + 3\epsilon)} \geq \frac{p_s^2}{2(1 + 3\epsilon)} \geq \epsilon p_s^2/2(1 + 3\epsilon) \), where the last inequality follows because \( x/(1 + 3x) \) is increasing and in our case \( x \geq \epsilon \).
Suppose $p_s t_s < \epsilon$. Then $\frac{(c+p_s t_s)^2}{2p_s (1+3c)} \geq \frac{c^2}{2(1+3c)}$, where in the last inequality we used the fact that in this case $t_s < \epsilon/p_s$. Therefore, by definition of $p_s$, we have $\frac{(c+p_s t_s)^2}{2p_s (1+3c)} \geq \frac{\epsilon-p_s}{8(1+3c)}$ in every case. Plugging that in (3), (2), and setting $N = \frac{1}{c} \log \left( \frac{3p(n,m)}{\gamma} \left( \log \left( \frac{1}{\gamma} \right) + 1 \right) \right)$ gives $\Pr[\text{Invalid} \land T_h \land E_h] \leq \gamma/(\log \frac{1}{\gamma} (1) + 1)$. Finally, using this in (1) gives the desired error probability of at most $3\gamma$.

Theorem 12. For any $\gamma, \alpha \in (0,1)$ and $N = \mathcal{O} \left( \frac{1}{\alpha} \log \left( \frac{3p(n,m)}{\gamma} \right) \right)$, the solution strategy $\hat{s}$ satisfies $\Pr_{A\sim D}[d(j, F^s_1 \cup F^s_2) \leq \eta R, \forall j \in A] \geq 1 - 2\alpha$ with probability at least $1 - \gamma$.

Proof. Consider some iteration $h$ and strategy $s \in S$. Let $p_s^h = \Pr_{A\sim D}[c^A(F^s_1) > T_h^s]$, and $B^s_h$ the event of having $p_{T_h^s} > 2\alpha$. Suppose that $p_s^h > \alpha$, otherwise $B^s_h$ cannot occur. Let $X_v$ an indicator random variable that is 1 if $s$ has stage-II cost larger than $T_h^s$ in the $v$-th sample. Also, let $X = \sum_{i=1}^N X_v$, and recall that $X = [\alpha N] - 1 \leq \alpha N$. Moreover, we have $\mathbb{E}[X] = p_s^h N$ and notice that $2X > \mathbb{E}[X]$ implies $p_s^h < 2\alpha$. Using Lemma 21 with $\delta = 1/2$ we get $\Pr[X \leq \mathbb{E}[X]/2] \leq e^{-p_s^h N/8}$. Because $p_s^h > \alpha$, setting $N = \frac{1}{\alpha} \log \left( \frac{3p(n,m)}{\gamma} \left( \log \left( \frac{1}{\gamma} \right) + 1 \right) \right)$ gives $\sum_{s} \sum_s \Pr[B^s_h] \leq \gamma$.

Finally, by optimizing over the radius, we get our main generalization result:

Theorem 13. Assume we have an efficiently generalizable $\eta$-approximation for $\mathcal{P}$-$\text{Poly}$. Then, using $\mathcal{O} \left( \frac{1}{\alpha} \log \left( \frac{3p(n,m)}{\gamma} \right) \log \frac{n m}{\gamma} \right)$ samples, we obtain a strategy $\hat{s}$ and a radius $R$, such that with probability at least $1 - \mathcal{O}(\gamma)$ the following hold: (i) $C(\hat{s}) \leq (1 + 2\epsilon)B$, (ii) $F^s_1 \in M_1$; (iii) $R \leq R^*$, where $R^*$ is the optimal radius for $\mathcal{P}$-$\text{BB}$; (iv) $\Pr_{A\sim D}[d(j, F^s_1 \cup F^s_2) \leq \eta R, \forall j \in A] \geq 1 - 2\alpha$.

Proof. Because $R^*$ is the distance between some facility and some client, there are at most $nm$ alternatives for it. Thus, we can run Algorithm 2 for all possible $nm$ target radius values, using error parameter $\gamma' = \frac{\gamma}{nm}$. We then return the smallest radius that did not yield “INFEASIBLE”. By a union bound over all radius choices, the probability of the Invalid event in any of them is at most $3\gamma$. Thus, with probability at least $1 - 3\gamma$, the chosen radius $R$ satisfies $R \leq R^*$, and the opening cost of the corresponding strategy is at most $(1 + 2\epsilon)B$. Finally, for the returned strategy Theorem 12 holds as well, and the sample bound accounts for all iteration of Algorithm 2.

Additionally, note that we do not need fresh samples for each radius guess $R$; we can draw an appropriate number of samples $N$ upfront, and test all guesses in “parallel” with the same data.

In light of Theorem 13 and the generic search step for the radius $R$, we assume for all our $\mathcal{P}$-poly problems that a target radius $R$ is given explicitly.

We conclude with some final remarks. At first, III guarantees $N = \text{poly}(n, m, \frac{1}{\epsilon}, \frac{1}{\gamma}, \log \frac{1}{\epsilon})$. Also, the probability $2\alpha$ of not returning an $\eta$-approximate solution can be made inverse polynomially small, without affecting the polynomial nature of the sample complexity.

### 3 Approximation Algorithm for 2S-Sup-BB

In this section we tackle 2S-Sup-BB, by first designing a 3-approximation algorithm for 2S-Sup-Poly, and then proving that the latter is efficiently generalizable.
Approximating Two-Stage Stochastic Supplier Problems

Algorithm 3 Correlated LP-Rounding Algorithm for 2S-Sup-Poly.

Solve LP (4)-(6) to get a feasible solution \( y^I, y^A : A \in Q \);
if no feasible LP solution exists then
   Return “INFEASIBLE”;
end
\((H_I, \pi^I) \leftarrow \text{GreedyCluster}(C, R, y^I), \) where \( g^I(j) = y^I(G_j) ; \)
for each scenario \( A \in Q \) do
   \((H_A, \pi^A) \leftarrow \text{GreedyCluster}(A, R, g^A), \) where \( g^A(j) = -y^I(G_{\pi^I(j)} ; \)
end
Order the clients of \( H_I \) as \( j_1, j_2, \ldots, j_h \) such that \( y^I(G_{j_1}) \leq y^I(G_{j_2}) \leq \cdots \leq y^I(G_{j_h}) ; \)
Consider an additional “dummy” client \( j_{h+1} \) with \( y^I(G_{j_{h+1}}) > y^I(G_{j_h}) \) for all \( \ell \in [h] ; \)
for all integers \( \ell = 1, 2, \ldots, h + 1 \) do
   \( F^\ell_I \leftarrow \{ i^I_{j_k} | j_k \in H_I \) and \( y^I(G_{j_k}) \geq y^I(G_{j_h}) ; \}
   for each \( A \in Q \) do
      \( F^\ell_A \leftarrow \{ i^A_j | j \in H_A \) and \( F^\ell_I \cap G_{\pi^I(j)} = \emptyset ; \)
   end
   \( S^{\ell}_I \leftarrow c^I(F^\ell_I) + \sum_{A \in Q} p_A \cdot c^A(F^\ell_A) ; \)
end
Return \( F^\ell_I, F^\ell_A : A \in Q \) such that \( \ell^* = \arg \min_j S^{\ell}_I ; \)

3.1 A 3-Approximation Algorithm for 2S-Sup-Poly

We are given a list of scenarios \( Q \) together with their probabilities \( p_A \) and cost vectors \( c^A \), a target radius \( R \), and let \( G_j = G_{j,R}, i^I_j = i^I_{j,R}, i^A_j = i^A_{j,R} \) for every \( j \in C \) and \( A \in Q \). Consider LP (4)-(6).

\[
\sum_{i \in \mathcal{I}} y^I_i \cdot c^I_i + \sum_{A \in Q} p_A \sum_{i \in \mathcal{I}} y^A_i \cdot c^A_i \leq B \tag{4}
\]

\[
\sum_{i \in \mathcal{I}} (y^I_i + y^A_i) \geq 1, \quad \forall j \in A \in Q \tag{5}
\]

\[
0 \leq y^I_i, y^A_i \leq 1 \tag{6}
\]

Constraint (4) captures the total expected cost, and constraint (5) the fact that for all \( A \in Q \), every \( j \in A \) must have an open facility within distance \( R \) from it. In addition, note that if the LP is infeasible, then there cannot be a solution of radius at most \( R \) for the given 2S-Sup-Poly instance. The rounding algorithm appears in Algorithm 3.

Theorem 14. For any scenario \( A \in Q \) and every \( j \in A \), we have \( d(j, F^\ell_I \cup F^\ell_A) \leq 3R \).

Proof. Focus on some \( A \in Q \). Recall that \( d(j, \pi^I(j)) \leq 2R \) and \( d(j, \pi^A(j)) \leq 2R \) for any \( j \in A \). For \( j \in H_A \) the statement is clearly true, because either \( G_{\pi^I(j)} \cap F^\ell_I \neq \emptyset \) or \( G_j \cap F^\ell_A \neq \emptyset \). So consider some \( j \in A \setminus H_A \). If \( G_{\pi^I(j)} \cap F^\ell_I = \emptyset \), then any facility \( i \in \pi^A(j) \cap F^\ell_A \) will be within distance \( 3R \) from \( j \). If on the other hand \( G_{\pi^I(j)} \cap F^\ell_A = \emptyset \), then our algorithm guarantees \( G_{\pi^I(j)} \cap F^\ell_I \neq \emptyset \). Further, the stage-II greedy clustering yields \( g^A(\pi^I(j)) \geq g^A(j) \Rightarrow y^I(G_{\pi^I(j)}) \geq y^I(G_{\pi^I(j)}) \). Therefore, from the way we formed \( F^\ell_I \) and the fact that \( G_{\pi^I(j)} \cap F^\ell_I \neq \emptyset \), we infer that \( G_{\pi^I(j)} \cap F^\ell_I \neq \emptyset \). The latter ensures that \( d(j, G_{\pi^I(j)} \cap F^\ell_I) \leq 3R \).

Theorem 15. The opening cost \( S^{\ell}_I \) of Algorithm 3 is at most \( B \).
Algorithm 3. Here we crucially exploit the fact that the stage-II decisions of Algorithm 3
To show that Algorithm 3 fits the framework of Section 2, we must show that it is efficiently
Thus, due to
Moreover, for any \( j \in H_A \) and any \( A \in Q \) we have \( \Pr[i^A_j] \) is opened at stage-II | \( A \) | is
Since Algorithm 4 exactly imitates the stage-II actions of Algorithm 3, it is easy to see that property II is satisfied. Further, the arguments in Theorem 14 would still apply, and eventually guarantee \( d(j, F^I_j \cup F^A_j) \leq 3R \) for all \( j \in A \) and any \( A \in \mathcal{D} \), thus verifying property I. To conclude, we only need to prove III. Let \( \mathcal{S}_K \) the set of strategies achievable via Algorithm 4.

Lemma 16. Algorithm 3 satisfies property III with \( |\mathcal{S}_K| \leq (n+1)! \).
Approximating Two-Stage Stochastic Supplier Problems

Algorithm 5 Rounding Algorithm for 2S-MatSup-Poly.

Solve LP (9)-(12) to get a feasible solution $y^I, y^A$ for all $A \in Q$.

if no feasible LP solution exists then
  return “INFEASIBLE”;
end

$(H_I, \pi^I) \leftarrow \text{GreedyCluster}(C, R, g^I)$ where $g^I(j) = y^I(G^j)$;

for each scenario $A \in Q$ do
  $(H_A, \pi^A) \leftarrow \text{GreedyCluster}(A, R, g^{II})$;
end

Solve LP (13)-(16) and get an optimal integral solution $z^*$, such that $z^*_i \in \{0, 1\}$ for all $i \in F$.

$F_I \leftarrow \{i \in F | z^*_i = 1\}$;

$F_A \leftarrow \{i^A \in F | j \in H_A$ and $G_{\pi^I(j)} \cap F_I = \emptyset\}$ for every $A \in Q$.

Proof. The constructed final strategy is determined by 1) the sorted order of $y^I(G^j)$ for all $j \in C$, and 2) a minimum threshold $\ell'$ such that $G_{ja} \cap F_I \neq \emptyset$ with $ja \in H_I$. Given those, we know exactly what $H_I$ and $H_A$ for every $A \in D$ will be, as well as $F_I$ and $F_A$ for every $A \in D$. The set of all possible such options is also independent $Q$. Since there are $n!$ total possible orderings for the $y^I(G^j)$ values, and the threshold parameter $\ell'$ can take at most $n + 1$ values, we get $|S_K| \leq (n + 1)!$.

4 Approximation Algorithm for 2S-MatSup-BB

The outline of this section is similar to that of Section 3. We begin with a 5-approximation algorithm for 2S-MatSup-Poly, and then show that it is also efficiently generalizable.

4.1 A 5-Approximation Algorithm for 2S-MatSup-Poly

We are given a radius $R$, and a list of scenarios $Q$ together with their probabilities $p_A$ and cost vectors $c^A$. Moreover, assume that $r_M$ is the rank function of the input matroid $M = (F, \mathcal{T})$.

We also use the notation $G^j = G_{ja, R}$ and $i^A_j = i^A_{ja, R}$ for every $j \in C$ and $A \in Q$. Consider LP (9)-(12).

$$\sum_{i \in F} y^I_i \cdot c^I_i + \sum_{A \in Q} p_A \sum_{i \in F} y^A_i \cdot c^A_i \leq B$$

$$\sum_{i \in C} (y^I_i + y^A_i) \geq 1, \quad \forall j \in A \in Q$$

$$\sum_{i \in U} y^I_i \leq r_M(U), \quad \forall U \subseteq F$$

$$0 \leq y^I_i, y^A_i \leq 1$$

Compared to LP (4)-(6), the only difference lies in constraint (11), which exactly represents the stage-I matroid requirement. Hence, it is a valid relaxation for the problem. Although the LP has an exponential number of constraints, it can be solved in polynomial time via the Ellipsoid algorithm, with a separation oracle based on minimizing a submodular function [13].

Assuming LP feasibility, our algorithm (presented in full detail in Algorithm 5), begins with two greedy clustering steps, one for each stage, that produce sets $H_I, H_A : A \in Q$ with
corresponding mappings $\pi^f$ and $\pi^A$. We then set up and solve the auxiliary LP shown in (13)-(16), and use this solution to determine sets $F_I$ and $F_A$.

$$\begin{align*}
\text{minimize} & \sum_{i \in F} z_i \cdot c^i_l + \sum_{A \in Q} \sum_{j \in H_A} c^A_{ij}(1 - z(G_{\pi^I(j)})) \\
\text{subject to} & z(G_j) \leq 1, \forall j \in H_I \\
& z(U) \leq r_M(U), \forall U \subseteq F \\
& 0 \leq z_i \leq 1 
\end{align*}$$ (13)

Lemma 17. If LP (9)-(12) is feasible, then the optimal solution $z^*$ of the auxiliary LP (13)-(16) has objective function value at most $B$, and is integral (i.e. for all $i \in F$ we have $z^*_i \in \{0, 1\}$).

Proof. Solution $z^*$ is integral since the LP (13)-(16) is the intersection of two matroid polytopes, namely, the polytope correspondind to $M$, and a partition matroid polytope over all $G_j$ with $j \in H_I$. (Recall that sets $G_j$ for $j \in H_I$ are pairwise disjoint.)

Now let $y^f, y^A$ be a feasible solution of (9)-(12). For all $j \in H_I$ with $y^f(G_j) \leq 1$, set $z_i = y^i_f$ for all $i \in G_j$. For all $j \in H_I$ with $y^f(G_j) > 1$, set $z_i = y^i_f / y^f(G_j)$ for all $i \in G_j$. For the rest of the facilities set $z_i = 0$. This solution obviously satisfies (14). Also, because $y^f$ satisfies (11) and $z_i \leq y^i_f$ for all $i$, we know that $z$ satisfies (15) too. Finally, regarding the objective function:

$$\sum_{i \in F} z_i \cdot c^i_l \leq \sum_{i \in F} y_i \cdot c^i_l$$ (17)

For the second-stage cost we then get:

$$\sum_{A \in Q} \sum_{j \in H_A} c^A_{ij}(1 - z(G_{\pi^I(j)})) \leq \sum_{A \in Q} \sum_{j \in H_A: y^f(G_{\pi^I(j)}) \leq 1} c^A_{ij}(1 - y^f(G_{\pi^I(j)}))$$

$$\leq \sum_{A \in Q} \sum_{j \in H_A: y^f(G_{\pi^I(j)}) \leq 1} c^A_{ij}(1 - y^f(G_j))$$

$$\leq \sum_{A \in Q} \sum_{j \in H_A: y^f(G_{\pi^I(j)}) \leq 1} c^A_{ij}y^A(G_j) \leq \sum_{A \in Q} \sum_{i \in F} c^A_{ij}y^A(G_j) \leq \sum_{A \in Q} \sum_{i \in F} y^A_i (18)$$

The second line follows from the stage-I greedy clustering, which ensures $y^f(G_{\pi^I(j)}) \geq y^f(G_j)$ for all $j \in C$. The last line is due to (10), and the fact that for all $A \in Q$ and all distinct $j, j' \in H_A$ we have $G_j \cap G_{j'} = \emptyset$. Finally, combining (9), (17) and (18) we get the desired bound on the cost.

Theorem 18. For the sets $F_I, F_A : A \subseteq Q$ returned by Algorithm 5 the following three properties hold: (i) $F_I \subseteq I$, (ii) $c^I(F_I) + \sum_{A \in Q} p_A c^A(F_A) \leq B$, and (iii) $d(j, F_I \cup F_A) \leq 5R$ for all $j \in A \subseteq Q$.

Proof. (i) is obvious, since $z^*$ satisfies constraint (15). For (ii), the opening cost of the solution coincides with the value of the objective (13) for $z^*$, and hence by Lemma 17 it is at most $B$.

For (iii), consider $A \subseteq Q$, and recall that $d(j, \pi^I(j)) \leq 2R$ and $d(j, \pi^A(j)) \leq 2R$ for any $j \in A$. For $j \in H_A$ the bound (iii) holds, because either $G_{\pi^I(j)} \cap F_I \neq \emptyset$ or $G_j \cap F_A \neq \emptyset$. So suppose that $j \in A \setminus H_A$. If $G_{\pi^I(j)} \cap F_A \neq \emptyset$, then any facility $i \in G_{\pi^A(j)} \cap F_A$ will be within distance $3R$ from $j$. If on the other hand $G_{\pi^A(j)} \cap F_A = \emptyset$, then there exists $i \in G_{\pi^I(j)} \cap F_I$. Therefore, $d(i, j) \leq d(i, \pi^I(j)) + d(\pi^I(j), \pi^A(j)) + d(\pi^A(j), j) \leq 5R$. ▮
Algorithm 6 Generalization Procedure for 2S-MatSup-Poly.

Input: Returned sets \( F_I, F_A : A \in Q \) and inner execution details of Algorithm 5

Let \( \bar{s} \) the strategy we will define, and for the stage-I actions set \( F_I^{\bar{s}} \leftarrow F_I \);

Suppose scenario \( A \in D \) arrived in the second stage;

Let \( \pi^I \) the stage-I mapping and \( g^{II} \) the bijective function, both used in Algorithm 5;

Set \( (H_A, \pi^A) \leftarrow \text{GreedyCluster}(A, R, g^{II}) \);

Open the set \( F_A^{\bar{s}} = \{ i_A^j | j \in H_A \text{ and } F_I \cap G_{\pi^I(j)} = \emptyset \} \);

4.2 Generalizing to the Black-Box Setting

It is clear that Algorithm 5 satisfies Definition 7, and therefore is a valid 5-approximation. Consider now Algorithm 6 to efficiently extend its output to any arriving scenario \( A \in D \). Since Algorithm 6 exactly imitates the stage-II actions of Algorithm 5, it is easy to see that property II is satisfied. Furthermore, the arguments in Theorem 18 would still go through, and eventually guarantee \( d(j, F_I^{\bar{s}} \cup F_A^{\bar{s}}) \leq 5R \) for all \( j \in A \) and any \( A \in D \), thus verifying property I. To conclude, we only need to prove III. Let \( S_M \) the set of strategies achievable via Algorithm 6.

Lemma 19. Algorithm 5 satisfies property III with \( |S_M| = 2^m \cdot n! \).

Proof. Since \( g^{II} \) can be thought of as part of the input, \( \bar{s} \) depends only on 1) the set \( F_I \) returned by Algorithm 5, and 2) the sorted order of \( g^I(G_j) \) for all \( j \in C \), which ultimately dictates the mapping \( \pi^I \). Given those, we can determine the stage-II openings for every possible scenario \( A \in D \). These options do not depend on scenarios \( Q \). The total number of possible outcomes for \( F_I \) is \( 2^m \), and the total number of orderings for the clients of \( C \) is \( n! \). Hence, \( |S_M| = 2^m \cdot n! \).
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Applying the Standard SAA Method in Supplier Problems

Consider the standard two-stage stochastic setting. In the first stage, we are allowed to take some proactive actions and commit to an anticipatory part of the solution $x$, which will incur some cost $c(x)$. In the second stage, a scenario $A$ is sampled from the distribution $D$, and we can take some stage-II recourse actions $y_A$ with cost $f_A(x, y_A)$. If $X$ is the set of stage-I actions and $Y$ the set of recourse actions, the goal is to find a solution $x^* \in X$ to minimize $f(x) = c(x) + E_{A \sim D}[q_A(x)]$, where $q_A(x) = \min_{y \in Y} \{f_A(x, y) \mid (x, y)$ is a valid solution for $A\}$.

**The Standard SAA Method.** Consider minimizing $f(x)$ in the black-box model. If $S$ is a set of scenarios sampled from the black-box oracle, let $\hat{f}(x) = c(x) + (\sum_{A \in S} q_A(x))/|S|$ be the empirical estimate of $f(x)$. Also, let $x^*$ and $\bar{x}$ be the minimizers of $f(x)$ and $\hat{f}(x)$ respectively.

The work [21] shows that if $f(x)$ is modeled as a convex program, then for any $\epsilon, \gamma \in (0, 1)$ and with $|S| = \text{poly}(n, m, \lambda, \epsilon, 1/\gamma)$, we have $f(\bar{x}) \leq (1 + \epsilon)f(x^*)$ with probability at least $1 - \gamma$ ($\lambda$ is the maximum multiplicative factor by which an element’s cost is increased in
stage-II). An alternate proof of this appeared in [4], which also covered the case of $f(x)$ being an integer program. Moreover, [4] proves that if $\bar{x}$ is an $\alpha$-approximate minimizer of $\hat{f}(x)$, then a slight modification to the sampling still gives $f(\bar{x}) \leq (\alpha + \epsilon) f(x^*)$ with probability at least $1 - \gamma$.

The result of [4] further implies that the black-box model can be effectively reduced to the polynomial-scenarios one, via the following process. Assuming that $f(x)$ corresponds to the integer program modeling our problem, first find an $\alpha$-approximate minimizer $\bar{x}$ of $\hat{f}(x)$, and treat $\bar{x}$ as the stage-I actions. Then, given any arriving $A$, re-solve the problem using any known $\rho$-approximation algorithm for the non-stochastic counterpart, with $\bar{x}$ as a fixed part of the solution. This process eventually leads to an overall approximation ratio of $\alpha \rho + \epsilon$.

Roadblocks for the Standard SAA Analysis in Supplier Problems. A natural way to fit our models within the existing framework, is to first assume knowledge of the optimal radius $R^*$ and then use the opening cost as the objective function $f_{R^*}(x)$, by turning the radius requirement into a simple covering constraint. In other words, we set $f_{R^*}(x) = c^T(x) + \mathbb{E}_{A \sim \mathcal{D}}[q_{A,R^*}(x)]$ with $q_{A,R^*}(x) = \min_y \{c^A(y) \mid (x, y) \text{ covers all } j \in A \text{ within distance } R^*\}$. Note that $f_{R^*}(x)$ may represent both the convex and the integer program corresponding to the underlying problem.

To avoid any overhead in the approximation ratio (from re-solving the problem in stage-II), one should apply SAA to the function $f_{R^*}(x)$ corresponding to the convex program describing the problem (the roadblock described here trivially extends to the case of $f_{R^*}(x)$ being an integer function as well). If there exists a rounding that turns the empirical minimizer $\bar{x}_{R^*}$ into a solution that covers each client within distance $\alpha R^*$, while also having an opening cost of at most $f_{R^*}(\bar{x}_{R^*})$, we get the desired result because $f_{R^*}(\bar{x}_{R^*}) \leq (1 + \epsilon) f_{R^*}(x^*)$ and $f_{R^*}(x^*) \leq B$. With slight modifications, all our polynomial-scenarios algorithms can be interpreted as such rounding procedures.

Nonetheless, we still have to identify a good guess for $R^*$, and this constitutes an unavoidable roadblock in applying standard SAA in supplier problems. Since $R^*$ is one of $nm$ alternative options, one can test each of those individually. Hence, assume we work with some guess $R$, and define the corresponding cost functions $f_R, \hat{f}_R$ with minimizers $x_R, \bar{x}_R$ respectively. Observe that $R$ is a good guess iff $f_R(x^*_R) \leq (1 + O(\epsilon))B$, in such a way vanilla SAA combined with our rounding procedures yields an opening cost of $f_R(\bar{x}_R) \leq (1 + \epsilon) f_R(x^*_R)$, and minimizing over the radius is just a matter of finding the minimum good guess. However, because $f_R(x)$ is not efficiently computable, the only way to test if $R$ is a good guess, is through $\hat{f}_R(x)$. Unfortunately, empirically estimating $f_R(x)$ within an $(1 + \epsilon)$ factor may require a super-polynomial number of samples [12]. The reason for this is the existence of scenarios with high stage-II cost appearing with small probability, which drastically increase the variance of $f_R(x)$. On a high level, the obstacle in supplier problems stems from the need to not only find a minimizer $\bar{x}_R$, but also compute its corresponding value $f_R(\bar{x}_R)$. This makes it impossible to know which guesses $R$ are good, and consequently there is no way to optimize over the radius.

Finally, note that if the stage-II cost of every scenario is polynomially bounded, the variance of $\hat{f}_R(x)$ is also polynomial, and standard SAA arguments go through without difficulties. However, this assumption is much stronger than is typically used for the two-stage stochastic model.
B Auxiliary Lemmas

- **Lemma 20** ([6]). Let $X_1, \ldots, X_K$ be non-negative independent random variables, with expectations $\mu_1, \ldots, \mu_K$ respectively, where $\mu_k \leq 1$ for every $k$. Let $X = \sum_{k=1}^K X_k$, and let $\mu = \sum_{k=1}^K \mu_k = \mathbb{E}[X]$. Then for every $\delta > 0$ we have $\Pr[X < \mu + \delta] \geq \min\{\frac{\delta^2}{16e\delta}, \frac{1}{16}\}$.

The following two lemmas are standard Chernoff bounds.

- **Lemma 21.** Let $X_1, X_2, \ldots, X_K$ be independent random variables with $X_k \in [0, 1]$ for every $k$. For $X = \sum_{k=1}^K X_k$ with $\mu = \mathbb{E}[X]$ and any $\delta > 0$, we have $\Pr[X \leq (1 - \delta)\mu] \leq e^{-\frac{\delta^2}{4}}$.

- **Lemma 22.** Let $X_1, X_2, \ldots, X_K$ be independent Bernoulli random variables with parameter $p$. Let $X = \sum_{k=1}^K X_k$ the corresponding binomial random variable. If for the realization of $X$ we have $X = qK$, then for any $\delta > 0$ we have $\Pr[p < q - \delta] \leq e^{-K\delta^2/2p}$.

C Approximation Algorithm for 2S-MuSup-BB

To tackle this, we construct an efficiently generalizable algorithm for 2S-MuSup-Poly via an intriguing reduction to a non-stochastic clustering problem with outliers. Specifically, if we view stage-I as consisting of a deterministic robust problem, stage-II is interpreted as covering all outliers left over by stage-I. Formally, we use the following robust problem:

**Robust Weighted Multi-Knapsack-Supplier.** We are given a set of clients $\mathcal{C}$ and a set of facilities $\mathcal{F}$, in a metric space with distance function $d$. The input also includes parameters $V, R \in \mathbb{R}_{\geq 0}$, and for every client $j \in \mathcal{C}$ an associated weight $v_j \in \mathbb{R}_{\geq 0}$. In addition, we have the same types of multi-knapsack constraints as in 2S-MuSup: there are $L$ in total budgets $W_i$, and every facility $i \in \mathcal{F}$ has costs $f^i_\ell$ for $\ell \in [L]$. The goal is to choose a set of facilities $S \subseteq \mathcal{F}$, such that $\sum_{j \in \mathcal{C}, d(j, S) > R} v_j \leq V$ and $f^\ell(S) \leq W_\ell$ for every $\ell \in [L]$. Clients $j$ with $d(j, S) > R$ are called outliers. Finally, an instance of this problem is called discrete, if the values $f^i_\ell$ are all integers.

We first show that any $\rho$-approximation for Robust Weighted Multi-Knapsack-Supplier can be used in order to get an efficiently generalizable $(\rho + 2)$-approximation algorithm for 2S-MuSup-Poly. In addition, we argue that already existing work [3, 15] gives a 3-approximation for discrete instances of Robust Weighted Multi-Knapsack-Supplier, thus leading to an efficiently generalizable 5-approximation for discrete instances of 2S-MuSup-Poly.

C.1 Reducing 2S-MuSup-Poly to Robust Weighted Multi-Knapsack-Supplier

We first suppose that the costs $c_i^j$ are polynomially bounded integers, and claim that this restriction will be removed when we generalize to the black-box setting. Once more, let $Q$ be a set of provided scenarios, $R$ a target radius, and $G_j = G_j(R), i^A_j = i^A_j(R)$ for all $j \in \mathcal{C}$ and $A \in Q$. Furthermore, suppose that we have a $\rho$-approximation algorithm $RW$ for Robust Weighted Multi-Knapsack-Supplier. For a feasible instance $\mathcal{F}'$ of the latter problem, $RW$ returns a solution $S$ satisfying all knapsack constraints and also $\sum_{j \in \mathcal{C}, d(j, S) > \rho R} v_j \leq V$. Otherwise, it either returns “INFEASIBLE”, or again a solution with the previous properties.

If the provided instance $\mathcal{F}$ of 2S-MuSup-Poly is feasible, the first step in tackling the problem is figuring out the portion of the budget, say $B_I$, that is used in the first stage of a
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Algorithm 7 Approximation Algorithm for 2S-MuSup-Poly.

Let \( g^I: \mathcal{C} \rightarrow [n] \) be some fixed and given bijective mapping;

for each scenario \( A \in Q \) do

\[
(H_A, \pi^A) \leftarrow \text{GreedyCluster}(A, R, g^I);
\]

end

Construct instance \( \mathcal{I}' \) of Robust Weighted Multi-Knapsack-Supplier as discussed;

if \( RW(\mathcal{I}') = \text{"INFEASIBLE"} \) then

 Return "INFEASIBLE";

end

\( F_1 \leftarrow RW(\mathcal{I}'); \)

// Stage-I facilities

for each scenario \( A \in Q \) do

\[
F_A \leftarrow \{i^A_j \mid j \in H_A \text{ with } d(j, F_1) > \rho R\};
\]

// Stage-II facilities

end

\( \]

Algorithm 7 shows how to use RW to approximate 2S-MuSup-Poly. It begins with greedy clustering steps for each \( A \), and given \( H_A, \pi^A \) it constructs an instance \( \mathcal{I}' \) of Robust Weighted Multi-Knapsack-Supplier as follows. \( \mathcal{C}, \mathcal{F}, d, \) and \( R \) are the same for both problems. For all \( j \in \mathcal{C} \) we set \( v_j = \sum_{A \in Q, j \in H_A} p_A \cdot c^A_{i^A_j} \) and also \( V = B_{II} \). Finally, the instance \( \mathcal{I}' \) has \( L' = L + 1 \) knapsack constraints, where the first \( L \) are the stage-I constraints of 2S-MuSup-Poly \((f^I(S) \leq W_I)\), and the last is \( c^I(S) \leq B_I \).

Lemma 23. If the original 2S-MuSup-Poly instance \( \mathcal{I} \) is feasible, then the Robust Weighted Multi-Knapsack-Supplier instance \( \mathcal{I}' \) is also feasible.

Proof. Consider some feasible solution \( F_1^*, F_A^* \) for 2S-MuSup-Poly. We claim that \( F_1^* \) is a valid solution for \( \mathcal{I}' \). It clearly satisfies the \( L \) knapsack constraints of the form \( f^I(F_1^*) \leq W_I \), and if our guess \( B_I \) is the right one, it also satisfies \( c^I(F_1^*) \leq B_I \). Now, for any \( A \in Q \), any client \( j \in H_A \) with \( d(j, F_1) > R \) must be covered by some facility \( x_j^A \in G_j \cap F_A^* \). Since \( B_{II} \) is the second-stage portion of the budget used by \( F_1^*, F_A^* \), and \( G_j \cap G_j' = \emptyset \) for all distinct \( j, j' \in H_A \) we have:

\[
B_{II} \geq \sum_A p_A \sum_{i \in F_A^*} c^A_i \geq \sum_A p_A \sum_{j \in H_A : d(j, F_1^*) > R} c^A_{i^A_j} \geq \sum_A p_A \sum_{j \in H_A : d(j, F_1^*) > R} c^A_{i^A_j} = \sum_{j \in \mathcal{C}} v_j
\]

This implies that \( S = F_1^* \) satisfies the constraint \( \sum_{j : d(j, S) > R} v_j \leq B_{II} \) of instance \( \mathcal{I}' \).

Theorem 24. Algorithm 7 is a valid \((\rho + 2)\)-approximation for 2S-MuSup-Poly.

Proof. First of all, Lemma 23 guarantees that if the given instance of 2S-MuSup-Poly is feasible, we will get a solution \( F_1, F_A \). By specification of \( RW \), \( c^I(F_1) \leq B_I \) and \( f^I(F_1) \leq W_I \) for every \( I \). The stage-II cost \( C_{II} \) of this solution is given by:

\[
C_{II} = \sum_A p_A \sum_{j \in H_A : d(j, F_1) > \rho R} c^A_{i^A_j} = \sum_{j \in \mathcal{C} : d(j, F_1) > \rho R} v_j \leq B_{II},
\]
Algorithm 8  Generalization Procedure for 2S-MuSup-Poly.

**Input:** Returned sets $F_I, F_A : A \in Q$ and inner execution details of Algorithm 7

Let $\bar{s}$ the strategy we will define, and for the stage-I actions set $F_I^{\bar{s}} \leftarrow F_I$;

Suppose scenario $A$ arrived in the second stage;

$(H_A, \pi^A) \leftarrow \text{GreedyCluster}(A, R, g^{II})$, where $g^{II}$ the bijective function used in Algorithm 7;

Open the set $F_A^{\bar{s}} \leftarrow \{i_A^j \mid j \in H_A$ and $d(j, F_I) > \rho R\}$;

where the last inequality follows because $F_I$ is the output of $RW(\mathcal{I}')$.

Consider now a $j \in A$ for some $A \in Q$. The distance of $j$ to its closest facility will be at most $d(\pi^A(j), F_I \cup F_A) + d(j, \pi^A(j))$. Since $\pi^A(j) \in H_A$, there will either be a stage-I open facility within distance $\rho R$ from it, or we perform a stage-II opening in $G_{\pi(j)}$, which results in a covering distance of at most $R$. Also, by the greedy clustering step, we have $d(j, \pi^A(j)) \leq 2R$. So in the end we get $d(j, F_I \cup F_A) \leq (\rho + 2)R$. ◀

By combining Algorithm 7 with existing 3-approximation algorithms for Robust Weighted Multi-Knapsack-Supplier, we get the following result:

**Theorem 25.** There is a 5-approximation algorithm for discrete instances of 2S-MuSup-Poly, where additionally all $c^I_i$ are polynomially bounded integers. The runtime of it is $\text{poly}(n, m, \Lambda)$.

**Proof.** The results of [3] give a 3-approximation for discrete instances of Robust Weighted Multi-Knapsack-Supplier, when $v_j = 1$ for all $j$. The work of [15] extends this to allow arbitrary $v_j$ values. Note that by our assumption that the values $c^I_i$ are polynomially bounded integers, the instance $\mathcal{I}'$ is discrete, and hence the algorithm of [15] can be utilized in Algorithm 7 and give a 5-approximation for 2S-Sup-Poly. Finally, given the results in [3, 15], the runtime of the whole process will be $\text{poly}(n, m, \Lambda)$. ◀

C.2 Generalizing to the Black-Box Setting

Since the algorithm of Section C.1 is a valid $(\rho + 2)$-approximation, consider the process in Algorithm 8, which efficiently extends its output to any arriving scenario $A \in \mathcal{D}$.

Because Algorithm 8 exactly mimics the stage-II actions of Algorithm 7, it is easy to see that property II is satisfied. Further, the arguments of Theorem 24 would still ensure $d(j, F_I \cup F_A) \leq (\rho + 2)R$ for every $j \in A$ and $A \in \mathcal{D}$, thus guaranteeing property I. To conclude, we again only need to prove property III. Let $S_{MK}$ the set of strategies achievable via Algorithm 8.

**Lemma 26.** Algorithm 7 satisfies property III with $|S_{MK}| = 2^m$.

**Proof.** The returned final strategy depends solely on the set $F_I$. Given that, we can exactly determine all possible stage-II openings, since every $H_A$ for $A \in \mathcal{D}$ can be computed using the fixed function $g^{II}$. There are $2^m$ choices for $F_I$, and therefore $|S_{MK}| = 2^m$. Finally, it is easy to see that the set $S_{MK}$ is independent of $Q$ . ◀

Our algorithm for 2S-MuSup-Poly requires the values $c^I_i$ to be polynomially bounded integers. As we show next, this assumption can be removed by a standard rescaling trick:
Theorem 27. Suppose that the \( c^I_i \) are arbitrary numbers. By appropriate cost-quantization for any \( \epsilon \in (0, 1) \), Algorithm 7 can be modified to give a solution \( F_I, F_A : A \in Q \) for 2S-MuSup-Poly, where \( d(j, F_I \cup F_A) \leq (\rho + 2)R \) for all \( A \in Q, j \in A \), and also \( c^I(F_I) + \sum_{A \in Q} p_A c^A(F_A) \leq (1 + \epsilon)B \).

Proof. For convenience, let us assume that \( B = 1 \), and suppose that all facilities have \( c^I_i \leq 1 \) (as otherwise they can never be opened). Given some \( \epsilon > 0 \), let us define
\[
q = \frac{\epsilon}{m},
\]
and form new costs by
\[
\tilde{c}^I_i = \lceil \frac{c^I_i}{q} \rceil, \quad \tilde{c}^A_i = \frac{c^A_i}{q}, \quad B' = B(1 + \epsilon)/q.
\]
The costs \( \tilde{c}^I_i \) are at most \( \lceil 1/q \rceil \), and hence are polynomially-bounded integers. Therefore, the reduction of Section C.1 can be applied.

Suppose now that \( F_I, F_A \) is a solution to the original instance of 2S-MuSup-Poly, with opening cost at most \( B \). For the modified cost of this solution we then have:
\[
\tilde{c}^I(F_I) + \sum_A p_A \tilde{c}^A(F_A) \leq (c^I(F_I) + \sum_A p_A c^A(F_A))/q + \sum_{i \in F} 1 \leq B/q + m \leq B'.
\]
Thus, \( F_I, F_A \) is also a solution to the modified instance, implying that the latter is feasible. Hence, consider any solution \( \tilde{F}_I, \tilde{F}_A \) to the modified instance, that we would get after running Algorithm 7 with the new costs; its opening cost in the original instance is
\[
c^I(\tilde{F}_I) + \sum_A p_A \tilde{c}^A(\tilde{F}_A) \leq q\tilde{c}^I(F_I) + q \sum_A p_A \tilde{c}^A(F_A) \leq qB' = B(1 + \epsilon).
\]
Therefore, since \( \tilde{F}_I, \tilde{F}_A \) is a \((\rho + 2)\)-approximate solution, we get the desired result.

Note that applying our generalization framework on this solution would make the overall cost over \( D \) be at most \((1 + O(\epsilon))(1 + \epsilon)B = (1 + O(\epsilon))B\), which implies that in the black-box setting we do not need the initial assumption for the costs \( c^I_i \).

C.3 Connections to 2S-MatSup

Suppose we define our non-stochastic robust problem as having one knapsack and one matroid constraint, instead of \( L \) knapsack constraints. Then the reduction of Section C.1 would yield a \((\rho + 2)\)-approximation for 2S-MatSup-Poly in the exact same manner, where \( \rho \) the ratio of the algorithm used to solve the corresponding deterministic outliers problem.

A result of [3, Theorem 16] gives a 3-approximation for this outliers problem, which in turn would give a 5-approximation for 2S-MatSup-Poly. However, the algorithm obtained in this way would be randomized (its solution may not be a valid one), would only work for polynomially bounded values \( v_j \), and would also be significantly more complex than the algorithm of Section 4.
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1 Introduction

Spanning trees in graphs are a fundamental object of study and arise in a number of settings.
Efficient algorithms for finding a minimum-cost spanning tree (MST) in a graph are classical.
In a variety of applications ranging from network design, TSP, phylogenetics, and others, one
often seeks to find a spanning tree with additional constraints. An interesting and well-known
problem in this space is the BOUNDED-DEGREE SPANNING TREE (BD-ST) problem in
which the goal is to find a spanning tree in a given graph \( G = (V, E) \) that minimizes
the maximum degree in the tree. We refer to the minimum-cost version of BD-ST as BD-MST
where one seeks a spanning tree of minimum cost subject to a given degree bound \( B \) on the
vertices. The decision version of BD-ST (Given \( G, B \) is there a spanning tree with maximum
degree \( B \)) is already NP-Complete for \( B = 2 \) since it captures the Hamilton-Path problem.
In an influential paper, Füredi and Raghavachari [24], building on earlier work of Win [49],
described a simple local-search type algorithm that runs in $O(mn)$ time (here $m$ is number of edges and $n$ number of nodes) that outputs a spanning tree with degree at most $B + 1$, or certifies that $G$ does not have a spanning tree with degree at most $B$ (we use $O$ notation to suppress poly-logarithmic factors in $n, m, 1/\epsilon$ for notational simplicity). Their algorithm, in fact, works even in the non-uniform setting where each vertex $v$ has a specified degree bound $B_v$. The Füredi-Raghavachari result spurred a substantial line of work that sought to extend their clean result to the minimum-cost setting. This was finally achieved by Singh and Lau [43] who described a polynomial-time algorithm that outputs a tree $T$ such that the degree of each $v$ in $T$ is at most $B_v + 1$ and the cost of the tree is at most OPT. Their algorithm is based on iterative rounding of a natural LP relaxation. We refer the reader to [35, 13, 28, 43, 22] for several ideas and pointers on BD-ST and BD-MST.

Motivated by several applications, Bilo et al. [9] defined the Crossing Spanning Tree problem (Crossing-ST). In Crossing-ST the input is a graph $G = (V, E)$, a collection of cuts $C_1, C_2, \ldots, C_k$, and integers $B_1, B_2, \ldots, B_k$. Each cut $C_i$ is a subset of the edges though in many applications we view $C_i$ as $\delta_G(S_i)$ for some $S_i \subset V$ (where $\delta_G(S_i) = \{uv \in E \mid u \in S_i, v \in V \setminus S_i\}$ is the standard definition of a cut set with respect to $S_i$). The goal is to find a spanning tree $T$ such that $|E(T) \cap C_i| \leq B_i$, that is, $T$ crosses each cut $C_i$ at most $B_i$ times. It is easy to see that BD-ST is a special case of Crossing-ST where the cuts correspond to singletons. We refer to the min-cost version of Crossing-ST as Crossing-MST. Crossing-ST gained substantial prominence in the context of the asymmetric traveling salesman problem (ATSP) – Asadpour et al. [5] showed the importance of thin spanning trees for approximating ATSP and obtained an $O(\log n / \log \log n)$-approximation (now we have constant factor approximations for ATSP via other methods [46, 47]). Motivated by the thin tree conjecture and its applications to ATSP (see [5, 2]) and other technical considerations, researchers have studied Crossing-ST, its generalization to the matroid setting, and various special cases [20, 8, 7, 37, 36]. The best known approximation algorithms for Crossing-ST and its special cases have mainly relied on the natural LP relaxation. For general Crossing-ST the best known approximation ratio is $\min\{O(\log k / \log \log k), (1 + \epsilon)B + O(\log k / \epsilon^2)\}$. A variety of sophisticated and interesting rounding techniques have been designed for Crossing-ST and its special cases. An outstanding open problem is whether Crossing-ST admits a constant factor approximation via the natural LP relaxation. This is challenging due its implications for the thin tree conjecture.

Most of the focus on BD-MST and Crossing-ST has been on the quality of the approximation. The best known approximation bounds rely on LP relaxations and complex rounding procedures. The overall running times are very large polynomials in the input size and are often unspecified. In this paper we are interested in the design of fast approximation algorithms for BD-MST, Crossing-ST and related problems. In recent years there has been significant progress in designing fast, and often near-linear time, approximation algorithms for a number of problems in discrete and combinatorial optimization. This has been led by, and also motivated, synergy between continuous/convex optimization, numerical linear algebra, dynamic data structures, sparsification techniques, and structural results, among several others. For BD-ST with uniform degree, Duan, He and Zhang [22] described a combinatorial algorithm that for any given $\epsilon > 0$, runs in $O(m \log^7 n / \epsilon^2)$ time, and either outputs a spanning tree with degree $(1 + \epsilon)B + O(\log n / \epsilon^2)$ or reports that there does not exist a tree with maximum degree $\leq B$. This paper is partly motivated by the goal of improving their results: dependence on $\epsilon$, a better approximation, handling non-uniform bounds, cost, Crossing-MST, and connection to the LP relaxation.
A second motivation for this paper is to develop a fast algorithm for swap-rounding in the spanning tree polytope. It is a dependent rounding technique that has several applications ranging from TSP to submodular function maximization (see [20, 26, 17, 23]). The question of developing a fast swap-rounding procedure for spanning trees was explicitly raised in [17] in the context of Metric-TSP.

1.1 Results

In this paper we develop fast approximation algorithms for BD-MST, CROSSING-MST and related problems in a unified fashion via broadly applicable methodology based on the LP relaxation. We consider the following problem with general packing constraints. The input to this problem is an undirected graph $G = (V, E)$, a non-negative edge-cost vector $c : E \to \mathbb{R}_+$, a non-negative matrix $A \in [0, 1]^{k \times m}$, and a vector $b \in [1, \infty)^k$. The goal is to find a spanning tree $T$ of minimum cost such that $A1_T \leq b$ where $1_T \in \{0, 1\}^m$ is the characteristic vector of the edge set of $T$. This is a special case of a more general problem considered in [20]:

\[ \min \{ c^T x : Ax \leq b, x \in \mathcal{ST}(G) \} \]

Let $N$ be the maximum of $m$ and number of non-zeroes in $A$. There is a randomized polynomial time algorithm that for any given $\epsilon \in (0, 1/2]$ runs in $\tilde{O}(N/\epsilon^2)$ time and with high probability either correctly certifies that the LP is infeasible or outputs a solution $y \in \mathcal{ST}(G)$ such that $c^T y \leq (1 + \epsilon)\text{OPT}$ and $Ay \leq (1 + \epsilon)b$ where $\text{OPT}$ is the minimum value of a feasible solution.

**Remark 2.** We describe a randomized algorithm for the sake of simplicity, however we believe that a deterministic algorithm with similar guarantees can be obtained via ideas in [16].

Solving the LP relaxation quickly enables to estimate the optimum integer solution value via existing rounding results [43, 20, 8, 7, 37, 36]. For instance, when specialized to BD-ST, we obtain a near-linear time algorithm to estimate the optimum value arbitrarily closely (modulo the additive 1).

**Corollary 3.** There is a randomized $\tilde{O}(m/\epsilon^2)$-time algorithm that outputs a value $B$ such that $B \leq B^* \leq [(1 + \epsilon)B] + 1$ where $B^*$ is the minimum maximum degree over all spanning trees (that is, $B^* = \min_{T \in \mathcal{T}(G)} \max_{v \in V} \deg_T(v)$ where $\deg_T(v)$ is the degree of $v$ in $T$).

Our second result shows the utility of the LP solution to sparsify the original graph $G$.

**Theorem 4.** Let $x \in \mathcal{ST}(G)$ be such that $Ax \leq b$ for a matrix $A \in [0, 1]^{k \times m}$ and $b \in [1, \infty)^k$. Consider a random subgraph $G' = (V, E')$ of $G$ obtained by picking each edge $e \in G$ with probability $\alpha_e := \min \left\{ \frac{1}{36 \log(k + m)}, x_e \right\}$. Then with high probability the following hold: (i) $|E'| = O(n \ln(k + m)/\epsilon^2)$ (ii) there exists a fractional solution $z \in \mathcal{ST}(G)$ in the support of $G'$ such that $Az \leq (1 + 3\epsilon)b$.

One can run a combinatorial algorithm such as the Füredi-Raghavachari algorithm [24] on the sparse graph rather than on the original graph $G$. This yields the following corollary which improves the $\tilde{O}(mn)$ running time substantially when $G$ is dense.
Corollary 5. There is a randomized algorithm for BD-ST that given a graph $G$ on $n$ nodes runs in $O(n^2/\epsilon^2)$ time, and with high probability outputs a spanning tree $T$ with maximum degree $\lceil (1 + \epsilon)B^* \rceil + 2$ where $B^*$ is the optimal degree bound.

Remark 6. Corollaries 3 and 5 can be generalized to the non-uniform degree version of BD-ST. Input is $G$ and degree bounds $B_v, v \in V$, and the algorithm either decides that there is no spanning tree satisfying the degree bounds or outputs a tree that approximately satisfies them.

Our final result is a fast algorithm to round the LP solution. Several different rounding strategies have been developed for BD-MST and CROSSING-MST and they yield different guarantees and take advantage of the special structure of the given instance. Iterated rounding has been one of the primary and powerful techniques, however it requires basic feasible solutions to the LP relaxation; it seems far from obvious how to obtain fast algorithms with comparable guarantees and is a challenging open problem. We are here interested in oblivious randomized rounding strategies that take a point $x \in ST(G)$ and round it to a random spanning tree $T \in \mathcal{T}(G)$ such that the coordinates of the resulting random edge vector are negatively correlated$^1$. Negative correlation implies concentration for linear constraints as shown by Panconesi and Srinivasan [38]. These strategies, when combined with the LP solution, yield bicriteria approximation algorithms for CROSSING-MST of the form $(1 + \epsilon, \min\{O(\log k/\log \log k)b_i, (1 + \epsilon)b_i + O(\log k)/\epsilon^2\})$ where the first part is the approximation with respect to the cost and the second part with respect to the packing constraints. For CROSSING-ST and CROSSING-MST these are currently the best known approximation ratios (although special cases such as BD-MST admit much better bounds). Several dependent randomized rounding techniques achieving negative correlation in the spanning tree polytope are known: maximum entropy rounding [5], pipage rounding and swap rounding [20]. These rounding techniques generally apply to matroids and have several other applications. In this paper we show that given $x \in ST(G)$, one can swap-round $x$ to a spanning tree in near-linear time provided it is given in an implicit fashion; alternately one can obtain an implicit approximate representation $x'$ of $x$ and then apply an efficient swap-rounding on $x'$. Since swap-rounding is a flexible procedure and does not generate a unique distribution, a precise technical statement requires more formal notation and we refer the reader to Section 3. Here we state a theorem in a general form so that it can be used in other contexts.

Theorem 7. Let $G = (V, E)$ be a multigraph with $m$ edges and let $x \in [0,1]^m$. For any $\epsilon \in (0,1/2)$ there is a randomized algorithm that runs in $\tilde{O}(m/\epsilon^2)$ time and either correctly decides that $x \not\in \mathcal{ST}(G)$ or outputs a random vector $T = (X_1, X_2, \ldots, X_m) \in \{0,1\}^m$ such that (i) $T$ is the characteristic vector of a spanning tree of $G$. (ii) $\mathbb{E}[x_i] \leq (1 + \epsilon)x_i$ for $1 \leq i \leq m$ and (iii) $X_1, X_2, \ldots, X_m$ are negatively correlated. In particular $T$ is obtained as a swap-rounding of a vector $y$ such that $y \leq (1 + \epsilon)x$.

Combining Theorems 1 and 7 and existing results on swap rounding [20] we obtain the following. The approximation ratio matches the best known for CROSSING-MST and the algorithm runs in near-linear time.

---

$^1$ A collection of $\{0,1\}$ random variables $X_1, X_2, \ldots, X_r$ are negatively correlated if, for all subsets $S \subseteq [r]$, $\mathbb{E}[(\prod_{i \in S} X_i)] \leq \prod_{i \in S} \mathbb{E}[X_i]$, and $\mathbb{E}[\prod_{i \in S}(1 - X_i)] \leq \prod_{i \in S}(1 - \mathbb{E}[X_i])$. 

Corollary 8. For the feasibility version of Crossing-MST, there is a randomized algorithm that runs in near-linear time and outputs a spanning tree $T$ such that

$$\forall T \leq \min \{O(\log k / \log \log k)b_i, (1 + \epsilon)b_i + O(\log k) / \epsilon^2\}$$

with high probability. For the cost version of Crossing-MST, there is a randomized algorithm that outputs a

$$(1 + \epsilon, \min \{O(\log k / \log \log k)b_i, (1 + \epsilon)b_i + O(\log k) / \epsilon^2\})$$

bicriteria approximation with probability $\Omega(\epsilon)$. After $\tilde{O}(1/\epsilon)$ independent repetitions of this algorithm, we can obtain the same guarantees with high probability.

Our algorithm, when specialized to BD-ST and BD-MST is more general than the one in [22] in terms of handling cost and non-uniform degrees. In addition we obtain a very close estimate of $B^*$, a much better dependence on $\epsilon$, and also obtain an approximation of the form $O(\log n / \log \log n)B^*$ which is better than $(1 + \epsilon)B^* + O(\log n) / \epsilon^2$ for small $B^*$.

We mainly focused on BD-MST and a high-level result for Crossing-MST. One can obtain results for related problems that involve multiple costs, lower bounds in addition to upper bounds, and other applications of swap-roundings. We discuss these in more detail in Section A.

1.2 Overview of main ideas

Faster approximation algorithms for LPs that arise in combinatorial optimization have been developed via several techniques. We follow a recent line of work [16, 18, 39, 14] that utilizes features of the multiplicative weight update (MWU) method and data structures to speed up implicit LPs. In particular, the LP for Crossing-MST that we seek to solve can be addressed by the randomized MWU algorithm from [18] and data structures for dynamic MST [29]. The overall approach follows some ideas from past work [16]. The sparsification result is inspired by recent applications of similar ideas [16, 15, 11] and utilizes Karger’s theorem on random sampling for packing disjoint bases in matroids [30].

Our main novel contribution is Theorem 7 which we believe is of independent interest beyond the applications outlined here. Dependent randomized rounding techniques have had many spectacular applications. In particular maximum entropy rounding in the spanning tree polytope gave a strong impetus to this line of work via its applications to ATSP [5] and metric-TSP [27]. Swap-rounding is a simpler scheme to describe and analyze, and suffices for several applications that only require negative correlation. However, all the known dependent rounding schemes are computationally expensive. Recent work has led to fantastic progress in sampling spanning trees [4], however the bottleneck for maximum entropy rounding is to compute, from a given point $x \in \text{ST}(G)$, the maximum entropy distribution with marginals equal to $x$; polynomial time (approximation) algorithms exist for this [5, 44] but they are rather slow. Swap-rounding [20] requires one to decompose $x \in \text{ST}(G)$ (or more generally a point in the matroid base polytope) into a convex combination of spanning trees; that is we write $x = \sum_{T \in T} \lambda_T I_T$ such that $\sum_T \lambda_T = 1$ and $\lambda_T \geq 0, T \in \mathcal{T}$. This is a non-trivial problem to do exactly. The starting point here is a theorem in [16] that shows that one can solve this decomposition problem approximately and deterministically in near-linear time via a reduction to the problem of spanning tree packing; this is done via MWU techniques. The near-linear time algorithm implies that any $x \in \text{ST}(G)$ can be decomposed efficiently into an implicit convex decomposition of total size $\tilde{O}(m / \epsilon^2)$ where $\epsilon$ is the approximation parameter in the decomposition. To store the convex combination $\sum_{i=1}^{h} \lambda_i I_{T_i}$ implicitly, we store the
first tree $T_1$ explicitly and to obtain $T_{i+1}$ from $T_i$ for $i \in [h - 1]$, we store the edges in the symmetric difference of $T_{i+1}$ and $T_i$. The size of the decomposition is then the sum of the sizes of the symmetric differences and the size of $T_1$. We give a more formal definition of an implicit decomposition in Section 3.2. We show in this paper that this implicit sparse decomposition is well-suited to the swap-rounding algorithm. We employ a divide-and-conquer strategy with appropriate tree data structures to obtain an implementation that is near-linear in the size of the implicit decomposition. Putting these ingredients together yields our result.²

The seemingly fortuitous connection between the MWU based algorithm for packing spanning trees and its implicit representation leading to a fast algorithm for swap-rounding is yet another illustration of the synergy between tools coming together in the design of fast algorithms.

1.3 Other related work

We overview some known results on Crossing-ST and Crossing-MST and special cases. BD-MST can be viewed as a special case of Crossing-MST where each edge participates in 2 constraints. Bansal et al. [8] showed that if each edge participates in at most $\Delta$ constraints of $A$ (and $A$ is a binary matrix) then one can obtain a $(1, b + \Delta - 1)$-approximation generalizing the BD-MST result; this was further extended to matroids by Lau, Kiraly and Singh [33]. It is shown in [7] that for Crossing-ST one cannot obtain a purely additive approximation better than $O(\sqrt{n})$ via the natural LP relaxation. For this they use a reduction from discrepancy minimization; it also implies, via the hardness result in [12] for discrepancy, that it is NP-Hard to obtain a purely additive $o(\sqrt{n})$ bound. Bansal et al. [7] consider the laminar case of Crossing-MST where the cuts form a laminar family and obtained a $(1, b + O(\log n))$ approximation via iterative rounding (this problem generalizes BD-MST). Olver and Zenklusen [37] consider chain-constrained Crossing-ST which is a further specialization when the laminar family is a chain (a nested family of cuts). For this special case they obtained an $O(1)$-factor approximation in the unit cost setting; Linhares and Swamy [36] considered the min-cost version and obtained an $(O(1), O(1))$-approximation. [37] also showed that even in the setting of chain-constrained Crossing-ST, it is NP-Hard to obtain a purely additive bound better than $c \log n / \log \log n$ for some fixed constant $c$.

Dependent randomized rounding has been an active area of research with many applications. Pipage rounding, originally devoloped by Ageev and Sviridenko [1] in a deterministic way, was generalized to the randomized setting by Srinivasan [45] and by Gandhi et al. [25] and [10, 20] and has led to a number of applications. Maximum entropy rounding satisfies additional properties beyond negative correlation and this is important in applications to metric-TSP (see [27] and very recent work [31, 32]). There has been exciting recent progress on sampling spanning trees and bases in matroids and we refer the reader to some recent work [41, 3, 4] for further pointers. Concentration bounds via dependent rounding can also be obtained without negative correlation (see [21] for instance) and recent work of Bansal [6] combines iterative rounding with dependent rounding in a powerful way.

² In an earlier version of the paper (see [19]) we described our fast swap rounding using two ideas. The first was a fast near-linear time algorithm to merge two spanning trees using the link-cut tree data structure. We were unaware of prior work of Ene and Nguyén [23] that had already given such an algorithm in the context of fast algorithms for submodular function maximization in graphic matroids. In this version of the paper we use their algorithm as a black box. We focus on our second idea which exploits the implicit representation. We thank Alina Ene and Huy Nguyén for pointing out to us their fast algorithm for merging two trees.
Fast approximation algorithms for solving positive LPs and SDPs has been an extensive area of research starting from the early 90s. Lagrangean relaxation techniques based on MWU and other methods have been extensively studied in the past, and continue to provide new insights and results for both explicit and implicit problems. Recent work based on a convex optimization perspective has led to a number of new results and improvements. It is infeasible to do justice to this extensive research area and we refer the reader to two recent PhD theses \cite{40,48}. Spectacular advances in fast algorithms based on the Laplacian paradigm, interior point methods, cutting plane methods, spectral graph theory, and several others have been made in the recent past and is a very active area of research with frequent ongoing developments.

Organization

Section 2 introduces some relevant notation, technical background and tree data structures that we rely on. Section 3 describes our fast swap-rounding algorithm and proves Theorem 7. Section 4 describes the sparsification process of Theorem 4. Section 5 discusses the LP relaxation for Crossing-ST and Theorem 1. Section A brings together results from previous sections to prove some of the corollaries stated in the introduction and provides details of some extensions and related problems.

2 Preliminaries and notation

For a set $S$, we use the convenient notation $S - i$ to denote $S \setminus \{i\}$ and $S + i$ to denote $S \cup \{i\}$.

Matroids

We discuss some basics of matroids to establish some notation as well as present some useful lemmas that will be used later. A matroid $M$ is a tuple $(N, I)$ with $I \subseteq 2^N$ satisfying the following three properties: (1) $\emptyset \in I$, (2) if $A \in I$ and $B \subseteq A$, then $B \in I$, and (3) if $A, B \in I$ such that $|A| < |B|$ then there exists $b \in B \setminus A$ such that $A + b \in I$. We refer to the sets in $I$ as independent sets and say that maximal independent sets are bases. The rank of $M$ is the size of a base. For a set $A \in 2^N$, we refer to $r_M(A) = \max\{|S| : S \subseteq A, S \in I\}$ as the rank of $A$.

A useful notion that we utilize in our fast implementation of swap rounding is that of contraction of a matroid. We say that the contraction of $e$ in $M$ results in the matroid $M/e = (N - e, \{I \subseteq N - e : I + e \in I\})$ if $r_M(\{e\}) = 0$ and $M/e = (N - e, \{I \subseteq N - e : I \in I\})$ if $r_M(\{e\}) = 1$. This definition extends naturally to contracting subsets $A \subseteq N$. It can be shown that contracting the elements of $A$ in any order results in the same matroid, which we denote as $M/A$.

The following statements are standard results in the study of matroids (e.g. see \cite{42}). The following theorem is important in the analysis of swap rounding. It is often called the strong base exchange property of matroids.

\textbf{Theorem 9.} Let $M = (N, I)$ be a matroid and let $B, B'$ be bases. For $e \in B \setminus B'$, there exists $e' \in B' \setminus B$ such that $B - e + e' \in I$ and $B' - e' + e \in I$.

The next lemma shows that if one contracts elements of an independent set in a matroid, bases in the contracted matroid can be used to form bases in the initial matroid.
Lemma 10. Let $\mathcal{M} = (N, \mathcal{I})$ be a matroid and let $A \in \mathcal{I}$. Let $B_A$ be a base in $\mathcal{M}/A$. Then $A \cup B_A$ is a base in $\mathcal{M}$.

A forest data structure

We need a data structure to represent a forest that supports the necessary operations we need to implement randomized swap rounding in Section 3. The data structure mainly needs to facilitate the contraction of edges, including being able to recover the identity of the original edges after any number of contractions. We enable this by enforcing that when the data structure is initialized, every edge $e$ is accompanied with a unique identifier. This identifier will be associated with the edge regardless of the edge's endpoints changing due to contraction. The implementation of this step is important to guarantee a fast running time.

The data structure is initialized via the function init, which takes as input the vertices, edges, and unique edge identifiers of the forest. init initializes an adjacency list $A$, stores a mapping $f$ of edges to their unique edge identifiers, and creates a disjoint-set data structure $R$ where every vertex initially is in its own set. The operation contract contracts an edge $uv$ in the forest by identifying the vertices $u$ and $v$ as the same vertex. This requires choosing $u$ or $v$ to be the new representative (suppose we choose $u$ without loss of generality), merging the sets corresponding to $u$ and $v$ in $R$ while making $u$ the representative of the set in $R$, and modifying the adjacency list $A$ to reflect the changes corresponding to contracting $uv$ and making $u$ the representative. After an edge is contracted, the vertex set changes. We need to support the ability to obtain the edge identifier of an edge in the contracted forest. The data structure maintains $f$ under edge contractions and returns unique identifiers with the operation orig-edge. Given an edge $uv$ that was in the contracted forest at some point in the past, we also need to support the ability to obtain the edge in the vertex set of the current contracted forest. We do this using $R$, which stores all of the vertices that have been contracted together in disjoint sets. This operation is supported by the operation represented-edge. Finally, we can copy the graph via the operation copy, which simply enumerates over the vertices, edges, and stored unique identifiers of the edges to create a new data structure.

The following lemma formalizes the preceding description of the data structure. We leave the formal details of a specific implementation and the proof of the following lemma for the full version.

Lemma 11. Let $F = (V, E)$ be a forest and for all $e \in E$, let $id(e)$ be the unique identifier of $e$. The data structure can be initialized via a call to init in $\tilde{O}(|V|)$ time. For $i = 0, 1, \ldots, k$, let $F_i = (V_i, E_i)$ be the forest after $i$ calls to contract, so $F_0 = F$ and $F_k$ is the current state of the forest. The data structure supports the following operations.

- $\text{orig-edge}(e)$: input is an edge $e \in E_k$. Output is the identifier $id(e)$ that was provided when $e$ was added to the data structure. Running time is $\tilde{O}(1)$.

- $\text{represented-edge}(e)$: input is two vertices $u, v \in V_i$ for some $i = 0, 1, \ldots, k$. Output is the pair $\{u_r, v_r\}$, where $u_r$ and $v_r$ are the vertices in $V_k$ that correspond to $u$ and $v$ in the contracted forest $F_k$. Running time is $O(1)$.

- $\text{contract}(uv, z \in \{u, v\})$: input is two vertices $u, v \in V_k$. The operation contracts $uv$ in $E_k$, setting the new vertex in $F_{k+1} = (V_{k+1}, E_{k+1})$ to be $\{u, v\} \setminus \{z\}$. The amortized running time is $\tilde{O}(\deg_{F_k}(z))$.

- $\text{copy}()$: output is a forest data structure with vertices $V_k$ and edges $E_k$ along with the stored edge identifiers. Running time is $\tilde{O}(|V_k|)$.
merge-bases($\delta, B, \delta', B'$)
while $B \setminus B' \neq \emptyset$
do
$e \leftarrow$ arbitrary element of $B \setminus B'$
$e' \leftarrow$ element of $B' \setminus B$ such that $B - e + e' \in \mathcal{I}$ and $B' - e' + e \in \mathcal{I}$
b $\leftarrow$ 1 with probability $\frac{\delta}{\delta + \delta'}$ and 0 otherwise
if b = 1 then
$B \leftarrow B - e + e'$
else
$B' \leftarrow B' - e' + e$
end if
end while
return $B$

swap-round($\delta_1, B_1, \ldots, \delta_h, B_h$)
$C_1 \leftarrow B_1$
for $k$ from 1 to $h - 1$
do
$C_{k+1} \leftarrow$ merge-bases($\sum_{i=1}^{k} \delta_i, C_k, \delta_{k+1}, B_{k+1}$)
end for
return $C_h$

Figure 1 The randomized swap rounding algorithm from [20].

3 Fast swap rounding in the spanning tree polytope

Randomized swap rounding, developed in [20], is a dependent rounding scheme for rounding a fractional point $x$ in the base polytope of a matroid to a random base $X$. The rounding preserves expectation in that $E[X] = x$, and more importantly, the coordinates of $X$ are negatively correlated. In this section we prove Theorem 7 on a fast algorithm for swap-rounding in the spanning tree polytope. We begin by describing swap-rounding.

3.1 Randomized swap rounding

Let $\mathcal{M} = (N, \mathcal{I})$ be a matroid and let $P$ be the base polytope of $\mathcal{M}$ (convex hull of the characteristic vectors of the bases of $\mathcal{M}$). Any $x \in P$ can be written as a finite convex combination of bases: $x = \sum_{i=1}^{h} \delta_i 1_{B_i}$. Note that this combination is not necessarily unique. As in [20], we give the original algorithm for randomized swap rounding via two routines. The first is merge-bases, which takes as input two bases $B, B'$ and two real values $\delta, \delta' \in (0, 1)$. If $B = B'$ the algorithm outputs $B$. Otherwise the algorithm finds a pair of elements $e, e'$ such that $e \in B \setminus B'$ and $e' \in B' \setminus B$ where $B - e + e' \in \mathcal{I}$ and $B' - e' + e \in \mathcal{I}$. For such $e$ and $e'$, we say that they are a valid exchange pair and that we swap $e$ with $e'$. The existence of such elements is guaranteed by the strong base exchange property of matroids in Theorem 9. The algorithm randomly retains $e$ or $e'$ in both bases with appropriate probability and this increases the intersection size of $B$ and $B'$. The algorithm repeats this process until $B = B'$. The overall algorithm swap-round utilizes merge-bases as a subroutine and repeatedly merges the bases until only one base is left. A formal description is in Figure 1 along with the pseudocode for merge-bases.

It is shown in [20] that swap-rounding generates a random base/extreme point $X \in P$ (note that the extreme points of $P$ are characteristic vectors of bases) such that $E[X] = x$ and the coordinates $X_1, X_2, \ldots, X_n$ (here $|N| = n$) are negatively correlated. We observe
that swap-rounding does not lead to a unique probability distribution on the bases (that depends only on $x$). First, as we already noted, the convex decomposition of $x$ into bases is not unique. Second, both merge-bases and swap-round are non-deterministic in their choices of which element pairs to swap and in which order to merge bases in the convex decomposition. The key property for negative correlation, as observed in [20], is to view the generation of $k$ element pairs to swap and in which order to merge bases in the convex decomposition. We say that $B \overset{\text{def}}{=} \text{merge-bases}(\delta, B, \delta', B')$ if for some non-deterministic choice of valid exchange pairs in the algorithm, $\bar{B}$ is the random output of merge-bases$(\delta, B, \delta', B')$. Similarly we say that $B \overset{\text{def}}{=} \text{swap-round}(\delta_1, B_1, \ldots, \delta_h, B_h)$ if $B$ is the random output of the swap-round process for some non-deterministic choice of the order in which bases are merged and some non-deterministic choices in the merging of bases. It follows from [20] that if $B \overset{\text{def}}{=} \text{swap-round}(\delta_1, B_1, \ldots, \delta_h, B_h)$ then $B$ satisfies the property that $E[B] = x$ and coordinates of $B$ are negatively correlated.

### 3.2 Setup for fast implementation in graphs

Let $G = (V, E)$ be a multigraph with $|V| = n$ and $|E| = m$ and let $x \in \text{ST}(G)$ be a fractional spanning tree. Swap rounding requires decomposing $x$ into a convex combination of spanning trees. This step is itself non-trivial; existing algorithms have a high polynomial dependence on $n, m$. Instead we will settle for an approximate decomposition that has some very useful features. We state a theorem (in fact a corollary of a theorem) from [16] in a slightly modified form suitable for us.

**Theorem 12 (Paraphrase of Corollary 1.2 in [16]).** Given a graph $G = (V, E)$ with $n = |V|$ and $m = |E|$ and a rational vector $x \in [0, 1]^m$ there is a deterministic polynomial-time algorithm that runs in $O(m/\epsilon^2)$ time and either correctly reports that $x \notin \text{ST}(G)$ or outputs an implicit convex decomposition of $x$ into spanning trees such that $z \leq (1 + \epsilon)x$.

The MWU algorithm behind the preceding theorem outputs a convex decomposition of $z = \sum_{i=1}^h \delta_i T_i$ for $h = O(m/\epsilon^2)$ but in an implicit fashion. It outputs $T = T_1$ and a sequence of tuples $(\delta_i, E_i, E'_i)$ where $T_{i+1} = T_i - E_i + E'_i$ for $1 \leq i < h$ and has the property that $\sum_{i=1}^{h-1} (|E_i| + |E'_i|) = O(m/\epsilon^2)$. Thus the convex decomposition of $z$ is rather sparse and near-linear in $m$ for any fixed $\epsilon > 0$. We will take advantage of this and swap-round $z$ via this implicit convex decomposition. For many applications of interest, including CROSSING-MST, the fact that we randomly round $z$ instead of $x$ does not make much of a difference in the overall approximation since $x$ itself in our setting is the output of an approximate LP solver.

**Remark 13.** The output of the approximate LP solver based on MWU for CROSSING-MST has the implicit decomposition as outlined in the preceding paragraph. However, for the sake of a self-contained result as stated in Theorem 7, we use the result from [16] which also has the advantage of being deterministic.

The rest of the section describes a fast implementation for swap-round. The algorithm is based on a divide and conquer strategy for implementing swap-round when the convex combination is described in an implicit and compact fashion. An important ingredient is a fast black-box implementation of merge-bases. For this we use the following result; as we remarked earlier, an earlier version of this paper obtained a similar result.
Theorem 14 (Ene and Nguyên [23]). Let $T$ and $T'$ be spanning trees of a graph $G = (V, E)$ with $|V| = n$ and $E = T \cup T'$ and let $\delta, \delta' \in (0, 1)$. There exists an algorithm fast-merge such that fast-merge($\delta, T, \delta', T'$) $\triangleright$ merge-bases($\delta, T, \delta', T'$) and the call to fast-merge runs in $O(n \log^2 n)$ time.

3.3 Fast implementation of swap-round

In this subsection the goal is to prove the following theorem.

Theorem 15. Let $\sum_{i=1}^{h} \delta_i 1_{T_i}$ be a convex combination of spanning trees of the graph $G = (V, E)$ where $n = |V|$. Let $T$ be a spanning tree such that $T = T_1$ and let $\{(E_i, E'_i)\}_{i=1}^{h-1}$ be a sequence of sets of edges such that $T_{i+1} = T_i - E_i + E'_i$ for all $i \in [h-1]$ and $E_i \cap E'_i = \emptyset$ for all $i \in [h-1]$. Then there exists an algorithm that takes as input $T_i, \{(E_i, E'_i)\}_{i=1}^{h-1}$, and $\{\delta_i\}_{i=1}^{h}$ and outputs a tree $T_S$ such that $T_S \overset{d}{=} \text{swap-round}(\delta_1, T_1, \ldots, \delta_h, T_h)$. The running time of the algorithm is $\tilde{O}(n + \gamma)$ time where $\gamma = \sum_{i=1}^{h-1} (|E_i| + |E'_i|)$.

A divide and conquer approach

We consider the swap rounding framework in the setting of arbitrary matroids for simplicity. We work with the implicit decomposition of the convex combination of bases $\sum_{i=1}^{h} \delta_i 1_{B_i}$ of the matroid $\mathcal{M} = (N, \mathcal{I})$, as described in Theorem 15. That is, the input is a base $B$ such that $B = B_1$, a sequence of sets of elements $\{(E_i, E'_i)\}_{i=1}^{h-1}$ such that $B_{i+1} = B_i - E_i + E'_i$ and $E_i \cap E'_i = \emptyset$ for all $i \in [h-1]$, and the sequence of coefficients $\{\delta_i\}_{i=1}^{h}$.

The pseudocode for our divide and conquer algorithm divide-and-conquer-swap is given in Figure 2. The basic idea is simple. We imagine constructing an explicit convex decomposition $B_1, B_2, \ldots, B_h$ from the implicit one. The high-level idea is to recursively apply swap rounding to $B_1, B_{h/2}$ to create a base $B$, and similarly create a base $B'$ by recursively applying swap rounding to $B_{h/2+1}, \ldots, B_h$, and then merging $B$ and $B'$. The advantage of this approach is manifested in the implicit case. To see this, we observe that in merge-bases($\delta, B, \delta', B'$), the intersection $B \cap B'$ is always in the output, and this implies that the intersection $\bigcap_{i=1}^{h} B_i$ will always be in the output of swap-round($\delta_1, B_1, \ldots, \delta_h, B_h$). Therefore, at every recursive level, we simply contract the intersection prior to merging any bases. Note that this is slightly complicated by the fact that the input is an implicit representation. However, we note that $B \cap \bigcup_{i=1}^{h} (E_i \cup E'_i) = B \setminus \bigcap_{i=1}^{h} B_i$ as $E_i \cup E'_i = B_i \triangle B_{i+1}$ for all $i \in [h-1]$ where $S \triangle U$ denotes the symmetric difference of the sets $S, U$ (see full version for more details). (We note later how the contraction of elements helps in the running time when specializing to the graphic matroid.) After contracting the intersection, the algorithm recursively calls itself on the first $h/2$ bases and the second $h/2$ bases, then merges the output of the two recursive calls via merge-bases. With the given implicit representation, this means that the input to the first recursive call is $B_1, \{(E_i, E'_i)\}_{i=1}^{h/2-1}, \{\delta_i\}_{i=1}^{h/2}$ and the input to the second recursive call is $B_{h/2+1}, \{(E_i, E'_i)\}_{i=h/2+1}^{h-1}, \{\delta_i\}_{i=h/2+1}^{h}$ (note we can easily construct $B_{h/2+1}$ via the implicit representation). The underlying matroid in the call to merge-bases is the matroid $\mathcal{M}$ with the intersection $\bigcap_{i=1}^{h} B_i$ contracted.

The following lemma shows that divide-and-conquer-swap is a proper implementation of swap-round. We leave the details of the proof for the full version of the paper.

Lemma 16. Let $\sum_{i=1}^{h} \delta_i 1_{B_i}$ be a convex combination of bases in the matroid $\mathcal{M}$ and $\{(E_i, E'_i)\}_{i=1}^{h-1}$ be a sequence of elements such that $B_{i+1} = B_i - E_i + E'_i$ and $E_i \cap E'_i = \emptyset$ for all $i$. Then swap-round($\delta_1, B_1, \ldots, \delta_h, B_h$) $\triangleright$ divide-and-conquer-swap($B_1, \{(E_i, E'_i)\}_{i=1}^{h-1}, \{\delta_i\}_{i=1}^{h}$).
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Figure 2 A divide-and-conquer implementation of swap rounding with an implicit representation.

A fast implementation of divide-and-conquer-swap for spanning trees

The pseudocode for our fast implementation fast-swap of divide-and-conquer-swap is given in Figure 4.

As in divide-and-conquer-swap, the algorithm fast-swap contracts the intersection of the input. Suppose we contract the intersection $\bigcap_{i=1}^{h} T_i$ in $T_j$ and call this contracted tree $\hat{T}_j$. Then $|\hat{T}_j| \leq |T_j \setminus \bigcap_{i=1}^{h} T_i|$. A simple argument shows that $T_j \setminus \bigcap_{i=1}^{h} T_i \subseteq \bigcup_{i=1}^{h-1} (T_i \triangle T_{i+1}) = \bigcup_{i=1}^{h-1} (E_i \cup E'_i)$ (see full version for more details). Thus, the size of the contracted tree is bounded by the size of the implicit representation $\gamma := \sum_{s=1}^{h-1} |E_i| + |E'_i|$. One can write a convex combination of bases in any matroid using the implicit representation, and contraction could even be implemented quickly as is the case in the graphic matroid. The main point for improving the running time is having an implementation of merge-bases that runs in time proportional to the size of the contracted matroid. This is key to the speedup achieved for the graphic matroid. fast-merge runs in time proportional to the size of the input trees, which have been contracted to have size $O(\min\{n, \gamma\})$, which yields a running time of $O(\min\{n, \gamma\})$. This speedup at every recursive level combined with the divide-and-conquer approach of fast-swap is sufficient to achieve a near-linear time implementation of swap-round.

Recall that as we are working with contracted trees, an edge in the contracted trees might have different endpoints than it did in the initial trees. The identifiers of edges do not change, regardless of whether the endpoints of the edge change due to contraction of edges in a tree. We therefore will refer to id’s of edges throughout the algorithm fast-swap to work from contracted edges back to edges in the initial trees. This extra bookkeeping will mainly be handled implicitly.

Contraction of the intersection of the input trees in fast-swap using only the implicit representation is handled by the algorithm shrink-intersection and we give the pseudocode in Figure 3. Consider spanning trees $T_s, T_{s+1}, \ldots, T_t$. The input to shrink-intersection is $T_s$ and a sequence of sets of edges $\{(E_i, E'_i)\}_{i=s}^{t-1}$ such that $T_{i+1} = T_i - E_i + E'_i$ and $E_i \cap E'_i = \emptyset$ for $i \in \{s, s+1, \ldots, t-1\}$. Then shrink-intersection contracts $\bigcap_{i=s}^{t-1} T_i$ in $T_s$. It is then easy to see that one can compute the intersection via the edges $\{(E_i, E'_i)\}_{i=s}^{t-1}$ as $\bigcap_{i=s}^{t-1} T_i = T_s \setminus \bigcup_{i=s}^{t-1} (E_i \cup E'_i)$ (see full version for more details). Let $\hat{T}_s$ be $T_s$ with $\bigcap_{i=s}^{t-1} T_i$
be a sequence of sets of edges such that

\[ T \leftarrow T.\text{copy()} \]

for \( e \in T \setminus \bigcup_{i=1}^{h-1} (E_i \cup E_i') \) do

\[ uv \leftarrow T.\text{represented-edge}(e) \]

assume \( \deg_T(u) \leq \deg_T(v) \) (otherwise rename)

\[ T.\text{contract}(uv, u) \]

end for

let \( id(e) \) denote the unique identifier of an edge \( e \)

for \( i \) from \( s \) to \( t-1 \) do

\[ E_i' \leftarrow \bigcup_{e \in E_i} (T.\text{represented-edge}(e), id(e)) \]

end for

return \( (\hat{T}, \{(\hat{E}_i, \hat{E}_i')\}_{i=s}^{h-1}) \)

\[ \text{shrink-intersection}(T, \{(E_i, E_i')\}_{i=s}^{h-1}) \]

\[ \hat{T} \leftarrow T.\text{copy()} \]

for \( e \in T \setminus \bigcup_{i=s}^{h-1} (E_i \cup E_i') \) do

\[ uv \leftarrow T.\text{represented-edge}(e) \]

assume \( \deg_T(u) \leq \deg_T(v) \) (otherwise rename)

\[ T.\text{contract}(uv, u) \]

end for

\[ \text{Figure 3} \] A subroutine used in our fast implementation \texttt{fast-swap} of randomized swap rounding, used to implicitly contract the trees of the given convex combination.

contrasted. The vertex set of \( \hat{T}_i \) is different than the vertex set of \( T_s \). Then as the sets of edges \( E_i \) and \( E_i' \) for all \( i \) are defined on the vertices in \( T_s \), we need to map the endpoints of edges in \( E_i \) to the new vertex set of \( \hat{T}_s \). Using the data structure presented in Lemma 11, this is achieved using the operations \texttt{represented-edge} and \texttt{orig-edge}, which handle mapping the edge to its new endpoints and maintaining the edge identifier, respectively.

The following lemma shows that \texttt{shrink-intersection} indeed contracts the intersection of the trees via the implicit representation. We leave the details of the proof for the full version.

\begin{lemma}
Let \( T_1, \ldots, T_h \) be spanning trees and let \( \{(E_i, E_i')\}_{i=1}^{h-1} \) be a sequence of edge sets defined on the same vertex set such that \( T_{i+1} = T_i - E_i + E_i' \) and \( E_i \cap E_i' = \emptyset \) for all \( i \in [h-1] \). Contract \( \bigcap_{i=1}^{h} T_i \) in \( T_1, \ldots, T_h \) to obtain \( \hat{T}_1, \ldots, \hat{T}_h \), respectively.

Let \( n_{T_1} = |T_1| \) and \( \gamma = \sum_{i=1}^{h-1} (|E_i| + |E_i'|) \). Then \texttt{shrink-intersection}(\( T_1, \{(E_i, E_i')\}_{i=1}^{h-1} \)) runs in time \( O(n_{T_1} + \gamma) \) and outputs \( (\hat{T}, \{(\hat{E}_i, \hat{E}_i')\}_{i=1}^{h-1}) \) where \( \hat{T} = \hat{T}_1 \) and \( \hat{T}_{i+1} = \hat{T}_i - \hat{E}_i + \hat{E}_i' \) for all \( i \in [h-1] \). Moreover, \( |E_i| = |\hat{E}_i| \) and \( |E_i'| = |\hat{E}_i'| \) for all \( i \in [h-1] \) and \( |\hat{T}| \leq \min\{n_{T_1}, \gamma\} \).
\end{lemma}

We use the algorithm in Theorem 14 for \texttt{merge-bases}. In \texttt{fast-swap}, the two trees that are merged \( \hat{T}_L \) and \( \hat{T}_R \) are the return values of the two recursive calls to \texttt{fast-swap}. The algorithm at this point has explicit access to the adjacency lists of both \( \hat{T}_L \) and \( \hat{T}_R \), which are used as input to the algorithm \texttt{fast-merge}. The output of \texttt{fast-merge} will be the outcome of merging the two trees \( \hat{T}_L \) and \( \hat{T}_R \), which are edges of potentially contracted trees from the original convex combination. We can use the operation \texttt{orig-edge} of the forest data structure of Lemma 11 for \( \hat{T}_L \) and \( \hat{T}_R \) to obtain the edges from the trees of the original convex combination. This extra bookkeeping will be handled implicitly.

We next prove that \texttt{fast-swap} is implementing \texttt{swap-round} and that it runs in near-linear time.

\begin{lemma}
Let \( \sum_{i=1}^{h} \delta_i T_i \) be a convex combination of spanning trees of the graph \( G = (V, E) \) where \( n = |V| \). Let \( T \) be a spanning tree such that \( T = T_1 \) and let \( \{(E_i, E_i')\}_{i=1}^{h-1} \) be a sequence of sets of edges such that \( T_{i+1} = T_i - E_i + E_i' \) and \( E_i \cap E_i' = \emptyset \) for all \( i \in [h-1] \).

Then \texttt{fast-swap}(\( T, \{(E_i, E_i')\}_{i=1}^{h-1}, \delta_{i=1}^{h} \) \texttt{swap-round}(\( \delta_1, T_1, \ldots, \delta_h, T_h \)) and the call to \texttt{fast-swap} runs in \( O(n_T + \gamma) \) time where \( n_T = |T| \) and \( \gamma = \sum_{i=1}^{h-1} (|E_i| + |E_i'|) \).
\end{lemma}
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holds for the base case. To prove the inductive step we see the following:

Combining this with the fact that \( \gamma \)

By choice of \( \alpha \)

Lemma 11, constructing \( \text{shrink} \)

One can immediately see

divide

and

conquer

swap

fast

\( \text{shrink} \)

intersection

is

\( \leq \)

\( n \)

the call to

\( |E_i| \)

\( |E_i| \)

\( \min \)

\( \gamma \)

\( T \)

\( \text{shrink-intersection}(T, \{(E_i, E'_i)\}_{i=s}^{t-1}) \)

\( E_C \leftarrow E(T) \)

for \( i \) from \( s \) to \( t \)

\( \hat{E}_C \leftarrow \hat{E}_C - \hat{E}_i + \hat{E}'_i \)

end for

\( \hat{T}_C \leftarrow \text{init}(V(\hat{T}), \hat{E}_C) \)

\( \hat{T}_L \leftarrow \text{fast-swap}(T, \{(\hat{E}_i, \hat{E}'_i)\}_{i=s}^{t-1}, \{\delta_i\}_{i=s}^{t-1}) \)

\( \hat{T}_R \leftarrow \text{fast-swap}(\hat{T}_C, \{(\hat{E}_i, \hat{E}'_i)\}_{i=t+1}^{h}, \{\delta_i\}_{i=t+1}^{h}) \)

\( \hat{T}_M \leftarrow \text{fast-merge}(\sum_{i=s}^{t} \delta_i, \hat{T}_L, \sum_{i=t+1}^{h} \delta_i, \hat{T}_R) \)

return \( \hat{T}_M \cup (T \setminus \bigcup_{i=s}^{h-1} (E_i \cup E'_i)) \)

\( \text{Figure 4} \) A fast implementation of randomized swap rounding from [20].

Proof. One can immediately see \( \text{fast-swap} \) is an implementation of \( \text{divide-and-conquer-swap} \).

There are some bookkeeping details that are left out of the implementation, such as maintaining the set of edges returned by \( \text{fast-merge} \), but these are easily handled. Lemma 16 shows that \( \text{divide-and-conquer-swap}(\delta_1, T_1, \ldots, \delta_h, T_h) \) \( \overset{d}{=} \) \( \text{swap-round}(\delta_1, T_1, \ldots, \delta_h, T_h) \), implying \( \text{fast-swap}(T, \{(E_i, E'_i)\}_{i=s}^{t-1}, \{\delta_i\}_{i=s}^{t-1}) \) \( \overset{d}{=} \) \( \text{swap-round}(\delta_1, T_1, \ldots, \delta_h, T_h) \).

Now we prove the running time bound. Let \( R(n_T, \gamma) \) denote the running time of the call to \( \text{fast-swap}(T, \{(E_i, E'_i)\}_{i=s}^{t-1}, \{\delta_i\}_{i=s}^{t-1}) \), implying \( \text{fast-swap}(T, \{(E_i, E'_i)\}_{i=s}^{t-1}, \{\delta_i\}_{i=s}^{t-1}) \) \( \overset{d}{=} \) \( \text{swap-round}(\delta_1, T_1, \ldots, \delta_h, T_h) \).

Lemma 17 also guarantees that \( \gamma = \sum_{i=1}^{h-1} |\hat{E}_i| + |\hat{E}'_i| \) and \( |\hat{T}| \leq \min\{n_T, \gamma\} \). Then by Lemma 11, constructing \( \hat{T}_C \) requires \( \tilde{O}(n_T + \gamma) \) time. As the size of \( \hat{T}_L \) and \( \hat{T}_R \) is the same as \( \hat{T} \) and \( \hat{T}_C \), the call to \( \text{fast-merge} \) runs in \( \tilde{O}(n_T + \gamma) \) time by Theorem 14. The time it takes to compute the returned tree is \( \tilde{O}(n_T + \gamma) \) as we have enough time to scan all of \( T \) and \( \bigcup_{i=1}^{h-1} (E_i \cup E'_i) \). So the total time excluding the recursive calls is \( (n_T + \gamma) \cdot \alpha \) for where \( \alpha = \tilde{O}(\log^c(n_T + \gamma)) \) for some fixed integer \( c \).

As for the recursive calls, first define \( \gamma(s, \ell) := \sum_{i=s}^{t} (|E_i| + |E'_i|) \). Then the running time of the first recursive call is \( R(n_{\ell}, \gamma(1, \ell-1)) \) and the second recursive call is \( R(n_{\ell-1}, \gamma(\ell+1, h-1)) \).

By choice of \( \ell \), we always have that \( \gamma(1, \ell-1) \leq \frac{\gamma}{2} \). As \( \ell \) is the largest integer such that \( \gamma(1, \ell-1) \leq \frac{\gamma}{2} \), then \( \gamma(1, \ell) > \frac{\gamma}{2} \). Therefore, we have \( \gamma(\ell + 1, h - 1) = \gamma - \gamma(1, \ell) < \frac{\gamma}{2} \).

Combining this with the fact that \( \text{shrink-intersection} \) guarantees that \( |\hat{T}| \leq \min\{n_T, \gamma\} \) and \( |\hat{T}_C| \leq \min\{n_T, \gamma\} \), we have

\[
R(n_T, \gamma) \leq 2R(\min\{n_T, \gamma\}, \gamma/2) + \alpha \cdot (n_T + \gamma).
\]

Note that \( R(n_T, \gamma) = \tilde{O}(1) \) when \( n_T = \tilde{O}(1) \) and \( \gamma = \tilde{O}(1) \).

We claim that \( R(a, b) \leq \alpha \beta \cdot (a + 8b \log b) \) is a valid solution to this recurrence for some sufficiently large but fixed constant \( \beta \geq 1 \). By choosing \( \beta \) sufficiently large it is clear that it holds for the base case. To prove the inductive step we see the following:

\[
R(a, b) \leq 2R(\min\{a, b\}, b/2) + \alpha \cdot (a + b) \leq 2[a\beta \cdot (\min\{a, b\} + 4b \log(b/2))] + \alpha \cdot (a + b).
\]
Hence we need to verify that
\[
2[\alpha \beta (\min\{a,b\} + 4b \log(b/2))] + \alpha \cdot (a + b) \leq \alpha \beta \cdot (a + 8b \log b).
\] (1)
Since \(\beta \geq 1\), rearranging, it suffices to verify that
\[
2 \min\{a,b\} + 8b \log(b/2) + b \leq 8b \log b.
\]
As \(8b \log b - 8b \log(b/2) = 8b\) and \(2 \min\{a,b\} + b \leq 3b\), this proves (1) and therefore
\[
R(n_T, \gamma) \leq \alpha \beta (n_T + 8\gamma \log \gamma) = \mathcal{O}(n_T + \gamma).
\] This concludes the proof.

The proof of Theorem 7 then follows by combining Theorem 12 (and remarks after the theorem statement) and Theorem 15.

4 Sparsification via the LP Solution

Let \(G = (V,E)\) be a graph on \(n\) nodes and \(m\) edges and let \(x\) be a point in \(\text{ST}(G)\). In this section we discuss Theorem 4, which shows that, via random sampling, one can obtain a sparse point \(x' \in \text{ST}(G)\) from \(x\). The random sampling approximately preserves linear constraints and thus one can use this technique to obtain sparse LP solutions to the packing problems involving spanning tree (and more generally matroid) constraints. The sampling and analysis rely on Karger’s well-known work on random sampling for packing disjoint bases in matroids. We paraphrase the relevant theorem.

\textbf{Theorem 19} (Corollary 4.12 from [30]). Let \(\mathcal{M}\) be a matroid with \(m\) elements and non-negative integer capacities on elements such that \(\mathcal{M}\) has \(k\) disjoint bases. Suppose each copy of a capacitated element \(e\) is sampled independently with probability \(p \geq 18(\ln m)/(ke^2)\) yielding a matroid \(\mathcal{M}(p)\). Then with high probability the number of disjoint bases in \(\mathcal{M}(p)\) is in \([[(1-\epsilon)pk,(1+\epsilon)pk]]\).

We restate Theorem 4 for the reader’s convenience. We leave the details of the proof to the full version.

\textbf{Theorem 20.} Let \(x \in \text{ST}(G)\) be a rational vector such that \(Ax \leq b\) for a matrix \(A \in [0,1]^{r \times m}\) and \(b \in [1,\infty)^r\). Consider a random subgraph \(G' = (V,E')\) of \(G\) obtained by picking each edge \(e \in G\) with probability \(\alpha_e := \min\{1, \frac{36 \log(r+m)}{16m} \cdot x_e\}\). Then with high probability the following hold: (i) \(|E'| = O(n \ln(r+m)/\epsilon^2)\) (ii) there exists a fractional solution \(z \in \text{ST}(G)\) in the support of \(G'\) such that \(Az \leq (1+3\epsilon)b\).

\textbf{Remark 21.} For problems that also involve costs, we have a fractional solution \(x\) and an objective \(\sum_c c_ex_e\). Without loss of generality we can assume that \(c_e \in [0,1]\) for all \(e\). The preceding proof shows that the sparse graph obtained by sampling supports a fractional solution \(z\) such that \(E[\sum c_e z_e] \leq (1+\epsilon) \sum c_e x_e\). Further, \(\sum c_e z_e \leq (1+3\epsilon) \sum c_e x_e\) holds with high probability as long as \(\max_e c_e \leq \sum c_e x_e\). This condition may not hold in general but can be typically guaranteed in the overall algorithm by guessing the largest cost edge in an optimum integer solution.

\textbf{Remark 22.} The proof in the preceding theorem also shows that with high probability the graph \(G'\) is connected and satisfies the property that \(A1_{E'} \leq O(\log n/\epsilon^2)b\). Thus any spanning tree of \(G'\) satisfies the constraints to a multiplicative \(O(\log n)\)-factor by fixing \(\epsilon\) to a small constant. This is weaker than the guarantee provided by swap-rounding.
5 Fast approximation scheme for solving the LP relaxation

In this section, we discuss Theorem 1, which gives a fast approximation scheme to solve the LP relaxation for Crossing-ST. We recall the LP for Crossing-ST.

\[
\min \sum_{e \in E} c_e y_e \\
\text{subject to } Ay \leq b \\
y \in ST(G)
\]

(P)

Note that even the feasibility problem (whether there exists \( y \in ST(G) \) such that \( Ay \leq b \)) is interesting and important. We will mainly focus on the feasibility LP and show how we can incorporate costs in the full version of the paper. We recast the feasibility LP as a pure packing LP using an implicit formulation with an exponential number of variables. This is for technical convenience and to more directly apply the framework from [18]. For each tree \( T \in \mathcal{T}(G) \) we have a variable \( x_T \) and we consider the problem of packing spanning trees.

\[
\maximize \sum_{T \in \mathcal{T}} x_T \\
\text{subject to } \sum_{T \in \mathcal{T}} (A_{iT}) \cdot x_T \leq b_i, \quad \forall i \in [k] \\
x_T \geq 0, \quad \forall T \in \mathcal{T}
\]

(C)

The following is easy to establish from the fact that \( y \in ST(G) \) iff \( y \) can be written as a convex combination of the characteristic vectors of spanning trees of \( G \).

▶ Observation 23. There exists a feasible solution \( y \) to \( \mathcal{P} \) iff there exists a feasible solution \( x \) to \( \mathcal{C} \) with value at least 1. Further, if \( x \) is a feasible solution to \( \mathcal{C} \) with value \( (1 - \epsilon) \) there exists a solution \( y \) such that \( y \in ST(G) \) and \( Ay \leq \frac{1}{1-\epsilon} b \).

\( \mathcal{C} \) is a pure packing LP, albeit in implicit form. In the full version of the paper, we show how to approximately solve the LP using MWU techniques and in particular we use the randomized MWU framework from [18] for positive LPs. The full version reviews the MWU framework and shows how to apply it along with other implementation details to achieve the concrete run times that we claim in Theorem 1.
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A Putting things together and extensions

In the main body of the paper we discussed the main technical results corresponding to Theorems 1, 4, and 7. In this section we give formal proofs of the corollaries stated in Section 1. In addition, we also describe some extensions and other related results that follow from the ideas in the preceding sections.

A.1 Proofs of corollaries

We start with Corollary 3.

Proof of Corollary 3. Let $G = (V, E)$ be the input graph with $m$ edges and $n$ vertices and let $\epsilon > 0$. Consider the LP relaxation to test whether $G$ has a spanning tree with degree at most a given parameter $B'$. Theorem 1 implies that there exists a randomized algorithm that, with high probability, either correctly determines that there is no feasible solution to the LP, or outputs a fractional spanning tree $y \in \text{ST}(G)$ such that $\sum_{e \in \delta(v)} y_e \leq (1 + \epsilon)B'$ for all $v$.

Using the algorithm, we can do binary search over the integers from 2 to $n - 1$ to find the smallest value $B$ for which the algorithm outputs a solution. We will focus on the scenario where the algorithm from Theorem 1 is correct in each of the $O(\log n)$ calls in the binary search procedure; this happens with high probability. For the value of $B$ found in the binary search, let $y \in \text{ST}(G)$ be the solution that is output; we have $B - 1 < B^*$, which implies $B \leq B^*$. As there is a feasible fractional spanning tree $y$ such that $\sum_{e \in \delta(v)} y_e \leq [(1 + \epsilon)B] + 1$ for all $v$, the result of [43] implies that $B^* \leq [(1 + \epsilon)B] + 1$.

Regarding the run time, each call to the algorithm in Theorem 1 takes $\tilde{O}(m/\epsilon^2)$ time since $N = O(m)$ in the setting of BD-ST. Binary search adds only an $O(\log n)$ multiplicative-factor overhead, leading to the claimed running time. \hfill\qed

We next prove Corollary 5. The algorithm described in the corollary takes advantage of Theorem 4 to sparsify the input graph, then runs the Füre-Raghavachari algorithm [24].

Proof of Corollary 5. We will assume that the input is a graph $G = (V, E)$ with $m$ edges and $n$ vertices. Let $\epsilon > 0$. As in the proof of Corollary 3, we can use Theorem 1 and binary search to find in $\tilde{O}(m/\epsilon^2)$ time, with high probability, a fractional spanning tree $x \in \text{ST}(G)$ such that $\sum_{e \in \delta(v)} x_e \leq (1 + \epsilon)B^*$ for all $v \in V$. By Theorem 4, we can use random
sampling based on $x$ to obtain a subgraph $G' = (V, E')$ of $G$ such that with high probability we have $|E'| = O\left(\frac{n\log(n+m)}{\epsilon^3}\right)$ and there exists a fractional solution $z \in ST(G)$ in the support of $G'$ such that $\sum_{v \in V} z_v \leq (1 + 3\epsilon)(1 + \epsilon)B^* \leq (1 + 7\epsilon)B^*$ for all $v \in V$ (for sufficiently small $\epsilon$). The result of [43] implies there exists a spanning tree $T$ in $G'$ such that $\max_{v \in V} \deg_T(v) \leq \lceil (1 + 7\epsilon)B^* \rceil + 1$. For a graph $H$ on $n$ vertices and $m$ edges, the algorithm of [24] runs in $O(nm)$ time and outputs a spanning tree $T$ such that the maximum degree of $T$ is at most $\OPT(H) + 1$, where $\OPT(H) = \min_{T \in \mathcal{T}(H)} \max_{v \in V} \deg_T(v)$. Thus, the algorithm of [24] when applied to $G'$, outputs a spanning tree with degree at most $\lceil (1 + 7\epsilon)B^* \rceil + 2$, and runs in $O\left(\frac{\Delta^2}{\epsilon^2}\right)$ time.

We now prove Corollary 8. This corollary combines the LP solver of Theorem 1 and the fast implementation of randomized swap rounding of Theorem 7 to give a fast algorithm for CROSSING-MST.

**Proof of Corollary 8.** Let $G = (V, E)$ be the input graph and $\epsilon > 0$. We want to solve $\min\{c^T x : Ax \leq b, x \in ST(G)\}$. By Theorem 1, there exists a randomized algorithm that runs in $O(N/\epsilon^2)$ time and with high probability certifies the LP is infeasible or outputs $y \in ST(G)$ such that $c^Ty \leq (1 + \epsilon)\OPT$ and $Ay \leq (1 + \epsilon)b$. We then apply the fast implementation of randomized swap rounding of Theorem 7 to $y$, which runs in $O(m/\epsilon^2)$ time and outputs a spanning tree $T$. If we only considered the feasibility version (i.e. find $x \in ST(G)$ such that $Ax \leq b$), then the existing results on swap rounding [20] imply that $A\mathbb{1}_T \leq \min\{O(\log k/\log \log k)b, (1 + \epsilon)b + O(\log k)/\epsilon^2\}$ with high probability. In the cost version, [20] implies that $A\mathbb{1}_T \leq \min\{O(\log k/\log \log k)b, (1 + \epsilon)b + O(\log k)/\epsilon^2\}$ with high probability, and $\mathbb{E}[c^T \mathbb{1}_T] = \sum x = c^T x$. Thus, the cost is preserved only in expectation. We can, however, apply Markov’s inequality and conclude that $\Pr[c^T \mathbb{1}_T \geq (1 + \epsilon)c^T x] \leq \frac{1}{(1 + \epsilon)^2} \leq 1 - \frac{2}{\epsilon}$ (for $\epsilon$ sufficiently small). For a suitable choice of the high probability bound, we have that $A\mathbb{1}_T \leq \min\{O(\log k/\log \log k)b, (1 + \epsilon)b + O(\log k)/\epsilon^2\}$ and $c^T \mathbb{1}_T \leq (1 + \epsilon)c^T x$ with probability at least $\frac{\epsilon}{\epsilon^2}$. We can assume that $\epsilon > \frac{1}{n^2}$, for otherwise the $\frac{1}{n^2}$ dependence in the runtime of the approximate LP algorithm is not meaningful; one can use other techniques including an exact LP solver. Thus, with probability at least $\frac{\epsilon}{\epsilon^2}$, we have $c^T \mathbb{1}_T \leq (1 + O(\epsilon))c^T x \leq (1 + O(\epsilon))\OPT$ and $A\mathbb{1}_T \leq \min\{O(\log k/\log \log k)b, (1 + \epsilon)b + O(\log k)/\epsilon^2\}$.

To boost the $\frac{\epsilon}{\epsilon^2}$ probability of success, we can repeat the rounding algorithm $O\left(\frac{\log n}{\epsilon}\right)$ times independently; with high probability, one of the trees will yield the desired bicriteria approximation.

**Non-uniform degree bounds**

We briefly sketch some details regarding Remark 6. First, we note that the algorithm for solving the LP relaxation handles the non-uniform degree bound case in $O(m/\epsilon^2)$ time. It either certifies that the given bounds are infeasible or outputs a fractional solution with degree at most $(1 + \epsilon)B_v$ for each $v$. We can then apply the result in [43] to know that there exists a spanning tree $T$ in which the degree of each $v$ is at most $\lceil (1 + \epsilon)B_v \rceil + 1$. We can apply sparsification from Theorem 4 to the fractional solution to obtain a sparse subgraph that contains a near-optimal fractional solution. It remains to observe that the Fürer-Raghavachari algorithm can be used even in the non-uniform setting via a simple reduction to the uniform setting. This was noted in prior work [34, 43] and we provide the details in the full version of the paper. This results in an $O(n^2/\epsilon^2)$ time algorithm that either decides that the given non-uniform degree bounds are infeasible or outputs a spanning tree in which the degree of each node $v$ is at most $\lceil (1 + \epsilon)B_v \rceil + 2$. 


A.2 Extensions and related problems

We focused mainly on BD-ST, BD-MST and CROSSING-MST. Here we briefly discuss related problems that have also been studied in the literature to which some of the ideas in this paper apply.

Estimation of value for special cases of CROSSING-MST

As we remarked in Section 1, various special cases of CROSSING-MST have been studied. For some of these special cases one can obtain a constant factor violation in the constraint [37, 36]. We highlight one setting. One can view BD-MST as a special case of CROSSING-MST where the matrix $A$ is a $\{0,1\}$-matrix with at most 2 non-zeroes per column (since an edge participates in only two degree constraints); the result in [43] has been extended in [33] (see also [8]) to show that if $A$ is a $\{0,1\}$-matrix with at most $\Delta$ non-zeroes per column, then the fractional solution can be rounded such that the cost is not violated and each constraint is violated by at most an additive bound of $(\Delta - 1)$. Theorem 1 allows us to obtain a near-linear time algorithm to approximate the LP. Combined with the known rounding results, this gives estimates of the integer optimum solution in near-linear time. Thus, the bottleneck in obtaining a solution, in addition to the value, is the rounding step. Finding faster iterated rounding algorithms is an interesting open problem even in restricted settings.

Multiple cost vectors

In some applications one has multiple different cost vectors on the edges, and it is advantageous to find a spanning tree that simultaneously optimizes these costs. Such multi-criteria problems have been studied in several contexts. Let $c_1, c_2, \ldots, c_r$ be $r$ different cost vectors on the edges (which we assume are all non-negative). In this setting it is typical to assume that we are given bounds $B_1, B_2, \ldots, B_r$ and the goal is to find a spanning tree $T \in \mathcal{T}(G)$ satisfying the packing constraints such that $c_j(T) \leq B_j$ for $j \in [r]$. We can easily incorporate these multiple cost bounds as packing constraints and solve the resulting LP relaxation via techniques outlined in Section 5. Once we have the LP solution we note that swap-rounding is oblivious to the objective, and hence preserves each cost in expectation. With additional standard tricks one can guarantee that the costs can be preserved to within an $O(\log r)$ factor while ensuring that the constraints are satisfied to within the same factor guaranteed in Corollary 8.

Lower bounds

BD-MST has been generalized to the setting where there can also be lower bounds on the degree constraints of each vertex. [43] and [33] showed that the additive degree bound guarantees for BD-MST can be extended to the setting with lower bounds in addition to upper bounds. One can also consider such a generalization in the context of CROSSING-MST. The natural LP relaxation for such a problem with both lower and upper bounds is of the form

$$\min \{ c^T x : Ax \leq b, A'x \geq b', x \in \mathcal{T}(G) \}$$

where $A, A' \in [0,1]^{k \times m}, b, b' \in [1, \infty)^k, c \in [0, \infty)^m$. Here $A$ corresponds to upper bounds (packing constraints) and $A'$ corresponds to lower bounds (covering constraints). This mixed packing and covering LP can also be solved approximately in near-linear time by generalizing the ideas in Section 5. Sparsification as well as swap-rounding can also be applied since they are oblivious to the constraints once the LP is solved. The guarantees one obtains via swap rounding are based on negative correlation and concentration bounds. They behave slightly differently for lower bounds. One obtains a tree $T$ such that $A_{T} \leq (1 + \epsilon)b + O(\log k)/\epsilon^2$ and $A'_{T} \geq (1 - \epsilon)b' - O(\log k)/\epsilon^2$ with high probability. As in the other cases, the LP solution proves the existence of good integer solutions based on the known rounding results.
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Abstract

A classical branch of graph algorithms is graph transversals, where one seeks a minimum-weight subset of nodes in a node-weighted graph \( G \) which intersects all copies of subgraphs \( F \) from a fixed family \( F \). Many such graph transversal problems have been shown to admit polynomial-time approximation schemes (PTAS) for planar input graphs \( G \), using a variety of techniques like the shifting technique (Baker, J. ACM 1994), bidimensionality (Fomin et al., SODA 2011), or connectivity domination (Cohen-Addad et al., STOC 2016). These techniques do not seem to apply to graph transversals with parity constraints, which have recently received significant attention, but for which no PTASs are known.

In the even-cycle transversal (ECT) problem, the goal is to find a minimum-weight hitting set for the set of even cycles in an undirected graph. For ECT, Fiorini et al. (IPCO 2010) showed that the integrality gap of the standard covering LP relaxation is \( \Theta(\log n) \), and that adding sparsity inequalities reduces the integrality gap to 10.

Our main result is a primal-dual algorithm that yields a \( 47/7 \approx 6.71 \)-approximation for ECT on node-weighted planar graphs, and an integrality gap of the same value for the standard LP relaxation on node-weighted planar graphs.

1 Introduction

Transversal problems in graphs have received a significant amount of attention from the perspective of algorithm design. Such problems take as input a node-weighted graph \( G \) and seek a minimum-weight subset \( S \) of nodes which intersect all graphs \( F \) from a fixed graph family \( F \) that appears as subgraph in \( G \). A prominent example in this direction is the fundamental Feedback Vertex Set (FVS) problem, where \( F \) is the class of all cycles. FVS is one of Karp’s 21 NP-complete problems [17]. It admits a 2-approximation in polynomial time [2, 5], which cannot be improved to a \( (2 - \varepsilon) \)-approximation for any \( \varepsilon > 0 \) assuming the Unique Games Conjecture [18].

Recently, several graph transversal problems have been revisited in the presence of additional parity constraints [19, 21, 20, 23]. The natural parity variants of FVS are Odd Cycle Transversal (OCT) and Even Cycle Transversal (ECT), where one wishes to intersect the odd-length and even-length cycles of the input graph \( G \), respectively. The
approximability of these problems is much less understood than that of FVS: for OCT, only an $O(\sqrt{\log n})$-approximation is known [1], and for ECT, only a 10-approximation is known [21].

Planar graphs are a natural subclass of graphs in which to consider graph transversal problems. The interest goes back to Baker’s shifting technique [3], which yielded a PTAS for Vertex Cover in planar graphs (where $F$ is the single graph consisting of an edge). The technique was generalized by Demaine et al. [8], who gave EPTASs for graph transversal problems satisfying a certain bidimensionality criterion, including FVS in unweighted planar graphs. That result was later extended to yield an EPTAS for FVS in unweighted $H$-minor free graphs [13], for any fixed graph $H$. In edge-weighted planar graphs, PTAS are known for edge-weighted Steiner Forest and OCT [4, 16, 10].

On node-weighted planar graphs, the situation appears to be more complex. First, the existence of a PTAS for FVS on node-weighted planar graphs was a long-standing open question which was resolved only recently in a paper of Cohen-Addad et al. [7]. The authors presented a PTAS for FVS in node-weighted planar graphs, crucially exploiting the fact that the treewidth of $G - S$ is bounded for feasible solutions $S$. The existence of an EPTAS for FVS in node-weighted planar graphs is still open.

To deal with cycle transversal problems (in node-weighted planar graphs) which are more complex than FVS, Goemans and Williamson [14] first proposed a primal-dual based framework. Their framework requires the cycle family $F$ to satisfy a certain uncrossing property. The latter property can be seen to be satisfied by OCT, Directed FVS in directed planar graphs, and Subset FVS, which seeks a minimum-cost node set hitting all cycles containing a node from a given node set $T$. For those problems, the authors obtained 3-approximations. The framework by Berman and Yaroslavtsev [14] also yields a 3-approximation for Steiner Forest in node-weighted planar graphs [9, 22]. Berman and Yaroslavtsev [6] later improved the approximation factor for the same class of uncrossable cycle transversal problems from 3 to 2.4. For none of those problems, though, the existence of a PTAS is known.

The main question driving our work is whether the framework of Goemans and Williamson [14] (and its improvement by Berman and Yaroslavtsev [6]) can be extended to cycle transversal problems that do not satisfy uncrossability. In this paper we focus on ECT in node-weighted planar graphs as a natural such problem: even cycles are not uncrossable, and hence the frameworks by Goemans and Williamson [14] does not apply. Furthermore, the framework of Cohen-Addad et al. [7] requires that contracting edges only reduces the solution value, which is not the case for even cycles either. For unweighted planar graphs, it is still possible to obtain an EPTAS for ECT, by building on the work of Fomin et al. [12]. Their main result are EPTASs for bidimensional problems, which ECT is not (as contracting edges can change the parity of cycles). Yet, to obtain their result, they show that any transversal problem that satisfies the “$\nu$-transversability” and “reducibility” conditions has an EPTAS on $H$-minor free graphs (cf. [12, Theorem 1]). Both conditions are met by unweighted ECT², which thus admits an EPTAS on $H$-minor free graphs. For ECT on node-weighted planar graphs, though, reducibility fails, and the existence of a PTAS is unknown. The currently best result for ECT is a 10-approximation, which was given by Fiorini et al. [11] for general graphs. They showed that the integrality gap of the standard covering LP relaxation for ECT is $\Theta(\log n)$, but that adding sparsity inequalities reduces the integrality gap to 10. No better than 10-approximation is known for ECT in node-weighted planar graphs.

---

¹ 18/7-approximations were claimed but later found to be incorrect [6].
² $\nu$-transversability follows from as graphs without even cycles have treewidth 2, and reducibility from unit weights and connectedness of the to-be-hit subgraphs $F$. 
1.1 Our results

We prove an improved approximation algorithm for ECT in node-weighted planar graphs.

\textbf{Theorem 1.} ECT has an efficient $47/7 \approx 6.71$-approximation on node-weighted planar graphs.

This improves the previously best 10-approximation by Fiorini et al. [11] for planar graphs.

Our algorithm takes as input a node-weighted planar graph $G$ with node weights $c_v \in \mathbb{N}$ for each $v \in V(G)$. We then employ a primal-dual algorithm that is based on the following natural covering LP for ECT and its dual, where $\mathcal{C}$ denotes the set of even cycles in $G$:

\begin{align*}
\min \quad & c^T x \\
\text{s.t.} \quad & x(C) \geq 1 \quad \forall \ C \in \mathcal{C} \\
\quad & x \geq 0
\end{align*}

\begin{align*}
\max \quad & \|T^Ty\| \\
\text{s.t.} \quad & \sum_{C \in \mathcal{C}, v \in C} y_C \leq c_v \quad \forall v \in V(G) \\
\quad & y \geq 0
\end{align*}

Fiorini et al. [11] proved that the integrality gap of this LP is $\Theta(\log n)$. Our main result is an improved integrality gap of this LP for ECT in planar graphs:

\textbf{Theorem 2.} The integrality gap of the LP $\text{(P}_{\text{ECT}}\text{)}$ is at most $47/7 \approx 6.71$ in planar graphs.

1.2 Our approach

Designing a primal-dual algorithm is far from trivial, as the imposed parity constraints rule out a direct application of the framework proposed by Goemans and Williamson [14]. Unlike in their work, face-minimal even cycles (even cycles containing a minimal set of faces in their interior) are not necessarily faces, and may thus overlap. Indeed, increasing the dual variables of face-minimal even cycles does not yield a constant-factor approximation in general.

Consider Figure 1, and let $F$ be the inner face that is only incident to blue and black nodes. For an even number of 5-cycles surrounding $F$, $F$ is the only face-minimal even cycle in the graph. Using only $F$ for the dual increase, even including a reverse-delete step, leaves one blue node of each 5-cycle. Yet, an optimal solution would take a single red and blue node from one 5-cycle.

To circumvent this impediment, we establish strong structural properties of planar graphs related to ECT. Those properties along with results from matching theory allow us to algorithmically find a large set of pairwise face-disjoint even cycles whose dual variables we can then increment. Even with this set of cycles found, it remains technically challenging to bound the integrality gap. For this purpose, we first use the structure of minimal hitting sets of our graph to associate each such set with a hitting set in a subdivision of the so called 2-compression of our graph; the latter is a certain minor that we define in detail shortly. We then show that faces that are contained in even cycles we increment are incident to few
nodes on average. Crucial in this step is a technical result that is implicit in the work of Berman and Yaroslavtsev [6]. Eventually, this approach leads to an integrality gap of 47/7, and an algorithm with the same approximation guarantee.

Due to space constraints, we defer proofs of statements marked by (⋆) to the full version of the paper [15].

2 Primal-dual algorithm for ECT on node-weighted planar graphs

We describe a primal-dual, constant-factor approximation for ECT on node-weighted planar graphs. Our algorithm borrows some ideas from Fiorini et al. [11] for the Diamond Hitting Set (DHS) problem, which seeks a minimum-cost set of nodes in a node-weighted graph $G$ that hits all diamonds (sub-divisions of the graph consisting of three parallel edges). For DHS, Fiorini et al. [11] employ a primal-dual algorithm to prove that the natural covering LP ($P_{ECT}$) (where $C$ is replaced by the set of diamonds) has integrality gap $\Theta(\log n)$. We develop several new ideas to obtain a constant integrality gap.

We now outline the ideas of our primal-dual approach. Consider a planar input graph $G$ with node costs $c_v \in \mathbb{N}$ for each $v \in V(G)$. Given feasible dual solution $y$ to ($P_{ECT}$), let the residual cost of node $v \in V(G)$ be $c_v - \sum_{c \in C \subseteq C} y_C$. Our primal-dual method begins with a trivial feasible dual solution $y = 0$, and the empty, infeasible hitting set $S = \emptyset$.

Then, in each iteration, we increase $y_C$ for all $C'$ in some carefully chosen subset $C' \subseteq C$ of even cycles, while maintaining dual feasibility, and until some primary condition is achieved. A common such primary condition is that some dual node-constraint becomes tight in the increase process, and hence the corresponding node ends up having residual cost 0.

When this happens, we add the node to $S$. Once $S$ is a feasible ECT, our algorithm ends its first phase, and executes a problem-specific reverse-delete procedure. Here, we consider all nodes in $S$ in reverse order of addition to $S$, and we delete such a node if the feasibility of $S$ is maintained. We will later describe a subtle and crucial refinement of this reverse-delete procedure. Call the resulting final output of the algorithm $S'$.

During our algorithm, we will use the term hitting set to refer to $S$, and during the analysis we will use the term hitting set to refer to $S'$. We will say a hitting set is feasible if it is a feasible ECT, and refer to nodes of the hitting set as hit nodes.

In the next subsections, we will fill in the details of the algorithm, and analyze the cost of $S'$ compared to the value of an optimal solution. We begin by defining the concept of “blended inequalities” and necessary graph compression operations. Blended inequalities were used by Fiorini et al. [11], and our definitions follow their’s closely.

2.1 Blended inequalities and compression

A block of $G$ is an inclusion-maximal 2-connected subgraph of $G$. The block graph of $G$ is the bipartite graph $B_G$ with bipartition $V(B_G) = B_1 \cup B_2$, where $B_1$ are the blocks of $G$, $B_2$ are the cut nodes of $G$, and $(b_1, b_2) \in B_1 \times B_2$ is an edge if $b_2$ is a node of $b_1$.

Let $S$ be a partial solution to the given ECT instance at some point during the execution of our algorithm. Let $G^S$ be the corresponding residual graph that we obtain from $G - S$ by deleting all nodes that do not lie on even cycles. Our primal-dual algorithm first looks for an even cycle $C$ in $G^S$ such that at most two nodes of $C$ have neighbours outside $C$. If such a cycle $C$ is found, we increment its dual variable $y_C$ until a node becomes tight. The reason for doing this is that such $C$ will pay for at most two hit nodes, which we will show later.

If there is no even cycle $C$ in $G^S$ such that at most two nodes of $C$ have neighbours outside $C$, we successively compress the residual graph $G^S$ using two types of graph compression. To this end, first note that any minimal solution will only contain one node in the
interior of any induced path in $G^S$. Suppose we contract some path $P$ of $G^S$ of length at least 2 down to an edge $e$. Choosing a node in the interior of $P$ is “equivalent” to choosing the edge $e$. This is the motivation for the 1-compression.

Suppose we contract two $u$-$v$ paths $P_1, P_2$ with lengths of different parity down to edges $e_1, e_2$, respectively. We will find it helpful to think of these edges as a single twin edge between $u$ and $v$ whose parity is flexible. This is the motivation for the 2-compression.

Formally, we will successively compress $G^S$ as follows:

- Obtain the 1-compression $G^S_1$ of $G^S$ by repeatedly folding degree-2 nodes $v$, as long as they exist, which means to delete $v$ and adding the edge $uw$ between its neighbors $u, w$.

- Note that no pair of nodes in $G^S_1$ is connected by more than two edges. Obtain $G^S_2$ from $G^S_1$ by replacing each pair of parallel edges by a twin edge. In $G^S_2$, we now once again fold degree-2 nodes as long as those exist. The resulting graph is the 2-compression $G^S_2$ of $G^S$.

See Figure 2 for examples of 1- and 2-compression of a graph. In the following, we will sometimes call the subgraph $G_i$, $G_2$ or $G_3$ even if it contains a twin edge, or if its preimage in $G$ is even.
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**Figure 2** The graph $G$ and its 1- and 2-compression $G_1$ and $G_2$.

In the following, we will sometimes call the subgraph $Q$ of $G$ whose contraction yields a subgraph $R$ of $G_2$ the preimage of $R$. If $R$ is an edge, call $Q$ a piece, and say $Q$ corresponds to $R$. Furthermore, call $u, v$ ends of $Q$ and other nodes of $Q$ internal nodes. If the edge was twin, call the piece twin, otherwise, call the piece single. The blocks of a piece are cycles and paths, and the block graph of a piece is a path. Each cycle of a piece is called an elementary cycle. For an elementary cycle $C$, call its two nodes $u_C$ and $v_C$ with neighbours outside $C$ branch nodes. Call the two $u_C - v_C$-paths $P_1, P_2$ in $C$ the handles of $C$, which form the handle pair $(P_1, P_2)$. For an illustration, see the red and light blue edges in Figure 2.

The reason for defining $G_3$ is that intuitively selecting a node inside a piece corresponds to selecting the edge corresponding to the piece in $G_2$. It will be simpler for us if our hitting set consists of only nodes, so we subdivide each edge of $G_2$. Suppose that $S$ is the partial (and infeasible) hitting set for the cycles in $C$ at some point during the algorithm. Further, assume that $G^S$ has even cycles, but none with at most two outside neighbours. In this case, if an even cycle $C'$ in $G^S$ contains an internal node of some piece $Q$, then $C' \cap Q$ is a path between the ends of $Q$; see Figure 3. It follows that $C'$ has the form $v_1P_1v_2P_2\ldots v_kP_kv_1$, where for $i = 1, \ldots, k$ nodes $v_i, v_{i+1}$ mod $k$ are ends of some piece $Q_i$, and $P_i$ is a $v_i-v_{i+1}$ path in $Q_i$. For $i = 1, \ldots, k$, pieces $Q_i, Q_j$ for $i \neq j$ are disjoint except for their ends.
We say that \( C' \) in \( G^S \) corresponds to cycle \( C = (v_1, \ldots, v_k) \) in \( G^S_2 \). For such \( C \), its blended inequality is

\[
\sum_{v} a^C_v x_v \geq 1,
\]

where \( a^C_v \in \{0, 1/2, 1\} \) for all nodes \( v \), and where the support of \( a^C \) is contained in the node set of the preimage of \( C \). We next provide a precise definition of the coefficients of \((\oplus)\).

With those, one can show that \((\oplus)\) is dominated by a convex combination of inequalities\(x(C) \geq 1\) in \((P_{ECT})\).

Consider an elementary cycle of the preimage of \( C \) and let \( h_1, h_2 \) be its two handles. For each of these handles, we define its residual cost as the smallest residual cost of any of its internal nodes. Suppose that the residual cost of \( h_2 \) is at most that of \( h_1 \). We will also call \( h_1 \) the dominant, and \( h_2 \) the non-dominant handle of this cycle. As an invariant, our algorithm maintains that the designation of dominant and non-dominant handles of an elementary cycle does not change throughout the algorithm’s execution.

Suppose first that the residual cost of \( h_1 \) is strictly larger than that of \( h_2 \). In this case, let \( a^C_v = 1 \) for all internal nodes of handle \( h_1 \), and let \( a^C_v = 0 \) of the internal nodes of \( h_2 \). If the residual cost of both handles is the same, we let \( a^C_v = 1/2 \) on internal nodes of both handles.

In certain cases, we need to correct the parity of the constructed inequality. This is necessary if \( a^C \) as defined above is 0, 1 (i.e., if all elementary cycles of \( C \) have a strictly dominant handle), and if the cycle formed by all dominant handles is odd. In this case, we pick an arbitrary elementary cycle on \( C \), and declare it special. For this special cycle, we then set \( a^C_v = 1 \) for the internal nodes on both handles. Following the same reasoning as Fiorini et al. [11] for DHS, we can show the following for ECT:

\begin{lemma}
Each feasible point of our LP \((P_{ECT})\) satisfies any blended inequality.
\end{lemma}

In our algorithm, we assume that inequalities \((\oplus)\) are part of \((P_{ECT})\). Throughout the algorithm, we increase dual variables \( y_\oplus \) of such inequalities.

We will sometimes say that variable \( y_\oplus \) (or cycle \( C \)) pays for \( \sum_{v \in S'} a^C_v \) hit nodes. It is well-known (see, e.g., Goemans and Williamson [14]) that if during any iteration dual variables for a family of blended inequalities are incremented uniformly, and the dual variables pay for \( \alpha \) hit nodes (of \( S' \)) on average, then the final solution produced by the algorithm is \( \alpha \)-approximate.

The motivation for blended inequalities is to pay for no more than one node in each piece. Consider the example in Figure 1. Here, the bottom black dashed path is odd, there are an even number of handle pairs in the top part, and \( \varepsilon \) is small. Suppose we set \( a^C_v = 1/2 \)
on internal nodes of each handle. If we were to increment the inequality \((\ast)\), all the blue nodes of weight 1 would become tight, and after reverse-delete, the algorithm would keep one blue node for each handle pair. However, selecting a red node and a blue node would be a cheaper solution. This could be achieved by setting \(a^C_v = 1\) for red and black nodes, and \(a^C_v = 0\) on blue nodes, until the residual costs of the red nodes become 1, and afterwards setting \(a^C_v = 1/2\) on internal nodes of each handle.

During its execution, the algorithm carefully chooses a family of even cycles \(C\) in \(G^S_2\) and increments the dual variables of certain blended inequalities for each \(C \in C\) until a node becomes tight, or the blended inequality changes; i.e. the residual costs of two handles of a handle pair, which were previously not equal, become equal.

In their primal-dual algorithms for cycle transversal problems with uncrossing property, Goemans and Williamson [14] started with the infeasible “hitting set” \(S = \emptyset\). While \(S\) is infeasible, the dual variables for faces of the residual digraph that are cycles are incremented. A reverse-delete step is applied at the end. The authors show that tight examples for their algorithm feature so called pocket subgraphs. Not surprisingly, the improved algorithm of Berman and Yaroslavtsev [6] has to pay special attention to these pockets to obtain the improvement in performance guarantee.

### 2.2 Pockets and their variants

The following definition of crossing cycles was elementary to the approach by Goemans and Williamson [14] for cycle transversal problems in planar graphs.

**Definition 4.** In an embedded planar graph, two cycles \(C_1, C_2\) cross if \(C_i\) contains an edge intersecting the interior of the region bounded by \(C_3-i\), for \(i = 1, 2\). That is, the plane curve corresponding to the embedding of the edge in the plane intersects the interior of the region of the plane bounded by \(C_3-i\). A set of cycles \(C\) is laminar if no two elements of \(C\) cross.

Next, we formally define pockets, and we also introduce the new notion of “pseudo-pockets”, the lack of which will help us “cover” our graph with even cycles.

**Definition 5.** Let \(G\) be a graph and let \(C\) be a collection of cycles in \(G\). A pseudo-pocket of \((G, C)\) is a connected subgraph \(G'\) of \(G\) which contains a cycle such that at most two nodes of \(G'\) have neighbours outside \(G'\). A pocket of \((G, C)\) is a pseudo-pocket that contains a cycle of \(C\). A pocket is minimal if it contains no pocket as a proper induced subgraph.

![Figure 4](a) Graph formed by red nodes is a pocket. (b) Crossing cycles in red and black.

### 2.3 Identifying families of even cycles via tilings

The 12/5-approximation algorithm of Berman and Yaroslavtsev [6] for **Directed FVS** in node-weighted planar digraphs \(G\) proceeds roughly as follows.
It starts with the empty hitting set \( S = \emptyset \). As long as \( S \) is not a hitting set for the directed cycles of \( G \), it first looks for a pocket \( H \) of the residual digraph \( G^S \), that is the digraph obtained from \( G - S \) by deleting all nodes not on a directed cycle. It then increments the dual variables for the set of face minimal directed cycles of \( H \), which happen to be faces. It then adds any nodes that become tight to \( S \). Once \( S \) is feasible, the algorithm performs a reverse deletion step.

As pointed out, in our setting, face-minimal even cycles may not be faces, and may cross. Following Berman and Yaroslavtsev [6], we wish to “cover” our residual graph with face-minimal even cycles which do not cross, we call this a “tiling”; see Figure 5 (iii). As we will see, this tiling allows us to identify the dual variables to increase. Let us formalize the correspondence between edges of the dual between odd faces and even faces.

> **Definition 6.** Let \( H \) be a plane graph without pseudo-pockets. For each face \( f \) of \( H \), let \( v_f \) be the corresponding node of the planar dual \( H^* \). A tile of \( H \) is an even cycle \( C \) of \( H \) bounding one or two faces. If \( C \) is a single face, we say that \( C \) corresponds to the node \( v_f \). If \( C \) bounds two faces \( f \) and \( g \), we say that \( C \) corresponds to the edge \( v_f v_g \in E(H^*) \). We say that nodes \( v_f, v_g \) and the faces \( f, g \) are covered by the tile.

For a node \( v \) of \( H^* \), let \( e_v \subseteq E(H) \) be the edges on the boundary of the corresponding face of \( H \). Denote by \( h_{\infty} \) the node of \( H^* \) corresponding to the infinite face.

Given \( wh_{\infty} \in E(H^*) \), a cycle \( C^1 \subseteq E(H) \) corresponds to \( wv_{\infty} \) if \( C^1 \) is a cycle of \( f_w \Delta f_{h_{\infty}} \), or \( C^1 = C' \Delta f_w \) and \( C' \) is a cycle of \( f_w \Delta f_{h_{\infty}} \). We also call such a cycle \( C^1 \) a tile and say that \( C^1 \) covers \( h_{\infty} \), \( w \), and the corresponding faces.

Given a matching \( E' \subseteq E(H^*) \) and \( V' \subseteq V(H^*) \), with \( E' = \{e_1, \ldots, e_\ell \} \) and \( V' = \{v_1, \ldots, v_\ell \} \), a set of tiles \( T = \{C_1, \ldots, C_{t+\ell} \} \) corresponds to \( E' \cup V' \) if \( C_i \) corresponds to \( e_i \) for \( i = 1, \ldots, \ell \) and \( C_{j+\ell} \) corresponds to \( v_j \) for \( j = 1, \ldots, t \).

In Figure 5 i), cycle \( C \) bounds two faces \( f \) and \( g \); see also Figure 5 ii).

![Figure 5](image.png)

■ Figure 5 Diagrams i) and ii) show cycles in green and corresponding edges of the dual graph in red. (i) The red edge corresponds to the symmetric difference of two finite faces. (ii) The red edge corresponds to the symmetric difference of a finite and infinite face. Diagrams iii) and iv) show a tiling indicated by the boundaries of the various finite regions in white, light grey, etc and the corresponding matching.

> **Definition 7.** For a plane graph \( H \), a set \( T \) of tiles is a pseudo-tiling if no face of \( H \) is covered by more than one tile. If the node \( v_{h_{\infty}} \) corresponding to the infinite face of \( H \) is not covered by \( T \), we call \( T \) a tiling.

Certain tilings are particularly desirable; we will define these the next.

> **Definition 8.** Let \( \alpha \in (0, 1) \). A tiling is \( \alpha \)-quasi-perfect if it covers all even finite faces, a \( \beta \)-fraction of odd finite faces of \( G^S \), and a \( \psi \)-fraction of the finite faces of \( G^S \) are even, where \( \beta(1 - \psi) + 2\psi \geq \alpha \).
Let $C$ be an even cycle in $G_2^S$, and recall that we say that $C$ pays for $\sum_{v \in S} a_v^C$ hit nodes. For an even cycle in a tiling consisting of two faces, we bound the number of hit nodes it pays for by the number of hit nodes each face pays for.

We will show that a finite face of our graph intersects at most $18/7$ hit nodes on average (over all finite faces). Ideally, we would want to cover all faces by a tiling. Then an even cycle and contains no pockets. Then we try to find a tiling that covers as many finite faces as possible. Suppose that we find our graph. It follows that a face of $H$ is incident to at most $36/7$ hit nodes on average, and so an even cycle of the tiling $T$ is incident to at most $36/7\alpha$ hit nodes on average. Intuitively, even faces pay for fewer hit nodes than even cycles containing two faces, so it is good if a tiling contains many even faces. The motivation for quasi-perfect tilings is that it is good if a large fraction of faces are covered by the tiling and if the tiling contains a lot of even faces. We prove the following key result in Appendix A.

Theorem 9. Let $H$ be a 2-compression of some planar graph $G$, that has an even cycle and contains no pockets. Then $H$ has a 2/3-quasi-perfect tiling.

### 2.4 The algorithm in detail

We formally state our algorithm. It takes as input a planar graph $G$ with cost function $c : V(G) \to \mathbb{N}$. Let $\mathcal{C}(G)$ be the set of even cycles of $G$, and let $\text{opt}(G,c)$ be the minimum cost of an even cycle transversal of $G$, which is a set of nodes intersecting each cycle in $\mathcal{C}(G)$.

As we will see, the algorithm returns an even cycle transversal $S$ of $G$ whose cost is at most $(47/7) \text{opt}(G,c)$. We start with the empty candidate $S := \emptyset$. In each iteration, the algorithm looks for an even cycle $C$ in the residual graph $G^S$ such that at most two nodes of $C$ have outside neighbours. If we find such $C$, increment the variable $y_C$ until a node becomes tight. If no such cycle exists, the algorithm computes the 2-compression of $G^S$, and in it, we find an inclusion-minimal pocket $H$ of $G_2^S$. Using Theorem 9, we find a 2/3-quasi-perfect tiling $T_H$ of $H$ and increments the dual variables for the blended inequalities for each $C \in T_H$. The algorithm then adds all nodes $X$ that became tight to our candidate hitting set $S$.

During an iteration, for each handle pair $(Q_1, Q_2)$ for which the set $X$ of nodes that became tight contains a node in the interior of each handle, our algorithm will choose two nodes $a, b \in X$ with $a$ in the interior of $Q_1$ and $b$ in the interior of $Q_2$ and define $(a, b)$ to be a node pair. For instance, in Figure 2 if $v$ and $v'$ are the only nodes added during some iteration then the algorithm will define $(v, v')$ to be a node pair. For a set of nodes $X$ added during the same iteration, nodes in a pair are considered to be added before any node not in a pair.

At the end of the algorithm, we perform a non-trivial reverse-delete procedure. Formally, let $w_1, \ldots, w_j$ be the nodes of $S$ in the order they were added to $S$ by the algorithm, where for nodes $w_i, w_j$ that were added during the same iteration if $w_i$ is in a pair and $w_j$ is not, then $i < j$. That is, for reverse-delete purposes, nodes not in a pair are considered for deletion first. For $p = \ell, \ell - 1, \ldots, 1$, if $w_p$ is not in a node pair, then if $S \setminus \{w_p\}$ is a feasible ECT, the algorithm deletes $w_p$ from $S$; otherwise, it does not. If $w_p$ is in a node pair $(w_p, w')$, then if $S \setminus \{w_p, w'\}$ is a feasible hitting set, then delete both $w_p, w'$ from $S$; else, keep both $w_p, w'$.

The intuition behind the caveat in our reverse-delete step is that node pairs are often very useful to keep, because they disconnect a piece. Consider the example in Figure 6. There is a piece with green nodes of cost 2, and an odd number of length-5 faces with red and blue.
Algorithm 2.1  EvenCycleTransversal\((G, c)\).

**Input**: A planar graph \(G\) with node costs \(c : V(G) \to \mathbb{N}\).

**Output**: An even cycle transversal \(S\) of \(G\) of cost at most \(47\frac{7}{7}\)\(\text{opt}(G, c)\).

1. \(S \leftarrow \emptyset\)
2. while residual graph \(G^S\) contains an even cycle do
3.   if \(G^S\) contains a cycle \(C\) with at most 2 outside neighbours then
4.     increase the dual variable \(y_C\) for \(C\) until a node \(v\) becomes tight.
5.   else
6.     compute the 2-compression \(G^S_2\) of \(G^S\).
7.     \(H \leftarrow\) minimal pocket of \(G^S_2\).
8.     \(T_H \leftarrow\) a 2/3-quasi-perfect tiling of \(H\).
9.   Increment dual variables of blended inequalities of all \(C \in T_H\) until a node \(v\) becomes tight or the blended inequality changes.
10. Denote by \(X\) the set of nodes that became tight, and add \(X\) to \(S\).
11. for each handle pair \((Q_1, Q_2)\) do
12.   if \(X\) contains a node in the interior of each handle then
13.     choose two nodes \(a, b \in X\) with \(a\) in the interior of \(Q_1\) and \(b\) in the interior of \(Q_2\) and define \((a, b)\) to be a node pair.
14. \(w_1, \ldots, w_\ell \leftarrow\) nodes of \(S\) in the order they were added, where for nodes \(X\) added during the same iteration, any node of \(X\) in a pair appears before others node of \(X\) not in pairs.
15. for \(i = \ell\) downto 1 do
16.   if \(w_i\) is not part of a pair then
17.     if \(S \setminus \{w_i\}\) is feasible then
18.        \(S \leftarrow S \setminus \{w_i\}\).
19.     else
20.        Let \((w_i, w_j)\) be the pair containing \(w_i\). if \(S \setminus \{w_i, w_j\}\) is feasible then
21.           \(S \leftarrow S \setminus \{w_i, w_j\}\).
22. return \(S\)

striped nodes of cost 1. The black nodes have cost infinity. The bottom dashed path has odd length. In the 2-compression shown on the right, all length-5 faces in the figure belong to one piece. Suppose the blended inequality chooses the length-5 face with the green nodes as the special cycle, and increments the blended inequality for this graph. One sees that the red, blue striped and green nodes become tight simultaneously.

To see that reverse delete orders need to be chosen carefully, consider the following adversarial ordering: in reverse delete, consider the two green nodes other than \(v\) first, then consider the red nodes, and then consider one blue striped node on each handle. Finally, consider the remaining blue striped nodes. One can see that the algorithm would end up with \(v\) and one blue striped node per handle, which is significantly more costly than the optimum which selects the solution consisting of one red and one blue striped node on a handle pair. This completes the description of our approximation algorithm for ECT, whose complete pseudo-code is given as Algorithm 2.1.
2.5 Analysis of approximation ratio

We claim the algorithm to be a $47/7$-approximation for ECT on node-weighted planar graphs.

Fix an input planar graph $G$ with node costs $c_v \in \mathbb{N}$. Consider a set $S \subseteq V(G)$ of nodes and a node $v \in S$. A cycle $C$ is a pseudo-witness cycle for $v$ with respect to $S$ if $C \cap S = \{v\}$. If $C$ is additionally even, then $C$ is a witness cycle for $v$. Note that if $S$ is an inclusion-minimal ECT for $G$, then there is a set $W_v$ of witness cycles for each node in $v \in S$. If the reverse-delete procedure does not delete any node of $S$, then each node not in a pair has a witness cycle and for each pair, at least one of the nodes in the pair has a witness cycle.

The analyses of the algorithms by Goemans and Williamson [14] and by Berman and Yaroslavtsev [6] for SUBSET FVS on planar graphs rely crucially on the fact that, each node of an inclusion-wise minimal solution has a witness cycle. Goemans and Williamson [14] showed that one can find a laminar collection $A$ of witness cycles. Laminar families are well-known to have a natural tree representation. The key argument of both algorithms is that for each leaf cycle $C$ of the laminar family, one can increment the dual variable of at least one face contained in the region defined by $C$. Further, this dual variable pays only for the hit node that $C$ is a witness of. This is used to argue that a large portion of the dual variables they incremented pay for a single hit node. An additional bound on how many nodes the other dual variables pay for is proven exploiting the sparsity of planar graphs.

For ECT, however, we do not have laminar witness cycles. Instead, we must extend the analysis of Berman and Yaroslavtsev [6] to find a set of laminar pseudo-witness cycles.

Consider some time $t$ during the algorithm when applied to $(G, c)$. Let $S_t$ be the current hitting set and $G_{S_t}$ the residual graph. Let $\{\sum_{v \in V(G)} a^C_v \geq 1\}_{C \in \mathcal{L}}$ be the set of inequalities of the increased dual variables. Here, $\mathcal{L}$ will be either a single cycle of $G_{S_t}$, or a tiling of $G_{S_t}$. We wish to show that the primal increase rate towards the final set $S'$ at time $t$, $\sum_{C \in \mathcal{L}} \sum_{v \in S'} a^C_v$ is at most $47/7$ times the dual increase rate $|\mathcal{L}|$.

If the algorithm incremented $y_C$, where $C$ was a cycle of $G$ for which at most two nodes have outside neighbours, then the inequality we increase is $\sum_{v \in C} x_v \geq 1$. As $S'$ is minimal under reverse-delete, $|C \cap S'| \leq 2$, and hence the primal increase rate $\sum_{v \in S'} a^C_v = |C \cap S'|$ is at most twice the dual increase rate $1$.

Otherwise, if the algorithm did not increment $y_C$, then there is no cycle $C$ of $G_{S_t}$ such that at most two nodes of $C$ have neighbours outside $C$. Hence, the set of increased inequalities are the blended inequalities of a tiling $T_H$ of an inclusion-minimal pocket $H$ of $G_{S_t}$. For a cycle $C$ of $G_{S_t}^2$, let $\sum_{v \in V(G_{S_t}^2)} a^C_v \geq 1$ be the blended inequality $C$ (see Equation $\diamond$).

Recall that informally speaking, we wish to pay for at most one hit node inside a piece. To do this, we need the following theorem which generalizes a result by Fiorini et al. [11, Theorem 5.7] and tells us the structure of a minimal solution within a piece.
Theorem 10. Let \( S' \) be the output of Algorithm 2.1 on input \((G,c)\). Consider an edge \( uv \in E(G_2^{S'}) \) on the even cycle whose dual variable we increase, and let \( Q \) be the piece corresponding to \( uv \) in \( G \). Then exactly one of the following occurs:

1. \( S' \) contains no internal node of \( Q \).
2. \( S' \) contains exactly one node of \( Q \), and this node is a cut-node of \( Q \).
3. \( S' \) contains exactly two nodes of \( Q \), and they belong to opposite handles of a cycle of \( Q \).
4. \( S' \) contains exactly one node per elementary cycle of \( Q \), each belonging to the interior of some handle of the corresponding cycle.

Proof. If \( S' \) contains two nodes \( a \) and \( b \) in the interiors of different handles of a pair, then since removing both \( a \) and \( b \) disconnects \( u \) from \( w \) in \( Q \), our algorithm would delete all other nodes of \( V(Q)\setminus \{u,w\} \) from \( S' \). If \( u \) or \( w \) were in \( S' \), then our algorithm would delete both \( a \) and \( b \). Thus, \( u, w /\notin S' \), and case (C3) holds.

Similarly, if \( S' \) contains a cut node \( z \), then since removing \( z \) disconnects from \( u \) from \( v \) in \( Q \), our algorithm would delete all other nodes of \( V(Q)\setminus \{u,v\} \) from \( S' \). If \( u \) or \( v \) were in \( S' \), then our algorithm would delete \( z \). Thus, \( u, v \notin S' \), and case (C2) holds.

If \( u \) or \( w \) is in \( S' \), then for any \( r \in S' \cap (V(Q)\setminus \{u, v\}) \) there cannot be an even cycle of \( G \) which intersects \( S' \) only at \( r \) as such a cycle would have to go through \( u \) or \( w \), and thus \( S' \) contains no internal node of \( Q \) and case (C1) holds.

Assume that cases (C1), (C2) and (C3) do not hold, so \( u, w \notin S' \). Let \( (P_1, P_2) \) be a handle pair on \( Q \) such that \( P_1 \) contains a hit node \( t \) in its interior and \( P_2 \) does not. Suppose that \( Y_1, Y_2 \) was another handle pair with no hit node on either of \( Y_1 \) or \( Y_2 \). By our deletion procedure, there must be an even cycle \( C \) which intersects \( S' \) at \( t \) only. Such a cycle \( C \) uses the handle \( P_1 \) and one handle \( Y_1 \) of the pair \( Y_1, Y_2 \). Let \( C' \) be the cycle obtained from \( C \) by replacing the paths \( P_1 \) and \( Y_1 \) in \( C \) by the paths \( P_2 \) and \( Y_{3-i} \). Since the lengths of different handles of a pair have different parity, \( C' \) is even. Since \( P_2, Y_1 \) and \( Y_2 \) contain no nodes of \( S' \), \( C' \) contains no nodes of \( S' \), which is a contradiction. Since a handle can only contain one hit node of \( S' \), this implies that case (C4) holds.

Given a hitting set \( S' \) output by Algorithm 2.1, we wish to construct a corresponding hitting set for \( G_3^{S'} \) such that the primal increase rate of any particular blended inequality (with respect to \( S' \)) is equals the number of nodes of \( S' \) on the corresponding cycle of \( G_3^{S'} \).

Definition 11. Let \( S' \) be a hitting set output by Algorithm 2.1. The corresponding hitting set for \( G_3^{S'} \) is the set \( S_3' \subset V(G_3^{S'}) \) obtained by first taking the nodes of \( S' \cap V(G_3^{S'}) \). Now, consider an edge \( uv \) of \( G_2^{S'} \) with corresponding piece \( P \). Replace \( uv \) by the path \( u_p,v \) in \( G_3^{S'} \), and add \( w_p \) to \( S_3' \) if \( P - S' \) has two components.\(^3\)

Claim 12. Let \( C \) be the preimage of an even cycle in \( G_2^{S'} \), and \( C_3 \) the corresponding cycle in \( G_3^{S'} \). We claim \( \sum_{v \in S'} a_{v}^{C} \leq |C_3 \cap S_3'| + 1 \). Further, if \( C \) does not contain a twin edge, then \( \sum_{v \in S'} a_{v}^{C} \leq |C_3 \cap S_3'| \).

Proof. Define \( b_{v}^{C} \) as follows: For a handle pair, while one handle has greater residual cost than the other set \( b_{v}^{C} = 1 \) for \( v \) on the handle of greater residual cost \( b_{v}^{C} = 0 \) on internal nodes of the other handle (change \( b_{v}^{C} \) whenever residual costs become equal). Otherwise, \( b_{v}^{C} = 1/2 \) on internal nodes of both handles. In short, \( b_{v}^{C} \) are the coefficients \( a_{v}^{C} \) if we had not redefined \( a_{v}^{C} = 1 \) for nodes on the special cycle.

\(^3\) Note that the minimality of \( S' \) implies that removing \( S' \) from \( P \) yields at most two connected components.
Let $uw \in E(G_{3i}^S)$, $Q$ be the preimage of $uw$ in $G_{3i}^S$, and $uw_Qw$ be the subdivision of $uw$ in $G_{3i}^S$. Let $S'_3$ be the corresponding hitting set of $S'$ for $G_{3i}^S$. We claim $\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = |S'_3 \cap \{w_Q\}|$. We decide which case of Theorem 10 is satisfied by $uw$ and $S'$.

- If $uw$ and $S'$ satisfy (C1), then $\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = 0$. Since $S'$ contains no internal node of $Q$, $Q \setminus S$ is connected, and hence $S'_3$ does not contain $w_Q$. Hence $\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = |S'_3 \cap \{w_Q\}|$.

- If $uw$ and $S'$ satisfy (C2) or (C3), then $S'$ does not contain either end node of $Q$, and contains either a single cut node of $Q$, or exactly two nodes of $Q$ in the interiors of two handles of a handle pair of $Q$. Thus, $S' \cap Q$ consists of a single node $v$ for which $b_v^C = 1$, or two nodes $j, k$ for which $b_j^C = b_k^C = 1/2$, and so $\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = 1$.

In case (C2) or (C3), $Q \setminus S'$ is disconnected, so $|S'_3 \cap \{w_Q\}| = 1$. Hence, $\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = |S'_3 \cap \{w_Q\}|$.

- Suppose $S'$ satisfies (C4). Suppose, for sake of contradiction that, Algorithm 2.1 added a node pair $(l', m)$ on some handle pair $(P_1, P_2)$ of $Q$. It then follows from the reverse-delete step that the final solution $S'$ contains both $l'$ and $m$, or none of them. Since we do not contain a node pair, the deletion procedure of Algorithm 2.1 implies the algorithm did not add a node pair with nodes in $Q$. Hence, throughout the algorithm, for each handle pair $(P_1, P_2)$ of $Q$, the handle $P_i$, which contains a hit node in its interior must have strictly less residual cost than the other. Hence $b_v^C = 0$ on handle $P_i$. This implies

$$\sum_{v \in (V(Q) \setminus \{uw\})} b_v^C = 0. \quad (1)$$

Thus $\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = |S'_3 \cap \{w_Q\}|$.

Let $C = v_1v_2 \ldots v_{l+1}$. Let $Q_i$ be the piece corresponding to $v_1v_{i+1} \mod \ell$. Let $q_i$ be the node resulting from subdividing $v_1v_{i+1} \mod \ell$ in $G_{3i}^S$ to obtain $G_{3i}^S$. Let $C_3 := v_1q_1v_2q_2, \ldots, v_qq_\ell$ the cycle corresponding to $C$ in $G_{3i}^S$. We showed

$$\sum_{v \in S' \cap (Q \setminus \{uw\})} b_v^C = |S'_3 \cap \{q_i\}|. \quad (2)$$

Summing (2) for $i = 1, \ldots, l$ yields $\sum_{v \in S' \cap (Q_i \setminus \{v_1, v_2, \ldots, v_q\})} b_v^C = |\{q_1, q_2, \ldots, q_\ell\} \cap C_3|$. Noting $b_v^C = 1$ for each $i$ and $b_v^C = 0$ for $v \notin \cup_{i=1}^l Q_i$, yields

$$\sum_{v \in S'} b_v^C = |C_3 \cap S'_3|. \quad (3)$$

Let us now relate $a_v^C$ to $b_v^C$. If $C$ has no twin edge, then the blended inequality coefficients $a_v^C$ are equal to $b_v^C$, therefore $\sum_{v \in S} a_v^C = |C_3 \cap S'_3|$.

In general, $C$ may contain a twin edge. In this case, $a_v^C$ differs from $b_v^C$ only in the interior of the handles $H_1, H_2$ of the special cycle: then either $b_v^C = \frac{1}{2}$ in the interior of $H_1$ and $H_2$, or $b_v^C = 0$ in the interior of the dominant handle, and $b_v^C = a_v^C$ everywhere else.

If $b_v^C = \frac{1}{2}$ in the interior of $H_1$ and $H_2$, then note from Theorem 10 there are at most two nodes of $S'$ on $H_1 \cup H_2$. Thus $\sum_{v \in S} a_v^C \leq \sum_{v \in S} b_v^C + 1$.

Otherwise, $b_v^C = 0$ in the interior of the dominant handle, and $b_v^C = a_v^C$ everywhere else. Since $S$ contains at most one node from the dominant handle $\sum_{v \in S} a_v^C \leq \sum_{v \in S} b_v^C + 1$. Thus, $\sum_{v \in S} a_v^C \leq |C_3 \cap S'_3| + 1$ completing the proof.

To show that $|C_3 \cap S'_3| + 1$ is small on average we need the fact that $S'_3$ is a minimal ECT, which is stated in the following remark.
Remark 13. Let $S'$ be the output of Algorithm 2.1 on input $(G, e)$. Let $S'_3$ be the corresponding hitting set for $G_{3}^{S'_3}$ in Definition 11. Then each $v \in S'_3$ has a witness cycle.

For a node $h$ and cycle $C$, denote by $C \circ h$ that $h$ lies on $C$.

Definition 14. Let $\mathcal{R}$ be a set of cycles of a graph $G$, and let $S \subseteq V(G)$. The debit graph for $\mathcal{R}$ and $S$ is the bipartite graph $D_{G} = (\mathcal{R} \cup S, E)$ with edges $E_{\mathcal{R}} = \{(C, s) \in \mathcal{R} \times S \mid C \circ s \}$. Given an embedding of $G$ and a set $\mathcal{R}$ of faces of $G$, we can obtain an embedding of $D_{G}$ by placing a node $v_{M}$ inside the face $R$ for each $R \in \mathcal{R}$. This shows the following observation.

Observation 15 ([14, 6]). If $\mathcal{R}$ is a set of faces of $G$, then the debit graph is planar.

Note that for $\mathcal{R}$ a set of cycles, a cycle $R \in \mathcal{R}$, the number of nodes $|R \cap S|$ that $R$ pays for in the hitting set is the degree of $R$ in the debit graph.

Recall the definition of the Subset FVS problem, which seeks a minimum-weight node set $X$ which intersects all cycles from $C_{T}$, the collection of cycles in $G$ which contain some node from a given set $T \subseteq V(G)$. Observe that each node of $S'_3$ has a witness cycle in $G_{3}^{S'_3}$; therefore, it is an inclusion-minimal hitting set for $C_{T}$ with $T = S'_3$. Goemans and Williamson [14, Lemma 4.2] showed that any inclusion-minimal hitting set for $C_{T}$ has a laminar set of witness cycles, which implies that there is a laminar set of pseudo-witness cycles $A$ for hitting set $S'_3$.

Proposition 16 ([14, Lemma 4.2 specialized for Subset FVS]). Let $G'$ be a planar graph and let $T \subseteq V(G')$. Let $C_{T}$ be the set of cycles of $G'$ containing at least one node of $T$, and let $X$ be an inclusion-minimal hitting set for $C_{T}$. Then there is a laminar set of cycles $A = \{A_{x} \mid x \in X\}$, satisfying $A_{x} \in C_{T}$ and $A_{x} \cap X = \{x\}$.

Applying Proposition 16 to $G' = G_{3}$ and $X = T = S'_3$ implies there is a laminar set $A = \{A_{x} \mid x \in S'_3\}$ of cycles satisfying $A_{x} \cap S'_3 = \{x\}$. In other words, $A$ is a laminar set of pseudo-witness cycles for $S'_3$. Note that cycles of $A$ may not be even, hence they may be pseudo-witness cycles for $S'_3$, but not necessarily witness cycles for nodes of $S'_3$.

Recall that, during the current iteration, our algorithm incremented the blended inequalities of the cycles in a $2/3$-quasi-perfect tiling $T_{H}$ of $H$. Recall $H$ is an inclusion-minimal pocket of $G_{3}^{S'_3}$. By abuse of notation, let $T_{H}$ be the corresponding cycles of $G_{3}^{S'_3}$. Let $\mathcal{D}$ be the debit graph formed using $G_{3}^{S'_3}$, the cycle set $T_{H}$ and hitting set $S'_3$.

Obtain graph $\mathcal{D}'$ from $\mathcal{D}$ by replacing each even cycle $C$ containing two faces with the two faces that compose it. To be precise, construct $\mathcal{D}'$ by first taking all nodes of $S'_3$ and all faces of $H$ that lie inside some even cycle of $T_{H}$ as the vertex set. For each edge $(C, v) \in E(\mathcal{D})$, if the cycle $C$ consist of two faces $f_{1}, f_{2}$ add the edges $(f_{1}, v)$ and $(f_{2}, v)$ to $\mathcal{D}'$, otherwise add the edge $(C, v)$ to $\mathcal{D}'$ (see Figure 7). Delete isolated vertices from $\mathcal{D}'$. If $f_{i}$ is not incident to any hit nodes $v$, we remove $f_{i}$ from $\mathcal{D}'$. Let $T_{\text{Faces}(H)}$ be the “face nodes” of $\mathcal{D}'$. Let $\mathcal{F}_{\text{finite}(H)}$ denote the finite faces of $H$. Let $\mathcal{F}_{H}$ denote the set of finite faces of $H$ that contain a hit node. Observe that $M \cap S'_3 = \emptyset$ for each $M \in \mathcal{F}_{\text{finite}(H)} \setminus \mathcal{F}_{H}$. Now

\[
\sum_{M \in T_{H}} |M \cap S'_3| \leq \sum_{M \in T_{\text{finite}(H)}} |M \cap S'_3| \\
\leq \sum_{M \in \mathcal{F}_{\text{finite}(H)}} |M \cap S'_3| - |\mathcal{F}_{H} \setminus T_{\text{Faces}(H)}| = \sum_{M \in \mathcal{F}} |M \cap S'_3| - |\mathcal{F}_{H} \setminus T_{\text{Faces}(H)}| .
\]  

(4)
The first inequality holds, because for each cycle $C$ consisting of two faces $f_1$ and $f_2$ we have $|C \cap S'_{3}| \leq |f_1 \cap S'_{3}| + |f_2 \cap S'_{3}|$. The second inequality holds, because each face of $\mathcal{F}_H$ contains a hit node, and so $|C \cap S'_{3}| \geq 1$ for each $C \in \mathcal{F}_H$. The last inequality holds, because by definition $|M \cap S'_{3}| = 0$ for all $M \in \mathcal{F}_{\text{all}(H)} \setminus \mathcal{F}_H$.

If our tiling covers $2/3$ of all finite faces, then $|\mathcal{T}_{\text{Faces}(H)}| \leq 2|\mathcal{T}_H|$ and $(2/3)|\mathcal{F}_H| \leq |\mathcal{T}_{\text{Faces}(H)}|$, so $|\mathcal{F}_H| \leq 3|\mathcal{T}_H|$. Alas, one can show that a tiling that covers $2/3$ of all finite faces does not always exist; see Figure 8. To overcome this impediment, we will show that $|\mathcal{F}_H| \leq 3|\mathcal{T}_H|$ holds for a $2/3$-quasi-perfect tiling. Suppose that our $2/3$-quasi-perfect tiling covers a $b$-fraction of the odd faces in $\mathcal{F}_H$, and a $c$-fraction of the faces in $\mathcal{F}_H$ which are even. Let $\mathcal{F}_{\text{even}(H)}$ be the even finite faces of $\mathcal{F}_H$. Then, as $\mathcal{F}_H \setminus \mathcal{F}_{\text{even}(H)}$ are the odd faces of $\mathcal{F}_H$, and $\mathcal{T}_{\text{Faces}(H)} \setminus \mathcal{F}_{\text{even}(H)}$ are the odd faces covered by our tiling, it holds that $b|\mathcal{F}_H \setminus \mathcal{F}_{\text{even}(H)}| = |\mathcal{T}_{\text{Faces}(H)} \setminus \mathcal{F}_{\text{even}(H)}|$. Simplifying, we get

$$b|\mathcal{F}_H| + (1 - b)|\mathcal{F}_{\text{even}(H)}| \leq |\mathcal{T}_{\text{Faces}(H)}| \leq 2|\mathcal{T}_H| - |\mathcal{F}_{\text{even}(H)}| \ .$$

By rearranging, we get $b|\mathcal{F}_H \setminus \mathcal{F}_{\text{even}(H)}| + 2|\mathcal{F}_{\text{even}(H)}| \leq 2|\mathcal{T}_H|$. Noting that $b(1 - c) + 2c \geq 2/3$, and rearranging once more, yields

$$\frac{2}{3}|\mathcal{F}_H| \leq b|\mathcal{F}_H \setminus \mathcal{F}_{\text{even}(H)}| + 2|\mathcal{F}_{\text{even}(H)}| \leq |\mathcal{T}_{\text{Faces}(H)}| \leq 2|\mathcal{T}_H| \ .$$

Noting that $|\mathcal{F}_{\text{even}(H)}|/|\mathcal{F}_H| = c$ and $b(1 - c) + 2c \geq 2/3$, we get

$$3|\mathcal{T}_H| \geq \frac{3}{2}(b(1 - c) + 2c)|\mathcal{F}_H| \geq |\mathcal{F}_H| \ .$$

By (4), in order to bound $\sum_{M \in \mathcal{T}_H} |M \cap S'_{3}|$, it suffices to bound $\sum_{M \in \mathcal{F}} |M \cap S'_{3}|$. To do this, we prove the following extension of the work by Berman and Yaroslavtsev [6, Theorem 4.1].
Theorem 17. Let $H$ be an inclusion-wise minimal pocket of $G$. Let $S \subset V(G)$ be a set of nodes with some set $\mathcal{A}$ of laminar pseudo-witness cycles. Let $\mathcal{R}$ be a set of finite faces of $H$ such that each cycle of $\mathcal{A}$ contains a face of $\mathcal{R}$ in its interior. Then $\sum_{M \in \mathcal{R}} |M \cap S| \leq \frac{18}{7} |\mathcal{R}|$.

We defer the proof of Theorem 17 to Subsection A.1.

Let $\mathcal{A}$ be a set of laminar witness cycles for $S'_3$. If we were to set $\mathcal{R} = F_H$ (the set of finite faces of $H$ incident to a hit node), then each cycle $A \in \mathcal{A}$ contains a face of $\mathcal{R}$ in its interior, namely any face inside $A$ that is incident to the hit node of $S'_3$ on $A$. Thus, $S'_3, \mathcal{A}$ and $\mathcal{R}$ meet the conditions of Theorem 17.

To recap, we wish to bound the primal increase rate $\sum_{M \in \mathcal{T}_H} \sum_{v \in S} a_v^M$, so we analyze the expression $\sum_{M \in \mathcal{T}_H} |M \cap S'_3|$. Recall from Claim 12 that $\sum_{v \in S} a_v^M$ is at most one more than $|M \cap S'_3|$ and $\sum_{v : S} a_v^M = |M \cap S'_3|$ if $M$ contains no twin edge. We bound $\sum_{M \in \mathcal{T}_H} |M \cap S'_3|$ by looking at the quantity $\sum_{M \in \mathcal{T}_H} |M \cap S'_3|$, because $\mathcal{F}_H$ fits the conditions of Theorem 17. One could then use $|\mathcal{F}_H| \leq 3|\mathcal{T}_H|$ (by (5)), to bound $\|M \in \mathcal{T}_H \sum_{v \in S} a_v^M$ in terms of the dual increase rate $|\mathcal{T}_H|$. We will use $3|\mathcal{T}_H| \geq \frac{3}{7}(b(1-c) + 2c)|\mathcal{F}_H|$ to obtain a stronger bound.

Let $\mathcal{T}$ be our 2/3-quasi-perfect tiling from Theorem 9. Recall from Definition 8 that a large quasi-perfect tiling can be computed efficiently. We deal with this in the appendix.

We now recall (5), by which $3|\mathcal{T}_H| \geq \frac{3}{7}(b(1-c) + 2c)|\mathcal{F}_H|$. Substituting these bounds for $|\mathcal{F}_H|$ and $|\mathcal{T} \mathcal{F}_H|$ into (7), we obtain

$$\sum_{M \in \mathcal{T}_H} \sum_{v \in S} a_v^M \leq \sum_{M \in \mathcal{T}_H} |M \cap S| + |\mathcal{F}_H| - \sum_{M \in \mathcal{T}_H} |\mathcal{F}_H \mathcal{T}\mathcal{F}_H| - |\mathcal{F}_H \mathcal{F}_H|$$

Recall that $c = |\mathcal{F}_H| / |\mathcal{T}_H|$ is the fraction of finite faces of $\mathcal{F}_H$ which are even, and that $b = |\mathcal{T}\mathcal{F}_H| / |\mathcal{F}_H \mathcal{F}_H|$ is the fraction of odd finite faces of $\mathcal{F}_H$ covered by our tiling. Note that

$$|\mathcal{F} \mathcal{T}\mathcal{F}_H| = |\mathcal{F}_H \mathcal{F}_H| - |\mathcal{T}\mathcal{F}_H| \mathcal{F}_H| = |\mathcal{F}_H \mathcal{F}_H| - b|\mathcal{F}_H \mathcal{F}_H| = (1-b)(1-c)|\mathcal{F}_H|$$

We now recall (5), by which $3|\mathcal{T}_H| \geq \frac{3}{7}(b(1-c) + 2c)|\mathcal{F}_H|$. Substituting these bounds for $|\mathcal{F}_H|$ and $|\mathcal{T} \mathcal{F}_H|$ into (7), we obtain

$$\sum_{M \in \mathcal{T}_H} \sum_{v \in S} a_v^M \leq c|\mathcal{F}_H| + \frac{18}{7} \left( \frac{2}{b(1-c) + 2c} |\mathcal{T}_H| + \frac{2}{b(1-c) + 2c} |\mathcal{T}_H| \right) - (b(1-c)|\mathcal{F}_H|$$

$$\leq \frac{2c}{b(1-c) + 2c} |\mathcal{T}_H| + \frac{18}{7} \left( \frac{2}{b(1-c) + 2c} |\mathcal{T}_H| \right) - (b(1-c)|\mathcal{F}_H|$$

If we maximize the right-hand side factor $\frac{2c}{b(1-c) + 2c} + \frac{36}{b(1-c) + 2c} - \frac{2(b(1-c))}{(b(1-c) + 2c)}$ subject to $b(1-c) + 2c \geq 2/3$, we obtain that the right-hand side is bounded by $\frac{3}{7}|\mathcal{T}_H|$. This completes the proof of Theorem 1 modulo the proof of Theorem 9; i.e., the fact that large quasi-perfect tilings can be computed efficiently. We deal with this in the appendix.
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Hitting Weighted Even Cycles in Planar Graphs

We now show how to find the 2/3-quasi perfect tiling in line 8 of Algorithm 2.1. The following result states that the minimal pockets picked by the algorithm have such tilings.

**Theorem 9.** Let $H$ be a 2-compression of some planar graph $G$, that has an even cycle and contains no pockets. Then $H$ has a 2/3-quasi-perfect tiling.

To prove this theorem we will use the following lemma.

**Lemma 18.** For any set $S$, any pseudo-pocket contained in $G_2^S$ contains an even cycle.

**Proof.** Informally speaking, the proof will show that any pseudo-pocket without even cycles contains an odd cycle for which only two nodes have outside neighbours; this, however, cannot appear in the 2-compression, as we would have replaced this cycle by an edge in $G_2^S$.

Suppose, for sake of contradiction, that $G_2^S$ contained a pseudo-pocket $Q$ without even cycles. Since each node of $Q$ is in an even cycle of $G_2$ and $Q$ contains no even cycle, $Q$ contains exactly two nodes $u$ and $v$ with neighbours outside $Q$, and each node of $Q$ lies on a $u$-$v$ path of $Q$. Let $B_u$ and $B_v$ be the blocks of $Q$ containing $u$ and $v$ in the block graph $B$ of $Q$, respectively (see Figure 9).

If $B$ is not a path, then there would be some block $B_1$ that does not lie on a $B_u$-$B_v$ path in $B$, and thus there would be a node of $B_1$ that would not lie on a $u$-$v$ path in $Q$ — a contradiction. Hence, $B$ is a path. Let $B$ be a block of $Q$. Suppose for a contradiction that $B$ contains a cycle $C$ and a node $v'$ of $C$ with a neighbour $u' \in V(B)$ outside $C$. Since $v'$ is not a cut node, there is a path $P$ from $u'$ to $C \setminus v'$. Construct the $u'$-$v'$ path $P'$ from $P$ by traversing $P$ from $u'$ to the first node $w'$ of $C \setminus v'$ and appending to that a $w'$-$v'$ path in $C$. Since $Q$ contains no even cycles, the cycles $P' \cup v'u'$ and $C$ are odd. Then the cycle formed by the edges $E(C) \Delta E(P' \cup v'u')$, that is edges of $C$ or $P' \cup v'u'$, but not both, has length $|E(C)| + |E(P' \cup v'u')| - 2|E(C) \cap E(P' \cup v'u')|$ which is even, and hence a contradiction. Thus if $B$ contains a cycle then it does not contain nodes outside the cycle, or put simply $B$ is a cycle. Since we assume $B$ contains no even cycles, $B$ is an odd cycle. Thus, the blocks of $Q$ are odd cycles or edges. Since $Q$ contains at least one cycle, there is an odd cycle $C''$. Since $B$ is a path, $C''$ contains 2 nodes $a$ and $b$ with neighbours outside $C''$. However, $G_2^S$
cannot contain such an odd cycle, as that we would have contracted the two $a$-$b$ paths of $C'$
to parallel edges and then replaced them by a twin edge; see Figure 10. This completes the
proof. ▷

Figure 10 Cycle is replaced by an edge in 2-compression.

For any set $S$, if $G^S_3$ contained a pseudo-pocket $Q$ without even cycles, then $Q$ was obtained
from a subgraph $Q'$ of $G^S_2$ by subdividing edges. Then $Q'$ would be a pseudo-pocket of $G^S_2$
without even cycles. This contradicts Lemma 18. This shows the following corollary.

**Corollary 19.** For any set $S$, any pseudo-pocket of $G^S_3$ contains an even cycle.

Recall from Definition 6 and the paragraph afterwards, that a pseudo-tiling of our graph
corresponds to the union of a matching of the dual graph and a set of even faces. A tiling
corresponds to the union of a matching of the dual graph not containing any edge incident
to the infinite face and a set of even finite faces. Under this correspondence, the existence of
large pseudo-tilings is a much more natural thing to prove. Let us first formally define a
large pseudo-tiling.

**Definition 20.** Let $\alpha \in (0, 1)$. A pseudo-tiling $T$ is $\alpha$-pseudo-perfect if it covers all
even faces (including the infinite face if it is even) and a $\beta$-fraction of the odd faces, and a
$\psi$-fraction of the faces of $H$ are even, where $\beta(1 - \psi) + 2\psi \geq \alpha$.

We will first prove the existence of large pseudo-perfect pseudo-tilings. We fix an embedding
of $H$. For any multigraph $W$, let $\text{oc}(W)$ be the number of odd components of $W$. Recall
pseudo-tilings correspond to matchings. Our proof will use Tutte’s Theorem stated below,
which informally speaking, says that the absence of a large matching implies the existence of
a small set of vertices whose removal results in a graph with a large number of connected
components of odd size.

**Theorem 21 (Tutte’s Theorem).** For any graph $G$, the number of nodes of $G$ which are
not covered by a maximum size matching of $G$ is at most

$$\text{oc}(G \setminus X) - |X|.$$  

(8)

for some $X \subset V(G)$. Further, if some node $v \in V(G)$ is covered by every maximum matching
of $G$, then (8) holds for some $X \subset V(G)$ containing $v$.

The main idea of why such large pseudo-perfect pseudo-tilings should exist is that by
Tutte’s Theorem, the absence of a large pseudo-tiling implies that for some set $X$ of nodes of
the dual graph $H^*$, the set of odd components of $H^* \setminus X$ is large relative to $|X|$.

Construct a new graph $H^1$ as follows. Start with the graph $H^*$ and add as many edges as
possible between nodes of $X$ while preserving planarity and not creating any faces of length
two (see Figure 11). We will show that each odd component of $H^1 \setminus X$ lies in a different
face of $H^1[X]$ and that $H^1$ contains at most two faces of length two. Thus using Euler’s
formula, $|E(H^1[X])| \leq 3|V(H^1[X])| - 4$, $H^1[X]$ does not have too many edges. The crucial
observation is that since each odd component of $H^1 \setminus X$ lies in a different face of $H^1[X]$, each
node $x \in X$ is adjacent to more other nodes of $X$ in $H^1$ than there are odd components of $H^1 \setminus X$ which contain a neighbour of $x$. By facial region, we mean the region of the plane bounded by a face. We will also show there are at most two odd components $J_1, J_2$ for which at most two nodes of $X$ have neighbours in $J_i$. We can then show that the number of odd components is at most $2/3$ the number of edges of $H^1[X]$ plus $\frac{2}{3}$, which will contradict that the set of odd components is large.

**Lemma 22** (\textasteriskcentered). Let $H$ be as in Algorithm 2.1, that is, $H$ is a minimal pocket of $G^2_S$. Then $H$ has a $2/3$-pseudo-perfect pseudo-tiling.

So let $\mathcal{T}$ be a $2/3$-pseudo-perfect pseudo-tiling of $H$. Let $\beta'$ be the fraction of odd faces of $H$ which are covered by $\mathcal{T}$, and let $\psi'$ be the fraction of even faces of $H$. Next, we will show that if $\mathcal{T}$ covers more faces than a maximum tiling of $H$, then $\mathcal{T}$ satisfies a slightly stronger condition than $2/3$-pseudo-perfect, namely, $\beta'(1 - \psi')|V(H^*)| + 2\psi'|V(H^*)| \geq \frac{2}{3}|V(H^*)| + \frac{1}{3}$. Formally, this means:

**Lemma 23** (\textasteriskcentered). Let $H$ be as in Algorithm 2.1, that is, $H$ is a minimal pocket of $G^2_S$. Suppose that any maximum size pseudo-tiling of $H$ covers the infinite face. Then $H$ has a pseudo-tiling covering a $\beta'$-fraction of all odd faces such that

$$\beta'(1 - \psi')|V(H^*)| + 2\psi'|V(H^*)| \geq \frac{2}{3}|V(H^*)| + \frac{4}{3}.$$  \hspace{1cm} (9)

**Theorem 24.** Let $H$ be an inclusion-minimal pocket of $G^2_S$. Then we can obtain $2/3$-quasi-perfect tiling of $H$ in polynomial time.

**Proof.** We first show that $H$ admits a $2/3$-quasi-perfect tiling. Let us show that if some tiling $\mathcal{T}$ is $2/3$-pseudo-perfect, then it is $2/3$-quasi-perfect. Let $\beta'$ be the fraction of odd faces of $H$ that are covered by $\mathcal{T}$ and $\psi'$ the fraction of faces of $H$, that are even. As $\mathcal{T}$ is $2/3$-pseudo-perfect, it covers all even faces. Since $\mathcal{T}$ is a tiling, the infinite face is odd. As the number of even finite faces is $\psi'|V(H^*)|$, so $\frac{\psi'|V(H^*)|}{|V(H^*)| - 1}$ is the fraction of finite faces of $H$ that are even. $(1 - \psi')|V(H^*)|$ is the number of odd faces of $H$, so $\beta'(1 - \psi')|V(H^*)|$ is the number of odd faces of $H$ covered by $\mathcal{T}$. Since the infinite face is odd, $(1 - \psi')|V(H^*)| - 1$ is the number of odd finite faces. Thus $\frac{\beta'(1 - \psi')|V(H^*)|}{|V(H^*)| - 1}$ is the fraction of odd finite faces of $H$ covered by $\mathcal{T}$. Since

\begin{figure}[h]
\centering
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\caption{The graph $H^*$ with set $X \subset V(H^*)$ (depicted in blue) on the left. On the right, the graph $H^1$ obtained from $H^*$ by adding edges (dashed) between $X$.}
\end{figure}
Theorem 17. Let \(H\) be a graph whose vertices are even. As the infinite face of \(H\) is even, it holds that \(T\) is 2\(3/\)quasi-perfect.

If there is a maximum size pseudo-tiling that is also a tiling, then it follows from Lemma 22 that such a tiling is 2\(3\)-quasi-perfect.

Otherwise, if no pseudo-tiling exists, the largest pseudo-tiling is larger than the largest tiling. Let \(T\) be a maximum size pseudo-tiling.

If the infinite face of \(T\) is even, consider the tiling \(T'\) obtained by removing the infinite face from \(T\). Let \(\psi(1) := (\psi'|\mathcal{H}^*) - 1)/(|\mathcal{H}^*| - 1)\) be the fraction of finite faces of \(H\) which are even. As the infinite face is even, \(\beta'\) is the fraction of odd finite faces of \(H\) which are covered by \(T'\). It holds that

\[
\beta'(1 - \psi(1))(|\mathcal{H}^*| - 1) + 2\psi(1)(|\mathcal{H}^*| - 1) = \beta'|\mathcal{H}^*|(1 - \psi') + \psi'|\mathcal{H}^*| - 1 \\
\geq \frac{2}{3}|\mathcal{H}^*| + \frac{4}{3} - 1 = \frac{2}{3}(|\mathcal{H}^*| - 1) .
\]

So \(T'\) is 2\(3\)-quasi-perfect.

If the infinite face is odd, consider the tiling \(T'\) obtained by removing the even cycle covering the infinite face from \(T\). Let \(\psi(2) := \psi'|\mathcal{H}^*|/(|\mathcal{H}^*| - 1)\) be the fraction of finite faces of \(H\) that are even. At least \(\beta'|\mathcal{H}^*| - 2\) of the finite faces of \(H\) are covered by \(T'\) so the fraction \(\beta''\) of finite odd faces of \(H\) that are covered satisfies \(b'' \geq (\beta'|\mathcal{H}^*| - 1)/(1 - \psi(2))(|\mathcal{H}^*| - 1)\). Therefore,

\[
b''(1 - \psi(2))(|\mathcal{H}^*| - 1) + 2\psi(2)(|\mathcal{H}^*| - 1) \geq (\beta'|\mathcal{H}^*| - 1) + 2|\mathcal{H}^*| \\
\geq \frac{2}{3}|\mathcal{H}^*| + \frac{4}{3} - 1 = \frac{2}{3}(|\mathcal{H}^*| - 1) .
\]

Hence also in this case, \(T'\) is 2\(3\)-quasi-perfect.

Finally, since a tiling corresponds to the union of a matching and a set of even faces, finding a maximum tiling of \(H\) corresponds to finding a maximum matching of the odd finite faces of \(H\). Computing such a maximum matching can be done in polynomial time.

A.1 Proof of Theorem 17

In this section we will prove Theorem 17. Let \(G, H, \mathcal{R}, S, A\) be as in the statement of Theorem 17. Let \(D_G\) be the debit graph of \(G\) with respect to \(S\).

We introduce the notion of “balance”, which captures for subsets \(\mathcal{R}' \subseteq \mathcal{R}\) of cycles are incident to more or less than \(18/7\) nodes of \(S\) on average.

\textbf{Definition 25.} For each subset \(\mathcal{R}' \subseteq \mathcal{R}\), its balance \(\text{bal}(\mathcal{R}')\) is the quantity \(|\mathcal{R}'| - \frac{7}{18}|E'_{\mathcal{R}}|\).

Our proof follows the same methodology as Berman and Yaroslavtsev [6]. First, it shows a pseudo-witness cycle that is not a face and is minimally so, that is any pseudo-witness cycle lying in the finite region bounded by it is a face, has balance at least \(1 - \frac{7}{18}\). Then it uses this to apply a reduction on \(G\). We will use the following result of theirs.
Proposition 26 ([6, Lemma 4.3]). Let $W$ be a planar graph, $\hat{S}$ be a set of nodes of $W$ and $Q \subset \hat{S}$ be a set of nodes of $W$ that we call outer nodes. Let $R_W$ be a set of faces of $W$ such that each non-outer node of $\hat{S} \cap W$ has a pseudo-witness cycle in $R_W$. If $W$ contains at most 2 outer nodes, then $\text{bal}(R_W) \geq 1 - \frac{7}{18}a$.

If all nodes of a pseudo-witness cycle $A$ are contained in $H$, call $A$ a hierarchical pseudo-witness cycle. Otherwise, call $A$ a crossing pseudo-witness cycle. Denote the set of crossing pseudo-witness cycles by $\hat{A}$. We are now ready to complete the proof of Theorem 17. We begin by reductions on our instance $(G, H, R, A, S)$ which simplify our instance and do not increase the balance. If after applying this reduction our instance has positive balance, then our instance had positive balance before the reduction. We define the reduction below.

Definition 27. We define the following reduction on our instance $(G, H, R, A, S)$. If $H$ contains a hierarchical pseudo-witness cycle $A$ that is not a face of $R$, delete all nodes, edges and faces of $R$ inside $A$ from $H$ and add $A$ to $R$. If $H$ does not contain a hierarchical witness cycle, we call the instance $(G, H, R, A, S)$ reduced.

Let $R_C$ be the faces in $R$ contained in the region bounded by $C$. Let $H^1, R^1$ be the result of applying the reduction in Definition 27 on $H, R$. The balance of $H^1, R^1$ is equal to

$$|\{R \setminus \hat{R}_C\} \cup \{C\}| - \sum_{M \in \{R \setminus \hat{R}_C\} \cup \{C\}} |M \cap S| = |R| - \sum_{M \in R} |M \cap S| - (|\hat{R}_C| + 1 - \sum_{M \in \hat{R}_C} |M \cap S| + 1) = \text{bal}(H) + 1 - \text{bal}(R_C) - \frac{7}{18}.$$

That is to say, the reduction changes the balance by $1 - \text{bal}(R_C) - \frac{7}{18}$, which by Proposition 26 is non-positive. Thus, if after applying the reduction in Definition 27, our instance has positive balance then it initially had positive balance. We know apply the reduction in Definition 27 until our instance is reduced, for simplicity we will continue to call this graph $H$.

The crossing pseudo-witness cycles $\hat{A}$ partition $H$ into regions, see Figure 12. That is, consider the subgraph $K \subset H$ consisting of nodes and edges lying on a witness cycle of $\hat{A}$ or on the outside face of $H$. The regions are defined as the portions of the plane bounded by the finite faces of $K$. Define a subpocket [6] as the subgraph of $H$ consisting of the nodes and edges lying in or on the boundary of a region.

Proposition 28 ([6]). The regions that the set of crossing cycles $\hat{A}$ partition the plane into satisfy the following. For each region, there is a set $\hat{A}$ of at most two pseudo-witness cycles of $\hat{A}$ such that each node bounding the region either does not lie on a pseudo-witness cycle in $\hat{A}$ or lies on a cycle of $\hat{A}$.
By the reduction described in Definition 27 each non-crossing cycle of $\mathcal{A}$ is a face. Since by Proposition 28, the outside face of each subpocket $W$ contains nodes from at most two crossing pseudo-witness cycles, and contains all nodes that belong to pseudo-witness cycles lie on the outside face, there are at most two hit nodes of $W$ whose pseudo-witness is not a face and they must lie on the outside face of $W$. Hence, each subpocket satisfies the conditions of Proposition 26 and hence has positive balance. Thus, $H$ has positive balance, that is,

$$0 \leq |\mathcal{R}| - \frac{Z}{18}|E_R| = |\mathcal{R}| - \sum_{M \in \mathcal{R}} |M \cap S|.$$ Rearranging, $\sum_{M \in \mathcal{R}} |M \cap S| \leq \frac{18}{7}|\mathcal{R}|$, which completes the proof of Theorem 17. ◼
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Abstract

We study the joint optimization problem of pricing trips in a transportation network and serving the induced demands by routing a fleet of available service vehicles to maximize revenue. Our framework encompasses applications that include traditional transportation networks (e.g., airplanes, buses) and their more modern counterparts (e.g., ride-sharing systems). We describe a simple combinatorial model, in which each edge in the network is endowed with a curve that gives the demand for traveling between its endpoints at any given price. We are supplied with a number of vehicles and a time budget to serve the demands induced by the prices that we set, seeking to maximize revenue. We first focus on a (preliminary) special case of our model with unit distances and unit time horizon. We show that this version of the problem can be solved optimally in polynomial time. Switching to the general case of our model, we first present a two-stage approach that separately optimizes for prices and routes, achieving a logarithmic approximation to revenue in the process. Next, using the insights gathered in the first two results, we present a constant factor approximation algorithm that jointly optimizes for prices and routes for the supply vehicles. Finally, we discuss how our algorithms can handle capacitated vehicles, impatient demands, and selfish (wage-maximizing) drivers.
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1 Introduction

The increasing popularity of ride-sharing systems has inspired renewed interest on questions of pricing and routing transportation requests in networks [2, 4, 6, 12, 16]. Typically, such ride sharing platforms have an abundance of data at their disposal, which offers them a good understanding of the market. These data offer insights which can lead to reasonable estimates of the supply of drivers expected at a given time, as well as the number of customers who would be interested in taking a given trip at a given time and price. Similar data is available for more traditional transportation companies, such as airlines and bus agencies. In all these settings it is natural to ask the question:

How do we maximize revenue in a transportation network, given a) a supply of vehicles and b) demand curves for the possible trips?

This question appears at face value to be (primarily) a pricing problem. While this is true to a large extent, there is a latent scheduling/routing aspect of how one can serve these demands with an available supply of vehicles. This connection implies that any approach in this setting has to address difficulties encountered both in pricing and in routing problems.

Various efforts have been made at tackling aspects of pricing and routing in ride-sharing platforms. These include queueing approaches [4], mechanism design [6, 12, 16], and Markov chain models [2]. In this work we formulate and study a simple combinatorial model of the
Transportation Network Pricing problem. In our model, the problem is studied on a graph where distances are symmetric (i.e., the distance from node \( u \) to node \( v \) is the same as the distance from node \( v \) to node \( u \)) but demands are asymmetric (i.e., the demand from node \( u \) to node \( v \) at a price \( p \) is not necessarily the same as the demand from node \( v \) to node \( u \) at the same price \( p \)). We consider this assumption to be reasonable in real world scenarios but also note that our results hold within a constant approximation when the distance between any \( u \) and \( v \) is within constant bounds of the distance between \( v \) and \( u \). An available supply of \( k \) vehicles can move from node to node in the graph serving demands in the process.

It is not hard to observe that pricing decisions are interconnected with routing decisions. Knowing how many times vehicles will travel from \( u \) to \( v \) gives insights on how to price the trip from \( u \) to \( v \). In such a case, we would want to charge as much as possible while still maintaining a demand high enough to utilize the vehicles that make the trip. Similarly, knowing that a specific trip has a large number of customers who are willing to travel at a high price hints that we should send a large number of vehicles their way. This interconnection makes the problem challenging and interesting.

1.1 Our Contributions

In Section 3 we attempt to disentangle the pricing component from the routing aspect and understand their difficulties separately. We explore the pricing and supply assignment aspect by abstracting away the routing component in a special case of the model. We show that this pricing and assignment version of the problem can be solved in polynomial time. In Section 4, we transition to the general graph model and present an approach that handles pricing and routing as separate stages, achieving a logarithmic approximation to the revenue in the process. In Section 5, applying the insights gathered in the first two, we bring the pricing and routing components back together in a joint optimization stage and provide a constant factor approximation algorithm for general graphs. In Section 6 of the paper we explain how our solution can handle selfish drivers with a small loss in the approximation factor. In Section 7, we show that our techniques generalize to the setting where edges have different demands depending on the time of the day, a setting that can also handle impatient demands that disappear after a certain period. Finally, in Section 8, we discuss how the capacitated version of the problem reduces to the unit capacity case.

1.2 Related Work

Various previous works study pricing in ride-sharing systems. The papers most closely related to ours are [6, 16] who also study a network with price dependent demand curves and seek to maximize revenue. A significant difference in our model is that we consider a general network with arbitrary distances as opposed to the unit distances studied in these two models. The work in [6] considers an infinite supply setting and proves that price discrimination can significantly improve revenue over uniform pricing. The work in [16] considers drivers with preferences for one location over the other and takes a mechanism design approach to achieve incentive compatibility. We note that in our final section we also consider a special, well-motivated, form of driver preferences: wage maximization.

Other papers study more dynamic aspects of ride-sharing platforms such as spatial imbalance and temporal variation [12], dynamic pricing [8], Markov models [2], and queueing models [4]. Other studies focus on market segmentation [1, 3] and car pooling aspects [14].
On the routing side, our work is related to the vehicle routing problem \cite{10, 11} and, more closely, to prize collecting traveling salesman problems in graphs. Most relevant is work on the orienteering problem, the best known algorithms for variants of which are given in \cite{15} and \cite{9}. The work in \cite{15} achieves a 2 approximation for single path orienteering on undirected graphs via a primal-dual algorithm. The work in \cite{9} presents dynamic programming based algorithms, following up on work in \cite{5, 7}. A particular result from \cite{7} that is relevant in our proofs is that undirected orienteering with $k$ paths can be approximated within a factor 3.

\section{Model and Preliminaries}

In this section we define the specifics of \textbf{Transportation Network Pricing}.

Consider a set of locations $V$ and the possible trips between them $E = V \times V$. Let $l_e$ be the length (in time) of trip $e \in E$. We assume trip times are symmetric and $l_e = l_{e'}$ for $e = (u, v)$ and $e' = (v, u)$. For each trip $e$, we are also given a demand curve $d_e(p)$ that gives the number of agents who are willing to pay a price $p$ for trip $e$. Naturally, we assume that $d_e(p)$ is a non-increasing function of $p$. For convenience, for each trip $e$, we also define the price curve $p_e(d) = \max \{ p \mid d_e(p) \geq d \}$ as the maximum price $p$ such that at least $d$ agents are willing to pay $p$ for the trip $e$. To serve these demands, we have a supply of $k$ service vehicles who can move from location to location and transport the demands. The total trips a service vehicle can make are limited by a time horizon $T$ which is an upper bound on the total length of trips a service vehicle can do. For simplicity and without loss of generality we assume that all edge lengths, demand values, and possible prices are integers.

A solution consists of: (a) a price $q_e$ for each trip $e$ and (b) a path $P_i$ of length at most $T$ for each service vehicle $i$. A path is a sequence of trips $P = \{e_1, e_2, \ldots, e_m\}$ such that the destination of trip $e_j$ is the source of trip $e_{j+1}$. The set of service vehicle paths induces a supply $s_e$ for trip $e$, defined as the number of times $e$ appears in all paths (note that a path might repeat $e$ multiple times). The revenue for trip $e$ is then equal to:

$$r_e = q_e \min \{ s_e, d_e(q_e) \}.$$ 

Our objective is to provide prices and paths that maximize the total revenue:

$$R = \sum_{e \in E} r_e.$$ 

We assume throughout the paper that the number of agents $k$ and the time horizon $T$ are both polynomial in the size of the graph $G$. We will design (approximation) algorithms that are polynomial in $k$, $T$, and the size of the graph. Figure 1 illustrates a simple instance of the \textbf{Transportation Network Pricing} problem and its optimal solution.

A key component of our algorithms is the \textit{revenue function} of an edge $e \in V \times V$ that expresses the maximum amount of revenue that can be obtained from the edge $e$ for a given supply. Mathematically, we define

$$r_e(t) = \max_{0 \leq j \leq t} \{ j \cdot p_e(j) \}.$$ 


Figure 1: An instance of the Transportation Network Pricing problem. Each edge in the digraph represents a trip $e$ of unit length. The maps labeling each edge represent the corresponding price curve, for instance, $p_{(u,v)}(1) = 20$ and $p_{(u,v)}(2) = 15$. For a time horizon of $T = 3$ and $k = 3$ service vehicles, the figure illustrates an optimal solution that assigns two vehicles to the path $\langle (u,v), (v,w), (w,u) \rangle$ and one vehicle to the path $\langle (u,v), (v,x), (x,u) \rangle$ for a total revenue of 82.

3 Node Model: One Trip Per Vehicle

We begin with a warm-up setting in which each vehicle only makes one trip and our decisions amount to pricing edges and assigning vehicles to them. To fit this framework in our model, we can think of the special case with unit edge lengths and a unit time horizon. Since edges have no interaction with each other in this setting, we may equivalently think of them as simply unconnected nodes. For ease of notation, for this special case, we define a demand curve $d_i(\cdot)$ for each node $i$. The price curve $p_i(\cdot)$ and revenue curve $r_i(\cdot)$ are defined similarly.

We term this special case as the Transportation Node Pricing Problem. We show that the problem is poly-time solvable.

▶ Theorem 1. Transportation Node Pricing can be solved in polynomial time when the number $k$ of service vehicles is polynomial in the size of the graph.

Proof. Consider an arbitrary ordering of the nodes. Let $Opt(i,j)$ denote the revenue extracted by the optimal solution for the first $i$ nodes with $j$ vehicles. Thus $Opt(n,k)$ denotes the revenue extracted by the optimal solution for an instance. The following recurrence shows how one can compute this optimal solution via dynamic programming.

$$
Opt(i,j) = \max_{\ell \in \{0, \ldots, j\}} \{Opt(i-1, j-\ell) + r_i(\ell)\} \tag{1}
$$

Intuitively, the recurrence searches over all possible number of vehicles to assign to the $i^{th}$ node and solves the residual problem optimally. While $Opt(n,k)$ only yields the optimal revenue, it is also easy to obtain the actual optimal solution by tracing the path taken by the dynamic program.

As a side-note, we prove that the problem is NP-Hard when $k$ is super-polynomial. We note though that a FPTAS is possible with an approach similar to the one for Knapsack.

▶ Theorem 2. Transportation Node Pricing is NP-Hard.

Proof. We will prove this by reducing Knapsack to our problem. The Knapsack problem has a collection of $n$ items with sizes $s_i$ and values $v_i$ for $i = 1, 2, \ldots, n$ and a knapsack of size $B$. The goal is to pack items of total size at most $B$ and maximize the total value picked.
Our reduction is as follows. For each item $i$, we construct a node $i$ with the following demands: for a given large number $L$, the demand for the trip to $i$ is one when the price is $Ls_i v_i$ and $Ls_i$ when the price is $v_i$. There are no others interested in the trip to $i$. In other words, we set $r_i(1) = Ls_i v_i$ and $r(Ls_i + 1) = Ls_i v_i + v_i$. The total supply of vehicles is $k = n + LB$.

Observe that in the induced Transportation Node Pricing instance there are, in effect, two possible prices for each node: either set price $p_i = Ls_i v_i$ and serve the unique customer at that price, or set $p_i = v_i$ and serve all $Ls_i + 1$ customers. This means we have the option to either extract total revenue $Ls_i v_i$ spending supply 1 or spend an additional supply of $Ls_i$ to extract an extra $v_i$. When $L$ is high enough, it is clear that any optimal solution spends the first $n$ of the $n + LB$ supply units to secure the $Ls_i v_i$ from every node, before considering any of the additional $v_i$'s. Then the solution will have to allocate the remaining $LB$ supply units to get additional revenue $v_i$ from any node $i$ to which it allocates $Ls_i$. This is precisely the original Knapsack problem where all the sizes are scaled by $L$, which implies that any optimal solution to this Transportation Node Pricing instance recovers an optimal solution to the corresponding Knapsack instance.

4 Separate Price & Route Optimization

In this section we consider the general Transportation Network Pricing model and present an approach that first attempts to determine prices and then to compute routes for the supply vehicles. We show that this algorithm achieves a logarithmic approximation. This section is of interest in itself, but also a warm-up for various aspects we will encounter in our main technical result in the next section (a constant approximation for the same problem that jointly optimizes for prices and routes) such as a reduction to the Undirected Orienteering Problem:

Definition 3. In the Undirected Orienteering problem we are given an undirected graph $G = (V,E)$ with costs on the edges and values on the nodes, and a cost budget $T$. We seek to find $k$ paths each of cost at most $T$ that maximize the total value of nodes visited.

Our algorithm proceeds in two steps as follows:

Guess a revenue target and set prices accordingly. We guess a target revenue $\tilde{r} \in \mathbb{R}$ and attempt to extract a revenue of $\tilde{r}$ from each edge $e$ in the network. For every edge $e$, set the price that would achieve the revenue target $\tilde{r}$ with the smallest supply possible. If $\tilde{r}$ is not achievable on some edge $e$, give up on $e$ and set an infinite price.

Construct and solve an undirected orienteering instance. Since prices have been determined, each crossing of an edge by a supply vehicle extracts a known revenue. We formulate and solve an Undirected Orienteering instance based on this information. Good constant factor approximation algorithms are known for Undirected Orienteering, something that is the raison d’etre of the graph transformation we perform in this stage. In more detail, we construct an auxiliary undirected graph in which we move the value from edges (i.e., the trips in the transportation graph) to new nodes that we introduce between the trip’s endpoints. Every time such a node is visited will represent the corresponding trip being performed once. Hence, the value of such a node is equal to the price set for the corresponding trip. The edge lengths in the auxiliary graph are scaled so that the paths returned by the orienteering algorithm can be converted into sequences of trips in the original network.
4.1 Price Setting

Our algorithm begins with a guess \( \tilde{r} \) that is the revenue we will try to extract from every edge (i.e., every trip) in the network. Let \( \mathcal{R} = \{r_e(\ell)\}_{e \in E, 0 \leq \ell \leq kT} \) denote the set of all possible revenue values that can be extracted from any edge (note that no trip can be made more than \( kT \) times even if all service vehicles perform that one trip). The algorithm will ultimately be run for all possible guesses \( \tilde{r} \in \mathcal{R} \). Since \( |\mathcal{R}| \leq n^{2kT} \), trying all possible revenues in \( \mathcal{R} \) can be done in polynomial time.

Once \( \tilde{r} \) is fixed, the price that we should set at any edge \( e \) can be computed as follows. Let \( s_e = \min\{\ell : r_e(\ell) \geq \tilde{r}\} \) be the minimum supply we need to extract value \( \tilde{r} \) at \( e \). Then \( q_e = p_e(s_e) \) is the price we set for edge \( e \). We now make the following claim.

\[\text{Lemma 4.}\] Let \((q^*, P^*)\) be an optimal solution with \( q^* \) the vector of prices and \( P^* \) the paths of the service vehicles. Also, let \( \tilde{r} \) be the guess that, with induced prices \( \tilde{q} \) and the same paths \( P^* \), maximizes the revenue among all guesses. The revenue extracted by solution \((\tilde{q}, P^*)\) is an \( H_m \)-approximation to the revenue extracted by the solution \((q^*, P^*)\), where \( m \) is the number of edges in the graph and \( H_m \) the \( m \)-th harmonic number.

**Proof.** Order the edges as 1, 2, \ldots, \( m \), in order of non-increasing revenue extracted in \((q^*, P^*)\). Call these revenues \( r^*_1, r^*_2, \ldots, r^*_m \). Consider the guess \( \tilde{r} = r^*_j \) for our algorithm. Fix the paths \( P^* \) and set the price that achieves \( \tilde{r} \) in each edge \( e \) (or infinite price if not possible) as per our algorithm. Consider any edge \( e \leq j \). We know that \( \tilde{r} = r^*_j \) is achievable on these edges, since the optimal solution extracts at least that on each one. Moreover, we have enough supply to achieve \( r^*_j \) on these edges, since \( P^* \) allocates enough supply for at least that much. Hence, when the guess is \( \tilde{r} = r^*_j \), the solution \((\tilde{q}, P^*)\) extracts value at least \( j r^*_j \).

Let \( j^* = \arg\max_j \{j r^*_j\} \) be the guess that yields the maximum value. Thus, we have \( j^* r^*_j \geq j r^*_j \), for all \( j \leq m \). Then:

\[
R^* = \sum_{j=1}^{m} r^*_j \leq \sum_{j=1}^{m} \frac{j^* r^*_j}{j} = H_m j^* r^*_j \leq H_m R,
\]

with \( R^* \) the optimal revenue and \( R \) the revenue of \((\tilde{q}, P^*)\). This proves the lemma.

We also proceed to prove that this factor is tight. Consider the case when \( r^*_j = 1/j \). Every \( j r^*_j \) is unit, whereas their sum is \( H_m \). ▶

4.2 Construction of the Orienteering Instance

Given the prices fixed in the previous stage of the algorithm, our goal is to route the \( k \) supply vehicles so that they can extract as much value as possible. This task is similar to the Undirected Orienteering problem, for which a 2-approximation algorithm exists [15]. The main difference in our setting is that the values are on the trips between nodes and not on the nodes. Moreover, these trips are directed. We now describe a transformation to the graph that handles these issues with a small loss in approximation.

We construct an undirected graph \( H = (N, A) \) with values on the nodes and costs on the edges as follows. We begin with the nodes of the input transportation network \( V \). All these nodes have value 0. For every ordered pair of nodes \( (u, v) \in E \), we construct \( \min\{kT, d_e(q_e)\} \) nodes \( z^*_i, i = 1, 2, \ldots, \min\{kT, d_e(q_e)\} \), with value \( q_e \), i.e., the price of the trip from \( u \) to \( v \). For every such node \( z^*_i \), we add an (undirected) edge between it and \( u \) and an (undirected) edge between it and \( v \). Both these edges have length equal to \( l_e \), the length of the trip from \( u \) to \( v \). Figure 2 shows an example of the construction of the orienteering instance.
Lemma 5. Every path of length at most $T^*$ in the input graph $G$ that extracts revenue $R$ can be expressed as a path of length at most $2T^*$ in $H$ that picks value $R$.

Proof. Let $P$ be a path of length at most $T^*$ in $G$. Consider the order in which nodes are visited by the path $P$ in $G$. We visit the same nodes in the same order in the graph $H$ to obtain a path $P'$. The $i^{th}$ time we cross an edge from $u$ to $v$ (in $G$), we go via the intermediate node $z^i_e$ in $H$. For $i$ larger than $d_e(q_e)$, we go via any of the intermediate nodes (since they all have already been visited). Since the original path $P$ in $G$ has length at most $T^*$, and every edge $e = (u, v)$ of length $l_e$ in $G$ corresponds to a walk $(u \rightarrow z^i_e \rightarrow v)$ of length $2l_e$ in $H$, the new path $P'$ in $H$ has a total length of at most $2T^*$. Let us now compute the value picked up by the path $P'$ in $H$. Let $s_e$ be the number of times that path $P$ passes through edge $e$. Then, by definition, the total revenue extracted by $P$ is given by:

$$R = \sum_e q_e \min\{s_e, d_e(q_e)\}.$$ 

On the other hand, for every edge $e = (u, v)$ in $G$, by construction the path $P'$ passes through $\min\{s_e, d_e(q_e)\}$ distinct intermediate vertices $(z^i_e)$ each having value $q_e$. Thus path $P'$ picks up value at least $R$ in $H$.

Lemma 6. Every path of length at most $\tilde{T}$ in graph $H$ that picks value $R$ can be expressed as a path of length at most $\tilde{T}$ in $G$ that extracts at least revenue $R$.

Proof. Let $P'$ be a path in $H$ of length at most $\tilde{T}$ that picks value $R$. Let $v$ be the first vertex on path $P'$. Then the path $P'$ departs from node $v$, visits an intermediate node $z^i_e$ (where $e = (u, v)$ or $e = (v, u)$) and either returns back to $v$ or moves to the opposite node $u$. In the former case, it pays a cost of $2l_e$ and extracts value $q_e$. We can construct a path $P$ in $G$ in exactly the same way as follows - starting from node $v$, visit node $u$ and come back to $v$ paying a total cost of $2l_e$ (since lengths are symmetric) and extracting at least $q_e$, revenue. In the latter case $P'$ visits $v \rightarrow z^i_e \rightarrow u$ and again pays a cost of $2l_e$ and extracts a revenue of $q_e$ (unless of course all intermediate nodes $z^i_e$ have already been visited earlier). In this case, if $e = (v, u)$, then we simply cross from node $v$ to node $u$ in the path $P$ to earn revenue $q_e$ and a cost of only $l_e$. On the other hand, if $e = (u, v)$, then in the path $P$, we first take edge $(v, u)$, then take $(u, v)$, and then again take $(v, u)$ so that we end up on the same node on both $P$ and $P'$. In this step, path $P$ extracts a revenue of at least $q_e$ but pays a cost of $3l_e$.

Let $P'_{rev}$ denote a path in $H$ that is the reverse of $P'$, i.e., it visits the same set of nodes but in the reverse order. Let $P_{rev}$ be the path in $G$ constructed as above starting from $P'_{rev}$. By construction, both $P$ and $P_{rev}$ extract a revenue of at least $R$. However, since for any
step $v \rightarrow z^*_e \rightarrow u$ in $P'$, exactly one of $P$ and $P_{rev}$ pay a cost of $l_e$ while the other pays $3l_e$. Thus, we have:

$$\text{length}(P) + \text{length}(P_{rev}) = \sum_e 4l_e = 2\text{length}(P')$$

and hence at least one of $P$ and $P_{rev}$ have length of at most $\tilde{\mathcal{T}}$, proving the lemma.

▶ Lemma 7. For a set of fixed prices, solving the Undirected Orienteering problem on graph $H$ with budget $T$ and translating the paths of graph $H$ to paths of graph $G$ as in Lemma 6, gives a 6-approximation to revenue.

Proof. By Lemma 5 we get that each one of the optimal paths in $G$ can be expressed as a path of length at most $2T$ in $H$. We solve Undirected Orienteering with a budget of $T$. We note that the optimal solution with budget $T$ will have at least half the value of the optimal solution with budget $2T$ since we can simply take the better half. This implies the optimal solution for the instance we solve will have value at least half the optimal revenue. By the fact that Undirected Orienteering with $k$ paths can be solved within a 3-approximation, our paths in $H$ will be within 6 of the optimal revenue. Applying Lemma 6 completes the proof.

Putting Lemma 4 with Lemma 7 together, we get the main theorem of the section. More precisely, Lemma 4 suggests that some prices given by our first stage are such that the optimal paths for them will give an $H_m$-approximation to revenue. Lemma 7 proves that, when we try these prices, we will find paths that approximate the optimal paths within a factor 6. We then get the following theorem.

▶ Theorem 8. Our separate pricing & routing optimization algorithm gives a $6H_m$-approximation to revenue, where $m$ is the number of edges.

5 Joint Price and Route Optimization

In this section we use the insights obtained in the previous two sections to come up with a joint pricing and routing optimization algorithm. The algorithm in effect combines the main ideas of the previous two approaches to price and route at the same time. The algorithm proceeds in the following stages.

Concave approximate revenue curve construction. First, we process all demand curves to obtain the corresponding revenue functions $r_e(\ell)$ (recall that these give the maximum possible revenue that can be achieved at edge $e$ with supply $\ell$), which in turn we process to obtain approximate revenue functions $\hat{r}_e(\ell)$ that are concave. We prove that we can always find a concave function that satisfies $r_e(\ell) \leq \hat{r}_e(\ell) \leq 2r_e(\ell)$ for every $\ell$. The main reason for performing this step is that the concave approximate revenue functions $\hat{r}_e(\ell)$ satisfy the nice property that the marginal increase:

$$\Delta \hat{r}_e(\ell) = \hat{r}_e(\ell) - \hat{r}_e(\ell - 1)$$

that is caused by the $\ell$-th supply on edge $e$ is decreasing. This proves useful when we place these marginal contributions as values to be collected from a graph in the second stage. We will also refer to $\hat{r}_e(\cdot)$ as the perceived revenue.

Auxiliary graph construction. The main idea of the second stage of our algorithm is to construct an auxiliary graph that, similarly to our approach in the previous section, a) is undirected, b) has values only on nodes, and c) there is an equivalence between paths in the
auxiliary graph and sequences of trips in the input transporation network. Again, the value is moved from edge \(e\), to a collection of nodes \(z^i_e, i = 1, 2, \ldots, kT\), that are introduced between its endpoints. This time however, the values of these nodes are not the same. Instead, the value of \(z^i_e\) is precisely the marginal perceived revenue \(\Delta \hat{r}_e(l)\). The transformation of edge lengths is exactly as in the previous section. We then proceed as in the previous section, to solve the induced \emph{Undirected Orienteering} instance and translate the paths of the auxiliary graph \(H\) to paths of the input graph \(G\). Once this is done, the paths induce supplies on the edges which we can use to infer the prices.

\subsection{Concave Approximate Revenue Functions}

As we also discussed in the preliminary node model, we can express the maximum revenue we can extract from an edge, given supply \(\ell\), as:

\[
    r_e(\ell) = \max_{0 \leq j \leq \ell} \{jp_e(j)\},
\]

with \(p_e(j)\) the maximum price that induces demand at least \(j\). As can be seen in Figure 3, we note that \(r_e(\cdot)\) need not be a concave function.

However, we can define a concave function \(\hat{r}_e(\cdot)\) as the concave envelope of \(r_e(\cdot)\). In other words, \(\hat{r}_e(\cdot)\) is the lowest-valued concave function such that \(\hat{r}_e(\ell) \geq r_e(\ell)\). Concretely, let \([\ell_1, \ell_2]\) be a maximal interval such that the function \(r_e(\cdot)\) in this interval is bounded above by the linear interpolation of \(r_e(\ell_1)\) and \(r_e(\ell_2)\). Then \(\forall \ell \in [\ell_1, \ell_2]\), \(\hat{r}_e(\ell)\) is obtained by linearly interpolating between \((\ell_1, r_e(\ell_1))\) and \((\ell_2, r_e(\ell_2))\), i.e.,

\[
    \hat{r}_e(\ell) = \left( \frac{r_e(\ell_2) - r_e(\ell_1)}{\ell_2 - \ell_1} \right)(\ell - \ell_1) + r_e(\ell_1)
\]
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    \caption{Example revenue function and its concave approximation. The bold line shows the original revenue function \(r_e(\cdot)\) for some edge \(e\), and the green dashed line shows its concave approximation \(\hat{r}_e(\cdot)\).}
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We now show that \(\hat{r}_e(\cdot)\) point-wise approximates \(r_e(\cdot)\) within a factor of 2.

\textbf{Claim 9.} For all \(0 \leq \ell \leq k\), \(\hat{r}_e(\ell) \leq 2r_e(\ell)\)

\textbf{Proof.} Let \([\ell_1, \ell_2]\) be a maximal interval such that \(\hat{r}_e(\ell) > r_e(\ell), \forall \ell \in (\ell_1, \ell_2)\). Note that by definition of \(\ell_2\), we have \(r_e(\ell_2) = \ell_2 p_e(\ell_2)\). Otherwise, if \(r_e(\ell_2) = j p_e(\ell)\) for some \(j < \ell_2\), then we have \(r_e(\ell_2) = r_e(j)\) and we cannot have \(\hat{r}_e(j) > r_e(j)\). Now, since \(p_e(\cdot)\) is a non-increasing function, we have

\[
    r_e(\ell_1) = \max_{0 \leq j \leq \ell_1} \{jp_e(j)\} \geq \ell_1 p_e(\ell_2)
\]

\[(2)\]
Hence, we have the following,

\[
\frac{r_e(\ell_2) - r_e(\ell_1)}{\ell_2 - \ell_1} \leq \frac{r_e(\ell_2) - \ell_1 p_e(\ell_2)}{\ell_2 - \ell_1} = \frac{\ell_2 p_e(\ell_2) - \ell_1 p_e(\ell_2)}{\ell_2 - \ell_1} = p_e(\ell_2)
\]

(3)

Now, for any \(\ell \in (\ell_1, \ell_2)\), by definition of \(\hat{r}_e(\cdot)\) we have,

\[
\hat{r}_e(\ell) = \left(\frac{r_e(\ell_2) - r_e(\ell_1)}{\ell_2 - \ell_1}\right)(\ell - \ell_1) + r_e(\ell_1)
\]

(5)

\[
\leq p_e(\ell_2)(\ell - \ell_1) + r_e(\ell_1)
\]

(6)

\[
\leq 2 \max\{\ell p_e(\ell_2), r_e(\ell_1)\}
\]

(7)

However, since the revenue function \(r_e(\cdot)\) is non-decreasing and the price function \(p_e(\cdot)\) is non-increasing, we have

\[
r_e(\ell) \geq \max\{\ell p_e(\ell_2), r_e(\ell_1)\}
\]

(8)

The claim now follows from equations (7) and (8).

\[\triangleright\]

### 5.2 Construction of the Orienteering Instance

As in the previous section, we will construct an undirected graph \(H = (N, A)\) with values on the nodes and costs on the edges. Here also, we begin with the nodes of the input transportation network \(V\) which again have value 0. For every ordered pair of nodes \(e = (u, v) \in E\), we construct \(kT\) nodes \(z_{ie}\), \(i = 1, 2, \ldots, kT\). The value of \(z_{ie}\) is \(\Delta \hat{r}_e(i)\), i.e., the marginal increase in perceived total revenue (as given by the concave approximate revenue functions \(\hat{r}_e(\cdot)\)) offered by the \(i\)-th trip from \(u\) to \(v\). For every such node \(z_{ie}\), we add an (undirected) edge between it and \(u\) and an (undirected) edge between it and \(v\). Both these edges have length equal to \(l_e\), the length of the trip from \(u\) to \(v\). Figure 4 shows an example of the construction of the orienteering instance.

![Figure 4](image_url)

**Figure 4** Construction of the orienteering instance with approximate revenues.

\[\triangleright\textbf{Lemma 10}.\] Every path of length at most \(T^*\) in the input graph \(G\) that extracts perceived revenue \(R\) can be expressed as a path of length at most \(2T^*\) in \(H\) that picks value \(R\).
Proof. Let $P$ be a path in $G$ of length at most $T^*$ that extracts a perceived revenue of $R$. We construct a path $P'$ in $H$ as follows - when $P$ uses the edge $(u, v)$ for the $i$\textsuperscript{th} time, our path in $H$ moves from node $u$ to node $v$ via the intermediate node $z_{i(u,v)}^1$. Thus, if $P$ passes through an edge $e$ exactly $l$ times to extract a perceived revenue of $\hat{v}_e(l)$, the path $P'$ also picks up a value of $\sum_{i=1}^l \Delta \hat{r}_e(i) = \hat{r}_e(l)$. Thus $P'$ also picks up a total value of $R$. The length argument follows precisely as in Lemma 5.

Lemma 11. Every path of length at most $\tilde{T}$ in graph $H$ that picks value $R$ can be expressed as a path of length at most $\tilde{T}$ in $G$ that extracts perceived revenue at least $R$.

Proof. The path construction and length arguments follow exactly as in Lemma 6. The revenue argument is as follows: Say the path $P'$ in $H$ visits $x$ intermediate nodes corresponding to edge $e = (u, v)$. Then our constructed path $P$ in $G$ crosses edge $e$ at least $x$ times and extracts a perceived revenue of at least $\hat{r}_e(x)$. On the other hand, since $\Delta \hat{r}_e(\cdot)$ is the non-increasing, the value earned by $P'$ from edge $e$ is at most $\sum_{i=1}^x \Delta \hat{r}_e(i) = \hat{r}_e(x)$.

Lemmas 10 and 11 together imply that the Undirected Orienteering problem with $k$ paths is equivalent to the Transportation Network Pricing problem with concave revenue functions up to a factor of 2 in the approximation ratio. We can thus directly use a 3-approximation algorithm for Undirected Orienteering as in Lemma 7 to obtain a 6-approximation to the Transportation Network Pricing with concave revenue functions. However, since arbitrary revenue functions can be approximated within a factor of 2 by concave functions, Claim 9 then yields our main result.

Theorem 12. Our joint pricing & routing optimization algorithm gives a 6-approximation to revenue for concave revenue functions and a 12-approximation to revenue for general revenue functions.

6 Selfish drivers

An additional layer of complexity in the ride-sharing context is added by the fact that drivers are independent and will not follow the paths dictated by our algorithm when this is not the behavior that maximizes their total wages. In this section we discuss the presence of selfish drivers in the Transportation Network Pricing setting. We assume that wages are a fixed $\alpha$ fraction of the revenue (i.e., the drivers and the platform share the earnings with a fixed ratio) and argue that, for any given prices, letting the drivers reach an equilibrium is within a factor 2 of the optimal path selections. In this sense, with a small loss in the approximation factor, we may use our algorithms to compute prices assuming the drivers will comply, advertise them, and let the drivers reach an equilibrium.

For the purposes of our argument, we will need to introduce some additional notation and definitions. First, for simplicity of exposition, we set $\alpha = 1$, i.e., assume the drivers receive all revenue. Let $x_i^e$ be the number of times driver $i$ crosses edge $e$ and $x^i = (x_i^e)_{e \in E}$ the vector for driver $i$ over all edges which we will refer to as the driver’s strategy. Let $x$ be the vector of all driver strategies. Let $d_e$ be the demand under the current price vector (note that, for simplicity, we have dropped dependence of $d_e$ on $q_e$ in the notation, since prices are considered fixed throughout this section) and $s_e(x)$ the supply under $x$. We are now ready to define the (expected) wage of $i$ on $e$ as:

$$w_i^e(x) = x_i^e q_e \min \left\{ 1, \frac{d_e}{s_e} \right\}.$$
The interpretation of this expression is that \( i \) has probability 1 to get a ride (and hence a payment of \( q_e \)) every time she crosses the edge when the demand is at least the supply and probability \( d_e/x_e \) when the demand is less than the supply. Another interpretation is that drivers share the total revenue on the edge \( r_e = q_e \min\{s_e(x), d_e\} \) proportionally to the number of times they cross it.

A collection of strategies is a Nash equilibrium when for every driver \( i \), it is the case that a unilateral deviation to some other vector \( y^i \), induced by a different path selection will not increase her total wages:

\[
\sum_{e \in E} w_i^e(x) \geq \sum_{e \in E} w_e^i(x, y^i), \quad \forall y^i.
\]

The price of anarchy is the ratio of the total wages in the optimal solution over the total wages in the worst Nash equilibrium. We get the following observation.

\textbf{Observation 13.} The price of anarchy in the Transportation Network Pricing problem after prices have been fixed is 2.

\textbf{Proof.} The upper bound follows by the fact that the game we have described is a utility game with a submodular utility function (since the drivers cover demands with their path selections). The upper bound then follows from the main result in [18].

The lower bound follows from the following simple instance of the Transportation Node Pricing submodel. Node 1 has a single demand which is priced at \( 1 + \epsilon \). Node 2 has \( 1/\epsilon \) demands priced at \( \epsilon \). There are \( 1/\epsilon \) drivers in the game. If all of them head to node 1, their expected wage will be \( \epsilon + \epsilon^2 \), which is larger than the \( \epsilon \) they can get from a ride at node 2. Hence, this is a Nash equilibrium with total wages \( 1 + \epsilon \). The optimal solution assigns 1 driver to node 1 and the rest of them to node 2 for total wages 2.

Hence, we reach the conclusion that, in the presence of selfish drivers, our approximation will be a factor 2 away of the ones achieved by our algorithms, i.e., we achieve a 24-approximation using our joint price and route optimization algorithm.

\section{Transportation Network Pricing with Dynamic Demands}

In this section we consider a natural extension of the Transportation Network Pricing problem where the demands on an edge can now vary as a function of time. We let \( d_e(p, t) \) denote the demand on edge \( e \) at time \( t \) when the price is \( p \). The demand that applies is determined at the moment in time when an agent starts traversing an edge. For ease of notation, we assume that the lengths on edges are specified in the units of time. Since all edge lengths are integral we can assume that the demand changes only at integral time steps. In this section we prove the following theorem.

\textbf{Theorem 14.} The Transportation Network pricing problem with dynamic demands can be solved in time polynomial in \( n, k, \) and \( T \) to obtain an approximation of \( O(\log n) \).

To obtain the best possible result, we proceed in two steps. In step 1, we reduce the Transportation Network Pricing with dynamic demand problem to single agent Transportation Network Routing with Unit Time Windows. In step 2, we reduce the single agent Transportation Network Routing with Unit Time Windows problem to Directed orienteering with Unit Time Windows problem. In the end, we obtain an approximation factor of \( O(\log n) \).
7.1 Step 1: Transportation Network Pricing to Transportation Network Routing

This reduction is similar to section 5.2. We present an additional step where we reduce the problem from $k$ agents to a single agent.

First since the demand varies with time, we redevelop some of the notation to depend on time. The price curve $p_e(d,t) = \max\{d_e(p,t) \geq d\}$ is the price at which the demand is at least $d$. The revenue from assigning $l$ agents to edge $e$ at time $t$ is $r_e(l,t) = \max_{0 \leq j \leq 1}\{jp_e(j,t)\}$. We approximate the revenue curve using a concave function $\hat{r}_e(t,i)$ constructed similar to Lemma 9 with the guarantee that $r_e(l,t) \leq \hat{r}_e(l,t) \leq 2r_e(l,t)$.

Using the concave revenue functions $\hat{r}$, we reduce the problem to one of constructing paths on a graph. We will call this the Transportation Network Routing with Unit Time Windows problem.

▶ Definition 15. In Transportation Network Routing with Unit Time Windows problem, we are given a directed graph $G(V,E)$ with values $v_e$ and time window of unit length $[t_e,t_e+1]$ associated with each edge. The goal is to find $k$ paths such that each path has length at most $T$ and the sum of values $v_e$ of all edges that appear in at least one path is maximized. The value $v_e$ on an edge is only collected if the path starts on the edge $e$ during the time window $[t_e,t_e+1]$. If the same edge $e$ appears in multiple paths, its value $v_e$ is collected only once.

Given our input instance $G = (V,E)$ of the Transportation Network Pricing with Dynamic Demands problem, we construct an instance $G' = (V,E')$ of the Transportation Network Routing with Unit Time Windows problem as follows. This graph has the same set of vertices $V$. For each edge $(u,v)$ in the original graph $G$, we construct $kT$ parallel edges between $u$ and $v$. The value of the $(l,t)$th edge for $l \in \{0,1,\ldots,k\}$ and $t \in 0,1,\ldots,T-1$ is $\Delta \hat{r}(l,t) = \hat{r}(l,t+1) - \hat{r}(l,t)$. Then similar arguments as section 5.2 guarantee that an $\alpha$-approximation to Transportation Network Routing with Unit Time Windows problem yields a $2\alpha$-approximation to Transportation Network Pricing with Dynamic Demands. Note that since the paths map one-to-one in time between the two instances the time windows do not create any new challenge.

Next we show that an approximation algorithm for the Transportation Network Routing with Time Windows problem with one agent can be used to obtain a slightly worse approximation for $k$ agents. The proof is similar to an analogous result by [7] for orienteering problem.

▶ Theorem 16. An $\alpha$-approximation algorithm for the transportation network problem with time windows for a single agent can be used to obtain an $(\alpha + 1)$-approximation for the transportation network problem with time windows for $k$ agents.

Proof. Given an $\alpha$-approximation algorithm for the transportation network problem for a single agent, we use it repeatedly to solve the problem for $k$ agents. After the algorithm has selected path $A_i$ for the $i$th agent. We set the value on all edges used by the path $A_i$ to zero before calling the algorithm for the next agent. This ensures that all paths constructed by the algorithm are edge disjoint. Let $O = (O_1,O_2,\ldots,O_k)$ denote the optimal solution with $k$ agents decomposed into the $k$ agents’ paths. Let $\Delta_i$ denote the edges from path $O_i$ that have already been used by some path $A_j$ (where $j < i$) by algorithm before path $A_i$ is chosen. There is a feasible path using all the edges of $O_i \setminus \Delta_i$. Thus we have that $v(A_i) \geq \frac{1}{\alpha}\{v(O_i) - v(\Delta_i)\}$. Summing these over all agents, $\alpha v(A) \geq v(O) - v(\Delta)$. Moreover $v(\Delta) \leq v(A)$. Hence we conclude that $(\alpha + 1)v(A) \geq v(O)$. ◀
With this result, it suffices to obtain an approximation for the TRANSPORTATION NETWORK ROUTING WITH TIME WINDOWS problem for a single agent.

7.2 Step 2: Transportation Network Routing to Directed Orienteering

We next reduce TRANSPORTATION NETWORK ROUTING WITH TIME WINDOWS to directed orienteering with fixed start locations and unit time windows.

Definition 17. In Directed Orienteering with Unit Time Windows and Fixed Start we are given a directed graph \( G = (V, E) \) with costs on the edges and values on the nodes, and a cost budget \( T \). There is also a time-window of unit length associated with each node. The value from a node is only collected if it is visited within the time window. We seek to find a path of cost at most \( T \) that starts at node \( s \in V \) such that the value collected is maximized.

This problem can be solved in polynomial time to obtain an approximation of \( O(\log n) \). This follows from [9] that provide an approximation of \( O(\alpha) \) where \( \alpha \) is approximation for directed orienteering, [13] that provides an \( O(\beta \log n) \) approximation for directed orienteering where \( \beta \) is the integrality gap for asymmetric TSP, and [17] that provides a constant factor integrality gap for asymmetric TSP.

We start with the Transportation Network Routing instance \( G' = (V, E') \) with length \( l_e \), value \( v_e \) and unit time window \( [t_e, t_e + 1] \) associated with each edge. We construct a directed graph \( H = (N, A) \) with values on the nodes and costs on the edges. The set of vertices \( N = V \cup I \). The set \( V \) is the set of original vertices. The set \( I \) is the set of intermediate vertices, with one vertex \( z_e \) for each edge \( e \in E' \). In the graph \( H \), for each edge \( e = (u, v) \in E' \), we add an edge \((u, z_e)\) of length \( l_e \) and an edge \((z_e, v)\) of length zero. We associate value \( v_e \) and time window \( [t_e + l_e, t_e + l_e + 1] \) with each intermediate node \( z_e \) and value 0 with nodes in \( V \).

We prove the following lemmas to obtain the final result:

Lemma 18. Any path of length at most \( T^* \) in graph \( G' \) that picks value \( V \) can be expressed as a path of length \( T^* \) in \( H \) that picks value \( V \)

Proof. Consider edge \( e = (u, v) \) in the path. We map it to the edges \((u, z_e), (z_e, v)\). The path collects the value if it starts traversing the edge during \([t_e, t_e + 1]\). In the orienteering instance the path will get to the intermediate node \( z_e \) in time window \([t_e + l_e, t_e + l_e + 1]\) so the same value \( v_e \) can be collected.

For mapping a solution in graph \( H \) to a solution in graph \( G' \) the main blocker is that the path may start or end at one of the \( z_e \) nodes. To tackle this we call the orienteering problem with a fixed start node. We prove the following lemma.

Lemma 19. Given a path of length \( T^* \) that starts at a node a non-intermediate node \( s \) in \( H \) and collects value \( V \), we can construct a path of length \( T^* \) in the graph \( G' \) with value \( V \) starting at node \( s \) in graph \( G' \)

Proof. If the path in \( H \) ends at an intermediate node \( z_e \), it can be extended to the next non-intermediate node without increasing its length. We can assume that the path begins and ends in non-intermediate nodes. After that there is one-to-one mapping between the portions of the path. An intermediate node \( z_e \) only connects to the end node \( v \) of the edge \( e \). So we can always find pairs of segments \((u, z_e), (z_e, v)\) in the path. These can be mapped to \( e = (u, v) \) in graph \( G' \). The value \( v_e \) is the same, the lengths of the segments are the same and the time window \([t_e + l_e, t_e + l_e + 1]\) in the graph \( H \) maps to \([t_e, t_e + 1]\) which is precisely when the constructed path will begin traversing edge \( e \).
To complete the proof of Theorem 14, we need to call the orienteering subroutine with all possible start nodes in the set $V$. We can choose the best solution among those and it will be an $O(\log n)$-approximation to the optimal solution to the single agent transportation network routing problem. Trying different start nodes does not degrade the running time by more than a factor of $n$.

8 Capacitated Vehicles

For the sake of simplicity, we have studied the problem in terms of unit capacity vehicles that can serve a single demand when crossing an edge. We now explain that a simple transformation can reduce the capacitated version of the problem where each vehicle can serve up to a fixed number $c$ of demands to the unit capacity case. The main idea is as follows: We will transform any given demand curve into an equivalent one such that a) for any given price, the number of buyers that is willing to buy is a multiple of $c$ and b) the revenue functions remain intact. Achieving that would then allow us to change the units of measurement by a factor $c$ and have each unit of demand correspond to a number of buyers equal to the vehicle capacity, in effect recovering the unit capacity model. Note that the revenue functions that give the optimal revenue of an edge as a function of the supply assigned to it are the only input given to our main algorithms. This implies our approximation results are preserved by such a reduction.

Consider a given price curve $p_e(\cdot)$. For any given integer $s$, let,

$$\rho_s = \max_{(s-1)c<d\leq sc} d \cdot p_e(d),$$

be the maximum revenue obtained when using exactly $s$ service vehicles. Our modified curve is such that:

$$\hat{d}_e(p) = s \cdot c, \text{ for all } p \in \left(\frac{\rho_{s+1}}{(s+1)c}, \frac{\rho_s}{s \cdot c}\right].$$

The following lemma proves that the modified demand curve is well defined.

Lemma 20.

$$\frac{\rho_{s+1}}{(s+1)c} \leq \frac{\rho_s}{s \cdot c}.$$  

Proof. Note that $\rho_s \geq p_e(s \cdot c)s \cdot c$, since using $d = s \cdot c$ is an option in (9). Also, $p_{s+1} \leq p_e(s \cdot c)(s+1)c$, since the highest price for which supply $s + 1$ is needed is at most $p_e(s \cdot c)$ and the highest demand for which supply $s + 1$ is needed is $(s + 1)c$. The two inequalities can be combined to give:

$$\frac{\rho_{s+1}}{(s+1)c} \leq p_e(s \cdot c) \leq \frac{\rho}{s \cdot c},$$

which completes the proof.

The demand curve (10) by definition satisfies the property that only a multiple of $c$ buyers will show up under any price. Then, the $j$-th such group of $c$ buyers can be replaced with a single buyer with value $\rho_j/j$. By Lemma 20 these $\rho_j/j$ values are nonincreasing, as necessary for demand curves. Moreover, the optimal revenue obtained by any given number of supply vehicles remains the same, which suggests the revenue curves are unchanged and our transformation is completed as desired.
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1 Introduction

Partitioning a graph into connected subgraphs is a problem that arises in many application areas such as parallel processing, road network decomposition, image processing, districting problems, and robotics [34, 35, 4, 1, 39]. Often in these applications, it is required to find a partition into a specified number \( k \) of connected subgraphs. For instance, in the parallel processing applications, the number of processors is restricted, and in robotics applications, the number of robots available is restricted. Formally, we call a partition \( T_1, T_2, \ldots, T_k \) of the vertex set of graph, a connected \((k-)partition\), if the subgraph induced by the vertices in \( T_i \) is connected for each \( 1 \leq i \leq k \).

The typical modeling objective in such connected partition problems is to balance sizes among the \( k \) parts. Sometimes one needs to consider a vertex-weighted generalization e.g. weights representing the required amount of work at the entity corresponding to the vertex. The two classical balancing objectives for such \( k \)-partitions are to maximize the total weight of the lightest part, or to minimize the weight of the heaviest part. These objectives yield the following two versions of the balanced connected partition problem (BCP).

**Max-Min BCP (Min-Max BCP)**

- **Input:** A vertex-weighted graph \( G = (V, E, w) \) where \( w : V \rightarrow \mathbb{N} \), and \( k \in \mathbb{N} \).
- **Task:** Find a connected \( k \)-partition \( T_1, \ldots, T_k \) of \( G \) maximizing \( \min_{i \in [k]} w(T_i) \) (minimizing \( \max_{i \in [k]} w(T_i) \) resp.).

On general graphs, both variants of BCP are \( \text{NP}-\text{hard} \) [5], and hence the problems have been mostly studied from the viewpoint of approximation algorithms [6, 8, 9, 11, 12]. Most of the known results are for small values of \( k \), and there are some results also for special classes like grid graphs or graphs of bounded treewidth (see related work section for further details). The currently best known polynomial-time approximation for general graphs for any \( k \) is a 3-approximation for both Max-Min and Min-Max BCP by Casel et. al. [6].

Intuitively, an obstacle for getting a balanced connected partition is a large induced star, i.e. a tree with one internal node and \( c \) leaves, denoted by \( K_{1,c} \). We say a graph is \( c \)-claw-free or \( K_{1,c} \)-free if it does not contain an induced \( K_{1,c} \) as subgraph. For such graphs, we give a very efficient \((c - 1)\)-approximation algorithm for both the min-max and max-min objective. In particular by setting \( c = 3 \), we get a 2-approximation on \( K_{1,3} \)-free graphs, better known as claw-free graphs.

Claw free graphs have been widely studied by Seymour and Chudnovsky in a series of seven papers under the name Claw-free graphs I-VII ([14]-[20]), who also provide a structure theorem for these graphs [21]. Some interesting examples of such graphs are line graphs, proper circular interval graphs and de-Brujin graphs [22]. Apart from their structural properties, claw-free graphs have been studied in the context of obtaining efficient algorithms for several interesting problems, see e.g. [27, 24, 23].

Although, for \( c > 3 \) our algorithm gives a worse guarantee than the algorithm by Casel et. al. [6], we note that their algorithm runs in \( \mathcal{O}(\log(X^*)k^2|V||E|) \) time for Max-Min BCP and in \( \mathcal{O} \left( \log \left( X^* \right) |V| |E| \left( \log \log X^* \log \left( \left| V \right| w_{\text{max}} \right) + k^2 \right) \right) \) time for Min-Max BCP, where \( X^* \) denotes the optimum value and \( w_{\text{max}} := \max_{v \in V} w(v) \) the maximum weight of a vertex, whereas our algorithms give an \( \mathcal{O}(\log(X^*)|E|) \) runtime for Max-Min BCP and an \( \mathcal{O}(|E|) \) runtime for Min-Max BCP. Moreover, our algorithms are less technical and hence much easier to implement. We prove the following statements.
Theorem 1. Given a vertex-weighted $K_{1,c}$-free graph $G = (V,E,w)$ and $k \in \mathbb{N}$, a $(c-1)$-approximation for Min-Max BCP can be computed in $O(|E|)$ time.

Theorem 2. Given a vertex-weighted $K_{1,c}$-free graph $G = (V,E,w)$ and $k \in \mathbb{N}$, a $(c-1)$-approximation for Max-Min BCP can be computed in time $O(\log(X^*)|E|)$, where $X^*$ is the optimum value.

Since line graphs are $K_{1,3}$-free, these results directly imply efficient approximations for the following edge-partition versions of BCP. A $k$-partition of the edges of a graph, is called a connected edge $k$-partition, if the subgraph induced by the edges in each part is connected. In the problem Min-Max (Max-Min) balanced connected edge partition (BCEP), one searches for a connected edge $k$-partition of an edge-weighted graph minimizing the maximum (resp. maximizing the minimum) weight of the parts. This problem is equivalent to finding a connected $k$-partition of the vertices in the line graph of the input graph. The best known approximation for BCEP is for graphs with no edge weight larger than $w(G)/2k$. For such graphs, [13] give an algorithm that finds a connected edge $k$-partition, such that the weight of the heaviest subgraph is at most twice as large as the weight of the lightest subgraph, implying a 2-approximation for Min-Max and Max-Min BCEP. In comparison, our algorithms achieve the same approximation guarantee without restrictions on the edge weights.

Corollary 3. Min-Max BCEP and Max-Min BCEP have 2-approximations in polynomial time.

An extension of BCP is demanding for fixed (possibly heterogeneous) size targets for each of the $k$ parts. More precisely, given a graph $G$ and $w_1, \ldots, w_k$ with $\sum_{i=1}^k w_i = n$, the task is to find a partition $T_1, \ldots, T_k$ where each $T_i$ has size $w_i$ and induces a connected subgraph. Such a connected $k$-partition with the fixed target weights exists for $G$ only if $G$ meets certain structural properties; a $K_{1,3}$ for example has no connected 2-partition $T_1, T_2$ with $|T_1| = |T_2| = 2$. A characterization of when such a connected partition always exists was independently proved by Győri [26] and Lovász [32]: They showed that in any $k$-connected graph a connected $k$-partition satisfying the target weights always exists. This result is the famous Győri-Lovász Theorem (GL theorem, for short):

Theorem 4 (Győri-Lovász Theorem [26, 32]). Given a $k$-connected graph $G = (V,E,w)$, $n_1, \ldots, n_k \in \mathbb{N}$ such that $\sum_{i=1}^k n_i = |V|$, and $k$ terminal vertices $t_1, \ldots, t_k \in V$, there exists a connected $k$-partition $T_1, \ldots, T_k$ of $V$ such that for each $i \in [k]$, $|T_i| = n_i$ and $t_i \in T_i$.

Recently, the theorem was generalized to vertex-weighted graphs as:

Theorem 5 (Weighted Győri-Lovász Theorem [7, 10, 28]). Given a vertex-weighted $k$-connected graph $G = (V,E,w)$, $w_1, \ldots, w_k \in \mathbb{N}$ such that $\sum_{i=1}^k w_i = w(V)$, and $k$ terminal vertices $t_1, \ldots, t_k$, there exists a connected $k$-partition $T_1, \ldots, T_k$ of $V$ such that $w_i - w_{\max} < w(T_i) < w_i + w_{\max}$, and $t_i \in T_i$ for each $i \in [k]$, where $w_{\max}$ is the largest vertex weight.

We refer to the partition guaranteed by the (weighted) GL theorem as GL partition. We will however not consider the terminal vertices in the GL partitions in this work.

The GL theorem has found some applications in the field of algorithms. Chen et. al. [10] use it for proving the existence of low-congestion confluent flows in $k$-connected graphs. Further, Löwenstein et. al. [33] and Chandran et. al. [7] use it for finding spanning trees with low spanning tree congestion. Perhaps, the reason why such a strong combinatorial statement has not found further applications is that we do not know how to efficiently compute GL
partitions. About five decades after the discovery of the GL theorem, polynomial time algorithms for finding a GL partition (even in the unweighted case without terminals) are only known for $k \leq 4$ [37, 38, 28]. The fastest algorithm for general $k$ takes $\Omega(2^n)$ time [7, 29]. Neither are there any impossibility results to exclude efficient computability of such partitions. Even when $k$ is part of the input, a polynomial time algorithm is not ruled out.

The absence of efficient algorithms for finding exact GL partitions motivates finding GL-style partitions that approximately satisfy the weight targets. In this paper we present polynomial time algorithms for such approximations. First we give an algorithm for a “half-bounded” GL partition, in the sense that we can guarantee an approximate upper or lower bound on the weight of the parts.

\textbf{Theorem 6.} Let $G = (V, E, w)$ be a $k$-connected vertex-weighted graph and $w_1, \ldots, w_k \in \mathbb{N}$ with $\sum_{i=1}^k w_i = w(G)$, and $\min_{i \in [k]} w_i \geq \max_{v \in V} w(v)$. A connected $k$-partition $T_1, \ldots, T_k$ of $V$ such that either $w(T_i) \geq \frac{1}{3} w_i$ for every $i \in [k]$ (lower-bound version) or $w(T_i) \leq 3w_i$ for every $i \in [k]$ (upper-bound version) can be computed in time $O(k|V|^2|E|)$.

We then extend this result to a lower and upper bounded partition.

\textbf{Theorem 7.} Let $G = (V, E, w)$ be a $k$-connected vertex-weighted graph and $w_1, \ldots, w_k \in \mathbb{N}$ with $\sum_{i=1}^k w_i = w(G)$, and $\min_{i \in [k]} w_i \geq \max_{v \in V} w(v)$, and $r := \max_{i \in [k]} \frac{w_i}{\min_{i \in [k]} w_i}$. Then, a connected $k$-partition $T_1, \ldots, T_k$ of $V$ such that $\frac{1}{3} w_i \leq w(T_i) \leq \max\{r, 3\} w_i$ for every $i \in [k]$ can be found in time $O(k|V|^2|E|)$.

In particular, Theorem 7 implies the following approximately balanced partition of $k$-connected graphs.

\textbf{Corollary 8.} Let $G = (V, E, w)$ be a $k$-connected vertex-weighted graph such that $w(G) \geq k \max_{v \in V} w(v)$. Then, a connected $k$-partition $T_1, \ldots, T_k$ of $V$ such that $\frac{1}{4} \left\lfloor \frac{w(G)}{k} \right\rfloor \leq w(T_i) \leq 3 \left\lceil \frac{w(G)}{k} \right\rceil$ for every $i \in [k]$ can be found in time $O(k|V|^2|E|)$.

To the best of our knowledge, these are the first polynomial time algorithms that approximate the GL theorem. We believe that such an efficient approximation will result in the theorem being used for developing algorithms in the future. Especially, we are hopeful that the both-side approximation for balanced connected partition of $k$-connected graphs will find applications. We remark, however that for the above mentioned applications of confluent flows and spanning tree congestion, the terminal vertices are essential and hence our algorithms cannot be used. An interesting future direction would be to extend our results to the setting with terminals.

Observe that Corollary 8 in some sense yields a 3-approximation simultaneously for MIN-MAX and MAX-MIN BCP in $k$-connected graphs. In this regard, it is interesting to note that the $+/- w_{\max}$ slack given in the weighted GL theorem is enough to retain hardness in the following sense: even for $k = 2$, Min-Max BCP and Max-Min BCP remain strongly NP-hard when restricted to 2-connected graphs; and the corresponding hardness-proof given in [8] also constructs an instance with $w(G) \geq k \max_{v \in V} w(v)$. This hardness can be extended to $k$-connected graphs for any fixed $k \geq 2$ (see [8][Theorem 3] for more details).

Lastly, we point out that this paper is only a short version and refer the reader for more technical details and complete proofs to the full version of it.
1.1 Related work

Both variants of BCP were first introduced for trees [36, 31]. Under this restriction, a linear time algorithm was provided for both variants in [25]. This is particularly important since different heuristics transform the original instance to a tree to efficiently solve the problem, see [13, 39]. For both variants of BCP, a 3-approximation is given in [6], which is the best known approximation in polynomial time. With respect to lower bounds, it is known that there exists no approximation for MAX-MIN BCP with a ratio below 6/5, unless P = \text{NP} [8]. For the unweighted case, a \( \frac{k}{2} \)-approximation for MIN-MAX BCP with \( k \geq 3 \), is given in [11].

Balanced connected partitions for fixed small values of \( k \), denoted BCP\(_k\), have also been studied extensively. The restriction BCP\(_2\), i.e. balanced connected bipartition, is already \text{NP}-hard [5]. On the positive side, a \( \frac{2}{4} \)-approximation for MAX-MIN BCP\(_2\) is given in [12], and in [11] this result is used to derive a \( \frac{5}{2} \)-approximation for MIN-MAX BCP\(_2\). Considering tripartitions, MAX-MIN BCP\(_3\) and MIN-MAX BCP\(_3\) can be approximated with ratios \( \frac{5}{2} \) and \( \frac{3}{2} \), respectively [9].

Regarding special graph classes, BCP has been investigated in grid graphs and series-parallel graphs. While it was shown that BCP is \text{NP}-hard for arbitrary grid graphs [2], the MAX-MIN BCP can be solved in polynomial time for ladders, i.e., grid graphs with two rows [3]. For the class of series-parallel graphs, Ito et. al. [30] observed that BCP remains weakly \text{NP}-hard (by a simple reduction from the Partition problem) and gave a pseudo-polynomial-time algorithm for both variants of BCP. They also showed that their algorithm can be extended to graphs with bounded tree-width.

The GL Theorem was independently proved by Győri [26] and Lovász [32]. Győri used an elementary graph theoretic approach while Lovász used ideas from topology. Lovász’s proof also works for directed graphs. The Győri-Lovász Theorem is extended to weighted directed elementary graph theoretic approach while Lovász used ideas from topology. Lovász’s proof can be extended to graphs with bounded tree-width.

The \text{APPROX/RANDOM} 2021
For \( V' \subseteq V \) we denote by \( G[V'] \) the graph induced by \( V' \), i.e. \( G[V'] = (V', E') \) with \( E' = E \cap (V' \times V') \). For vertex-weighted graphs, induced subgraphs inherit the vertex-weights given by \( w \). For \( V' \subseteq V \) we also use \( G - V' \) to denote the subgraph \( G[V \setminus V'] \). Similarly, if \( V' \) is a singleton \( \{v\} \) we also write \( G - v \).

For graphs \( G_1 \) and \( G_2 \), we use \( G_1 \cup G_2 \) to denote the graph on vertices \( V(G_1) \cup V(G_2) \) with edge set \( E(G_1) \cup E(G_2) \).

Let \( U = \{U_1, \ldots, U_r\} \) be such that each \( U_i \subseteq V(G) \). We call \( U \) a connected packing of \( V(G) \) if each \( G[U_i] \) is connected, and the sets in \( U \) are pairwise disjoint. A connected packing \( U \) is called connected vertex partition (CVP) of \( V \), if also \( \bigcup_{i=1}^r U_i = V(G) \). We denote a CVP that has \( k \) vertex sets as \( \text{CVP}_k \). For any \( U' \subseteq U \), we define \( \tilde{V}(U') := \bigcup_{U \in U'} U' \), and the weight \( \tilde{w}(U') := \tilde{w}(V(U')) \). Let \( X \) be an interval. If \( U \) is a CVP and \( \tilde{w}(U_i) \in X \) for all \( i \in [r] \), then we say that \( U \) is an \( I \)-connected vertex \((r-)\)partition \((I\text{-CVP})\) or just \( I\text{-CVP})\) of \( V \). If \( U \) is a connected-packing and \( \tilde{w}(U_i) \in X \) for all \( i \in [r] \), then we say that \( U \) is a \( I \)-connected packing of \( V \).

### 3 Approximation for BCP on \( c \)-claw-free graphs

In this section, we give an idea of how to prove Theorems 1 and 2 by giving a \((c - 1)\)-approximation for \( \text{MAX-MIN BCP} \) and \( \text{MIN-MAX BCP} \) on \( K_{1,c} \)-free graphs. We assume \( c \geq 3 \) as \( c \leq 2 \) gives trivial graph classes. We first show that a connected partition for \( K_{1,c} \)-free graphs with parts of size in \([\lambda, (c - 1)\lambda]\) for some fixed \( \lambda \) can be found in linear time. For \( \text{MAX-MIN BCP} \), this algorithm has to be called many times while doing a binary search for the optimum value. We point out that it is not difficult to adapt these algorithms to unconnected graphs achieving the same approximation results.

Exploiting that each vertex in any DFS-tree of a \( K_{1,c} \)-free graph has at most \( c - 1 \) children, we can carefully extract connected components of a fixed size while also maintaining a DFS-tree for the remaining graph. Also, this can be done very efficiently, as stated in the following result.

**Lemma 9.** Given a \( K_{1,c} \)-free graph \( G \) and a DFS-tree of \( G \). For any \( \tilde{w}(G) \geq \lambda \geq \tilde{w}_{\max} \), there is an algorithm that finds a connected vertex set \( S \) such that \( \lambda \leq \tilde{w}(S) < (c - 1)\lambda \) and \( G - S \) is connected, in \( \mathcal{O}(V(G)) \) time. Furthermore, the algorithm finds a DFS-tree of \( G - S \).

We use \( \text{BalancedPartition} \) to denote the algorithm that exhaustively applies Lemma 9. Observe that \( \text{BalancedPartition} \) produces a connected partition \( S_1, \ldots, S_m \) where \( \tilde{w}(S_i) \in [\lambda, (c - 1)\lambda] \) for every \( i \in [m - 1] \) and \( \tilde{w}(S_m) < (c - 1)\lambda \) in linear time, where the achieved runtime follows by saving already processed subtrees.

Theorem 1 now follows from running \( \text{BalancedPartition} \) with \( \lambda = \max\{\tilde{w}_{\max}, \tilde{w}(G)/k\} \). Note that this choice of \( \lambda \) is a trivial lower bound for the optimum value.

As already mentioned, to prove Theorem 2, we first need to find an input parameter \( \lambda \) for Algorithm \( \text{BalancedPartition} \) that provides the desired \((c - 1)\)-approximation.

Let \((G, k)\) be an instance of \( \text{MAX-MIN BCP} \), where \( G \) is a \( K_{1,c} \)-free graph. Let \( X^* \) be the optimal value for the instance \((G, k)\). For any given \( X \leq \tilde{w}(G)/k \), we design an algorithm that either gives a \([X/(c - 1)], \infty\)-\( \text{CVP}_k \), or reports that \( X > X^* \). Note that \( X^* \leq \tilde{w}(G)/k \). Once we have this procedure in hand, a binary search for the largest \( X \) in the interval \((0, \lceil \tilde{w}(G)/k \rceil)\) for which we find a \([X/(c - 1)], \infty\)-\( \text{CVP}_k \) can be used to obtain an approximate solution for \( \text{MAX-MIN BCP} \).

**Algorithm MaxMinApx.** First remove all vertices of weight more than \( \lambda = \lceil X/(c - 1) \rceil \) and save them in \( H \). Then save the connected components of weight less than \( \lambda \) in \( Q \).
Let $V = \{V_1, \ldots, V_t\}$ be the connected components of $G - (H \cup V(Q))$. Apply algorithm BalancedPartition on each $G[V_i]$ with $\lambda$ as input parameter to obtain $S^i = \{S^i_1, \ldots, S^i_{m_i}\}$ for every $i \in [t]$. If for some $i \in [t]$ the weight $w(S_{m_i})$ is less than $\lambda$, then merge this vertex set with $S_{m_i-1}$ and accordingly update $S^i$. Further, compute a $(\lambda, \infty)$-CVP$_j$ of $G[H \cup V(Q)]$ as follows: for each $h \in H$, we have a set $S^h \in S^H$ with $h \in S^h$; we add each $Q \in \mathcal{Q}$ to some $S^h$ such that $h \in N(Q)$. Let $S = S^H \cup \bigcup_{i=1}^{t} S^i$. If $|S| \geq k$, then merge connected sets arbitrarily in $S$ until $|S| = k$ and return $S$. If $|S| < k$, report that $X > X^*$.

We point out that a $(\lambda, \infty)$-CVP$_j$ with $j > k$, can easily be transformed to a $(\lambda, \infty)$-CVP$_k$, since the input graph is connected. It is not hard to see that if algorithm MaxMinApx returns $S$ then this is a $(\lambda, \infty)$-CVP$_k$ of $V$. The most complicated part of proving that MaxMinApx works correctly is showing that if it terminates with $|S| < k$ and reports $X > X^*$ that this is indeed true.

Lemma 10. If Algorithm MaxMinApx terminates with $|S| < k$, then $X > X^*$.

Proof. Let $H, Q, V = \{V_1, \ldots, V_t\}$ be the computed vertices and connected vertex sets in the algorithm for $\lambda = |X/(c-1)|$, respectively. Recall that $w(V_i) \geq \lambda$ for every $V_i \in V$ and $w(Q) < \lambda$ for every $Q \in \mathcal{Q}$. Let $S^* = \{S^*_1, \ldots, S^*_k\}$ be an optimal solution of $(G, k)$, i.e., $S^*$ is an $[X^*, \infty)$-CVP$_k$ of $V$. Consider the sets $\mathcal{V}^{H\cup Q} := \{S^*_i \in S^* | S^*_i \cap (H \cup V(Q)) \neq \emptyset\}$, $\mathcal{V}^1 := \{S^*_i \in S^* | S^*_i \cap V_i \neq \emptyset\} \setminus \mathcal{V}^{H\cup Q}$, $\mathcal{V}^j := \{S^*_i \in S^* | S^*_i \cap V_j \neq \emptyset\} \setminus \mathcal{V}^{H\cup Q}$. We claim that these sets are a partition of $S^*$. This follows directly from the fact that $H$ separates all $V_i \in V$ and all $Q \in \mathcal{Q}$ from each other. That is, for an $i \in [k]$ and $j \in [t]$ the connected vertex set $S^*_i$ with $S^*_i \cap V_j \neq \emptyset$ and $S^*_i \cap V \setminus V_j \neq \emptyset$ contains at least one $h \in H$ and hence $S^*_i \in \mathcal{V}^{H\cup Q}$. Otherwise, if $S^*_i \subseteq V_j$, then $S^*_i \in \mathcal{V}^j$.

Suppose MaxMinApx terminates with $|S| < k$, although $X \leq X^*$. We show that $|\mathcal{V}^{H\cup Q}| \leq |H|$ and $|\mathcal{V}^j| \leq |S^j|$ for every $i \in [t]$, implying that $|S^*| \leq |H| + \sum_{i=1}^t |S^i| = |S| < k$, which contradicts $|S^*| = k$.

First, we show $|\mathcal{V}^{H\cup Q}| \leq |H|$. For this, it is sufficient to prove that $S^*_i \cap H \neq \emptyset$ for each $S^*_i \in \mathcal{V}^{H\cup Q}$ as $S^*$ is a partition of $V$. We prove this by contradiction. Suppose there is an $S^*_i \in \mathcal{V}^{H\cup Q}$, such that $S^*_i \cap H = \emptyset$. This implies that $S^*_i \subseteq Q$ for some $Q \in \mathcal{Q}$, since $H$ separates every $Q \in \mathcal{Q}$ from every other $Q' \in \mathcal{Q} \setminus \{Q\}$ and from the vertices $V \setminus (H \cup V(Q))$. Thus, $w(S^*_i) \leq w(Q) < \lambda$ by the definition of $Q$ and therefore $w(S^*_i) < \lambda = |X/(c-1)| \leq |X^*/(c-1)|$, contradicting $\min_{i \in [k]} w(S^*_i) = X^*$.

It remains to show that $|\mathcal{V}^j| \leq |S^j|$ for every $i \in [t]$. Fix an $i \in [t]$ and let $G[V_i]$ with $\lambda$ be the input when calling algorithm BalancedPartition. Observe that the input is valid, since $G[V_i]$ is connected by definition and $w(G[V_i]) \geq \lambda \geq \max_{v \in V_i} w(v)$ as $H$ contains all vertices that have weight more than $\lambda$. Algorithm BalancedPartition provides a CVP $S^i = \{S^i_1, \ldots, S^i_{m_i}\}$ of $V_i$ with $w(S^i) \in [\lambda, (c-1)\lambda)$ for every $j \in [m_i-1]$ and $w(S^i_{m_i}) < (c-1)\lambda$. Consider $S^i$ before merging, i.e., we do not merge $S^i_m$ to $S^i_{m_i-1}$ in the algorithm MaxMinApx if $w(S^i_{m_i}) < \lambda$. That is, $w(S^i_m) < \lambda$ is possible, and we need to show $|\mathcal{V}^j| \leq m_i - 1 = |S^i| - 1$. Observe for $S^* \in \mathcal{V}^j$ that $S^* \subseteq V_i$, i.e., $\sum_{j=1}^{m_i} w(S^j) \geq \sum_{S^j \in \mathcal{V}^j} w(S^j) \geq |\mathcal{V}^j| X^*$. Consequently, by $X \leq X^*$ we obtain $|\mathcal{V}^j| \leq |S^i|$, which leads to $|S^i| < |S^i| - 1$.

4 Approximation of the Győri-Lovász Theorem for $k$-connected Graphs

Our algorithms for the approximate GL theorems are based mainly on the following combinatorial lemma concerning certain vertex separators, that leads to useful structures in
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$k$-connected graphs. Let $G = (V, E, w)$ be a connected vertex-weighted graph and let $\lambda$ be an integer. We say $s \in V$ is a $\lambda$-separator if all connected components of $G - \{s\}$ weigh less than $\lambda$. We say $G$ is $\lambda$-dividable if there is a $[\lambda, \infty)$-CVP$_2$ of $V$.

Lemma 11 ([6]). Let $G = (V, E, w)$ be a connected vertex-weighted graph and let $\lambda > w_{\text{max}}$ be an integer. If $w(G) > 3(\lambda - 1)$, then either $G$ is $\lambda$-dividable or there is a $\lambda$-separator. Furthermore, finding the connected vertex sets in case $G$ is $\lambda$-dividable and finding the $\lambda$-separator in the other case can be done in $O(|V||E|)$ time.

4.1 Bounded Partition for $k$-connected Graphs

In this section, we give an algorithm for computing approximate GL partitions with one-side approximation bound (either lower bound or upper bound), thus proving Theorem 6. For this, we first use the following theorem, from which Theorem 6 follows as below.

Theorem 12. Let $G = (V, E, w)$ be a $k$-connected vertex-weighted graph and let $w_1, \ldots, w_k \in \mathbb{N}$ with $\sum_{i=1}^{k} w_i = w(G)$, and $\min_{i \in [k]} w_i \geq \max_{v \in V} w(v)$. A set of connected vertex sets $\mathcal{T} = \{T_1, \ldots, T_\ell\}$ with $\ell \leq k$ and $\alpha w_i \leq w(T_i) \leq 3\alpha w_i$ for every $i \in [\ell]$ can be computed in time $O(k|\mathcal{C}|^2|E|)$. Moreover, if $\ell < k$, then $\mathcal{T}$ is also a CVP of $V$.

By Theorem 12 we can derive Theorem 6 using $\alpha = 1/3$ and $\alpha = 1$ for the lower bound and upper bounded version, respectively.

In the following we always assume that $w_1, \ldots, w_k$ is sorted in descending order. To now give the algorithm proving Theorem 12, we make use of Lemma 11. For this, we first need to ensure that $w_{\text{max}} < \alpha w_k$. Therefore, we perform a preprocessing step until we reach an instance that satisfies $w_{\text{max}} < \alpha w_k$. Suppose $w_{\text{max}} \geq \alpha w_i$, where $i$ is the smallest index in $[k]$ that satisfies this inequality. We remove a vertex $v_{\text{max}}$ with $w(v_{\text{max}}) = w_{\text{max}}$ from $G$ and $w_i$ from $W$. Further, we set $T_i = \{v_{\text{max}}\}$ and consider the set for index $\ell$ to be finished, i.e., we now aim to find a set $\mathcal{T} = \{T_1, \ldots, T_{i-1}, T_{i+1}, \ldots, T_\ell\}$ according to $W = \{w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_\ell\}$. Observe that since we only deleted one vertex, $G$ now is at least $(k - 1)$-connected, and $|W| = k - 1$. Note that since $w_{\text{max}} \leq w_k \leq w_i \leq 3\alpha w_i$, we have $w(T_j) \in [\alpha w_i, 3\alpha w_i]$ as required. Also, we obtain $w(G) \geq \sum_{w_j \in W} w_j$ after removing $w_i$ from $W$ and $v_{\text{max}}$ from $G$.

After this preprocessing, we can assume that we have a $k$-connected graph $G = (V, E, w)$ and natural numbers $w_1, \ldots, w_k$ sorted in descending order, where $\sum_{i=1}^{k} w_i \leq w(G)$ and $w_{\text{max}} < \alpha w_k$.

On such a graph $G$ we then gradually build a packing $\mathcal{T}$ with the help of Lemma 11. During our algorithm to build $\mathcal{T}$ we ensure that at each step $\mathcal{T} = \{T_1, T_2, \ldots, T_{i-1}\}$ where each $T_j \in \mathcal{T}$ is a connected vertex set with weight in $[\alpha w_j, 3\alpha w_j]$ for each $j \in [i - 1]$. We then search in the remaining graph for the next set $T_i$ and always use $\mathcal{C}$ to denote the graph $G \setminus V(\mathcal{T})$. We say a connected subgraph is $i$-small if it has weight less than $\alpha w_j$ and $i$-big otherwise. In case we reach a situation, where $\mathcal{C}$ has no connected component that is $i$-big, we have to alter the already built sets $T_1, T_2, \ldots, T_{i-1}$ to build $T_i$. For this, we use $T_a$ to denote the set of all $T_j \in \mathcal{T}$ that have no $(\alpha w_j)$-separator, and $T_b$ to denote the set of all $T_j \in \mathcal{T}$ that have an $(\alpha w_j)$-separator. For $T_j \in T_a$ with an $(\alpha w_j)$-separator $s$ we use $C(T_j)$ to denote the connected components of $G[T_j \setminus \{s\}]$ (if there is more than one $(\alpha w_j)$-separator, fix one of them arbitrarily). The following Algorithm BoundedGL formally explains our routine to build $\mathcal{T}$. 


Algorithm BoundedGL

1. Initialize $\mathcal{T} := \emptyset$ as container for the desired connected-vertex-packing $T_1, \ldots, T_k$ of $G$ and initialize $i := 1$ as an increment-variable.

2. While $\overline{G} = G \setminus V(\mathcal{T})$ is not the empty graph: //main loop
   a. Find a connected vertex set $T_i$ having weight in $[\alpha w_i, 3\alpha w_i]$, add $T_i$ to $\mathcal{T}$, and increment $i$ by one. If $i = k + 1$ then terminate the algorithm.
      // See Lemma 14 for correctness of this step
   b. While $\overline{G}$ is not empty and has no $i$-big connected component: //inner loop
      Pick an $i$-small connected component $Q$ of $\overline{G}$. Pick a $T_j \in \mathcal{T}$ such that either $T_j \in \mathcal{T}_a$ and $Q$ has an edge to $T_j$ (Case 1), or $T_j \in \mathcal{T}_b$ and $Q$ has an edge to some component $Q' \in C(T_j)$ (Case 2). // The occurrence of at least one of these cases is shown in Lemma 15.
      If $w(T_j \cup Q) \leq 3\alpha w_i$ then update $T_j$ to $T_j \cup Q$. Otherwise:
      i. Case 1 ($T_j \in \mathcal{T}_a$): Apply the following Divide-routine on $T_j \cup Q$: Use Lemma 11 to compute a $[\alpha w_j, \infty)$-CVP $V_1, V_2$ of $T_j \cup Q$. Set $T_j = V_2$ (i.e. $V_1$ goes to $\overline{G}$).
      ii. Case 2 ($T_j \in \mathcal{T}_b$): remove $Q'$ from $T_j$ (i.e. $Q'$ goes back to $\overline{G}$) if $T_j \cup Q$ is not $\alpha w_j$-divisible. Otherwise, apply divide routine on $T_j \cup Q$.

To prove the correctness of the algorithm, we will show that the following invariant is maintained.

Lemma 13. Algorithm BoundedGL maintains a packing $\mathcal{T} = \{T_1, T_2, \ldots, T_{i-1}\}$ where each $T_j \in \mathcal{T}$ is a connected vertex set having weight in $[\alpha w_j, 3\alpha w_j]$.

Towards proving this we use the following fact.

Lemma 14. Whenever the divide routine in algorithm BoundedGL is to be executed, there is at least one $i$-big component in $G$.

Proof. When $i = 1$ i.e. in the first main loop iteration, this holds because $\overline{G} = G$ is connected and $\alpha w_1 \leq w_1 \leq \sum_{i=1}^{k} w_i \leq w(G)$. For the subsequent iterations, the divide routine is only applied after the inner loop is terminated which only happens if either $\overline{G}$ is empty or has an $i$-big component. In case $\overline{G}$ is empty, then the algorithm terminates. So, if the algorithm applies the divide routine in the inner loop, then $\overline{G}$ has an $i$-big component.

Proof of Lemma 13. We increment $i$ only in Step 2a. Before incrementing $i$, we add $T_i$ to $\mathcal{T}$ while ensuring that $w(T_i) \in [\alpha w_i, 3\alpha w_i]$ and $G[T_i]$ is connected. In Lemma 14, we prove that whenever the divide routine is about to be executed, there is an $i$-big component in $\overline{G}$, ensuring the existence of such a $T_i$. Once a $T_j$ is added to $\mathcal{T}$, it is then modified only in Step 2b. So let us look into how it gets modified in Step 2b. If the condition $w(T_j \cup Q) \leq 3\alpha w_i$ is satisfied then it is clear that the new $T_j = T_j \cup Q$ also satisfies the weight constraints. Since $Q$ has an edge to $T_j$ and $T_j$ and $Q$ each were connected, it is also clear that the new $T_j$ remains connected. So now consider the case when $w(T_j \cup Q) > 3\alpha w_i$. In Case 1 ($T_j \in \mathcal{T}_a$), we call the divide routine and the new $T_j$ is the set $V_2$ returned by the routine. The set $V_2$ is connected due to the property of the divide routine. To see that it also satisfies the weight constraints, observe that $w(V_1 \cup V_2)$ is at most $4\alpha w_j$ as $w(T_j)$ was at most $3\alpha w_j$ and $w(Q) < \alpha w_i \leq \alpha w_j$. Since $w(V_1), w(V_2) \geq \alpha w_j$, we then have $w(V_2) \in [\alpha w_j, 3\alpha w_j]$. So it only remains to consider Case 2 ($T_j \in \mathcal{T}_b$). The case when $T_j \cup Q$ is $\alpha w_j$-divisible is analogous to Case 1. We know $w(Q) < \alpha w_j$ by definition. Also, since $w(T_j \cup Q)$ was more than $3\alpha w_j$ and $w(Q) < \alpha w_j$, we have that $w(T_j)$ was at least $2\alpha w_j$. Thus the new $T_j = T_j \setminus Q' \cup Q'$ has weight in $[\alpha w_j, 3\alpha w_j]$. Also, the new $T_j$ is connected by the definition of $Q'$.
It is clear from the algorithm that termination occurs only if $\overline{G}$ is empty or $i = k+1$. Then using Lemma 13, it is clear that $T$ contains the required packing as claimed in Theorem 12, provided that Step 2b runs correctly and the inner loop terminates, which we prove in the two lemmas below.

Lemma 15. In Step 2b at least Case 1 or Case 2 occurs.

Proof. Suppose Case 1 does not occur i.e., $Q$ does not have an edge to any $T_j \in T_a$. For $T_j \in T_a$, let $s_j$ denote the fixed $(aw_j)$-separator vertex. Since $G$ is $k$-connected and $|T| < k$, there is an edge from $Q$ to at least one vertex in $\bigcup_{T_j \in T_a} T_j \setminus \{s_j\}$. Thus, Case 2 occurs.

Lemma 16. The inner loop runs correctly and terminates after at most $|V|^2$ iterations.

Proof. The occurrence of one of the two cases in Step 2b is shown in Lemma 15. For the correctness of Case 1, observe that we can use Lemma 11 to divide $T_j \cup Q$, as $T_j \cup Q$ cannot have an $(aw_j)$-separator (this would give an $(aw_j)$-separator for $T_j$ implying that $T_j \in T_a$). It remains to prove that the inner loop terminates as claimed. If Step 2(b)i is executed, then an $i$-big component is created in $\overline{G}$ as $\overline{G}$ now contains $V_1$ returned by the divide-routine, and hence the loop is terminated. The same yields if we apply the divide routine in Step 2(b)ii. So, suppose the inner loop never executes the divide routine. In the other cases, either a connected component is deleted from $\overline{G}$ or new vertices are added to a connected component in $\overline{G}$. Also note that new connected components are not introduced to $\overline{G}$ and vertices are not deleted from existing connected components (except when the whole connected component is removed; also, two or more connected components may merge due to the introduction of new vertices to $\overline{G}$). Thus, after $|V|^2$ iterations either there is an $i$-big component or $\overline{G}$ is empty.

It is tempting to think that one could use Theorem 12 to derive a CVP $T = \{T_1, \ldots, T_k\}$ such that $aw_i \leq w(T_i) \leq 3aw_i$ for each $i \in [k]$. If Algorithm $\text{BoundedGL}$ terminates with $\ell < k$, then $T$ is a partition of the vertices in $G$, and we only have trouble with the lower bound on $T_j$ for $\ell < j \leq k$. Otherwise, if it terminates with $\ell = k$, then $T$ satisfies all lower bounds, but might not be a partition. Assigning the remaining vertices in $G$ to turn $T$ into a CVP in this case might yield violations of the upper bound. Since $\alpha = 1$ yields the first, and $\alpha = \frac{1}{3}$ the second case, one might think that choosing the correct $\alpha$ in between would result in a CVP with $\ell = k$. Unfortunately, Algorithm $\text{BoundedGL}$ does not have a monotone behaviour w.r.t. $\alpha \in (\frac{1}{3}, 1)$ in the sense that for two values $\frac{1}{3} < \alpha_1 < \alpha_2 < 1$, the case $\ell = k$ for $\alpha_1$ does not imply $\ell = k$ for $\alpha_2$. Thus, even if we could prove the existence of an optimal value for $\alpha$, we have no way to search for it.

4.2 Both-side Bounded Partition for $k$-connected Graphs

In this section, we give the algorithms to derive Theorem 7 by providing a both-side bounded approximate GL partition. For achieving a simultaneous lower and upper bounded partition, as a starting point, we apply Theorem 12 with $\alpha = \frac{1}{3}$ obtaining a lower and upper bounded packing $T = \{T_1, \ldots, T_k\}$ with $\frac{1}{3}w_i \leq w(T_i) \leq w_i$ for every $i \in [k]$. As long as $T$ is not a CVP of $V$ yet, we transfer a subset of the remaining vertices $V \setminus V(T)$ through a path in an auxiliary graph to elements in $T$, while making sure that for each $i$, $\frac{1}{3}w_i \leq w(T_i) \leq \max\{r, 3\}w(T_i)$. We call one such transfer a transferring-iteration. We define $T^* := \{T_1, T_2, \ldots, T_j\}$ where $j$ is the smallest number such that $w(T_i) \geq w_i$ for $i \in [j]$ and $w(T_{j+1}) < w_{j+1}$. In case of $w_a = w_b$ and $w(T_a) \geq w_a$, but $w(T_b) < w_b$ we assume that $a < b$. Note that this is easily realizable by a relabeling of indices. Observe that $T^* = \emptyset$ if $w(T_1) < w_1$. As a measure of progress,
we guarantee in each transferring-iteration that either the cardinality of $\mathcal{T}^*$ increases, or the number of vertices in $V(\mathcal{T})$ increases. Also, the cardinality of $\mathcal{T}^*$ is non-decreasing throughout the algorithm. Note that if $T_i \in \mathcal{T}^*$ for all $i$, then it follows that $w(T_i) = w_i$ for all $i$ and moreover, $\mathcal{T}$ is a CVP.

Let $\mathcal{T} = \{T_1, \ldots, T_k\}$ be a connected packing of $V$ in $G$ with $w(T_i) \leq \max\{r, 3\}w_i$ for every $i \in [k]$. We use $\mathcal{Q}$ to denote the vertex sets forming the connected components of $G[V \setminus V(\mathcal{T})]$. We define $\mathcal{T}^+ := \{T_i \in \mathcal{T} \mid w(T_i) \geq w_i\}$ and $\mathcal{T}^- := \mathcal{T} \setminus \mathcal{T}^+$. Note that $\mathcal{T}^+ \subseteq \mathcal{T}^+$. Analogous to section 4.1, we define $\mathcal{T}_a^+\mathcal{T}_b^+$ as the set of $T_i \in \mathcal{T}^+$ that do not have a $w_i$-separator vertex and $\mathcal{T}_b^+$ to be the ones in $\mathcal{T}^+$ having a $w_i$-separator. For $T_i \in \mathcal{T}_a^+$, we use $s(T_i)$ to denote its $w_i$-separator (if there are multiple we fix one arbitrarily) and $C(T_i)$ to denote the vertex sets forming the connected components of $G[T_i \setminus \{s(T_i)\}]$. We say a vertex $v \in V$ or a vertex set $V' \subseteq V$ is $\mathcal{T}$-assigned if $v \in V(\mathcal{T})$ or $V' \subseteq V(\mathcal{T})$, respectively. That is, the set of $\mathcal{T}$-assigned vertices is $V(\mathcal{T})$ and $V(\mathcal{Q})$ is the set of not $\mathcal{T}$-assigned vertices.

We say $\mathcal{T}$ is pack-satisfied if $|\mathcal{T}| = k$, each $T_j \in \mathcal{T}$ is connected, $w(T_j) = \frac{1}{4}w_j$, $\max\{r, 3\}w_j$, and the vertex sets in $\mathcal{T}$ are pairwise disjoint.

We define the transfer-graph $H = (V_H, E_H)$ as $V_H := (\bigcup_{T \in \mathcal{T}}^\infty C(T)) \cup \mathcal{T}_a^+ \cup \mathcal{T}^- \cup \mathcal{Q}$ and $E_H := \{(V_1, V_2) \in (V_H)^2 \mid N_G(V_1) \cap V_2 \neq \emptyset\}$.

Algorithm DoubleBoundedGL

1. Apply Theorem 12 with $\alpha = \frac{1}{4}$ on $G$ to obtain a connected packing $\mathcal{T} = \{T_1, \ldots, T_k\}$ with $w(T_i) \geq \frac{1}{4}w_i$ for every $i \in [k]$.

2. While $\mathcal{Q} \neq \emptyset$:
   a. Find a minimal path in $H$ from $\mathcal{Q}$ to $\mathcal{T}^-$. Let this path be $P_Q^T$ where $Q \in \mathcal{Q}$ and $T_i \in \mathcal{T}^-$. 
      // Note that all vertices in $P_Q^T$, except the start and end vertex are in $\mathcal{T}_a^+ \cup \bigcup_{T \in \mathcal{T}^+} C(T)$ by minimality of the path.
   b. Execute the TransferVertices routine given below, which augments vertices through the path $P_Q^T$, such that $\mathcal{T}$ stays pack-satisfied, and either $|\mathcal{T}^*|$ increases, or $|\mathcal{T}^*|$ remains the same and the number of $\mathcal{T}$-assigned vertices increases.

We need some more notations for describing the TransferVertices routine. For $V_H \subseteq V_H$ and $\mathcal{T}' \subseteq \mathcal{T}$ we define $\mathcal{T}'(V_H)$ as the set $\{T_i \in \mathcal{T} \mid V(T_i) \cap V(V_H) \neq \emptyset\}$. For $H' \subseteq H$ we define $\mathcal{T}'(H') := \mathcal{T}'(V(H'))$, and $V(H') := V(V(H'))$. With $|P_Q^T|$ we denote the length of the path $P_Q^T$, i.e. the number of edges in $P_Q^T$. We define $P_0^Q$ as the vertex with distance $\ell$ to $Q$ in $P_Q^T$, where $P_0^Q = Q$, and define $T(P_Q^T) \ell$ for $\ell \in |P_Q^T|$ as the function which returns $T_j$ with $P_0^Q \subseteq T_j$. For $\mathcal{T}' \subseteq \mathcal{T}$ we define $I(\mathcal{T}') := \{i \mid T_i \in \mathcal{T}'\}$.

The TransferVertices routine transfers vertices through the path $P_Q^T$. Our input is a pack-satisfied $\mathcal{T}$ and a $P_Q^T$ path according to Step 2b in algorithm DoubleBoundedGL. By the minimality of the path $T_Q^T$, it is clear that $V_H(P_Q^T) \setminus \{Q, T_i\} \subseteq \mathcal{T}_a^+ \cup \bigcup_{T \in \mathcal{T}^+} C(T)$. That is, except for the destination $T_i$, we run only through vertex sets from $\mathcal{T}^+$ in $\mathcal{T}(P_Q^T)$. Roughly, our goal is to transfer vertices of $V(P_Q^T - T_i)$ to $T_i$, thereby changing the division of the vertex sets $\mathcal{T}(P_Q^T)$ and preserving the vertex sets in $\mathcal{T}^*$.

We often need to do a truncate operation on sets $T_j$ with $w(T_j) > \max\{r, 3\}w_j$. We mean by truncate $T_j$ that we remove vertices from $T_j$ until $w_j \leq w(T_j) \leq \max\{r, 3\}w_j$ such that $T_j$ remains connected. This can be done by removing a non-separator vertex from $T_j$ until the weight drops below $\max\{r, 3\}w(T_j)$. Note that any connected graph has at least one non-separator vertex. Since $w_{\text{max}} \leq w_j$ we know that the weight does not decrease below $w_j$ during the last deletion.
Algorithm TransferVertices

1. Initialize $X := Q$ and let $u = \min(I(T^-))$.
2. For $\ell = 1$ to $|P_Q|$ do:
   a. Let $T_j = T(P_q^\ell)$. If $w(X) \geq w_u$: set $T_u = X$. Truncate $T_u$ if necessary and terminate the algorithm.
   c. If $w(X \cup T_j) \leq \max\{r, 3\} w_j$: update $T_j$ to $X \cup T_j$ and terminate the algorithm.
   d. If $T_j \notin T^*$: set $T'_j = T_j \cup X$, $T_j = T_u$ and $T_u = T'_j$. Truncate $T_j$ and $T_u$ if necessary and terminate the algorithm.
   e. If $T_j \in T^+_a$: divide $T_j \cup X$ into connected vertex sets $V_1, V_2$ with $w(V_1), w(V_2) \geq w_j$ using the construction given by Lemma 11. Set $T_j = V_1$ and $T_u = V_2$. Truncate $T_j$ and $T_u$ if necessary and terminate the algorithm.
   f. We know $T_j \in T^+_a \cap T^*$. Set $X = X \cup P_Q^\ell$ and remove $P_Q^\ell$ from $T_j$.
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1 Introduction

1.1 Derandomization

Randomization is a versatile technique in algorithm design. However, random bits are not always available. Therefore, we would like to deterministically simulate randomized algorithms as efficiently as possible. In this paper, we focus on space efficiency. After fixing its input, the output of a small-space algorithm as a function of its random bits can be computed by a read-once branching program (ROBP).

Definition 1.1 (ROBP). A width-$w$ length-$n$ ROBP is a directed graph consisting of $n + 1$ layers of vertices $V_0, \ldots, V_n$ with $w$ vertices in each layer. For each $i \in [n]$, each vertex in $V_{i-1}$ has two outgoing edges labeled 0 and 1 leading to $V_i$. On input $x \in \{0, 1\}^n$, the program
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starts at a designated start vertex \( v_{\text{start}} \in V_0 \), then reads the bits \( x_1, \ldots, x_n \) in order and traverses the corresponding edges. The program accepts or rejects depending on whether the final vertex in this path is a designated accept vertex \( v_{\text{acc}} \in V_n \). In this way, the program computes a function \( f : \{0,1\}^n \rightarrow \{0,1\} \).

Arguably, the most important case is \( w = n \), which captures \((\log n)\)-space randomized algorithms that always halt. To derandomize such an algorithm, we would like to estimate the expectation of the corresponding ROBP on a uniform random input.

1.2 Pseudorandom Generators

The traditional approach to derandomization is to design a pseudorandom generator (PRG).

**Definition 1.2 (PRG).** Let \( \mathcal{F} \) be a class of functions \( f : \{0,1\}^n \rightarrow \{0,1\} \). An \( \varepsilon \)-PRG for \( \mathcal{F} \) is a function \( G : \{0,1\}^r \rightarrow \{0,1\}^n \) such that for every \( f \in \mathcal{F} \),

\[
\left| \mathbb{E}_{x \in \{0,1\}^n} [f(G(x))] - \mathbb{E}_{x \in \{0,1\}^n} [f(x)] \right| \leq \varepsilon.
\]

Here \( r \) is the seed length of \( G \).

By the probabilistic method, there exists a (nonexplicit) PRG for width-\( n \) length-\( n \) ROBPs with seed length \( O(\log(n/\varepsilon)) \). A corresponding explicit\(^1\) construction would imply a complete derandomization of space-bounded computation \((L = BPL)\), because we could deterministically estimate the expectation of a given ROBP \( f \) by computing \( 2^r \cdot \sum_{x \in \{0,1\}^r} f(G(x)) \). Babai, Nisan, and Szegedy designed the first explicit PRG for width-\( n \) length-\( n \) ROBPs \([4]\), with seed length

\[
2^{O(\sqrt{\log n})} \cdot \log(1/\varepsilon).
\]

In a subsequent breakthrough \([19]\), Nisan designed a PRG with a much better seed length of

\[
O(\log^2 n + \log n \cdot \log(1/\varepsilon)).
\]

1.3 Weighted PRGs

In the decades since Nisan’s work \([19]\), despite intense effort, the problem of designing PRGs for width-\( n \) length-\( n \) ROBPs has stubbornly resisted further attacks. Nisan’s PRG \([19]\) remains the best explicit PRG known for this model. However, PRGs are not the only possible approach to derandomization. Braverman, Cohen, and Garg recently introduced an intriguing generalization of PRGs called weighted pseudorandom generators (WPRGs), aka pseudorandom pseudodistribution generators \([6]\).

**Definition 1.3 (WPRG).** Let \( \mathcal{F} \) be a class of functions \( f : \{0,1\}^n \rightarrow \{0,1\} \). An \( \varepsilon \)-WPRG for \( \mathcal{F} \) is a pair of functions \((G,\rho)\), where \( G : \{0,1\}^r \rightarrow \{0,1\}^n \) and \( \rho : \{0,1\}^r \rightarrow \mathbb{R} \), such that for every \( f \in \mathcal{F} \),

\[
\left| \mathbb{E}_{x \in \{0,1\}^r} [\rho(x) \cdot f(G(x))] - \mathbb{E}_{x \in \{0,1\}^n} [f(x)] \right| \leq \varepsilon.
\]

Here \( r \) is the seed length of \((G,\rho)\). If \( \rho \) maps \( \{0,1\}^r \rightarrow [-K,K] \), we say the WPRG is \( K \)-bounded.

---

\(^1\) We say that a function \( G : \{0,1\}^r \rightarrow \{0,1\}^n \) is explicit if it can be computed in space \( O(r) \). More precisely, we are considering a family of functions indexed by one or more parameters (e.g., \( n \) and \( \varepsilon \)).

The algorithm for computing \( G \) is given both the parameters and the input to \( G \).
A standard ("unweighted") PRG is the case \( \rho(x) \equiv 1 \). Just like an unweighted PRG, a WPRG for ROBPs can be used to estimate the expectation of a given ROBP \( f \), because we can compute \( 2^{-r} \cdot \sum_{x \in \{0,1\}^r} \rho(x) \cdot f(G(x)) \). As long as \( r \) is small and \( G \) and \( \rho \) are both efficiently computable, this is still an efficient derandomization. Thus, optimal WPRGs for ROBPs would immediately imply \( L = \text{BPL} \). Furthermore, WPRGs imply hitting set generators (HSGs).

**Definition 1.4 (HSG).** Let \( F \) be a class of functions \( f : \{0,1\}^n \to \{0,1\} \). An \( \epsilon \)-HSG for \( F \) is a function \( G : \{0,1\}^r \to \{0,1\}^n \) such that for every \( f \in F \),

\[
\mathbb{E}_{x \in \{0,1\}^n} [f(x)] \geq \epsilon \implies \exists x \in \{0,1\}^r, f(G(x)) = 1.
\]

If \( (G,\rho) \) is an \( \epsilon \)-WPRG for \( F \), then \( G \) is an \( \epsilon' \)-HSG for \( F \) for any \( \epsilon' > \epsilon \) [6]. HSGs have been studied since the 80s [2], but prior to Braverman, Cohen, and Garg’s work [6], no explicit HSG for width-\( n \) length-\( n \) ROBPs was known that was any better than Nisan’s PRG (except when \( \epsilon \) is extremely small; see Table 1). For these reasons, it was exciting when Braverman, Cohen, and Garg presented an explicit WPRG that fools width-\( n \) length-\( n \) ROBPs [6] with seed length

\[
\tilde{O}(\log^2 n + \log(1/\epsilon)),
\]

which is better than Nisan’s PRG’s seed length when \( \epsilon \ll 1 / \text{poly}(n) \).

Admittedly, Braverman, Braverman, Cohen, and Garg’s result [6] did not yet imply an improved derandomization of space-bounded computation, but still, their innovative and complex work provides valuable insights. The additional flexibility in the definition of a WPRG means that WPRGs can be easier to construct compared to unweighted PRGs. In fact, in one setting (unbounded-width permutation ROBPs with a single accept vertex), Pyne and Vadhan recently showed that there is an explicit WPRG [22] with a seed length that is provably impossible to attain by unweighted PRGs [12], a testament to the power of the WPRG approach to derandomization.

Subsequent to Braverman, Cohen, and Garg’s work [6], Chattopadhyay and Liao gave a simpler WPRG construction [8] that fools width-\( n \) length-\( n \) ROBPs with the improved seed length

\[
\tilde{O}(\log^2 n + \log(1/\epsilon)).
\]

Very recently, Cohen, Doron, Renard, Sberlo, and Ta-Shma [10] and Pyne and Vadhan [22] independently obtained an even simpler WPRG that fools width-\( n \) length-\( n \) ROBPs with seed length

\[
O(\log^2 n) + \tilde{O}(\log(1/\epsilon)).
\]

(These last two constructions and analyses are nearly identical [10, 22].)

### 1.4 Main Result: An Improved WPRG

In this work, we present another WPRG for ROBPs with a better seed length.

**Theorem 1.5.** For any \( w,n \in \mathbb{N} \) and \( \epsilon > 0 \), there is an explicit \( \epsilon \)-WPRG for width-\( w \) length-\( n \) ROBPs with seed length \( O(\log(wn) \log n + \log(1/\epsilon)) \). Furthermore, the WPRG is \( \text{poly}(1/\epsilon) \)-bounded.
Table 1 Known PRGs, WPRGs, and HSGs for width-$n$ length-$n$ ROBPs. As a reminder, PRG $\Rightarrow$ WPRG $\Rightarrow$ HSG.

<table>
<thead>
<tr>
<th>Seed length</th>
<th>Type of generator</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{O}(\sqrt{n}) + O(\log(1/\varepsilon))$</td>
<td>HSG</td>
<td>[2]$^2$</td>
</tr>
<tr>
<td>$2^{O(\sqrt{\log n})} \cdot \log(1/\varepsilon)$</td>
<td>PRG</td>
<td>[4]</td>
</tr>
<tr>
<td>$O(\log^2 n + \log(1/\varepsilon) \cdot \log n)$</td>
<td>PRG</td>
<td>[19]</td>
</tr>
<tr>
<td>$O(\log^2 n + \log(1/\varepsilon))$</td>
<td>WPRG</td>
<td>[6]</td>
</tr>
<tr>
<td>$O(\log^2 n + \log(1/\varepsilon))$</td>
<td>HSG</td>
<td>[14]</td>
</tr>
<tr>
<td>$O(\log^2 n + O(\log(1/\varepsilon)))$</td>
<td>WPRG</td>
<td>[8]</td>
</tr>
<tr>
<td>$O(\log^2 n + \tilde{O}(\log(1/\varepsilon)))$</td>
<td>WPRG</td>
<td>[10, 22]</td>
</tr>
<tr>
<td>$O(\log^2 n + \log(1/\varepsilon))$</td>
<td>WPRG</td>
<td>This work</td>
</tr>
<tr>
<td>$O(\log n + \log(1/\varepsilon))$</td>
<td>PRG</td>
<td>Optimal (non-explicit)</td>
</tr>
</tbody>
</table>

When $w = n$, our WPRG has seed length $O(\log^2 n + \log(1/\varepsilon))$, giving the “best of both worlds” compared to Equations (1) and (2). Our WPRG is the first to achieve seed length $O(\log^2 n)$ with error $n^{-\log n}$. Furthermore, our WPRG represents the completion of the research project of designing WPRGs for width-$n$ length-$n$ ROBPs while focusing on the seed length’s dependence on $\varepsilon$ [6, 8, 10, 22]. After all, even an HSG must have seed length at least $\Omega(\log(1/\varepsilon))$, so obtaining a better WPRG for width-$n$ length-$n$ ROBPs requires beating Nisan’s generator in the traditional, challenging constant-error regime. (That being said, see Section 5.)

Our WPRG generalizes some other recent work on the small-$\varepsilon$ regime. Hoza and Zuckerman constructed an explicit $\varepsilon$-HSG for width-$n$ length-$n$ ROBPs with seed length $O(\log^2 n + \log(1/\varepsilon))$ [14], which follows also from our WPRG. Meanwhile, Cheng and Hoza gave a deterministic algorithm for estimating $E[f] \pm \varepsilon$ in space $O(\log^2 n + \log(1/\varepsilon))$ given query access to a constant-width ROBP $f$ [9]; Theorem 1.5 immediately implies such an algorithm for the more general case of polynomial-width ROBPs.

1.5 Derandomization that Beats the Saks-Zhou Bound

Next we turn to the general problem of derandomizing space-$S$ decision algorithms, whether by PRGs, WPRGs, HSGs, or any other method. Early work [24, 16, 5] showed that these algorithms can be simulated deterministically in space $O(S^2)$ (in fact these early papers show how to simulate more powerful models). Saks and Zhou gave an improved simulation that runs in space $O(S^{3/2})$ [23], which has remained unbeaten for decades. We point out that as a consequence of the recent progress on WPRGs, it is now possible to slightly improve the bound.

\begin{theorem} \label{thm:1.6} For any function $S(N) \geq \log N$, we have \end{theorem}

$$\text{BPSPACE}(S) \subseteq \text{DSPACE}\left(\frac{S^{3/2}}{\sqrt{\log S}}\right).$$

$^2$ For any $w \in \mathbb{N}$, Ajtai, Komlos, and Szemeredi designed an explicit $(1/w)$-HSG for width-$w$ length-$n$ ROBPs where $n = O(\log^2 w / \log \log w)$ with optimal seed length $O(\log w)$ [2]. Turning things around, for any $n \in \mathbb{N}$ and $\varepsilon > 0$, we can let $w = 2^{\sqrt{n \log n} / \varepsilon}$ and get an explicit $\varepsilon$-HSG for width-$w$ length-$n$ ROBPs (hence also for width-$n$ length-$n$ ROBPs) with seed length $O(\sqrt{n \log n} + \log(1/\varepsilon))$. 
(We use $N$ to denote the input length, reserving $n$ to denote the length of an ROBP. Recall that $\text{BPSPACE}(S)$ is the class of languages that can be decided by randomized algorithms that run in space $O(S)$ and always halt.\(^3\) Admittedly, $O(S^{3/2}/\sqrt{\log S})$ is barely any better than Saks and Zhou’s $O(S^{3/2})$ bound [23]. However, we hope that Theorem 1.6 might break a “psychological barrier” by demonstrating that the Saks-Zhou algorithm [23] has room for improvement.

Our improved WPRG is not necessary for proving Theorem 1.6. Instead, Theorem 1.6 follows by combining several prior works [23, 3, 17, 8, 10, 22].

1.6 Overview of Proofs

1.6.1 Overview of our Improved WPRG

The proof of Theorem 1.5 is similar to the recent WPRG constructions by Cohen et al. and Pyne and Vadhan [10, 22]. Say we would like to fool some width-$n$ length-$n$ ROBP $f$ with low error $\varepsilon \ll 1/poly(n)$. The starting point is a PRG $G$ that fools ROBPs with moderate error $1/poly(n)$. Building on work by Ahmadinejad, Kelner, Murtagh, Peebles, Sidford, and Vadhan [1], Cohen et al. and Pyne and Vadhan [10, 22] showed a bound of the form

$$\left| \mathbb{E}[f] - \sum_{i=1}^{K} \sigma_i \cdot \mathbb{E}[f(A_i)] \right| \leq \varepsilon,$$

(3)

where $K = \text{poly}(1/\varepsilon)$, each $\sigma_i = \pm 1$, and each random variable $A_i$ is a concatenation of $O\left(\frac{\log(1/\varepsilon)}{\log n}\right)$ truncations of independent samples from $G$. From here, we could immediately obtain an $\varepsilon$-WPRG by taking $G$ to be Nisan’s generator [19], but such a WPRG would have seed length $O(\log n \cdot \log \log n)$ due to the cost of sampling $A_i$ via independent seeds to Nisan’s generator. To get a better seed length, we would like to use correlated seeds to Nisan’s generator.

The approach of Cohen et al. and Pyne and Vadhan [10, 22] is to use the Impagliazzo-Nisan-Wigderson (INW) PRG [15] to generate a pseudorandom sequence of seeds to Nisan’s generator. Because the INW generator is non-optimal, this approach leads to the seed length $O(\log^2 n + \log(1/\varepsilon) \log \log (1/\varepsilon))$.

Our approach is based on a simple observation. The proof of Equation (3) does not actually require that $G$ fool all width-$n$ length-$n$ ROBPs. Indeed, Equation (3) holds under the weaker assumption that $G$ fools all subprograms of the specific ROBP $f$ that we are analyzing.

To exploit this observation, we apply a trick that uses an “averaging sampler” $\text{Samp}$. We start with a PRG $G_0$ for width-$n$ length-$n$ ROBPs with moderate error $1/poly(n)$ and seed length $O(\log^2 n)$, such as Nisan’s generator [19]. Our WPRG selects a string $x$ of length $O(\log^2 n + \log(1/\varepsilon))$ uniformly at random. The sampler condition implies that for any ROBP $f$, with high probability over $x$, the PRG $G(y) \overset{d}{=} G_0(\text{Samp}(x, y))$ fools all subprograms of $f$ with error $1/poly(n)$ and optimal seed length $O(\log n)$. Our WPRG now applies Equation (3) to $G$ rather than $G_0$. Because $G$ has such a short seed length, sampling $A_i$ only costs us $O(\log(1/\varepsilon))$ truly random bits now, which we can afford. (Similar tricks have been used previously in space-bounded derandomization [20, 3, 14].)

---

\(^3\) In the older literature, the notation “$\text{BPSPACE}(S)$” refers to a different model where the algorithm is not required to always halt. The class that we study in this paper is sometimes denoted “$\text{BP}_{\text{H}}\text{SPACE}(S)$” in older papers.
In general, our reduction converts any PRG for width-$w$ length-$n$ ROBPs with error $1/\text{poly}(wn)$ and seed length $r$ into a WPRG for width-$w$ length-$n$ ROBPs with any desired error $\varepsilon$ and seed length $O(r + \log(wn/\varepsilon))$. Our reduction is incomparable with the prior reduction by Cohen, Doron, Renard, Sberlo, and Ta-Shma and Pyne and Vadhan [10, 22], because we get a better seed length, but we require the initial PRG to have error $1/\text{poly}(wn)$, whereas the prior reduction merely requires the initial PRG to have error $1/\text{poly}(n)$. (This is shown by Cohen et al. [10], who give a slightly tighter analysis compared to Pyne and Vadhan [22].)

We also take this opportunity to give a slightly different perspective on the proof of Equation (3), the basis of both our reduction and the earlier reduction [10, 22]. The original proof of Equation (3) is based on “preconditioned Richardson iteration,” a method for improving the accuracy of an approximate matrix inverse [1, 10, 22]. Cohen et al. pointed out that the proof has a resemblance to the notion of local consistency errors introduced by Cheng and Hoza [9]. We show how Equation (3) can be understood in terms of local consistency without bringing any matrices into the picture. As we explain in Appendix B, this is not a substantially different proof, but rather a different way of thinking about the same proof. We hope that this alternative perspective might yield new insights in the future.

1.6.2 Overview of our Improved Derandomization

The proof of Theorem 1.6 (simulating randomized space $S$ in deterministic space $o(S^{3/2})$) builds on Saks and Zhou’s algorithm [23]. To derandomize space-$(\log w)$ algorithms, Saks and Zhou rely heavily on Nisan’s PRG for width-$w$ length-$n$ ROBPs. Crucially, Saks and Zhou set $n$ to be much smaller than $w$. To fool such programs with error $\varepsilon$, Nisan’s PRG has seed length $O(\log(wn/\varepsilon) \log n)$, so by choosing $n = 2^{O(\sqrt{\log w})}$ and $\varepsilon = 1/\text{poly}(w)$, the seed length of Nisan’s PRG is only $O(\log^{3/2} w)$. The crux of Saks and Zhou’s work [23] is a clever method of reusing a seed of this PRG many times to derandomize a $(\log w)$-space algorithm even though it might use up to $w$ random bits.

Saks and Zhou’s work therefore provides extra motivation for studying width-$w$ length-$n$ ROBPs when $n \ll w$. These programs correspond to algorithms that only use a small amount of randomness. In this “low-randomness” regime, PRGs have long been known that are slightly better than Nisan’s PRG. Most famously, Nisan and Zuckerman designed a PRG for the case $n = \text{polylog } w$ with error $2^{-\log^{0.99} w}$ and optimal seed length $O(\log w)$ [21]. Later, Armoni designed a PRG that interpolates between Nisan’s PRG [19] and the Nisan-Zuckerman PRG [21], suitable for the regime $\text{polylog } w \ll n \ll w$ [3]. Using extractors that were not available to Armoni at the time of his work [3], Armoni’s PRG can be implemented [17] to have seed length

$$O\left(\frac{\log(wn/\varepsilon) \log n}{\max\{1, \log \log w - \log \log(n/\varepsilon)\}}\right).$$

For $n \ll w$ and $\varepsilon = 1/\text{poly}(n)$, this is better than Nisan’s PRG by a factor of $\Theta(\log \log w)$.

Furthermore, although Saks and Zhou [23] relied on the specific structure of Nisan’s PRG [19], Armoni showed how to modify the Saks-Zhou algorithm to use any generic PRG for ROBPs [3]. It is therefore natural to try to improve the Saks-Zhou theorem by replacing Nisan’s PRG with Armoni’s, and indeed, it has been suggested that Theorem 1.6 follows already from Armoni’s work.\(^4\)

\(^4\) I have heard a speaker make this claim during an oral presentation, but the speaker clarified that they
However, it seems that Theorem 1.6 does not follow directly from Armoni’s work. The trouble is the error parameter. For the Saks-Zhou method to work, it seems to be necessary that the PRG has error $1/\text{poly}(w)$ rather than $1/\text{poly}(n)$. When $\varepsilon = 1/\text{poly}(w)$, Armoni’s PRG is no better than Nisan’s PRG, so we get no improvement. Armoni himself understood this issue and did not claim to beat the Saks-Zhou bound in the general case. Instead, he showed how to use his PRG to get an improved derandomization of low-randomness algorithms [3].

Today, however, we have new tools for fooling ROBPs with low error. In particular, we can use the recent error reduction procedure due to Cohen et al. and Pyne and Vadhan [10, 22]. Cohen et al. show how to convert a PRG for width-$w$ length-$n$ ROBPs with error $1/\text{poly}(n)$ and seed length $r$ into a WPRG for width-$w$ length-$n$ ROBPs with any desired error $\varepsilon$ and seed length $r + \tilde{O}(\log(w/\varepsilon))$ [10]. Applying this reduction to Armoni’s PRG with $n = 2^{\sqrt{\log w \log \log w}}$ (slightly larger than the choice in Saks and Zhou’s original work [23]), we obtain a WPRG for width-$w$ length-$n$ ROBPs with error $1/\text{poly}(w)$ and seed length

$$O\left(\frac{\log^{3/2} w}{\sqrt{\log \log w}}\right) + \tilde{O}(\log w) = O\left(\frac{\log^{3/2} w}{\sqrt{\log \log w}}\right).$$

Meanwhile, Chattopadhyay and Liao showed [8] that WPRGs can be used in place of PRGs in Saks and Zhou’s algorithm, provided the WPRG is poly($w$)-bounded. The WPRG from Cohen et al.’s reduction [10] is indeed poly($1/\varepsilon$)-bounded, completing the proof of Theorem 1.6. The more detailed proof is in Appendix A.

1.7 WPRGs vs. HSGs

We remark that the proof of Theorem 1.6 sheds light on the relative strengths of HSGs and WPRGs. Cheng and Hoza recently showed that optimal HSGs would imply $L = \text{BPL}$ [9], which might cause one to question whether WPRGs have value above and beyond the value of HSGs. Chattopadhyay and Liao addressed this concern by showing that WPRGs could hypothetically be used in the Saks-Zhou algorithm to prove a new and improved derandomization of space-bounded computation [8], whereas it is still not known how to use HSGs in the Saks-Zhou algorithm. Theorem 1.6 makes the hypothetical possibility envisioned by Chattopadhyay and Liao a reality and thereby demonstrates the strength of the WPRG approach to derandomization.

2 Preliminaries

2.1 Pseudodistributions

For most of our analysis, we will work with pseudodistributions rather than the WPRG formalism. For our purposes, a pseudodistribution is a generalization of a probability distribution in which probabilities are replaced with “pseudoprobabilities,” which are arbitrary real numbers that do not necessarily sum to one.

were not familiar with a careful proof and were merely communicating what someone else had said. I am also aware of an instance in which this claim was made in typeset lecture notes, but the claim was removed after a revision.

To be clear, we only achieve derandomization in space $O(S^{3/2}/\sqrt{\log S})$, whereas Chattopadhyay and Liao proposed a route toward the much better bound $O(S^{4/3})$ [8], developing an earlier proposal by Braverman, Cohen, and Garg [6].
Definition 2.1 (Pseudodistribution). A pseudodistribution over \( \{0,1\}^n \) is a formal real linear combination of \( n \)-bit strings, i.e., a sum of the form
\[
A = \sum_{i=1}^{R} a_i \cdot x^{(i)},
\]
where \( a_i \in \mathbb{R} \) and \( x^{(i)} \in \{0,1\}^n \). A probability distribution over \( \{0,1\}^n \) is the special case that \( a_i \geq 0 \) and \( \sum_{i=1}^{R} a_i = 1 \). We define \( U_n \) to be the uniform distribution over \( \{0,1\}^n \), i.e., \( U_n = \sum_{x \in \{0,1\}^n} 2^{-n} \cdot x \). We often identify a function \( f \) on \( \{0,1\}^n \) with the induced probability distribution \( f(U_n) \). We define the pseudoexpectation of a function \( f : \{0,1\}^n \to \mathbb{R} \) under the pseudodistribution \( A \) by
\[
\tilde{E}[f(A)] = \sum_{i=1}^{R} a_i \cdot f(x^{(i)}).
\]
We say that \( A \) fools \( f \) with error \( \epsilon \) if \( \left| \mathbb{E}[f] - \tilde{E}[f(A)] \right| \leq \epsilon \).

Definition 2.2 (Operations on Pseudodistributions). Linear combinations of pseudodistributions over \( \{0,1\}^n \) are defined in the natural way. The tensor product of two pseudodistributions is given by
\[
\left( \sum_{i=1}^{R} a_i \cdot x^{(i)} \right) \otimes \left( \sum_{j=1}^{R'} b_j \cdot y^{(j)} \right) = \sum_{i=1}^{R} \sum_{j=1}^{R'} a_i b_j \cdot (x^{(i)} \circ y^{(j)}),
\]
where \( \circ \) denotes concatenation. Thus if \( A \) is a pseudodistribution over \( \{0,1\}^n \) and \( B \) is a pseudodistribution over \( \{0,1\}^{n'} \), then \( A \otimes B \) is a pseudodistribution over \( \{0,1\}^{n+n'} \).

The following facts are easy to verify.

Proposition 2.3. Let \( A \) and \( B \) be pseudodistributions over \( \{0,1\}^n \), let \( c \in \mathbb{R} \), and let \( f : \{0,1\}^n \to \mathbb{R} \). Then \( \tilde{E}[f(A + cB)] = \tilde{E}[f(A)] + c \cdot \tilde{E}[f(B)] \).

Proposition 2.4. For \( b \in \{0,1\} \), let \( n_b \in \mathbb{N} \), let \( A_b \) be a pseudodistribution over \( \{0,1\}^{n_b} \), and let \( f_b : \{0,1\}^{n_b} \to \mathbb{R} \). Let \( f(x,y) = f_0(x) \cdot f_1(y) \). Then
\[
\tilde{E}[f(A_b \otimes A_1)] = \tilde{E}[f_0(A_0)] \cdot \tilde{E}[f_1(A_1)].
\]

2.2 Weighted PRGs

As discussed in Section 1, a WPRG is a pair \((G,\rho)\), where \( G : \{0,1\}^r \to \{0,1\}^n \) and \( \rho : \{0,1\}^r \to \mathbb{R} \). Each WPRG has a corresponding pseudodistribution, just as a PRG has a corresponding distribution.

Definition 2.5 (Pseudodistribution Sampled by a WPRG). If \((G,\rho)\) is a WPRG with seed length \( r \), the pseudodistribution sampled by \((G,\rho)\) is \( A = \sum_{x \in \{0,1\}^r} 2^{-r} \cdot \rho(x) \cdot G(x) \). Note that \((G,\rho)\) is an \( \epsilon \)-WPRG for \( f \) if and only if \( A \) fools \( f \) with error \( \epsilon \).

---

6 Equivalently, \( A \) is a vector in the \( n \)-fold tensor product space \( \mathbb{R}^2 \otimes \cdots \otimes \mathbb{R}^2 \cong \mathbb{R}^{2^n} \). The reader might find it helpful to make an analogy with quantum computing; recall that a pure state of an \( n \)-qubit system is a vector in the \( n \)-fold tensor product space \( \mathbb{C}^2 \otimes \cdots \otimes \mathbb{C}^2 \cong \mathbb{C}^{2^n} \). We could even have used ket notation for pseudodistributions: \( A = \sum_{i=1}^{R} a_i \cdot |x^{(i)}\rangle \).
WPRGs can be combined in the same ways as pseudodistributions. Consideration of these operations will help us verify the seed length, boundedness, and efficiency of our WPRG.

Definition 2.6 (Operations on WPRGs). Suppose we have two WPRGs \((G_0, \rho_0)\) and \((G_1, \rho_1)\), where \(G_0: \{0, 1\}^{r_0} \rightarrow \{0, 1\}^{n_0}\) and \(G_1: \{0, 1\}^{r_1} \rightarrow \mathbb{R}\). We define the tensor product \((G_0, \rho_0) \otimes (G_1, \rho_1)\) to be a WPRG \((G, \rho)\) with seed length \(r_0 + r_1\) given by

\[
G(x, y) = G_0(x) \circ G_1(y) \quad \rho(x, y) = \rho_0(x) \cdot \rho_1(y).
\]

If \(n_0 = n_1\), we define the sum \((G_0, \rho_0) + (G_1, \rho_1)\) to be a WPRG \((G, \rho)\) with seed length \(r + 1\) given by

\[
G(x, b) = G_b(x) \quad \rho(x, b) = 2 \cdot \rho_b(x).
\]

(There is a factor of 2 because in the definition of WPRGs, we look at an expectation over seeds rather than a sum.) For a WPRG \((G, \rho)\) and a real number \(c\), we define \(c \cdot (G, \rho) = (G, \rho')\), where \(\rho'(x) = c \cdot \rho(x)\). Under these definitions, if \((G_b, \rho_0)\) samples from the pseudodistribution \(A_b\) over \(\{0, 1\}^{n_0}\), then \((G_0, \rho_0) \otimes (G_1, \rho_1)\) samples from \(A_0 \otimes A_1\), and if \(n_0 = n_1\), then \((G_0, \rho_0) + c \cdot (G_1, \rho_1)\) samples from \(A_0 + cA_1\). Furthermore, if \((G_0, \rho_0)\) is \(K_0\)-bounded, then \((G_0, \rho_0) \otimes (G_1, \rho_1)\) is \((K_0K_1)\)-bounded; if \((G_0, \rho_0)\) and \((G_1, \rho_1)\) are both \(K\)-bounded, then \((G_0, \rho_0) + (G_1, \rho_1)\) is \((2K)\)-bounded; if \((G, \rho)\) is \(K\)-bounded, then \(c \cdot (G, \rho)\) is \((cK)\)-bounded.

2.3 Applying Pseudodistributions to ROBPs

Let \(f\) be an ROBP with layers \(V_0, \ldots, V_n\). Let \(u \in V_i\) and \(v \in V_j\). When \(j \geq i\), we define the subprogram \(f_{u \rightarrow v}: \{0, 1\}^{2^{j-i}} \rightarrow \{0, 1\}\) to be the length-\((j-i)\) ROBP obtained from \(f\) by setting \(u\) to be the start vertex and \(v\) to be the accept vertex. For convenience, we extend \(f_{u \rightarrow v}\) to a function \(f_{u \rightarrow v}: \{0, 1\}^{2^j} \rightarrow \{0, 1\}\) that ignores all but the first \(j-i\) bits of its input.

If \(A\) is a pseudodistribution over \(\{0, 1\}^d\) with \(i + d \geq j\), we define \(A[u \rightarrow v]\) to be the pseudoprobability of reaching \(v\) from \(u\) using \(A\), i.e., \(A[u \rightarrow v] = \mathbb{E}[f_{u \rightarrow v}(A)]\). We extend the definition by defining \(A[u \rightarrow v] = 0\) when \(i > j\).

2.4 Local Consistency

As mentioned in Section 1.6.1, we will present a WPRG analysis based on the notion of local consistency introduced by Cheng and Hoza [9]. The idea behind local consistency is that we measure the quality of a pseudodistribution by using it to estimate \(\mathbb{E}[f_{u \rightarrow v}]\) in two different ways and comparing the results.

Definition 2.7 (Local Consistency Error). Let \(f\) be an ROBP with layers \(V_0, \ldots, V_n\). Let \(u \in V_i\) and \(v \in V_j\) with \(i < j\), and let \(A\) be a pseudodistribution over \(\{0, 1\}^d\) with \(i + d \geq j\). The local consistency error \(LCErr_{u \rightarrow v}(A)\) is defined by

\[
LCErr_{u \rightarrow v}(A) = \left( \sum_{t \in V_{j-1}} A[u \rightarrow t] \cdot U_1[t \rightarrow v] \right) - A[u \rightarrow v].
\]

We extend the definition by setting \(LCErr_{u \rightarrow v}(A) = 0\) when \(j \leq i\). We say that \(A\) is \(\alpha\)-locally consistent with respect to \(f\) if for every \(u, v\) we have \(|LCErr_{u \rightarrow v}(A)| \leq \alpha\).
Note that $U_n$ is 0-locally consistent. As we explain in Appendix B, local consistency is closely connected to approximating the inverse of the random walk Laplacian matrix of $f$. Cheng and Hoza’s work [9] shows that local consistency and fooling are equivalent, up to some loss in the error parameter [9]. We repeat the argument here for clarity.

**Lemma 2.8.** Let $A$ be a pseudodistribution over $\{0,1\}^n$ and let $f$ be a width-$w$ length-$n$ ROBP.

1. If $A$ fools every subprogram $f_{uv}$ of $f$ with error $\alpha$, then $A$ is $(2w\alpha)$-locally consistent with respect to $f$.

2. If $A$ is $\varepsilon$-locally consistent with respect to $f$, then $A$ fools every subprogram $f_{uv}$ of $f$ with error $wn\varepsilon$.

**Proof.** First, suppose $A$ fools every subprogram $f_{uv}$ with error $\alpha$. Then if $u \in V_i$ and $v \in V_j$ with $i < j$, we have

$$|\text{LCErr}_{u \rightarrow v}(A)| = |A[u \rightarrow v] - \sum_{t \in V_{j-1}} A[u \rightarrow t] \cdot U_1[t \rightarrow v]|$$

$$\leq |A[u \rightarrow v] - U_n[u \rightarrow v]| + \left|U_n[u \rightarrow v] - \sum_{t \in V_{j-1}} A[u \rightarrow t] \cdot U_1[t \rightarrow v]\right|$$

$$\leq \alpha + \sum_{t \in V_{j-1}} |U_n[u \rightarrow t] - A[u \rightarrow t]| \cdot U_1[t \rightarrow v]$$

$$\leq (w+1)\alpha \leq 2w\alpha.$$

Conversely, suppose $A$ is $\varepsilon$-locally consistent with respect to $f$. Then for any $u \in V_i$ and any $j > i$,

$$\sum_{v \in V_j} |A[u \rightarrow v] - U_n[u \rightarrow v]| \leq \sum_{v \in V_j} \left(\sum_{t \in V_{j-1}} |A[u \rightarrow t]U_1[t \rightarrow v] - U_n[u \rightarrow v]| + \varepsilon\right)$$

$$\leq w\varepsilon + \sum_{v \in V_j} \sum_{t \in V_{j-1}} |A[u \rightarrow t] - U_n[u \rightarrow t]| \cdot U_1[t \rightarrow v]$$

$$= w\varepsilon + \sum_{t \in V_{j-1}} |A[u \rightarrow t] - U_n[u \rightarrow t]| \cdot \sum_{v \in V_j} U_1[t \rightarrow v]$$

$$= w\varepsilon + \sum_{t \in V_{j-1}} |A[u \rightarrow t] - U_n[u \rightarrow t]|.$$

By induction on $j - i$, it follows that

$$\sum_{v \in V_j} |A[u \rightarrow v] - U_n[u \rightarrow v]| \leq wn\varepsilon,$$

and hence $A$ fools every subprogram with error $wn\varepsilon$. \qed

We remark that there is a version of Lemma 2.8 that eliminates both factors of $w$. To obtain such bounds, one can consider the sum over all $v \in V_j$ of each type of error $u \rightarrow v$. We have no need of this more refined analysis, so we omit the details.
3 Amplifying Local Consistency

Let \( G \) be a given pseudodistribution over \( \{0, 1\}^n \). (Ultimately we will take \( G \) to be a probability distribution, but this stage of the construction makes sense in the more general setting of pseudodistributions.) We will show how to combine multiple samples from \( G \) to improve its local consistency. Throughout this section, fix a length-\( n \) ROBP \( f \) with layers \( V = V_0 \cup \cdots \cup V_n \), and for convenience, define \( V_i = \emptyset \) when \( i > n \).

3.1 Construction

For each \( d \leq n \), define \( G_d \) to be the pseudodistribution obtained by drawing a sample from \( G \) and truncating to the first \( d \) bits. That is, if \( G = \sum_{i=1}^{R} a_i \cdot x^{(i)} \), then

\[
G_d = \sum_{i=1}^{R} a_i \cdot x_{1\ldots d}^{(i)}.
\]

(4)

For \( d \in [n] \), define a pseudodistribution \( \Delta_d \) over \( \{0, 1\}^d \) by

\[
\Delta_d = G_{d-1} \otimes U_1 - G_d.
\]

The definition of \( \Delta_d \) should remind the reader of local consistency errors. (See Lemma 3.2.) Now we define a “multi-hop” generalization of \( \Delta_d \). For \( d \in [n] \) and \( m \in [d] \), define a pseudodistribution \( \Delta_d^{(m)} \) over \( \{0, 1\}^d \) by

\[
\Delta_d^{(m)} = \sum_{d_1 + \cdots + d_m = d} \Delta_{d_1} \otimes \cdots \otimes \Delta_{d_m},
\]

where the sum is over all \( m \)-tuples of positive integers \((d_1, \ldots, d_m)\) that sum to \( d \). Next, for each \( m \geq 1 \), define a pseudodistribution \( T^{(m)} \) over \( \{0, 1\}^n \) by

\[
T^{(m)} = \sum_{d=m}^{n} \Delta_d^{(m)} \otimes G_{n-d},
\]

and finally, for each \( m \geq 0 \), define a pseudodistribution \( G^{(m)} \) over \( \{0, 1\}^n \) by

\[
G^{(m)} = G + \sum_{i=1}^{m} T^{(i)} = G + \sum_{i=1}^{m} \sum_{d=m}^{n} \Delta_d^{(i)} \otimes G_{n-d}.
\]

We will show that as \( m \) gets large, \( G^{(m)} \) becomes increasingly locally consistent.

3.2 Analysis

For \( m \geq 1 \), define a “multi-hop” generalization of local consistency errors by

\[
LCErr_{u \rightarrow v}^{(m)}(G) = \sum_{u=u_0, u_1, \ldots, u_m = v} \prod_{j=1}^{m} LCErr_{u_{j-1} \rightarrow u_j}(G),
\]

where the sum is over all sequences of \( m + 1 \) vertices starting with \( u \) and ending with \( v \). Our goal in this section is to prove the following exact formula for the local consistency errors of \( G^{(m)} \) in terms of the local consistency errors of \( G \).

▶ Lemma 3.1. For any two vertices \( u, v \) and any \( m \geq 0 \), we have \( LCErr_{u \rightarrow v}^{(m)}(G^{(m)}) = LCErr_{u \rightarrow v}^{(m+1)}(G) \).
Let us briefly pause to marvel at this phenomenon. In most settings, when several imperfect ingredients are combined, we expect that the errors will compound on each other, so the combination has more error than any individual ingredient. We typically consider ourselves lucky if we can prove that the errors compound mildly. The remarkable feature of Lemma 3.1 is that it involves products of errors, i.e., the local consistency errors of $G$ are actually combining in our favor!

Toward proving Lemma 3.1, we begin by analyzing $\Delta^d$. It is immediate from the definitions that if $u \in V_i$ and $v \in V_{i+d}$, then $\Delta^d[u \rightarrow v] = \text{LCErr}_{u \rightarrow v}(G)$. More generally, we have the following formula.

### Lemma 3.2

Let $d \in [n]$ and $i, j \leq n$. Let $u \in V_i$ and $v \in V_j$ and let $A$ be a pseudodistribution over $\{0, 1\}^{n-d}$. Then

$$ (\Delta^d \otimes A)[u \rightarrow v] = \sum_{t \in V_{i+d}} \text{LCErr}_{u \rightarrow t}(G) \cdot A[t \rightarrow v]. \tag{5} $$

**Proof.** For the first case, suppose $i + d \leq j$. Then for any $x \in \{0, 1\}^d$ and any $y \in \{0, 1\}^{n-d}$, we have $f_{u \rightarrow v}(x, y) = \sum_{t \in V_{i+d}} f_{u \rightarrow t}(x) \cdot f_{t \rightarrow v}(y)$. Therefore, for any pseudodistribution $B$ over $\{0, 1\}^d$ whatsoever, we have

$$ (B \otimes A)[u \rightarrow v] = \sum_{t \in V_{i+d}} B[u \rightarrow t] \cdot A[t \rightarrow v]. $$

Since $\Delta^d[u \rightarrow t] = \text{LCErr}_{u \rightarrow t}(G)$, we are done in this case.

For the second case, suppose $i + d > j$. Then either $i > j$, or else the pseudodistributions $G_{d-1} \otimes U_1 \otimes A$ and $G_d \otimes A$ agree on their first $j - i$ bits.\(^7\) Either way, $(\Delta^d \otimes A)[u \rightarrow v] = 0$. Meanwhile, for each $t \in V_{i+d}$, trivially $A[t \rightarrow v] = 0$, so both sides of Equation (5) are zero in this case. \(\blacksquare\)

More generally, we have the following relationship between $\Delta^d(m)$ and LCerr\(^m\).

### Lemma 3.3

Let $d \in [n]$, $m \in [d]$, and $i, j \leq n$ and $m \geq 0$. Let $u \in V_i$ and $v \in V_j$ and let $A$ be a pseudodistribution over $\{0, 1\}^{n-d}$. Then

$$ (\Delta^d(m) \otimes A)[u \rightarrow v] = \sum_{t \in V_{i+d}} \text{LCerr}_{u \rightarrow t}(G) \cdot A[t \rightarrow v]. $$

**Proof.** The base case $m = 1$ was proven in Lemma 3.2. For the inductive step, note that

$$ \Delta^d(m+1) = \sum_{k=m}^{d-1} \Delta^d(m) \otimes \Delta_{d-k}, $$

\(^7\) I.e., the induced pseudodistributions on the first $j - i$ bits (see Equation (4)) are identical.
Therefore, if \( k \neq j \), then the lemma holds trivially in this case: when \( t = v \), \( \text{LCErr}_{t \rightarrow v}(G) = 0 \), whereas \((*)\) = \(-1\). Therefore,

\[
\text{LCErr}_{u \rightarrow v}(T^{(m)}) = \left( \sum_{t \in V} \text{LCErr}_{u \rightarrow t}^{(m)}(G) \cdot \text{LCErr}_{t \rightarrow v}(G) \right) - \text{LCErr}_{u \rightarrow v}^{(m)}(G) = \text{LCErr}_{u \rightarrow v}^{(m+1)}(G) - \text{LCErr}_{u \rightarrow v}^{(m)}(G).
\]

Thus, we get a telescoping sum:

\[
\text{LCErr}_{u \rightarrow v}(G^{(m)}) = \text{LCErr}_{u \rightarrow v}(G) + \sum_{i=1}^{m} \text{LCErr}_{u \rightarrow v}(T^{(i)})
\]

\[
= \text{LCErr}_{u \rightarrow v}(G) + \sum_{i=1}^{m} \left( \text{LCErr}_{u \rightarrow v}^{(i+1)}(G) - \text{LCErr}_{u \rightarrow v}^{(i)}(G) \right)
\]

\[
= \text{LCErr}_{u \rightarrow v}^{(m+1)}(G).
\]

(If \( j \geq k \), then \( \text{LCErr}_{u \rightarrow v}(G^{(m)}) = \text{LCErr}_{u \rightarrow v}^{(m+1)}(G) = 0 \), so the lemma holds trivially in this case.)
The following corollary corresponds to Equation (3).

**Corollary 3.4.** If $G$ fools every subprogram $f_{u \to v}$ with error $\alpha$, then for every $m \geq 0$, $G^{(m)}$ fools $f$ with error $\varepsilon w n \cdot (2w^2 \alpha)^{m+1}$.

**Proof.** For any $u$ and $v$, by Lemma 3.1,

$$|\text{LCErr}_{u \to v}(G^{(m)})| = |\text{LCErr}_{u \to v}^{(m+1)}(G)|$$

$$\leq \sum_{u=u_0, u_1, \ldots, u_{m+1}=v} \prod_{j=1}^{m+1} |\text{LCErr}_{u_j \to u_{j-1}}(G)|$$

$$\leq (wn)^m \cdot (2w^2 \alpha)^{m+1}$$

(Lemma 2.8)

$$\leq (2w^3 \alpha)^{m+1}.$$  

The corollary follows by Lemma 2.8. ▶

We reiterate that Corollary 3.4 follows already from the work of Cohen et al. and Pyne and Vadhan [10, 22], and indeed the proof we have given is not substantially different (see Appendix B). In keeping with our remark after Lemma 2.8, we also remark that there is a version of Corollary 3.4 that eliminates the factors of $w$ by assuming that for each layer $j$, the sum of errors $|G[u \to v] - U_n[u \to v]|$ over all $v \in V_j$ is at most $\alpha$. We omit the details.

## 4 Our Improved WPRG for ROBPs

In this section, we will show how to convert a moderate-error PRG for width-$w$ length-$n$ ROBPs into a low-error WPRG for width-$w$ length-$n$ ROBPs. If the given PRG has error $1/\text{poly}(wn)$ and seed length $r$, then for any $\varepsilon > 0$, we will obtain a WPRG with error $\varepsilon$ and seed length $O(r + \text{log}(wn/\varepsilon))$.

### 4.1 Construction

Recall the standard notion of an averaging sampler, which is essentially equivalent to a seeded randomness extractor [25].

**Definition 4.1 (Sampler).** A function $\text{Samp}: \{0, 1\}^\ell \times \{0, 1\}^q \to \{0, 1\}^r$ is an $(\alpha, \gamma)$-sampler if for every function $f: \{0, 1\}^r \to [0, 1]$,

$$\Pr_{x \in \{0, 1\}^\ell} \left[ |E[f] - 2^{-q} \sum_{y \in \{0, 1\}^q} f(\text{Samp}(x, y))| \leq \alpha \right] \geq 1 - \gamma.$$

Let $\alpha = \frac{1}{4w^2 n^2}$ and let $G: \{0, 1\}^r \to \{0, 1\}^n$ be a given $\alpha$-PRG for width-$w$ length-$n$ ROBPs. Define

$$m = \left\lceil \frac{\log(wn/\varepsilon)}{\log(wn)} \right\rceil$$

and

$$\gamma = \frac{\varepsilon}{2w^2 n^2 \cdot ((8n)^{m+1} + 1)} = \left( \frac{\varepsilon}{wn} \right)^{O(1)}.$$

and let $\text{Samp}: \{0, 1\}^\ell \times \{0, 1\}^q \to \{0, 1\}^r$ be an $(\alpha, \gamma)$-sampler. For each $x \in \{0, 1\}^\ell$, let $G_x$ be the distribution $G(\text{Samp}(x, U_q))$, and let $G^{(m)}_x$ be the corresponding pseudodistribution with amplified local consistency as defined in Section 3.1. Our final pseudodistribution $G'$ is $G^{(m)}_x$ for a uniform random $x$, i.e.,

$$G' = \sum_{x \in \{0, 1\}^\ell} 2^{-\ell} \cdot G^{(m)}_x.$$
4.2 Correctness

Claim 4.2. If \( f \) is a width-\( w \) length-\( n \) ROBP, then \( G' \) fools \( f \) with error \( \varepsilon \).

Proof. For each pair of vertices \( u, v \), since \( G \) is an \( \alpha \)-PRG for width-\( w \) ROBPs, \( G \) fools \( f_{u \leftarrow v} \) with error \( \alpha \). Therefore, by the sampler condition, with probability \( 1 - \gamma \) over a uniform random choice of \( x \), \( G_x \) fools \( f_{u \leftarrow v} \) with error \( 2\alpha \). Let \( \text{BAD} \) be the set of \( x \) such that there exist vertices \( u, v \) such that \( G_x \) does not \((2\alpha)\)-fool \( f_{u \leftarrow v} \). By the union bound,

\[
|\text{BAD}| \leq \gamma \cdot w^2 n^2 \cdot 2^\ell = \frac{\varepsilon}{2 \cdot ((8n)^{m+1} + 1) \cdot 2^\ell}.
\]

For any \( x \), unpacking the definitions, we see that \( G^{(m)}_x \) has the form \( \sum_{i=1}^K \pm A_i \), where

\[
K \leq (m+1) \cdot (n+1) \cdot (n+1)^m \cdot 2^m \leq (8n)^{m+1}
\]

and each \( A_i \) is a tensor product of probability distributions. Therefore, for \( x \in \text{BAD} \) (indeed for all \( x \)), we have \( \mathbb{E}[f(G^{(m)}_x)] \leq (8n)^{m+1} \). Meanwhile, for \( x \notin \text{BAD} \), by Corollary 3.4,

\[
\mathbb{E}[f(G^{(m)}_x)] - \mathbb{E}[f] \leq wn \cdot (4w^2 n \alpha)^{m+1} = wn \cdot \left(\frac{1}{wn}\right)^{m+1} < \frac{\varepsilon}{2}.
\]

Therefore, overall,

\[
\mathbb{E}[f(G')] - \mathbb{E}[f] = \left| \sum_{x \in \text{BAD}} 2^{-\ell} \cdot (\mathbb{E}[f(G^{(m)}_x)] - \mathbb{E}[f]) + \sum_{x \notin \text{BAD}} 2^{-\ell} \cdot (\mathbb{E}[f(G^{(m)}_x)] - \mathbb{E}[f]) \right|
\leq \sum_{x \in \text{BAD}} 2^{-\ell} \left(\mathbb{E}[f(G^{(m)}_x)] + 1\right) + \sum_{x \notin \text{BAD}} 2^{-\ell} \cdot \mathbb{E}[f(G^{(m)}_x)] - \mathbb{E}[f] \leq 2^{-\ell} \cdot |\text{BAD}| \cdot ((8n)^{m+1} + 1) + \frac{\varepsilon}{2} \leq \varepsilon.
\]

\( \square \)

4.3 Explicitness and Seed Length

We will instantiate \( \text{Samp} \) using the following explicit sampler.

Theorem 4.3 ([8, Appendix B]). For every \( \ell \in \mathbb{N} \) and every \( \alpha, \gamma > 0 \), there exists an \((\alpha, \gamma)\)-sampler \( \text{Samp} : \{0,1\}^{\ell} \times \{0,1\}^q \rightarrow \{0,1\}^\ell \) with \( \ell = \ell + O(\log(1/\gamma)) + O(1/\alpha) \) and \( q = O(\log(1/\alpha) + \log(1/\gamma)) \), such that given \( \ell, \alpha, \gamma, x, \) and \( y \), the value \( \text{Samp}(x, y) \) can be computed in space \( O(r + \log(1/\alpha) + \log(1/\gamma)) \).

Proof of Theorem 1.5. Taking \( \text{Samp} \) to be the sampler of Theorem 4.3, we get \( \ell = O(r + \log(1/\gamma)) + O(r + \log(wn/\varepsilon)) \) and \( q = O(\log(wn) + \log(1/\varepsilon)) \). For a fixed \( \ell \in \{0,1\}^\ell \), as mentioned in the proof of Claim 4.2, \( G^{(m)}_x \) has the form \( \sum_{i=1}^K \pm A_i \), where

\[
K \leq (8n)^{m+1} \leq \text{poly}(n/\varepsilon),
\]

and each \( A_i \) is a tensor product of at most \( 2m + 1 \) terms, each of which is either \( (G_x)_d \) for some value of \( d \) or else \( U_1 \). Using the constructions of Definition 2.6, we can sample \( G^{(m)}_x \) by a WPRG with seed length \( O(\log K + mq) \), and we can sample \( G' \) by a WPRG with seed length

\[
\ell + O(\log K + mq) = O \left( r + \log(wn/\varepsilon) \cdot \left(1 + \frac{\log(1/\varepsilon)}{\log(wn)}\right)\right) = O(r + \log(wn/\varepsilon))
\]
where the last equality holds without loss of generality, because either \( \varepsilon > 2^{-n} \), in which case \( \log \log(1/\varepsilon) < \log(wn) \), or else \( \varepsilon \leq 2^{-n} \), in which case we can achieve seed length \( O(r + \log(wn/\varepsilon)) \) by simply sampling a truly random \( n \)-bit string. Furthermore, as discussed in Definition 2.6, our WPRG is \((2K)\)-bounded,\(^8\) and we can assume without loss of generality that \( \varepsilon < 1/n \) (since otherwise \( G \) itself would be a suitable WPRG), so our WPRG is indeed \( \text{poly}(1/\varepsilon) \)-bounded.

Finally, pick \( G \) to be Nisan’s generator \([19]\). Then

\[
r = O((\log(wn/\alpha) \log n) = O((\log(wn) \log n),
\]

so our WPRG has seed length \( O((\log(wn) \log n + \log(1/\varepsilon)) \) as claimed. Explicitness is clear. ◻

We remark that because of the specific structure of Nisan’s generator \([19]\), the sampler is actually not necessary. Instead, we can let \( x \) be the description of the hash functions in Nisan’s generator and let \( y \) be the input to the hash functions.

5 Directions for Further Research

As we mentioned in Section 1.4, getting a better WPRG for width-\( n \) length-\( n \) ROBPs requires beating Nisan’s PRG in the standard constant-error regime. However, there are cases where focusing on error dependence might still be fruitful:

- Recall that Nisan and Zuckerman designed a PRG for width-\( w \) length-\( n \) ROBPs when \( n = \text{polylog } w \) with optimal seed length \( O(\log w) \) \([21]\) but non-optimal error \( 2^{-\omega(\log^2 w)} \). There are known \( \varepsilon \)-HSGs for this setting with seed length \( O(\log w) \) even when \( \varepsilon = 1/\text{poly}(w) \) \([2, 14]\); can we match that seed length by a WPRG? The WPRG construction presented in this paper does not seem to work, because if \( G \) has seed length \( o(\log w) \), then it seems to have too much error for the local consistency amplification procedure \( G^{(m)} \) to work, whereas if \( G \) has seed length \( \Omega(\log w) \), then we cannot afford to sample multiple independent seeds.

- Currently, the best explicit PRGs for width-3 ROBPs and constant-width regular ROBPs have seed length \( O(\log n \cdot \log(1/\varepsilon)) \) \([18, 11, 7]\). In a similar spirit as Pyne and Vadhan’s recent work on permutation ROBPs \([22]\), can we design WPRGs for these models with error \( 1/\text{poly}(n) \) and seed length \( o(\log^2 n) \)?

We also wonder whether there are other applications of recent WPRG constructions. For example, recall that Nisan showed \( \text{BPL} \subseteq \text{DTISP}(\text{poly}(n), \log^2 n) \) \([20]\). Can we somehow use WPRGs to simulate \( \text{BPL} \) by a deterministic algorithm that simultaneously uses \( \text{poly}(n) \) time and \( o(\log^2 n) \) space?

---
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In this section, we show that randomized space-$S$ decision algorithms can be simulated deterministically in space $O(S^{3/2}/\sqrt{\log S})$ (Theorem 1.6). As outlined in Section 1.6.2, the proof does not involve any significant new ideas, but rather amounts to combining several previous works and choosing parameters. For that reason, we will refrain from fully describing the Saks-Zhou method. Instead, we will focus on assisting readers who are already familiar with Saks and Zhou’s work in verifying Theorem 1.6. Readers who are not familiar with Saks and Zhou’s work are encouraged to read Chattopadhyay and Liao’s discussion of the Saks-Zhou method in the context of WPRGs [8] or Saks and Zhou’s original paper [23].

Let $G$ denote Nisan’s PRG [19]. Recall that Saks and Zhou [23] exploited the fact that the seed of Nisan’s PRG can be split into two parts $(x, y)$, where $x = O(\log w \log n)$ and $y = O(\log w)$; for a fixed ROBP $f$, if we pick $x$ at random, then with high probability, $E[f] \approx 2^{-r} \sum y f(G(x, y))$. This method of estimating $E[f]$ has a key technical feature, which is that each time we read a bit of the input of $f$, we only need to be using $O(\log w)$ bits of work space (not counting the string $x$, which we think of as being on a read-only random tape). This feature is beneficial, because in the context of the Saks-Zhou algorithm [23], the program $f$ is computed recursively, so we would like to use as little space as possible while the recursive computation is taking place. (See the work of Hoza and Umans for further discussion [13].)

Armoni generalized Saks and Zhou’s methods by showing that any explicit PRG for ROBPs implies a method of estimating $E[f]$ with the same key feature [3]. Later, Chattopadhyay and Liao generalized further by showing that the same holds for any polynomially-bounded explicit WPRG [8]. For clarity, we repeat the argument here (in a slightly different form). It is convenient to generalize the definition of ROBPs to allow a large alphabet.

Definition A.1 (ROBP over a large alphabet). A width-$w$ length-$n$ ROBP over the alphabet $\Sigma$ is defined as in Definition 1.1, except that each vertex in $V_i$ has $|\Sigma|$ outgoing edges leading to $V_i$, labeled with the symbols in $\Sigma$. The program computes a function $f: \Sigma^n \to \{0, 1\}$ in the natural way.

Lemma A.2 ([8]). Let $n = n(w)$, $K = K(w)$, $r = r(w)$, $a = a(w)$, and $\varepsilon = \varepsilon(w)$ be functions, each of which can be constructed in space $O(r)$. Suppose that for every $w \in \mathbb{N}$, there is a $K$-bounded $\varepsilon$-WPRG $(G, \rho)$ for width-$w$ length-$n$ ROBPs over the alphabet $\{0, 1\}^n$ with seed length $r$ that can be computed in space $O(r)$. Then there is an algorithm for estimating the expectation of a given width-$w$ length-$n$ ROBP $f$ over the alphabet $\{0, 1\}^n$ with the following properties.
1. The algorithm uses \( r + O(\log(Kw/\varepsilon)) \) random bits from a read-only two-way\(^9\) random tape, and with probability \( 1 - \varepsilon/w^2 \) it outputs a value that is within \( \pm 2\varepsilon \) of \( \mathbb{E}[f] \).

2. The algorithm uses \( O(r + a + \log(Kwn/\varepsilon)) \) bits of work space. Furthermore, whenever the algorithm reads a bit of the description of \( f \), it first deletes all but \( O(a + \log(Kwn/\varepsilon)) \) bits of its work space.

**Proof.** Let \( \text{Samp}: \{0,1\}^\ell \times \{0,1\}^q \rightarrow \{0,1\}^r \) be the \((\varepsilon/(2K),\varepsilon/w^2)\)-sampler of Theorem 4.3.

To estimate \( \mathbb{E}[f] \), we pick \( x \in \{0,1\}^\ell \) uniformly at random, and then we output

\[
2^{-q} \cdot \sum_{y \in \{0,1\}^q} \rho(\text{Samp}(x,y)) \cdot f(G(\text{Samp}(x,y))).
\]

To prove that this works, define \( g: \{0,1\}^r \rightarrow [-K,K] \) by \( g(z) = \rho(z) \cdot f(G(z)) \). The sampler condition implies that with probability \( 1 - \varepsilon/w^2 \) over the choice of \( x \), we have

\[
\left| \mathbb{E}[g] - 2^{-q} \sum_{y \in \{0,1\}^q} g(\text{Samp}(x,y)) \right| \leq \varepsilon.
\]

Meanwhile, the WPRG condition implies that \( | \mathbb{E}[g] - \mathbb{E}[f] | \leq \varepsilon \). Thus, with probability \( 1 - \varepsilon/w^2 \), our algorithm outputs \( \mathbb{E}[f] \pm 2\varepsilon \).

Now let us analyze the efficiency of the algorithm. The number of random bits we use is clearly \( \ell = r + O(\log(Kw/\varepsilon)) \). The total space used is \( O(r) \) bits to compute \( G \) and \( \rho \), plus \( O(r \log(Kw/\varepsilon)) \) bits to compute \( \text{Samp} \), plus \( O(\log(wn)) \) bits to keep track of our simulation of \( f \), plus \( O(q) = O(\log(K/\varepsilon) + \log \log w) \) bits for summing over all \( y \), which is a total of \( O(r + a + \log(Kwn/\varepsilon)) \) bits. Prior to reading a bit of the description of \( f \), we only need to be storing the \( O(\log(wn)) \) bits that keep track of our simulation of \( f \), plus the \( O(q) = O(\log(K/\varepsilon) + \log \log w) \) bits for summing over all \( y \), plus a single \( a \)-bit symbol of the string \( G(\text{Samp}(x,y)) \) (namely, the single symbol that we are currently feeding into our simulation of \( f \)), which is a total of \( O(a + \log(wnK/\varepsilon)) \) bits.

Having established Lemma A.2, we can now compute the space complexity of the derandomization obtained by plugging any efficient WPRG into the Saks-Zhou framework.

**Theorem A.3** ([23, 8]). Let \( n = n(w) \), \( K = K(w) \), and \( r = r(w) \) be monotone increasing functions, each of which can be constructed in space \( O(r) \), with \( n \leq w \). Define \( \varepsilon = w^{-8} \) and \( a = \lceil 4 \log w \rceil \). Suppose that for every \( w \in \mathbb{N} \), there exists a \( K \)-bounded \( \varepsilon \)-WPRG for width-\((w + 1)\) length-\(n\) ROBP\s over the alphabet \( \{0,1\}^a \) with seed length \( r \) that can be computed in space \( O(r) \). Then

\[
\text{BPL} \subseteq \bigcup_{c \in \mathbb{N}} \text{DSPACE} \left( \frac{r(N^c) + \log(N \cdot K(N^c)) \cdot \log N}{\log(n(N^c))} \right),
\]

where \( N \) denotes the input length.

**Proof outline.** Suppose we are interested in computing the \( n \)-th power of a given substochastic matrix \( M \in \mathbb{R}^{w \times w} \), where each entry has \( a \) bits of precision. We can easily construct a width-\((w + 1)\) length-\(n\) ROBP \( f \) over the alphabet \( \{0,1\}^a \) such that for each \( i, j \in [w] \), if we

\(^9\) I.e., the algorithm is allowed to go back and re-read random bits as many times as it likes, unlike the standard model of randomized space-bounded computation in which the random tape must be read a single time from left to right.
let \( u_i \) be the \( i \)-th vertex in the first layer of \( f \) and we let \( v_j \) be the \( j \)-th vertex in the final layer of \( f \), then \( \mathbb{E}[f_{u_i \rightarrow v_j}] = (M^n)_{i,j} \). Using Lemma A.2, we can compute each such value \( \mathbb{E}[f_{u_i \rightarrow v_j}] \) to within \( \pm 2\varepsilon \) with failure probability \( \varepsilon/w^2 \). In this way, we compute a matrix \( P \in \mathbb{R}^{w \times w} \) such that \( \|P - M^n\|_{\max} \leq 2\varepsilon \). We can reuse the same random bits for each entry of the matrix, so our algorithm uses \( r + O(\log(Kw/\varepsilon)) \) random bits from a read-only two-way random tape and succeeds with probability \( 1 - \varepsilon \). Furthermore, this algorithm uses \( O(r + a + \log(Kwn/\varepsilon)) \) bits of work space, and whenever it reads a bit of the description of \( M \), it first deletes all but \( O(a + \log(Kwn/\varepsilon)) \) bits of its workspace.

Now, consider some randomized log-space algorithm that we wish to derandomize. There is a constant \( c \) such that the acceptance probability of the \( \text{BPL} \) algorithm on an input of length \( N \) is an entry in \( M^w \), where \( w = N^c \) and \( M \in \{0, \frac{1}{2}, 1\}^{w \times w} \) is an easily-computable stochastic matrix. We have discussed a randomized algorithm for approximating \( M^n \). The technique of Saks and Zhou [23] implies [8] an algorithm for computing \( M^w \). As a reminder, the approach is to repeatedly take approximate \( n \)-th powers, reusing the same random bits each time and randomly rounding each entry of the matrix to \( a \) bits of precision after each iteration to resolve dependency issues. The number of iterations is \( \log w \). The algorithm can be implemented to have failure probability \( O(w^3 \cdot (2^a \varepsilon + 2^{-a})) \) and approximation error \( O(w^{2 \varepsilon - a}) \), using

\[
O \left( r + \log(Kw/\varepsilon) + a \cdot \frac{\log w}{\log n} \right)
\]

random bits and

\[
O \left( r + (a + \log(Kwn/\varepsilon)) \cdot \frac{\log w}{\log n} \right)
\]

bits of space [8, Lemma 43]. By our choices \( \varepsilon = w^{-8} \) and \( a = \lceil 4 \log w \rceil \), the failure probability is \( O(1/w) \), the approximation error is \( O(1/w^2) \), the number of random bits is \( O(r + \log(Kw) + \log w/\log n) \), and the space complexity is \( O(r + \log(Kw) \cdot \log w/\log n) \). Trying all possibilities for the random tape completes the proof.

Next, we identify the WPRG family that we will plug into Theorem A.3.

**Theorem A.4** ([3, 17, 10]). For every \( w \in \mathbb{N} \), there exists a \( K \)-bounded \( \varepsilon \)-WPRG for width-(\( w + 1 \)) length-\( n \) ROBPs over the alphabet \( \{0, 1\}^{\lceil 4 \log w \rceil} \) with seed length \( r \) that can be computed in space \( O(r) \), where

\[
\begin{align*}
n &= \exp \left( \sqrt{\log w \cdot \log \log w} \right), \\
r &\leq O \left( \frac{\log^{3/2} w}{\sqrt{\log \log w}} \right), \\
\varepsilon &= w^{-8}, \\
K &\leq \text{poly}(w).
\end{align*}
\]

**Proof.** For any \( w, n, a, \alpha \), Armony designed an \( \alpha \)-PRG for width-(\( w + 1 \)) length-\( n \) ROBPs over the alphabet \( \{0, 1\}^n \) [3]; with an optimization due to Kane, Nelson, and Woodruff [17], this PRG has seed length

\[
r = O \left( a + \frac{\log(wn/\alpha) \cdot \log n}{\max\{1, \log \log w - \log \log(n/\alpha)\}} \right)
\]

and can be computed in space \( O(r) \). For \( n = \exp \left( \sqrt{\log w \cdot \log \log w} \right), \alpha = 1/\text{poly}(n) \), and \( a = O(\log w) \), this seed length becomes

\[
r = O \left( \frac{\log^{3/2} w}{\sqrt{\log \log w}} \right).
\]
Now we apply an error reduction procedure that converts this moderate-error PRG into a low-error WPRG. Specifically, we will use the reduction due to Cohen, Doron, Renard, Sberlo, and Ta-Shma [10]. Given a PRG for width-$w$ length-$n$ ROBPs over the alphabet $\{0,1\}^a$ with error $1/(10n^2)$ and seed length $r$, they show [10, Corollary 15] how to construct a WPRG for width-$w$ length-$n$ ROBPs over the alphabet $\{0,1\}^a$ with any desired error $\varepsilon$ and seed length $r + O(\log(w/\varepsilon) \log \log n(1/\varepsilon))$. Furthermore, if the PRG can be computed in space $O(r)$, then the WPRG can be computed in space $O(r + \log \log_n(1/\varepsilon) \cdot (\log \log(w/\varepsilon))^2)$.

Cohen et al. did not explicitly mention it, but by inspection it is easy to see that their WPRG is poly$(1/\varepsilon)$-bounded for the same reason that our main WPRG (Theorem 1.5) is poly$(1/\varepsilon)$-bounded. Since $\varepsilon = 1/poly(w)$, the seed length is $r + O(\log w) = O(r)$, the space complexity is $O(r + poly(\log \log w)) = O(r)$, and the WPRG is poly$(w)$-bounded. ▶

**Corollary A.5.** $\text{BPL} \subseteq \text{DSPACE} \left( \log^{3/2} N/\sqrt{\log \log N} \right)$, where $N$ denotes the input length.

**Proof.** Plugging the WPRG of Theorem A.4 into Theorem A.3, we get a space bound of

$$O \left( \frac{\log^{3/2}(N^c)}{\sqrt{\log \log(N^c)}} + \frac{\log(N \cdot N^{O(c)}) \cdot \log N}{\sqrt{\log(N^c) \cdot \log \log(N^c)}} \right),$$

which simplifies to $O \left( \log^{3/2} N / \sqrt{\log \log N} \right)$. ▶

Now we generalize Corollary A.5 to the case of $\text{BSPACE}(S)$. When $S$ is space-constructible, the generalization is a standard padding argument. We now show that $\text{BSPACE}(S)$ is contained in $\text{DSPACE} \left( S^{3/2} / \sqrt{\log S} \right)$ for any $S(N) \geq \log N$, whether space-constructible or not.

**Proof of Theorem 1.6.** Observe that the proof of Corollary A.5 extends to promise problems. In particular, for any constants $0 \leq a < b \leq 1$, there is a deterministic algorithm $D_{a,b}$ such that if $f$ is a width-$w$ length-$w$ ROBP over the binary alphabet, then

$$\mathbb{E}[f] \leq a \implies D_{a,b}(f) = 0,$$

$$\mathbb{E}[f] \geq b \implies D_{a,b}(f) = 1,$$

and $D_{a,b}(f)$ runs in space $O \left( \log^{3/2} w / \sqrt{\log \log w} \right)$.

Let $A$ be a Turing machine witnessing membership of a language in $\text{BSPACE}(S)$. For $N \in \mathbb{N}$, $y \in \{0,1\}^N$, and $s \in \mathbb{N}$, there exists a width-$w$ length-$w$ ROBP $E_{y,s}$, where $w = O(N \cdot 2^s)$, such that $E_{y,s}(x) = 1$ if and only if the computation $A(y,x)$ ever touches more than $s$ cells of the work tape. Furthermore, for the same value of $w$, there exists a width-$w$ length-$w$ ROBP $f_{y,s}$ such that if $E_{y,s}(x) = 0$, then $f_{y,s}(x) = A(y,x) \in \{0,1\}$. Given $y$ and $s$, these two ROBPs can be constructed deterministically in space $O(s + \log N)$.

On input $y$, our deterministic algorithm tries each $s = 1, 2, 3, \ldots$ until it finds the first $s$ such that $D_{0.001}(E_{y,s}) = 0$. Then, our deterministic algorithm outputs $D_{0.400}(f_{y,s})$. This works, because if $D_{0.001}(E_{y,s}) = 0$, then $\mathbb{E}[E_{y,s}] < 0.01$, so $\mathbb{E}[f_{y,s}]$ is within ±0.01 of the acceptance probability of $A(y)$. Furthermore, our algorithm will find a suitable $s$ satisfying $s \leq S(N)$, because $\mathbb{E}[E_{y,S(N)}] = 0$. Therefore, the space complexity of our algorithm is at most $O(\log^{3/2} w / \sqrt{\log \log w})$, where $w = O(N \cdot 2^{S(N)}) = 2^{O(S(N))}$. This space bound is $O \left( (S(N))^{3/2} / \sqrt{\log S(N)} \right)$ as desired. ▶
Cohen et al. noted that their WPRG construction is reminiscent of local consistency errors [10]. We now briefly elaborate on the connection, for the sake of readers who are familiar with how prior work used preconditioned Richardson iteration to decrease error in space-bounded derandomization [1, 10, 22].

Prior works [1, 10, 22] looked at the transition probability matrix $W$ associated with a width-$w$ length-$n$ ROBP $f$, considered as a directed graph on $(n + 1) \cdot w$ vertices. This matrix $W$ is an $(n + 1)w \times (n + 1)w$ block matrix of the form

$$W = \begin{bmatrix} 0 & M_1 & 0 & \cdots & 0 \\ 0 & 0 & M_2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ddots & M_n \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix},$$

where $M_i \in \{0, \frac{1}{2}, 1\}^{w \times w}$ is the transition probability matrix for $V_{i-1} \times V_i$. Let $L = I - W$ (the Laplacian matrix). Then $L$ is invertible with inverse

$$L^{-1} = \begin{bmatrix} M_{0\ldots 0} & M_{0\ldots 1} & M_{0\ldots 2} & \cdots & M_{0\ldots n} \\ 0 & M_{1\ldots 1} & M_{1\ldots 2} & \cdots & M_{1\ldots n} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ddots & M_{n-1\ldots n} \\ 0 & 0 & 0 & \cdots & M_{n\ldots n} \end{bmatrix},$$

where $M_{i\ldots j} = M_i \cdot M_{i+1} \cdots M_j$, i.e., $M_{i\ldots j}$ is the stochastic matrix containing the probabilities $U_n[u \rightarrow v]$ for $u \in V_i$ and $v \in V_j$. We are interested in obtaining an approximation $\hat{L}^{-1}$ to $L$, say

$$\hat{L}^{-1} = \begin{bmatrix} \hat{M}_{0\ldots 0} & \hat{M}_{0\ldots 1} & \hat{M}_{0\ldots 2} & \cdots & \hat{M}_{0\ldots n} \\ 0 & \hat{M}_{1\ldots 1} & \hat{M}_{1\ldots 2} & \cdots & \hat{M}_{1\ldots n} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ddots & \hat{M}_{n-1\ldots n} \\ 0 & 0 & 0 & \cdots & \hat{M}_{n\ldots n} \end{bmatrix},$$

where each $\hat{M}_{i\ldots j}$ is a matrix of estimates for the probabilities $U_n[u \rightarrow v]$ with $u \in V_i$ and $v \in V_j$. The approach taken by prior work [1, 10, 22] is to use preconditioned Richardson iteration to convert a moderate-error approximation of $L^{-1}$ into a low-error approximation of $L^{-1}$.

The crucial point is that in this analysis, the approximation quality is measured by comparing $\hat{L}^{-1}L$ to $I$ rather than comparing $L^{-1}$ and $\hat{L}^{-1}$ directly. The error matrix $E \overset{\text{def}}{=} I - \hat{L}^{-1}L$ is given by

$$E = \begin{bmatrix} 0 & E_{0\ldots 1} & E_{0\ldots 2} & \cdots & E_{0\ldots n} \\ 0 & 0 & E_{1\ldots 2} & \cdots & E_{1\ldots n} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ddots & E_{n-1\ldots n} \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix}.$$
where
\[ E_{i\ldots j} = M_{i\ldots j-1}M_j - M_{i\ldots j}. \]

Thus, \( E \) is precisely the matrix of local consistency errors. (This is also plain from one of Pyne and Vadhan’s lemmas [22, Lemma 4.6].)
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Abstract
In this work, we show the first worst-case to average-case reduction for the classical $k$-SUM problem.

A $k$-SUM instance is a collection of $m$ integers, and the goal of the $k$-SUM problem is to find a subset of $k$ integers that sums to 0. In the average-case version, the $m$ elements are chosen uniformly at random from some interval $[-u, u]$.

We consider the total setting where $m$ is sufficiently large (with respect to $u$ and $k$), so that we are guaranteed (with high probability) that solutions must exist. In particular, $m = u^{\Omega(1/k)}$ suffices for totality. Much of the appeal of $k$-SUM, in particular connections to problems in computational geometry, extends to the total setting.

The best known algorithm in the average-case total setting is due to Wagner (following the approach of Blum-Kalai-Wasserman), and achieves a running time of $u^{O(1/\log k)}$ when $m = u^{O(1/\log k)}$.

This beats the known (conditional) lower bounds for worst-case $k$-SUM, raising the natural question of whether it can be improved even further. However, in this work, we show a matching average-case lower bound, by showing a reduction from worst-case lattice problems, thus introducing a new family of techniques into the field of fine-grained complexity. In particular, we show that any algorithm solving average-case $k$-SUM on $m$ elements in time $u^{o(1/\log k)}$ will give a super-polynomial improvement in the complexity of algorithms for lattice problems.
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1 Introduction

The $k$-SUM problem is a parameterized version of the classical subset sum problem. Given a collection of $m$ integers $a_1, \ldots, a_m$, the $k$-SUM problem asks if there is some subset of cardinality $k$ that sums to zero.\footnote{This is the homogeneous version of $k$-SUM. One could also define the inhomogeneous version where the instance consists also of a target integer $t$, and the goal is to produce a subset of $k$ elements that sums to $t$.} This problem (especially for $k = 3$, but more generally for
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arbitrary constant $k$) has been influential in computational geometry, where reductions from $k$-SUM have been used to show the conditional hardness of a large class of problems [16, 17]. More generally it has been used in computational complexity, where it has formed the basis for several fine-grained hardness results [33, 2, 38, 28]. We refer the reader to the extensive survey of Vassilevska-Williams [37] for an exposition of this line of work. The $k$-SUM problem has also been extensively studied in the cryptanalysis community (see, e.g., [36, 12, 10]).

We know two very different algorithms for $k$-SUM: a meet-in-the-middle algorithm that achieves run-time $O(m^{|k/2|})$ [23], and dynamic programming or FFT-based algorithms that achieve run-time $\tilde{O}(um)$ [11] where $u$ is the largest absolute value of the integers $a_i$. (A sequence of recent works [27, 14, 8, 25] improve the latter to $\tilde{O}(u + m)$). Note that the latter algorithms outperform the former when $u \ll m^{|k/2|}$, in what is sometimes called the dense regime of parameters, a point that we will come back to shortly.

In terms of hardness results for $k$-SUM, the work of Pătraşcu and Williams [34] shows that an algorithm that solves the problem in time $m^{o(k)}$ for all $m$ will give us better algorithms for SAT, in particular refuting the exponential time hypothesis (ETH). The recent work of Abboud, Bringmann, Hermelin and Shabtay [1] shows that a $u^{1 - \varepsilon}$-time algorithm (for any constant $\varepsilon > 0$) would refute the strong exponential-time hypothesis (SETH). So, we know that the two algorithms described above are essentially optimal, at least in the worst case.

The focus of this work is the natural average-case version of $k$-SUM where the problem instance $a_1, \ldots, a_m$ is chosen independently and uniformly at random from an interval $[-u, u]$. We call this the average-case $k$-SUM problem. In this setting, deciding whether a $k$-SUM solution exists is in many cases trivial. In particular, if $\binom{m}{k} \ll u$ then a union bound argument shows that the probability of a solution existing approaches 0. We refer to this as the sparse regime of the problem. In contrast, if $\binom{m}{k}$ is sufficiently larger than $u$, then a hashing argument guarantees the existence of many solutions, with high probability over the instance. (See Lemma 14.) As already mentioned above, we refer to this as the dense regime.

Notwithstanding this triviality, we notice that in the dense regime one could still consider the search problem of finding a $k$-SUM solution. The search problem seems to retain its hardness even in the dense setting and is the focus of our work. Since we consider the search version of the problem, we also refer to the dense regime as the total regime, as the associated search problem has a solution with high probability.

The average-case total problem is not quite as hard as the worst-case version (at least assuming SETH), since (slight variants of) Wagner’s generalized birthday algorithm [36] and the Blum-Kalai-Wasserman algorithm [12] show how to solve this problem in time $u^{O(1 / \log k)}$ (when $m = u^{O(1 / \log k)}$). This contrasts with the $u^{1 - \varepsilon}$ lower bound of [1] in the worst case. (The BKW/Wagner algorithm was originally stated in a slightly different setting, so we restate it in Section 4.) This leaves the question of how much easier the average case is compared to the worst case. Given that the lower bounds from the worst-case setting are not a barrier here, it is a-priori unclear what is the best running time in this setting. Can we improve on [12, 36]?

1.1 Our Results

In this work we characterize the hardness of average-case $k$-SUM in the total regime by presenting a (conditional) lower bound that matches the $u^{O(1 / \log k)}$ upper bound described above, up to the hidden constant in the exponent.

\[ \text{to } t. \text{ In the worst-case world, the two versions are equivalent.} \]
In more detail, our main result shows that average-case $k$-SUM is indeed hard to solve, under the assumption that worst-case lattice problems are hard to approximate. We thus introduce a new family of techniques into the study of the hardness of the $k$-SUM problem. Concretely, this lower bound shows that a $u^{o(1/\log k)}$-time algorithm for average-case $k$-SUM (in the dense regime) implies a $2^\omega(n)$-time $n^{1+\varepsilon}$-approximation algorithm for the shortest independent vectors problem (SIVP) over an $n$-dimensional lattice, a lattice problem for which the best known algorithms run in time $2^{\Omega(n)}$ [4, 3]. E.g., while Wagner’s algorithm runs in time essentially linear in $m$ when $m = u^{O(1/\log k)}$, we show that such behavior for $m = u^{o(1/\log k)}$ would imply faster algorithms for SIVP. (One can think of our lower bound as ruling out linear-time algorithms for $m = u^{o(1/\log k)}$, or more generally ruling out $u^{o(1/\log k)}$-time algorithms for any $m$. Indeed, notice that the problem only gets easier as $m$ becomes larger, so that lower bounds against linear-time algorithms for such large choices of $m$ immediately implies lower bounds against $u^{o(1/\log k)}$-time algorithms for any $m$. We therefore switch freely between these two perspectives.)

It is widely believed that no faster algorithm can be found for SIVP. In particular, finding a $2^{o(n)}$-time algorithm for SIVP, would have major consequences in lattice-based cryptography both in theory and in practice [32, 6, 7].

We also note in the appendix that some of the connections between $k$-SUM and geometric problems from [16, 17] carry over to the dense setting as well. This shows an interesting (and not previously known, as far as we could find) connection between approximate short vectors in lattices, and computational geometry.

1.2 Our Techniques

The starting point of our reduction is the well known worst-case to average-case reductions in the lattice world, pioneered by Ajtai [5, 31, 19, 18]. These reductions show that the approximate shortest independent vectors problem (SIVP) is at least as hard in the worst case as a certain problem called short integer solutions (SIS) on the average. The definition of lattices and the approximate shortest vector problem is not crucial for the current discussion, however we note again that the best algorithms on $n$-dimensional lattices that compute any poly($n$)-approximation to SIVP run in time $2^{\Omega(n)}$. (We refer the curious reader to, e.g., [31, 35], Section 2.3, and the references therein for more background on lattices and lattice problems.)

In the (one-dimensional) average-case SIS problem with parameters $m, Q$ and $\beta$, one is given random integers $a_1, \ldots, a_m \in \mathbb{Z}_Q$ and the goal is to find a non-zero integer linear combination $x = (x_1, \ldots, x_m) \in \mathbb{Z}^m$ such that $\sum_{i \in [m]} a_i x_i = 0 \mod Q$ and $x$ is short, namely $||x||_1 \leq \beta$. Thus, this is exactly the modular subset sum problem (i.e. subset sum over the group $\mathbb{Z}_Q$), except with weights larger than 1. The parameters of the problem live in the dense/total regime where such solutions are guaranteed to exist with high probability. The worst-case to average-case reductions state that an average-case SIS solver for a sufficiently large $Q$, namely $Q = (\beta n)^{\Omega(n)}$, gives us an $\tilde{O}(\sqrt{n \log m} \cdot \beta)$-approximate algorithm for SIVP. (We refer the reader to Theorem 10 for a more precise statement.)

Our main technical contribution is an average-case to average-case reduction from the SIS problem to the $k$-SUM problem. We show this by exhibiting a reduction from SIS to modular $k$-SUM (i.e. $k$-SUM over the group $\mathbb{Z}_Q$), and one from modular $k$-SUM to $k$-SUM. The latter is easy to see (in the dense regime): indeed, if you have a $k$-subset that sums to 0, it also sums to 0 (mod $Q$) for any $Q$. Henceforth in this discussion, when we say $k$-SUM, we will mean modular $k$-SUM.
To reduce from SIS with parameters \( m, Q, \beta \) to \( k \)-SUM on \( m \) numbers over \( \mathbb{Z}_Q \), we start with a simple, seemingly trivial, idea. SIS and \( k \)-SUM are so similar that perhaps one could simply run the \( k \)-SUM algorithm on the SIS instance. Unfortunately, this fails. For a \( k \)-SUM solution to exist, \( m \) has to be at least roughly \( Q^{1/k} = q^{\Omega(n/k)} \). But, this could only possibly give us an approximate SIVP algorithm that runs in time \( n^{\Omega(n/k)} \) (where we are most interested in constant \( k \)), since the reduction from SIVP has to at least write down the \( m \) samples. This is a meaningless outcome since, as we discussed before, there are algorithms for approximate SIVP that run in time \( 2^{O(n)} \).

Fortunately, ideas from the BKW algorithm [12] for subset sum (and the closely related algorithm from [36] for \( k \)-SUM) come to our rescue. We will start with SIS modulo \( Q = q^L \) for some \( q \) and \( L \) that we will choose later. ([18] showed that worst-case to average-case reductions work for any sufficiently large \( Q \), including \( Q = q^L \).)

The BKW algorithm iteratively produces subsets that sum to 0 modulo \( q^i \) for \( i = 1, \ldots, L \), finally producing SIS solutions modulo \( Q \). To begin with, observe that for a \( k \)-subset-sum to exist modulo \( q \), it suffices that \( m \approx q^{1/k} \ll Q^{1/k} \), potentially getting us out of the conundrum from before. In particular, we will set \( q \approx 2^{n \log k} \), \( L \approx \log n / \log k \), therefore \( Q = q^L \approx n^n \) as needed. We will also set \( m \approx q^{2 \log k} \approx 2^{n^2} \) for a large enough \( \epsilon \) so that solutions exist (since \( m^k \gg q \)). Furthermore, a hypothetical \( k \)-SUM algorithm mod \( q \) that performs better than BKW/Wagner – that is, runs in time \( q^{o(1/\log k)} = 2^{o(n)} \) – is potentially useful to us.

With this ray of optimism, let us assume that we can run the \( k \)-SUM algorithm many times to get several, \( m \) many, subsets \( S_j \) that sum to 0 modulo \( q \). (We will return to, and remove, this unrealistic assumption soon.) That is,

\[
b_j := \sum_{i \in S_j} a_i = 0 \quad (\text{mod } q)
\]

The BKW/Wagner approach would then be to use the \((b_1, \ldots, b_m)\) to generate \((c_1, \ldots, c_m)\) that are 0 (mod \( q^2 \)), and so on. Note that \( c_i \) are a linear combination of \( a_1, \ldots, a_m \) with weight \( k^2 \). At the end of the iterations, we will obtain at least one linear combination of \((a_1, \ldots, a_m)\) of weight \( \beta = k^L \) that sums to 0 modulo \( q^L = Q \), solving SIS. (We also need to make sure that this is a non-zero linear combination, which follows since the coefficients of all intermediate linear combinations are positive.)

This would finish the reduction, except that we need to remove our unrealistic assumption that we can use the \( k \)-SUM oracle to get many \( k \)-subsets of \((a_1, \ldots, a_m)\) that sum to 0. For one, the assumption is unrealistic because if we feed the \( k \)-SUM oracle with the same \((a_1, \ldots, a_m)\) (mod \( q \)) twice, we will likely get the same \( k \)-SUM solution. On the other hand, using a fresh random instance for every invocation of the \( k \)-SUM oracle will require \( m \) to be too large (essentially returning to the trivial idea above). A natural idea is to observe that each \( k \)-SUM solution touches a very small part of the instance. Therefore, one could hope to first receive a \( k \)-SUM \( a_{i_1} + \ldots + a_{i_k} \) from the oracle, and in the next iteration, use as input \( \{a_1, \ldots, a_m\} \setminus \{a_{i_1}, \ldots, a_{i_k}\} \), which is nearly as large as the original set. Unfortunately, continuing like this cannot work in general. The distributions of the successive instances that we feed to the oracle will no longer be uniform, and even worse, the oracle itself can choose which elements to remove from our set. A malicious oracle could therefore prevent us from obtaining many \( k \)-SUMs in this way, even if the oracle has high success probability on uniform input. (One can even imagine that the fastest algorithm for \( k \)-SUM would actually yield such a malicious oracle. E.g., if an algorithm has a “preference” for some types of \( k \)-SUMs over others, then running the algorithm repeatedly in this way could eventually deplete the input of such \( k \)-SUMs, causing the algorithm to fail.)
Instead, our key idea is rather simple, namely to resort to (re)randomization. Given an instance \((a_1, \ldots, a_m) \in \mathbb{Z}_q^m\), we compute many random subset sums to generate \((a'_1, \ldots, a'_m) \in \mathbb{Z}_q^m\). That is, we choose \(k\)-subsets \(T'_i \subseteq [m]\) and let
\[
a'_i = \sum_{j \in T'_i} a_j \pmod{q}
\]
Since \(q \gg m^{1/k}\), the leftover hash lemma [24] tells us that the \(a'_i\) are (statistically close to) uniformly random mod \(q\). Furthermore, a \(k\)-subset sum of \((a'_1, \ldots, a'_m)\) will give us a \(k^2\)-subset sum of \((a_1, \ldots, a_m)\) that sums to 0 (mod \(q\)). To obtain a new subset sum of \((a_1, \ldots, a_m)\), simply run this process again choosing fresh subsets \(T''_i\) to generate \((a''_1, \ldots, a''_m)\); and so on. Eventually, this will give us a \(\beta = k^2L\) weight solution to SIS, which is a quadratic factor worse than before, but good enough for us. (We are glossing over an important technical detail here, which is how we ensure that the resulting subset sums yield uniformly random independent elements in \(q\mathbb{Z}/q^2\mathbb{Z}\).)

To finish the analysis of the reduction, observe that it calls the \(k\)-SUM oracle \(\approx mL\) times. Assuming the oracle runs in time \(q^{o(1/\log k)}\), this gives us a \(2^{o(n)}\)-time algorithm for approximate SIVP. The approximation factor is \(\tilde{O}(\sqrt{n \log m} \cdot \beta) \approx n^{3}\). (In the sequel, we achieve \(n^{1+o(1)}\) by a careful choice of parameters.)

Interestingly, our reduction re-imagines the BKW/Wagner algorithm as a reduction from the SIS problem to \(k\)-SUM, where the original algorithm is achieved (in retrospect) by plugging in the trivial algorithm for \(2\)-SUM. Of course, the algorithm is much simpler than the reduction (in particular, there is no need for re-randomization) since we don’t need to account for “malicious” \(k\)-SUM solvers. Our main technical contribution can therefore be viewed as making the ideas from the BKW/Wagner algorithm (ideas which are now ubiquitous in the study of algorithms for subset sum and lattice problems) work as a reduction – i.e., with an arbitrary average-case \(k\)-SUM oracle.

1.3 Open Problems and Future Directions

Our work introduces the powerful toolkit of lattice problems into the field of average-case fine-grained complexity, and raises several natural directions for further research.

First is the question of whether a result analogous to what we show holds in the sparse/planted regime as well. A possible theorem here would rule out an \(m^{o(k)}\)-time algorithm for \(k\)-SUM, assuming the hardness of lattice problems. To the best of our knowledge, in the sparse/planted regime it is not known whether the average-case problem is easier than the worst-case problem as in the dense regime.

Second is the question of whether we can obtain average-case hardness of \(k\)-SUM for concrete small constants \(k\), perhaps even \(k = 3\). Our hardness result is asymptotic in \(k\).

Third is the question of whether we can show the average-case hardness of natural distributions over combinatorial and computational-geometric problems, given their connection to \(k\)-SUM. In this vein, we show a simple reduction to (perhaps not the most natural distribution on) the \((Q, m, d)\)-plane problem in Appendix A, but we believe much more can be said. More generally, now that we have shown average-case hardness of \(k\)-SUM, it is natural to try to reduce average-case \(k\)-SUM to other natural average-case problems.

1.4 Other Related Works

There are now quite a few works that study average-case fine-grained hardness of problems in \(P\). We mention a few. First, Ball, Rosen, Sabin, and Vasudevan [9] showed a reduction from SAT to an (average-case) variant of the orthogonal vectors problem. They demonstrated that sub-quadratic algorithms for their problem would refute SETH.
There is also a sequence of works on the average-case hardness of counting $k$-cliques. The work of Goldreich and Rothblum [20, 21] shows worst-case to average-case self-reductions for the problem of counting $k$-cliques (and other problems in $P$). Boix-Adserà, Brennan, and Bresler proved the same result for $G_{n,p}$ [13], and Hirahara and Shimizu recently showed that it is even hard to count the number of $k$-cliques with even a small probability of success [22]. In contrast, our reductions go from the worst-case of one problem (SIVP) to the average-case of another ($k$-SUM). We find it a fascinating problem to show a worst-case to average-case self-reduction for $k$-SUM.

Dalirrooyfard, Lincoln, and Vassilevska Williams [15] recently proved fine-grained average-case hardness for many different problems in $P$ under various complexity-theoretic assumptions. In particular, they show fine-grained average-case hardness of counting the number of solutions of a non-standard factored variant of $k$-SUM under well-studied fine-grained hardness assumptions. In contrast, we show fine-grained average-case hardness of the standard search $k$-SUM problem under an assumption that is well-studied in the lattice community but perhaps not previously considered in the fine-grained complexity world. So, our conclusion is more natural – both because it works for a search problem rather than a counting problem and because it works with the standard notion of $k$-SUM rather than a factored variant – but we rely on a less-standard assumption.

For the lattice expert, we remark that if one unwraps our reduction from SIVP to SIS and then to $k$-SUM, we obtain a structure that is superficially similar to [30]. However, in their setting, they do not need to reuse samples and therefore do not need the re-randomization technique, which is the key new idea in this work.

More generally, there are many works that use BKW/Wagner-style techniques together with a specific solver for $k$-SUM or subset sum to solve various lattice problems. (See, for example, [20, 30, 26].) In contrast, we show a generic reduction from SIVP to average-case $k$-SUM that can be instantiated with any average-case $k$-SUM oracle.

## 1.5 Organization of the Paper

Section 3 describes the modular variant of $k$-SUM as well as the standard $k$-SUM (over the integers), shows their totality on average, and reductions between them. For completeness, we describe the BKW/Wagner algorithm in Section 4. We remark that while the standard descriptions of the algorithm refer to finite groups, we need one additional trick (namely, Lemma 15) to obtain the algorithm over the integers. Finally, our main result, the worst-case to average-case reduction is described in Section 5. The connection to computational geometry is provided in Appendix A.

## 2 Preliminaries

We write $\log$ for the logarithm base two and $\ln$ for the natural logarithm. We write $\binom{m}{k} := \frac{m!}{(m-k)!k!}$ for the binomial coefficient.

### 2.1 Probability

We make little to no distinction between random variables and their associated distributions.

For two random variables $X, Y$ over some set $S$, we write $\Delta(X, Y) := \sum_{z \in S} |\Pr[X = z] - \Pr[Y = z]|$ for the statistical distance between $X$ and $Y$. For a finite set $S$, we write $U_S$ for the uniform distribution over $S$. 
Recall that a set of functions $\mathcal{H} \subseteq \{h : X \to Y\}$ is a universal family of hash functions from $X$ to $Y$ if for any distinct $x, x' \in X$
\[ Pr_{h \sim \mathcal{H}}[h(x) = h(x')] \leq 1/|Y|. \]

**Lemma 1** (Leftover hash lemma, [24]). If $\mathcal{H}$ is a universal family of hash functions from $X$ to $Y$, then
\[ Pr[\Delta(h(U_X), U_Y) \geq \beta] \leq \beta, \]
where the probability is over a random choice of $h \sim \mathcal{H}$ and $\beta := (|Y|/|X|)^{1/4}$.

**Lemma 2.** For any positive integers $Q, m$, let $\mathcal{H}$ be the family of hash functions from $\{0, 1\}^m$ to $\mathbb{Z}_Q$ given by $h_a(x) = \langle a, x \rangle \mod Q$ for all $a \in \mathbb{Z}_Q^m$. Then, $\mathcal{H}$ is a universal family of hash functions.

*Proof.* Let $x, y \in \{0, 1\}^m$ be distinct vectors, and suppose without loss of generality that $x_1 = 1$ and $y_1 = 0$. We write $a' \in \mathbb{Z}_Q^{m-1}$ for the vector obtained by removing the first coordinate from $a$ and $a_1$ for the first coordinate itself. Similarly, we write $a', y' \in \{0, 1\}^{m-1}$ for the vectors $x, y$ with their first coordinate removed. Then,
\[ Pr[(a, x) = (a, y) \mod Q] = Pr[(a', x') + a_1 = \langle a', y' \rangle \mod Q] = Pr[a_1 = \langle a', y' - x' \rangle \mod Q] = 1/Q, \]
where the probability is over the random choice of $a \in \mathbb{Z}_Q^m$. The last equality follows from the fact that $a_1 \in \mathbb{Z}_Q$ is uniformly random and independent of $a'$.

**Corollary 3.** For any positive integers $Q, m$ and any subset $X \subseteq \{0, 1\}^m$,
\[ Pr_{a \sim \mathbb{Z}_Q^m} [\Delta(\langle a, U_X \rangle \mod Q, U_{\mathbb{Z}_Q}) \geq \beta] \leq \beta, \]
where $\beta := (Q/|X|)^{1/4}$.

**Corollary 4.** Let $a := (a_1, \ldots, a_M) \in \mathbb{Z}_Q^M$ be sampled uniformly at random, and let $S_1, \ldots, S_M \subset [M]$ be sampled independently and uniformly at random with $|S_i| = t$. Let $c_i := \sum_{j \in S_i} a_j \mod Q$. Then, $(a, c) := (a_1, \ldots, a_M, c_1, \ldots, c_M)$ is within statistical distance $\delta$ of a uniformly random element in $\mathbb{Z}_Q^{M+M'}$, where
\[ \delta := (M' + 1) \cdot Q^{1/4} \cdot \left( \frac{M}{t} \right)^{-1/4} \leq (M' + 1) \cdot \left( \frac{Q^{t}}{M^t} \right)^{1/4}. \]

*Proof.* Let $X_t := \{x \in \{0, 1\}^M : \|x\|_1 = t\}$, and notice that $|X_t| = \binom{M}{t}$. Call $a$ good if $\Delta(\langle a, U_{X_t} \rangle \mod Q, U_{\mathbb{Z}_Q}) \leq \beta := Q^{1/4}/|X_t|^{1/4}$. From Corollary 3, we see that $A$ is good except with probability at most $\beta$.

Finally, notice that the $c_i$ are distributed exactly as independent samples from $\langle a, U_{X_t} \rangle$. Therefore, if $a$ is good, each of the $c_i$ is within statistical distance $\beta$ of an independent uniform sample. The result then follows from the union bound. 

\[ \square \]
2.2 Hitting probabilities

► **Definition 5.** For \( a := (a_1, \ldots, a_M) \in \mathbb{Z}_Q^M \), \( c := (c_1, \ldots, c_{M'}) \in \mathbb{Z}_{Q'}^M \), \( I \subset [M] \), \( J \subset [M'] \), and a positive integer \( t \), the \( t \)-hitting probability of \( a \), \( c \), \( I \), and \( J \) is defined as follows. For each \( j \in J \), sample \( a_j \) uniformly random \( \tilde{a}_j \in \binom{[M]}{t} \) with \( \sum_{i \in \tilde{a}_j} a_i = c_j \). (If no such \( \tilde{a}_j \) exists, then we define the hitting probability to be 1.) The hitting probability is then

\[
p_{a,c,I,J,t} := \Pr[\exists j,j' \in J \text{ such that } S_j \cap I \neq \emptyset \text{ or } S_j \cap S_{j'} \neq \emptyset] .
\]

► **Lemma 6.** For any positive integers \( Q, M, t \) and \( 0 < \varepsilon < 1 \),

\[
\Pr_{a \sim \mathbb{Z}_Q^M, x \sim \mathbb{Z}_Q} \left[ p_{a,c,t} \geq \frac{1 + \varepsilon}{1 - \varepsilon} \cdot \frac{t}{M} \right] \leq \frac{4Q^{1/4}}{\varepsilon \cdot \binom{M-1}{t-1}^{1/4}} ,
\]

where

\[
p_{a,c,t} := p_{a,c,I,J,t} .
\]

**Proof.** We have

\[
p_{a,c,t} = \Pr_{x \sim X_t} \left[ x_1 = 1 \mid \langle a, x \rangle = c \mod Q \right] ,
\]

where \( X_t := \{ x \in \{0,1\}^M : \|x\|_1 = t \} \). Therefore,

\[
p_{a,c,t} = \Pr_{x \sim X_t} \left[ x_1 = 1 \right] \cdot \Pr_{x \sim X_t} \left[ \langle a, x \rangle = c \mod Q \mid x_1 = 1 \right] / \Pr_{x \sim X_t} \left[ \langle a, x \rangle = c \mod Q \right]
\]

\[
= \frac{t}{M} \cdot \Pr_{x' \sim X'_{t-1}} \left[ \langle a_{-1}, x' \rangle = c - a_1 \mod Q \right] / \Pr_{x \sim X_t} \left[ \langle a, x \rangle = c \mod Q \right] ,
\]

where \( a_{-1} \) is \( a \) with its first coordinate removed and \( X'_{t-1} := \{ x \in \{0,1\}^{M-1} : \|x\|_1 = t-1 \} \).

So, let

\[
p_{a,c} := \Pr_{x \sim X_t} \left[ \langle a, x \rangle = c \mod Q \right] ,
\]

and

\[
p'_{a,c} := \Pr_{x' \sim X'_{t-1}} \left[ \langle a_{-1}, x' \rangle = c - a_1 \mod Q \right] .
\]

As in the proof of Corollary 4, we see that

\[
\sum_{c \in \mathbb{Z}_Q} |p_{a,c} - 1/Q| = \Delta(\langle a, U_{X_t} \rangle \mod Q, U_{\mathbb{Z}_Q}) \leq Q^{1/4} / \binom{M}{t}^{1/4} \quad (1)
\]

except with probability at most \( Q^{1/4} / \binom{M}{t}^{1/4} \) over \( a \). Similarly,

\[
\sum_{c \in \mathbb{Z}_Q} |p'_{a,c} - 1/Q| = \Delta(\langle a_{-1}, U_{X'_{t-1}} \rangle \mod Q, U_{\mathbb{Z}_Q}) \leq Q^{1/4} / \binom{M-1}{t-1}^{1/4} \quad (2)
\]

except with probability at most \( Q^{1/4} / \binom{M-1}{t-1}^{1/4} \) over \( a \).

So, suppose that \( a \) satisfies Eq. (1) and Eq. (2). Then, by Markov’s inequality,

\[
\Pr_{c \in \mathbb{Z}_Q} \left[ p_{a,c} \geq (1 - \varepsilon)/Q \right] \leq \frac{Q^{1/4}}{\varepsilon \cdot \binom{M}{t}^{1/4}}
\]
for any $0 < \varepsilon < 1$, and similarly,
\[
\Pr_{c \in \mathbb{Z}_Q} [p_{a,c} \leq (1 + r)/Q] \leq \frac{Q^{1/4}}{\varepsilon \cdot (M-1)^{1/4}}.
\]
Therefore, for such $a$, 
\[
\Pr [p_{a,c,t} \geq (1 + \varepsilon) t/((1 - \varepsilon) M)] \leq \frac{2Q^{1/4}}{\varepsilon \cdot (M-1)^{1/4}}.
\]
The result then follows by union bound. ▶

By repeated applications of union bound, we derive the following corollary.

**Corollary 7.** For any positive integers $Q, M, M', t, v, v'$ and $0 < \varepsilon < 1$, let $a \sim \mathbb{Z}_M^Q$ and $c \sim \mathbb{Z}_{M'}^Q$ be sampled uniformly at random. Then,
\[
p_{a,c,I,J,t} \leq (v + tv') \cdot v' \cdot \frac{1 + \varepsilon}{1 - \varepsilon} \cdot \frac{t}{M}
\]
for all $I \in \binom{[M]}{\leq v}$, $J \in \binom{[M']}{\leq v'}$ except with probability at most
\[
4MM' \cdot \frac{Q^{1/4}}{\varepsilon \cdot (M-1)^{1/4}}.
\]

**Proof.** Let $\eta := \max_{i,j} p_{a,c,{i}, {j}, t}$. By union bound, for any set $I$, we have
\[
p_{a,c,I,J,t} \leq \sum_{i \in I} p_{a,c,{i}, {j}, t} \leq |I| \cdot \eta.
\]
Fix some set $J$. Let $S_j$ be as in the definition of the hitting probability, and let $I_{-j} := I \cup \bigcup_{j' \in J \setminus \{j\}} S_{j'}$. Notice that $|I_{-j}| \leq |I| + t|J|$. Then,
\[
p_{a,c,I,J,t} \leq \sum_{j \in J} p_{a,c,I_{-j}, {j}, t} \leq (|I| + t|J|) \cdot |J| \cdot \eta.
\]
Finally, by union bound and Lemma 6, we have
\[
\eta \leq \frac{1 + \varepsilon}{1 - \varepsilon} \cdot \frac{r}{M}
\]
extcept with probability at most
\[
4MM' \cdot \frac{Q^{1/4}}{\varepsilon \cdot (M-1)^{1/4}}.
\]
The result follows. ▶

### 2.3 Lattices and Lattice Problems

**Definition 8 (Shortest Independent Vectors Problem).** For an approximation factor $\gamma := \gamma(n) \geq 1$, $\gamma$-SIVP is the search problem defined as follows. Given a lattice $\mathcal{L} \subset \mathbb{R}^n$, output $n$ linearly independent lattice vectors which all have length at most $\gamma(n)$ times the minimum possible, $\lambda_n(\mathcal{L})$. 

\[\varepsilon \cdot (M-1)^{1/4}\].
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**Definition 9 (Short Integer Solutions).** For integers $m, Q, \beta$, the (average-case) short integer solutions problem SIS$(m, Q, \beta)$ is defined by $m$ integers $a_1, \ldots, a_m$ drawn uniformly at random and independently from $\mathbb{Z}_Q$, and the goal is to come up with a non-zero vector $x = (x_1, \ldots, x_m)$ where

$$\sum_{i \in [m]} x_i a_i \equiv 0 \pmod{Q} \quad \text{and} \quad ||x||_1 := \sum_{i=1}^m |x_i| \leq \alpha$$

Following the seminal work of Ajtai [5], there have been several works that show how to solve the worst-case $\gamma$-SIVP problem given an algorithm for the average-case SIS problem. We will use the most recent one due to Gama et al. [18] (specialized to the case of cyclic groups for simplicity).

**Theorem 10 (Worst-Case to Average-Case Reduction for SIS [31, 18]).** Let $n, Q, \beta \in \mathbb{N}$ where $Q = (\beta n)^{(n)}$. If there is an algorithm for the average-case SIS problem SIS$(m, Q, \beta)$ over $\mathbb{Z}_Q$ that runs in time $T$, then there is an $(m + T) \cdot \text{poly}(n)$-time algorithm for worst-case $\tilde{O}(\sqrt{n \log m} \cdot \beta)$-SIVP on any $n$-dimensional lattice $L$.

### 3 Variants of Average-case $k$-SUM: Totality and Reductions

We define two variants of average-case $k$-SUM, one over the integers (which is the standard version of $k$-SUM) and one over the finite group $\mathbb{Z}_Q$ of integers modulo $Q$. We show that the hardness of the two problems is tied together, which will allow us to use the modular version for our results down the line.

**Definition 11 (Average-case $k$-SUM).** For positive integers $m, k \geq 2$ and $u \geq 1$, the average-case $k$-SUM$(u, m)$ problem is the search problem defined as follows. The input is $a_1, \ldots, a_m \in [-u, u]$ chosen uniformly and independently at random, and the goal is to find $k$ distinct indices $i_1, \ldots, i_k$ such that $a_{i_1}, \ldots, a_{i_k}$ with $a_{i_1} + \cdots + a_{i_k} = 0$.

We define the modular version of the problem where the instance consists of numbers chosen at random from the finite additive group $\mathbb{Z}_Q$ of numbers modulo $Q$. This will appear as an intermediate problem in our algorithm in Section 4 and our worst-case to average-case reduction in Section 5.

**Definition 12 (Average-case Modular $k$-SUM).** For integers $m, k \geq 2$ and integer modulus $Q \geq 2$, the average-case $k$-SUM$(\mathbb{Z}_Q, m)$ problem is the search problem defined as follows. The input is $a_1, \ldots, a_m \sim \mathbb{Z}_Q$ chosen uniformly and independently at random, and the goal is to find $k$ distinct indices $i_1, \ldots, i_k$ such that $a_{i_1}, \ldots, a_{i_k}$ with $a_{i_1} + \cdots + a_{i_k} = 0 \pmod{Q}$.

We highlight the distinction in our notation for the two problems. The former (non-modular version) is denoted $k$-SUM$(u, m)$ (the first parameter is the bound $u$ on the absolute value of the elements), whereas the latter is denoted $k$-SUM$(\mathbb{Z}_Q, m)$ (the first parameter indicates the group on which the problem is defined). The second parameter always refers to the number of elements in the instance.

We now show that the modular problem is total when $\binom{m}{k} \gtrsim Q$ and is unlikely to have a solution when $\binom{m}{k} \lesssim Q$.

**Lemma 13.** If $a_1, \ldots, a_m \sim \mathbb{Z}_Q$ are sampled uniformly at random, and $E_k$ is the event that there exist distinct indices $i_1, \ldots, i_k$ with $a_{i_1} + \cdots + a_{i_k} = 0 \pmod{Q}$, then

$$1 - \frac{Q}{\binom{m}{k}} \leq \Pr[E_k] \leq \frac{\binom{m}{k}}{Q}. $$
Proof. Notice that for fixed indices \(i_1, \ldots, i_k\), the probability that \(a_{i_1} + \cdots + a_{i_k} = 0\) is exactly \(1/Q\). The upper bound then follows from a union bound over all \(\binom{m}{k}\) \(k\)-tuples of indices. Furthermore, notice that \(i_1, \ldots, i_k\) and \(j_1, \ldots, j_k\), the event that \(a_{j_1} + \cdots + a_{j_k} = 0 \pmod{Q}\) is independent of the event that \(a_{i_1} + \cdots + a_{i_k} = 0 \pmod{Q}\) as long as \(\{i_1, \ldots, i_k\} \neq \{j_1, \ldots, j_k\}\). The lower bound then follows from Chebyshev’s inequality.

Lemma 14. If \(a_1, \ldots, a_m \sim [-u, u]\) are sampled uniformly at random, and \(E_k\) is the event that there exist distinct indices \(i_1, \ldots, i_k\) with \(a_{i_1} + \cdots + a_{i_k} = 0\), then

\[
1 - e^{-\alpha} \leq \Pr[E_k] \leq \left(\frac{m}{k}\right)/(2u + 1),
\]

where

\[
\alpha := \frac{1}{4k + 2} \cdot \left[\frac{m}{k(20u + 10)^{1/k}}\right] \approx m/(k^2 u^{1/k}).
\]

Proof. The upper bound follows immediately from the upper bound in Lemma 13 together with the observation that elements that sum to zero over the integers must sum to zero modulo \(Q := 2u + 1\) as well.

Let \(m' := k(10Q)^{1/k}\). Let \(E'_k\) be the event that there exist distinct indices \(i_1, \ldots, i_k \leq m'\) with \(a_{i_1} + \cdots + a_{i_k} = 0\). Notice that

\[
\Pr[E_k] \geq 1 - (1 - \Pr[E'_k])^{m/m'} \geq 1 - \exp(-[m/m'] \Pr[E'_k]).
\]

So, it suffices to show that

\[
\Pr[E'_k] \geq \frac{1 - Q/\binom{m'}{k}}{2k + 1} \geq \frac{1}{4k + 2}.
\]

By Lemma 13, we know that with probability at least \(1 - Q/\binom{m'}{k}\), there exists a \(k\)-SUM that sums to zero modulo \(Q\) in the first \(m'\) elements. I.e., \(a_{i_1} + \cdots + a_{i_k} = \ell Q\) for some \(\ell \in \{-k, -k + 1, \ldots, k - 1, k\}\) and \(i_1, \ldots, i_k \leq m'\). We wish to argue that \(\ell = 0\) is at least as likely as \(\ell = \ell\) for any \(i\).

Let \(p(k', s) := \Pr[a_{i_1} + \cdots + a_{i_k} = s]\) for integers \(k', s\). Notice that for \(s \geq 0\), we have

\[
p(k' + 1, s) - p(k', s + 1) = (p(k', -(s + u)) - p(k', s + u + 1))/(2u + 1)
\]

\[
= (p(k', s + u) - p(k', s + u + 1))/(2u + 1).
\]

It then follows from a simple induction argument that \(p(k, s + 1) \leq p(k, s)\). In particular, \(p(k, \ell Q) \leq p(k, 0)\) for any \(\ell\). Therefore, letting \(E'_{k, Q}\) be the event that the first \(m'\) elements contain a \(k\)-SUM modulo \(Q\), we have

\[
\Pr[E'_k] \geq \Pr[E'_{k, Q}] \cdot \Pr[a_{i_1} + \cdots + a_{i_k} = 0 \mid a_{i_1} + \cdots + a_{i_k} = 0 \pmod{Q}]
\]

\[
\geq \frac{\Pr[E'_{k, Q}]}{2k + 1}.
\]

Finally, by Lemma 13, we have

\[
\Pr[E'_{k, Q}] \geq 1 - Q/\binom{m'}{k} \geq 1/2,
\]

as needed.
### 3.1 From $k$-SUM to Modular $k$-SUM and Back

We first show that an algorithm for the modular $k$-SUM problem gives us an algorithm for the $k$-SUM problem. A consequence of this is that when we describe the algorithm for $k$-SUM in Section 4, we will focus on the modular variant.

**Lemma 15.** Let $u$ be a positive integer and let $Q = 2u + 1$. If there is an algorithm for the $k$-SUM($\mathbb{Z}_Q, m$) that runs in time $T$ and succeeds with probability $p$, then there is an algorithm for $2k$-SUM($u, 2m$) that runs in time $O(T)$ and succeeds with probability at least $p^2/k$.

**Proof.** Let $A$ be the purported algorithm for $k$-SUM($\mathbb{Z}_Q, m$). The algorithm for $2k$-SUM($u, 2m$) receives $2m$ integers $a_1, \ldots, a_{2m}$ in the range $[-u, u]$ and works as follows. We use the natural embedding to associate elements in $\mathbb{Z}_Q$ with elements in $[-u, u]$, so we may think of $a_1, \ldots, a_{2m}$ also as elements in $\mathbb{Z}_Q$ (simply by considering their coset modulo $Q$).

1. Run $A$ on $a_1, \ldots, a_m$ to obtain a $k$-subset $S_1$. If $A$ does not succeed, then fail.
2. Run $A$ on $-a_{m+1}, \ldots, -a_{2m}$ to obtain a $k$-subset $S_2$. If $A$ does not succeed, then fail.
3. If $\sum_{i \in S_1} a_i = -\sum_{i \in S_2} a_i$, output $S_1 \cup S_2$ as the $2k$-subset. Fail otherwise.

It is clear that the run-time is $O(T)$ and that if the algorithm does not fail then it indeed outputs a valid $2k$-sum. It suffices to bound the probability that the algorithm succeeds.

Since the first two steps run $A$ on independent and identically distributed input, we can deduce that the probability that both succeed is $p^2$, and in the case that both succeed, their output satisfies

$$\sum_{i \in S_1} a_i = \alpha_1 Q \quad \text{and} \quad \sum_{i \in S_2} a_i = \alpha_2 Q$$

for some integers $\alpha_1, \alpha_2 \in (-k/2, k/2)$, which are independent and identically distributed random variables. The probability that $\alpha_1 = \alpha_2$ is therefore at least $1/k$, since the collision probability of a random variable is bounded by the inverse of its support size. If this happens then $\sum_{i \in S_1} a_i = \sum_{i \in S_2} a_i$ and the algorithm succeeds. Thus, we conclude that our algorithm succeeds with probability at least $p^2/k$. $\blacksquare$

Finally, we show a proof in the other direction. Namely, that an algorithm for the $k$-SUM problem gives us an algorithm for the modular $k$-SUM problem. We will use this when we describe the worst-case to average-case reduction in Section 5.

**Lemma 16.** For $m \geq k \cdot u^{2/k}$, if there is an algorithm for $k$-SUM($u, m$) that runs in time $T$ and succeeds with probability $p$, then there is an algorithm for $k$-SUM($\mathbb{Z}_{2u+1}, m$) that runs in time $T$ and succeeds with probability $p$.

**Proof.** Let $A$ be the purported algorithm for $k$-SUM($u, m$). The algorithm for $k$-SUM($\mathbb{Z}_{2u+1}, m$) receives $m$ integers $a_1, \ldots, a_{2m} \in \mathbb{Z}_{2u+1}$ and works as follows.

As before, identify $\mathbb{Z}_{2u+1}$ with the interval $[-u, u]$ and run $A$ on $a_1, \ldots, a_m$. We can then simply output the resulting $k$-subset $S$. In particular, if $\sum_{i \in S} a_i = 0 \mod 2u + 1$.

Clearly, the success probability of the resulting algorithm is at least $p$, since the input to $A$ is distributed uniformly. $\blacksquare$
The $u^{O(1/\log k)}$-time Algorithm for Average-case $k$-SUM

In this section, we describe a variant of the Blum-Kalai-Wasserman algorithm [12] for the average-case $k$-SUM problem that runs in time $u^{O(1/\log k)}$.

Theorem 17. There is a $O(2^\ell q^2)$-time algorithm that solves average-case $2^\ell$-SUM($\mathbb{Z}_{q\ell}, m$) for $m = \Theta(2^\ell q^3)$.

Proof. On input $a_1, \ldots, a_m \in \mathbb{Z}_{q\ell}$ with $m := 1000\ell^2 q^2 2^\ell \log q = \tilde{O}(2^\ell q^3)$, the algorithm behaves as follows. Let $L_1 := \{a_1, \ldots, a_m\}$. For $i = 1, \ldots, \ell$, the algorithm groups the elements in $L_i$ according to their value modulo $q^i$. It then greedily groups them into $m_{i+1}$ disjoint points $(a, b)$ with $a + b = 0 \mod q^i$. It sets $L_{i+1}$ to be the list of sums of these pairs (and records the indices of the $2^\ell$ input elements that sum to $a + b$). If at any point the algorithm fails to find such pairs, it simply fails; otherwise, the algorithm outputs the pairs $(a, b)$ found in the last step.

The running time of the algorithm is clearly $O(\ell \log q \log m m)$ as claimed. To prove correctness, we need to show that at each step the algorithm is likely to succeed in populating the list $L_{i+1}$ with at least $m_i := (\ell^2 - i^2)/\ell^2 \cdot m/2^{i+1}$ elements, since clearly the algorithm outputs a valid $2^\ell$-SUM in this case.

Suppose that the algorithm succeeds up to the point where it populates $L_i$. Let $L_i = (b_1, \ldots, b_m)$, and $b'_i := (b_i/q^{i-1}) \mod q$, where the division by $q^{i-1}$ is possible because $b_i = 0 \mod q^{i-1}$ by assumption. Notice that the $b'_i$ are independent and uniformly random. For $j \in \mathbb{Z}_q$, let $c_j := |\{i : b'_i = j \mod q\}|$. Notice that the algorithm successfully populates $L_{i+1}$ if and only if

$$\sum_{j \in \mathbb{Z}_q} \min\{c_j, c_{-j}\}/2 \geq m_{i+1}.$$ 

By the Chernoff-Hoeffding bound, we have that

$$\Pr\left[c_j < m_i/q - 10\sqrt{m_i \log m_i}\right] \leq 1/m_i^2$$

It follows that

$$\sum_j \min\{c_j, c_{-j}\}/2 \geq q \min\{c_j\}/2 \geq m_i/2 - 5q\sqrt{m_i \log m_i} \geq m_{i+1}$$

except with probability at most $1/m_i$. By union bound, we see that the algorithm succeeds in populating every list except with probability at most $\sum 1/m_i \ll 1/10$, as needed.

Combining this with Lemma 15 (the reduction from $k$-SUM to modular $k$-SUM), we obtain the following corollary.

Corollary 18. For $u = (q^\ell - 1)/2$ for odd $q$ and $k = 2^{\ell+1}$, there is a $u^{O(1/\log k)}$-time algorithm for $k$-SUM($u, m$) for $m = u^{\Theta(1/\log k)}$.

From Worst-case Lattice Problems to Average-case $k$-SUM

In this section, we describe our main result, namely a worst-case to average-case reduction for $k$-SUM. We state the theorem below.
Theorem 19. Let \( k, m, u, n \) be positive integers, and \( 0 < \varepsilon < \varepsilon' \) where

\[
u = k^{2(1+\varepsilon')cn/\varepsilon'} \quad \text{and} \quad m = u^{\varepsilon/(2\log k)}
\]

for some universal constant \( c > 0 \). If there is an algorithm for average-case \( k \)-SUM\((u, m)\) that runs in time \( T_{k\text{SUM}} = T_{k\text{SUM}}(k, u, m) \), then there is an algorithm for the worst-case \( n^{1+\varepsilon'} \)-approximate shortest independent vectors problem (SIVP) that runs in time \( 2^{O(cn/\varepsilon' + \log n)} \cdot T_{k\text{SUM}} \).

When we say that a \( k \)-SUM algorithm succeeds, we mean that it outputs a \( k \)-subset of the input that sums to \( 0 \) with probability \( 1 - \delta \) for some tiny \( \delta \). This can be achieved starting from an algorithm that succeeds with (some small) probability \( p \) by repeating, at the expense of a multiplicative factor of \( 1/p \cdot \log(1/\delta) \) in the run-time. We ignore such issues for this exposition, and assume that the algorithm outputs a \( k \)-SUM with probability \( 1 - \delta \) for a tiny \( \delta \).

Before we proceed to the proof, a few remarks on the parameters of Theorem 19 are in order. First, note that the parameter settings imply that \( m^k \gg u \), therefore putting us in the total regime of parameters for \( k \)-SUM. Secondly, setting \( \varepsilon' = 100 \) (say), we get the following consequence: if there is a \( k \)-SUM algorithm that, on input \( m = u^{\varepsilon/(2\log k)} \) numbers, runs in time roughly \( m \), then we have an \( n^{101} \)-approximate SIVP algorithm that runs in time \( \approx 2^{cn} \).

Now, \( \varepsilon \) is the “knob” that one can turn to make the SIVP algorithm run faster, assuming a correspondingly fast \( k \)-SUM algorithm that works with a correspondingly smaller instance.

Proof. The theorem follows from the following observations:

1. First, by Theorem 10, there is a reduction from \( \tilde{O}(\sqrt{n \log m'} : \beta) \)-approximate SIVP to \( \text{SIS}(m', Q, \beta) \), where we take \( m' := [k^{10cn/(2\log k)}] \). The reduction produces \( \text{SIS} \) instances over \( \mathbb{Z}_Q \) where \( Q = (\beta n)^{cn} \) for some constant \( c \), and works as long as the \( \text{SIS} \) algorithm produces solutions of \( \ell_1 \) norm at most \( \beta \). If the \( \text{SIS} \) algorithm runs in time \( T_{3\text{IS}} = T_{3\text{IS}}(m', Q, \beta) \), the SIVP algorithm runs in time \( (m' + T_{3\text{IS}}) \cdot \text{poly}(n) \). We take \( \beta := n^{\varepsilon'} \).

2. Second, as our main technical contribution, we show in Lemma 20 how to reduce \( \text{SIS} \) to \( k \)-SUM. Note that Theorem 10 gives us the freedom to pick \( Q \), as long as it is sufficiently large. We will set \( Q = q^r \) where \( r = [\varepsilon\log n/(2\log k)] \) for a prime \( q \approx u \approx (\beta n)^{cn/r} \approx k^{2(1+\varepsilon')cn/\varepsilon'} \).

Now, Lemma 20 (with \( k = t \)) shows a reduction from \( \text{SIS}(m', Q, \beta) \) to \( 2k \)-SUM\((\mathbb{Z}_q, m)\) (provided that \( m' \gg q^{1/k}k^{4r/k}m^{4/k} \), which holds in this case). The reduction produces a \( \text{SIS} \) solution with \( \ell_1 \) norm bounded by \( k^{2r} \leq \beta \).

The running time of the resulting algorithm is

\[
rm'(m \cdot \text{poly}(k, \log q) + 10T_{3\text{SUM}}) \approx 2^{O(cn/\varepsilon' + \log n)} \cdot T_{k\text{SUM}}.
\]

Finally, by Lemma 16, we know that modular \( 2k \)-SUM over \( \mathbb{Z}_q \) can be reduced to \( k \)-SUM over the integers in the interval \([-u, u]\) for \( u \approx q \) with essentially no overhead.

This finishes the proof.

The following lemma shows our main reduction from \( \text{SIS} \) to \( k \)-SUM. In particular, taking \( k = t \), \( m' \gg (m'q)^{1/k} \cdot (10k)^{4r} \) (so that \( \delta \) is small), and \( m \gg q^{1/k} \) (so that \( k \)-SUM\((\mathbb{Z}_q, m)\) is total) gives a roughly \( rmnm' \)-time reduction from \( \text{SIS} \) over \( \mathbb{Z}_q \) to \( k \)-SUM over \( \mathbb{Z}_q \) with high success probability.
Lemma 20. Let $m, m', k, r, t$ be positive integers and $q > (tk)^r$ a prime, and let $Q = q^r$. If there is an algorithm that solves (average-case) $k$-SUM($Z_q, m$) in time $T$ with success probability $p$, then there is an algorithm that solves $SIS(m', Q, \beta)$ in time $r \cdot m'(m \cdot \poly(k, t, \log q) + 10T)/p$ with success probability at least $1 - \delta$ and produces a solution with $\ell_1$ norm $\beta \leq (tk)^r$, where

$$\delta := \frac{100rm(m')^2}{p} \cdot \left(\frac{q^{1/4}}{(m'/(10kt^{2r+1}))^{1/4}}\right).$$

Proof. At a high level, the idea is to run a variant of the Blum-Kalai-Wasserman [12] algorithm where in each iteration, we call a $k$-SUM oracle. In particular, on input $a_1, \ldots, a_{m'}$, the algorithm operates as follows.

- In the beginning of the $i$th iteration, the algorithm starts with a sequence of $m_i := [m'/(10t^2k^2)]^{1/2}$ numbers $a_{i,1}, \ldots, a_{i,m_i}$. The invariant is that $a_{i,j} = 0 \pmod{q^{i-1}}$ for all $j$. It then generates disjoint $S_{i,1}, \ldots, S_{i,m_i} \subseteq [m]$ such that $|S_{i,\ell}| \leq kt$ and $\sum_{j \in S_{i,\ell}} a_{i,j} = 0 \pmod{q}$, in a way that we will describe below.

As the base case, for $i = 1$, $a_{1,j} = a_j$, the input itself, and the invariant is vacuous.

- In the $i$th iteration, we apply the re-randomization lemma (Corollary 4), computing subsets of $t$ randomly chosen elements from $a_{i,1}, \ldots, a_{i,m_i}$, to generate $m_i^* := 10m/m_{i+1}/p$ numbers $c_{i,1}, \ldots, c_{i,m_i^*}$.

- Let $d_{i,j} = c_{i,j}/q^{i-1} \pmod{q}$. Note that this is well-defined because each $c_{i,j} = 0 \pmod{q^{i-1}}$.

- Divide the $d_{i,j}$ into $10|m_{i+1}/p|$ disjoint blocks of $m$ elements each, set $\ell = 1$. For each block, feed the block to the $k$-SUM algorithm to obtain $d_{i,j_1}, \ldots, d_{i,j_k}$. This yields corresponding subsets $S_{i,1}^*, \ldots, S_{i,k}^* \subset \{1, \ldots, m_i\}^{1/2}$ such that $\sum_{j \in S_{i,\ell}} a_{i,j} \pmod{q}$ and the sets $S_{i,1}, \ldots, S_{i,k}, \ldots, S_{i,\ell-1}$ are pairwise disjoint, then set $S_{i,\ell} := S_{i,\ell}^* \cup S_{i,\ell}^*$ and increment $\ell$.

- If $\ell \leq m_{i+1}$, the algorithm fails. Otherwise, take $a_{i+1,\ell} := \sum_{j \in S_{i,\ell}} a_{i,j}$ for $\ell = 1, \ldots, m_{i+1}$.

- At the end of the $r$th iteration we obtain a $(kt)^r$-subset of the $a_1, \ldots, a_{m^r}$ that sums to $0 \mod{Q}$.

We now analyze the correctness, run-time and the quality of output of this reduction.

The reduction calls the $k$-SUM oracle $\sum m_i^*/m \leq 20rm'/p$ times. The rest of the operations take $rnm'\cdot \poly(k, t, \log q)/p$ time for a total of $r \cdot m'(m \cdot \poly(k, t, \log q) + 10T)/p$ time, as claimed. Furthermore, the $\ell_1$ norm of the solution is $\beta \leq (tk)^r$, as claimed.

Finally, we show that the algorithm succeeds with the claimed probability. Since the sets $S_{i,\ell}$ are disjoint and do not depend on $a_{i,j} - (a_{i,j} \pmod{q^i})$, it follows from a simple induction argument that at each step the $a_{i,j}$ are uniformly random and independent elements from $q^{i-1}Z/q^iZ$. Therefore, by Corollary 4, the statistical distance of the collection of all $d_{i,j}$ (for a given $i$) from uniformly random variables that are independent of the $a_{i,j}$ is $\delta_i \leq (m_i^* + 1) \cdot (\frac{q^i}{m_i^*})^{1/4}$. In total, the statistical distance of all samples from uniform is then at most $\sum \delta_i < \delta/3$ for our choice of parameters. So, up to statistical distance $\delta/3$, we can treat the $d_{i,j}$ as uniformly random and independent elements.

It remains to show that, assuming that the $d_{i,j}$ are uniformly random and independent, then we will find disjoint sets $S_{i,1}, \ldots, S_{i,m_i+1}$ with $\sum_{j \in S_{i,\ell}} a_{i,j} = 0 \pmod{q}$ at each step except with probability at most $2\delta/3$. Let $b_i := (a_{i,1}/q^{i-1} \pmod{q}, \ldots, a_{i,m_i}/q^{i-1} \pmod{q})$. By Corollary 7, we have

$$p_{b_i, d_{i,1,\ell,\ell}} \leq 10^2 k^2 m_{i+1}/m_i \leq 1/2.$$
for all $I \in \binom{[m_i]}{2}$ and $J \in \binom{[m_i]}{3}$ except with probability at most $10m_im_i^4q^{1/4}/(m_i-1)^{1/4} < \delta/3$ for $i := tkm_{i+1} \geq |T|$, $i' := k$, and $\varepsilon := 1/2$.

So, suppose this holds. Notice that $\Pr[d_{i,j_1} + \cdots + d_{i,j_k} = 0 \pmod{q}] = p$ by definition. And, conditioned on $d_{i,j_1}, \ldots, d_{i,j_k}$, the $S_x^*$ are independent and uniformly random subject to the constraint that $\sum_{j \in S_x^*} a_{i,j} = d_{i,j_x} \pmod{q}$. Therefore, the probability that $S_1^*, \ldots, S_{k-1}^*, I := S_1^* \cup \cdots \cup S_{{k-1}}^*$ are pairwise disjoint in this case is exactly

$$pb_{i',j_1,J,t} \leq 1/2,$$

where $J := \{j_1, \ldots, j_k\}$. So, each time we call the oracle, we increment $\ell$ with probability at least $p/2$. It follows from the Chernoff-Hoeffding bound that we increment $\ell$ at least $m_{i+1}$ times except with probability at most $e^{-m_{i+1}/100} \ll \delta/3$.

Putting everything together, we see that the algorithm fails with probability at most $\delta$, as claimed. □
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Here, we show that one of the main results in [16, 17] can be extended meaningfully to our setting, i.e., to the case of search k-sum over \( \mathbb{Z}_Q \) with \((m) \gg Q\). (In [16, 17], Gajentaan and Overmars only considered decisional 3-SUM.) Specifically, we will reduce the following problem to k-SUM in this regime.

**Definition 21.** For \( d \geq 1 \) and \( Q,m \geq 2 \) with \( Q \) prime, the \((Q,m,d)\)-Plane problem is the following search problem. The input is \( a_1, \ldots, a_m \in \mathbb{Z}_Q^{d+1} \). The goal is to find distinct \( a_{i_1}, \ldots, a_{i_{d+2}} \) such that \( a_{i_1} + \cdots + a_{i_{d+2}} \) can be written as a linear combination of \( a_{i_1}, \ldots, a_{i_{d+2}} \) over \( \mathbb{Z}_Q \). (In other words, \( a_{i_{d+1}} - a_{i_{d+2}} \) can be written as a linear combination of \( a_{i_1}, \ldots, a_{i_{d+2}} \) over \( \mathbb{Z}_Q \).)

**Lemma 22.** For \( d \geq 1 \) and \( Q,m \geq 2 \) with \( Q \) prime, there is a reduction from \((d+2)\)-SUM(\( \mathbb{Z}_Q,m \)) to \((Q,m,d)\)-Plane.

**Proof.** Let \( f_d : \mathbb{Z}_Q \to \mathbb{Z}_Q^{d+1} \) be the map \( f_d(a) := (a,a^2,a^3,\ldots,a^d,a^{d+2}) \). E.g., \( f_1(a) = (a,a^2) \), \( f_2(a) = (a,a^2,a^3,a^4) \), etc. On input \( a_1, \ldots, a_m \in \mathbb{Z}_Q \), the reduction simply calls its \((Q,m,d)\)-Plane oracle on \( f_d(a_1), \ldots, f_d(a_m) \in \mathbb{F}_Q^{d+1} \), receiving as output distinct indices \( i_1, \ldots, i_{d+2} \) such that \( f_d(a_{i_1}), \ldots, f_d(a_{i_{d+2}}) \) lie in a \( d \)-dimensional affine hyperplane (assuming that such indices exist). The reduction simply outputs these indices, i.e., it claims that \( a_{i_1} + \cdots + a_{i_{d+2}} = 0 \mod Q \).

Notice that \( d+2 \) points \( b_1, \ldots, b_{d+2} \in \mathbb{Z}_Q^{d+1} \) lie in a \( d \)-dimensional affine hyperplane if and only if the matrix \( (b_1 - b_{d+2}, b_2 - b_{d+2}, \ldots, b_{d+1} - b_{d+2}) \in \mathbb{Z}_Q^{(d+1)\times (d+1)} \) has determinant zero. (Here, we have used the fact that \( \mathbb{Z}_Q \) is a field.) So, we consider the matrix

\[
M := M(b_1, \ldots, b_{d+2}) := \begin{pmatrix}
  b_1 - b_{d+2} & b_2 - b_{d+2} & \cdots & b_{d+1} - b_{d+2} \\
  b_1^2 - b_{d+2} & b_2^2 - b_{d+2} & \cdots & b_{d+1}^2 - b_{d+2} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_d^{d+2} - b_{d+2} & b_{d+1}^{d+2} - b_{d+2} & \cdots & b_{d+1}^2 - b_{d+2} \\
  b_1^{d+2} - b_{d+2} & b_2^{d+2} - b_{d+2} & \cdots & b_{d+1}^{d+2} - b_{d+2}
\end{pmatrix} \in \mathbb{F}_Q^{(d+1)\times (d+1)}.
\]

We claim that

\[
\det(M) = (-1)^d (b_1 + \cdots + b_{d+2}) \cdot \prod_{i<j} (b_j - b_i),
\]

The result then follows, since this is zero if and only if \( b_i = b_j \) for some \( i \neq j \) or \( b_1 + \cdots + b_{d+2} = 0 \). Since by definition the \((Q,m,d)\)-Plane oracle only outputs distinct vectors on a hyperplane, this means that its output must correspond to distinct elements with \( a_{i_1} + \cdots + a_{i_{d+2}} = 0 \mod Q \).

To prove that the determinant has the appropriate form, we first notice that without loss of generality we may take \( b_{d+2} = 0 \). Next, we define

\[
M' := M'(b_1, \ldots, b_{d+1}) := \begin{pmatrix}
  b_1 & b_2 & \cdots & b_{d+1} \\
  b_1^2 & b_2^2 & \cdots & b_{d+1}^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  b_1^{d+1} & b_2^{d+1} & \cdots & b_{d+1}^{d+1}
\end{pmatrix} \in \mathbb{F}_Q^{(d+1)\times (d+1)}.
\]

This is just a Vandermonde matrix with columns scaled up by \( b_i \). So, its determinant is a scaling of the Vandermonde determinant,

\[
\det(M') = b_1 \cdots b_{d+1} \cdot \prod_{i<j} (b_j - b_i).
\]
Finally, we recall Cramer’s rule, which in particular tells us that
\[ \det(M) = p_{d+1} \det(M') \]
for the unique \( p := (p_1, \ldots, p_{d+1}) \in \mathbb{Z}_Q^{d+1} \) satisfying \( p^T M' = (b_1^{d+2}, \ldots, b_{d+1}^{d+2}) \). I.e., the coordinates of \( p \) form the polynomial \( p(x) := p_1 + p_2 x + \cdots + p_{d+1} x^d \) such that \( p(b_i) = b_i^{d+1} \).

The result follows by noting that \( p_i = (-1)^{i-1} \sum_{S \in \binom{[d+1]}{i-1}} \prod_{j \in S} b_j \). In particular, \( p_{d+1} = (-1)^d (b_1 + \cdots + b_{d+1}) \), as needed.
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Abstract
The orbit of an $n$-variate polynomial $f(x)$ over a field $\mathbb{F}$ is the set $\{ f(Ax+b) \mid A \in \text{GL}(n, \mathbb{F}) \text{ and } b \in \mathbb{F}^n \}$, and the orbit of a polynomial class is the union of orbits of all the polynomials in it. In this paper, we give improved constructions of hitting-sets for the orbit of read-once oblivious algebraic branching programs (ROABPs) and a related model. Over fields with characteristic zero or greater than $d$, we construct a hitting set of size $(ndw)^{O(w^2 \log n \cdot \min\{w^2, d \log w\})}$ for the orbit of ROABPs in unknown variable order where $d$ is the individual degree and $w$ is the width of ROABPs. We also give a hitting set of size $(nw)^{O(\min\{w^2, d \log w\})}$ for the orbit of polynomials computed by $w$-width ROABPs in any variable order. Our hitting sets improve upon the results of Saha and Thankey [43] who gave an $(ndw)^{O(d \log w)}$ size hitting set for the orbit of commutative ROABPs (a subclass of any-order ROABPs) and $(nw)^{O(w^6 \log n)}$ size hitting set for the orbit of multilinear ROABPs.

We prove some new rank concentration results by establishing low-cone concentration for the polynomials over vector spaces, and they strengthen some previously known low-support based rank concentrations shown in [17]. These new low-cone concentration results are crucial in our hitting set construction, and may be of independent interest. To the best of our knowledge, this is the first time when low-cone rank concentration has been used for designing hitting sets.

1 Introduction
Polynomial identity testing (PIT) problem is a fundamental problem in the area of algebraic circuit complexity. PIT is the problem of deciding whether a given multivariate polynomial is identically zero, where the input is given as an algebraic formula, circuit or other computational models like algebraic branching program. One way of testing zeroness of a polynomial is to check whether the coefficients of all the monomials are zero. However, the polynomial computed by a circuit or a branching program may have, in the worst-case, an exponential number of monomials compared to its size. Hence, by computing the explicit polynomial from the input, we cannot solve PIT problem in polynomial time. However, evaluating the polynomial at a point can be done in polynomial time of the input size. This helps us to
get a polynomial time randomized algorithm for PIT by evaluating the input circuit at a random point, since any nonzero polynomial evaluated at a random point gives a nonzero value with high probability [10, 57, 49]. However, finding a deterministic polynomial time algorithm for PIT is a long-standing open question in algebraic complexity theory.

PIT captures several problems in algebra and combinatorics. For example, parallel algorithms for perfect matching [55, 35, 14, 54], primality testing [2], multivariate polynomial factorization [31], and many other problems [50, 11, 22]. PIT also has strong connection to circuit lower bounds [25, 26, 13, 7, 21]. See [45, 53, 48] for surveys on PIT.

PIT problem is studied in two different settings: 1) whitebox, where we are allowed to access the internal structure of the circuit, and 2) blackbox, where only evaluation of the circuit at points is allowed. Deterministic blackbox PIT for an $n$-variate circuit class is equivalent to efficiently finding a set of points $H \subseteq \mathbb{F}_q^n$, called a hitting-set, such that for any nonzero $P$ in that circuit class, the set $H$ contains a point at which $P \neq 0$. In this work, we only focus on the blackbox model.

Despite a lot of effort, little progress has been made on the PIT problem in general. However, efficient deterministic PIT algorithms are known for many special circuit models. For example, blackbox PIT for depth-2 circuits (or sparse polynomials) [6, 30, 34], PIT algorithms for depth-3 circuits with bounded top fan-in [12, 29, 28, 27, 46, 47, 48], depth-3 diagonal circuits [44, 17, 16] and various other subclasses of depth-3 circuits [42, 1, 9], PIT for the subclasses of depth-4 circuits [3, 5, 15, 32, 40] and certain types of symbolic determinants [14, 54, 24].

The focus of this work is on the model of read-once oblivious algebraic branching programs (ROABPs). An ROABP is a product of matrices

$$f = a^T \cdot M_1(x_{\pi(1)})M_2(x_{\pi(2)}) \cdots M_n(x_{\pi(n)}) \cdot c,$$

where $a, c \in \mathbb{F}_q^{w \times 1}$ and for some permutation $\pi$ on $[n]$ for each $i \in [n]$, $M_i(x_{\pi(i)}) \in \mathbb{F}_q^{w \times w}[x_{\pi(i)}]$ can be viewed as a polynomial over the matrix algebra. The permutation $\pi$ is called the variable order of the ROABP. One reason to be interested in ROABP is that derandomizing blackbox PIT for ROABP can be viewed as an algebraic analogue of the RL vs. L question. Besides that, the ROABP model is surprisingly rich and powerful. It captures several other interesting circuit classes such as sparse polynomials or depth-two circuits, depth-three powering circuits (symmetric tensors), set-multilinear depth-three circuits (tensors), and semi-diagonal depth-3 circuits [19]. Some notable polynomials such as the iterated matrix multiplication polynomial, the elementary and the power symmetric polynomials, and the sum-product polynomials can be computed by linear size ROABPs. Hitting sets for ROABPs have also led to the derandomization of an interesting case of the Noether Normalization Lemma [38, 18], and to hitting sets for non-commutative algebraic branching programs [19].

PIT question for ROABPs and its variants has been widely studied. There are three parameters associated with an ROABP: the number of variables $n$, the size of the matrices $w$ called width and the individual degree $d$ which is the maximum possible degree of any variable. First, [41] gave a polynomial time whitebox PIT algorithm for this model. [19] first gave $(ndw)^{O(\log n)}$ size hitting set for ROABPs when the variable order is known. Later, [17] gave an $(ndw)^{O(d \log w + \log n)}$ size hitting for ROABPs with unknown variable order, and subsequently, [1] gave an improved hitting set of size $(ndw)^{O(\log n)}$ for this model. For zero or large characteristic fields, [22] gave an $ndw^{\log n}$ size hitting sets for the known order ROABPs.

1 When $\mathbb{F}$ is a finite field, we are allowed to go some suitable extension $\mathbb{K}$ of $\mathbb{F}$ and pick points from $\mathbb{K}^n$. 


and the size becomes polynomially large when the width is constant. Better hitting set is known for a special class of ROABPs, called \textit{any-order} ROABP. A polynomial \( f \) is computable by a \( w \)-width \textit{any-order} ROABP, if for every permutation \( \pi \) on \([n]\), \( f \) is computable by a \( w \)-width ROABP. The notion of \textit{any-order} ROABP subsumes the notion of commutative ROABP. An ROABP is called commutative ROABP if the polynomial computed by it remains unchanged under any permutation of the matrices involved in the product. [17] gave two different constructions of hitting sets of size \( (ndw)^{O\left(\log w\right)} \) and \( d^{O\left(\log w\right)} \cdot (nw)^{O\left(\log \log w\right)} \) for \textit{any-order} ROABPs\(^2\). Later, [22] gives an improved hitting set of size \( (ndw)^{O\left(\log \log w\right)} \) for this model. Recently, [20] gives improved hitting sets for both ROABPs and \textit{any-order} ROABPs. Compared to the previous constructions, the size of hitting sets in [20] have finer dependence on the parameters of ROABPs. However, the construction of polynomial size hitting sets for ROABPs and its variants is still open.

In this work, we study the PIT question for the orbit of ROABPs. The \textit{orbit} of an \( n \)-variate polynomial \( f(x) \) over a field \( \mathbb{F} \), denoted by \( \text{orbit}(f) \), is the set of polynomials obtained by applying invertible affine transformations on the variables of \( f \), that is, \( \text{orbit}(f) = \{ f(Ax + b) \mid A \in \text{GL}(n, \mathbb{F}), b \in \mathbb{F}^n \} \). The orbit of a polynomial class \( C \), denoted by \( \text{orbit}(C) \), is the union of the orbits of the polynomials in the class. Apart from being a natural question to study the sturdiness of the known techniques (and improving them), designing hitting sets for the orbits of polynomial families and circuit classes is interesting for the following reasons:

- As observed by [43], the affine projections of “simple” polynomials have great expressive power. The set of affine projections of an \( n \)-variate polynomial \( f(x) \) over a field \( \mathbb{F} \) is \( \text{aproj}(f) := \{ f(Ax + b) \mid A \in \mathbb{F}^{n \times n} \text{ and } b \in \mathbb{F}^n \} \). Formally, they show that if the characteristic of \( \mathbb{F} \) is zero, the set of affine projections of an \( n \)-variate polynomial \( f(x) \) over a field \( \mathbb{F} \) lies inside the Zariski closure of the orbit of \( f \) (denoted by \( \text{orbit}(f) \)), that is \( \text{aproj}(f) \subseteq \text{orbit}(f) \). This observation has some interesting implications. For instance, using the above observation one can show that, the entire class of depth-3 circuits \( \Sigma \Pi \Sigma \) with top fan-in \( s \) and degree \( d \) is contained in \( \text{aproj}(\text{SP}_{s,d}) \), where \( \text{SP}_{s,d} := \sum_{i \in [s]} \prod_{j \in [d]} x_{i,j} \) is a very structured \( s \)-sparse polynomial. The orbit closure of ROABPs is also very powerful, in fact they are as powerful as general ABPs. This can be seen by observing, the iterated matrix multiplication polynomial \( \text{IMM}_{w,d} \) is computable by a linear-size ROABP, yet every polynomial computable by a size-\( s \) general algebraic branching program is in \( \text{aproj}(\text{IMM}_{s,s}) \). For more polynomial families whose orbit closures contain interesting circuit classes, see [36].

- For an \( n \)-variate polynomial \( f \) over a field \( \mathbb{F} \), let \( \mathcal{V}(f) \) denotes the variety (that is, zero locus) of \( f \). Hitting set construction for an \( n \)-variate polynomial class \( C \) is the problem of picking a set of points \( \mathcal{H} \) such that for each polynomial \( f \in C \), \( \mathcal{H} \) is not entirely contained in \( \mathcal{V}(f) \). On the other hand, Constructing hitting sets for the orbits of a polynomial class \( C \) is the task of finding a small set of points \( \mathcal{H} \) such that for every \( f \in C \), \( \mathcal{H} \) is not entirely contained in the set \{ \( Aa + b \mid a \in \mathcal{V}(f) \), \( A \in \text{GL}(n, \mathbb{F}) \text{ and } b \in \mathbb{F}^n \}) \}. This ensures that \( \mathcal{H} \) will be independent to the choice of coordinate system, making it mathematically and geometrically robust.

For a more detailed discussion on the reasons for studying hitting set of orbits, see [43].

Hitting set construction for orbits of circuit classes is very recent, somewhat simultaneously Medini and Shpilka [36] and Saha and Thankey [43] started exploring PIT for the orbit of various polynomial classes. Medini and Shpilka [36] gave a quasi-polynomial size hitting set for orbits of polynomial families and circuit classes.
set for the orbits of sparse polynomials ($\sum \prod$ circuits) and read-once formulas (ROFs). Saha and Thankey [43] gave hitting sets for the orbits of ROABPs and constant-read (more generally, constant-occur) formulas. Concretely, [43] gave an $(ndw)^{O(d\log w)}$ size hitting set for the orbit of $n$-variate individual degree $d$ width $w$ commutative ROABPs. They also gave an $(nw)^{O(w^{\ell}\log n)}$ size hitting set for the orbit of $n$-variate multilinear polynomials computed by width $w$ ROABPs. Building on this, they also gave quasi-polynomial size hitting set for constant-depth constant-occur formulas whose leaves are labeled by $s$-sparse polynomials with constant individual degree. In this work, we design hitting sets for the orbit of ROABPs and any-order ROABPs. Our results significantly improve the dependence on individual degree in the size of hitting sets in comparison to [43], from exponential to polynomial.

1.1 Our Results

First, we define the models studied in this paper. Algebraic branching programs (ABPs) were defined by Nisan in [39]. In this paper, we study a variant of ABPs known as read-once oblivious ABPs (ROABPs). While Nisan defined ABPs using directed graphs, we use a more conventional definition using product of matrices. Let $f(x_1, \ldots, x_n)$ be an $n$-variate degree $d$ polynomial over a field $\mathbb{F}$. Let $\pi$ be a permutation on $[n]$. We say $f$ is computed by a width $w$ ROABP with variable order $\pi$, if $f$ can be written as

$$f = a^T \cdot M_1(x_{\pi(1)})M_2(x_{\pi(2)}) \cdots M_n(x_{\pi(n)}) \cdot c,$$

where $a, c \in \mathbb{F}^{w \times 1}$ and for all $i \in [n]$, $M_i(x_{\pi(i)}) \in \mathbb{F}^{w \times w}[x_{\pi(i)}]$ can be viewed as a polynomial in $x_{\pi(i)}$ over the matrix algebra with degree at most $d$. We say $f$ is computable by a $w$-width any order ROABP, if for every permutation $\pi$ on $[n]$, $f$ is computable by a width $w$ ROABP. We say $f$ is computed by a width $w$ commutative ROABP, if all $M_i(x_{\pi(i)})$'s are polynomials over a commutative sub-algebra of the matrix algebra. For example, consider the coefficients of each $M_i$ are diagonal matrices. One can observe that the set of polynomials computed by $w$-width commutative ROABPs are also computable by $w$-width any-order ROABPs. However, the converse direction is unknown to us. All PIT algorithms for ROABPs are designed by analyzing the coefficient space of $M_1(x_{\pi(1)})M_2(x_{\pi(2)}) \cdots M_n(x_{\pi(n)})$.

In this paper, we design hitting sets for the orbits of ROABPs and any-order ROABPs. Let $f(x)$ be an $n$-variate polynomial over a field $\mathbb{F}$. The orbit of $f$, denoted by orbit$(f)$, is the set $\{f(Ax+b) \mid A \in GL(n, \mathbb{F})\text{ and } b \in \mathbb{F}^n\}$. For a polynomial class $\mathcal{C}$, the orbit of $\mathcal{C}$, denoted by orbit$(\mathcal{C})$, is the union of orbits of all the polynomials in $\mathcal{C}$. Now, we describe our result for the orbit of any-order ROABPs.

**Theorem 1.** Let $\mathbb{F}$ be a field of characteristic zero or greater than $d$. Let $\mathcal{C}$ be the set of $n$-variate polynomials over $\mathbb{F}$ with individual degree at most $d$ and computable by a width $w$ any-order ROABP. Then, there exists a hitting set for orbit$(\mathcal{C})$ computable in time $(ndw)^{O(\ell)}$ where $\ell = \min\{w^2, 2d\log w\}$.

**Comparison with previous works**

As far as we know, this is the first result addressing the orbit of any-order ROABPs, and it subsumes the commutative ROABP result of Saha and Thankey [43]. They gave an $(ndw)^{O(d\log w)}$ size hitting set for the orbit of commutative ROABPs. In fact, our result strengthens [43] in “low width” setting. Concretely, if the individual degree is $\text{poly}(\log n)$, [43] gives quasi-polynomial time PIT for the orbit of commutative ROABPs. However, when $d \geq n$, their algorithm does not give any non-trivial PIT for the orbit of commutative
ROABPs. On the other hand, our result gives quasi-polynomial time PIT for the orbit of any-order ROABPs when \( \min\{d, w\} = \text{poly}(\log n) \). Also, for constant width any-order ROABPs with unbounded individual degree, our result gives a polynomial time PIT for its orbit. However, [43] gives polynomial time PIT for the orbit commutative ROABPs when both \( d \) and \( w \) are constants. Thus, our result has much better dependence on the individual degree in comparison with [43].

Now, we describe our result regarding the orbit of ROABPs.

▶ Theorem 2. Let \( F \) be a field of characteristic zero or greater than \( d \). Let \( \mathcal{C} \) be the set of \( n \)-variate polynomials over \( F \) with individual degree at most \( d \) and computable by a width \( w \) ROABP. Then there exists a hitting set for \( \text{orbit}(\mathcal{C}) \) computable in time \( (ndw)^{O(\ell)} \) where \( \ell = (w^2 \log n) \cdot \min\{w^2, 2d \log w\} \).

Comparison with previous works

Saha and Thankey [43] gave an \( (nw)^{O(w^6 \log n)} \) time PIT for the orbit of multilinear polynomials computed by ROABPs. Therefore, our result can be seen as the first one which gives PIT for the orbit of ROABPs with unbounded individual degree. Irrespective of the value of the individual degree, our result gives a quasi-polynomial time PIT for the orbit of ROABPs when the width \( w = \text{poly}(\log n) \). Also, the time complexity of our algorithm has better dependence on the width of ROABPs in comparison with [43].

Remark

Our results in this paper continue to hold even if we consider a more generalized definition for the orbit of an \( n \)-variate polynomial \( f(x) \), that is \( \text{orbit}(f) = \{f(Ay + b) \mid m \geq n, A \in \mathbb{F}^{n \times m} \text{ with rank } n \text{ and } b \in \mathbb{F}^n\} \) where \( y = (y_1, \ldots, y_n) \). However, we work with the conventional definition of the orbit of polynomials for the simplicity of exposition, and because the proofs of the results with the generalized definition of orbit is almost the same as the proofs given in this paper.

1.2 Proof techniques

First, we briefly sketch the abstract framework followed by the proofs of our results. Let \( \mathcal{C} \) be a set of \( n \)-variate polynomials in \( y = (y_1, \ldots, y_n) \) with individual degree at most \( d \). Then \( \text{orbit}(\mathcal{C}) \) is the set of \( n \)-variate polynomials in \( x = (x_1, \ldots, x_n) \) is defined as follows: for all \( f(x) \in \text{orbit}(\mathcal{C}) \) there exists a polynomial \( h(y) \in \mathcal{C} \), an invertible linear transformation \( L(x) = (\ell_1, \ldots, \ell_n) \) from \( \mathbb{F}^n \) to \( \mathbb{F}^n \) and a point \( b \in \mathbb{F}^n \) such that

\[
f(x) = h(L(x) + b).
\]

In this paper, we design hitting sets for the orbits of ROABPs and any-order ROABPs. Hitting sets for ROABPs are constructed by designing a “smartly” chosen shift \( g(t) \) (a low variate polynomial map) such that when we shift any polynomial \( h(y) \) computable by a small size ROABP, then there exists a “low-support” monomial (with nonzero coefficient) in \( h(x + g) \). Note that, it is straightforward to construct hitting sets when such a low-support monomial (with nonzero coefficient) exists. However, this approach does not directly work for a polynomial \( f(x) = h(L(x) + b) \) in the orbit of ROABPs as shifting \( f \) has a slightly different effect. Note,

\[
f(x + g) = h(L(x + g) + b) = h(L(x) + L \circ g + b).
\]
That is, the shift gets composed with the affine transformation \( L(x) + b \). The main idea in our construction is to choose a shift such that the transformed shift (for any affine transformation) is also “smart”. That is, for any invertible linear transformation \( L(x) \) and \( b \in \mathbb{F}^n \), there exists a “low-support” monomial (with nonzero coefficient) in \( f(x + g) = h(L(x) + L \circ g + b) \).

Let \( g(t) = (g_1, \ldots, g_n) \) be a polynomial map from \( \mathbb{F}^n \) to \( \mathbb{F}^m \) and \( h'(y) = h(y + L \circ g + b) \). Note that, \( f'(x) := f(x + g) = h'(L(x)) \). Our abstract format to design hitting sets for the orbits of ROABPs and any-order ROABPs has the following two steps.

**Step 1:** First we find some suitable low degree polynomial map \( g \) in few variables (compare to \( n \)) such that for all invertible linear transformation \( L(x) \) and \( b \in \mathbb{F}^n \), after shifting \( h(y) \in \mathbb{C} \) by \( L \circ g + b \), the new polynomial \( h'(y) = h(y + L \circ g + b) \) has the following property: for some small positive integer \( k \), \( \text{hom}_{\leq k}(h'(y)) \) is a nonzero polynomial in \( y \) over the field \( \mathbb{F} \), where \( \text{hom}_{\leq k}(\cdot) \) denotes the degree up to \( k \) part of the input polynomial. This step, more specifically the construction of \( g(t) \), heavily relies on the structure of \( \mathbb{C} \).

**Step 2:** Since \( L(x) \) is an invertible linear transformation, all \( \ell_i \)'s are algebraically independent. Also, \( \text{hom}_{\leq k}(f') = \text{hom}_{\leq k}(h')(L(x)) \). Therefore, \( \text{hom}_{\leq k}(f') \) is a nonzero polynomial in \( x \) over the field \( \mathbb{F}(t) \). This implies that there exists a monomial \( x^e = \prod_{i=1}^{n} x_i^{e_i} \) such that the support of \( e \) is at most \( k \) and the coefficient of \( x^e \) in \( f' \) is a nonzero polynomial in \( t \). There are well known constructions of hitting sets for polynomials like \( f'(x) \). For example, combining Lemma 23 and Observation 17 we get a hitting set for \( f' \) of size around \((nd)^{O(\log s)}\). Thus, we design a hitting set for \( \text{orbit}(\mathbb{C}) \). This step is independent of the polynomial class \( \mathbb{C} \).

For instance, assume that \( \mathbb{C} \) is the set of \( n \)-variate polynomials with individual degree and sparsity are at most \( d \) and \( s \), respectively. Then, from [15], after shifting any polynomial \( h(y) \in \mathbb{C} \) by \( \alpha = (\alpha_1, \ldots, \alpha_n) \) with all \( \alpha_i \)'s are nonzero the following holds: there exists a monomial \( y^e \) such that the support of \( e \) is at most \( \log s \) and its coefficient in \( h(y + \alpha) \) is nonzero. Let \( g(t) \) be the polynomial map from \( \mathbb{F} \) to \( \mathbb{F}^n \) defined as \( (t, t^2, \ldots, t^n) \) and \( b = (b_1, \ldots, b_n) \). Then, each \( g_i(t) + b_i \) is a nonzero polynomial. Therefore, there exists a monomial \( y^e \) of support-size at most \( \log s \) such that its coefficient in \( h'(y) \) is a nonzero polynomial in \( t \). Since the individual degree is at most \( d \), the degree of \( y^e \) is at most \( d \log s \). Now from the step 2, there exists a monomial in \( x \) of support-size at most \( d \log s \) such that its coefficient in \( f' \) is a nonzero polynomial in \( t \). Thus, we have a hitting set for \( \text{orbit}(\mathbb{C}) \) of size \((nd)^{O(d \log s)}\). This gives a different (and much simpler) hitting set construction than [43, Theorem 7] for the orbit of sparse polynomials with low individual degree.

**Stronger rank concentration results**

We describe some stronger rank concentration results, which will be very useful in designing our hitting sets for the orbits of ROABPs and any-order ROABPs. Let \( G(x) \) be an \( n \)-variate polynomial over the vector space \( \mathbb{F}^k \). The coefficient space of \( G \) is the vector space spanned by the coefficients (from \( \mathbb{F}^k \)) in \( G \). In general, the coefficient space of \( G \) can be spanned by the coefficients of any arbitrary set of monomials. In rank concentration, our goal is to construct a polynomial map \( g(t) \) such that after shifting \( G(x) \) by \( g(t) \), the coefficient space of the new polynomial \( G'(x) = G(x + g) \) is spanned the coefficients of a “small” set of monomials \( S \). For example,

1. if \( S \) is the set of monomials whose support-size is \( \leq \ell \), we say \( G' \) has \( \ell \)-support concentration.

The support-size of a monomial is the number of variables appearing in it.
2. if $S$ is the set of monomials whose cone-size is $\leq \ell$, we say $G'$ has $\ell$-cone concentration. The cone-size of a monomial is the number of monomials dividing it.
3. if $S$ is the set of monomials which is closed under sub-monomials, we say $G'$ has a cone-closed basis.

The notion of rank-concentration was introduced in [4]. Subsequently, many PIT results are obtained based on “low-support” rank concentration [4, 17, 23, 22, 43]. Later, [16] introduced the notion of cone concentration and cone-closed basis. Among the three notions of rank concentrations, cone-closed basis is stronger than the other two, then comes cone concentration and after that support concentration. More specifically, cone-closed basis of $G'$ implies that it has also $k$-cone concentration, and $k$-concentration for $G'$ implies it has also log $k$-support concentration. For more details about the relation between these three notions of rank concentrations see Lemma 26. The notion of cone concentration is important for designing our improved hitting sets over [43]. Although the notion of cone concentration was first introduced in [16] and they showed some low-cone concentration result, we are not aware of any “non-trivial” application of them in designing PIT algorithms. Therefore, to the best of our knowledge, this is the first time when the notion of cone concentration is used in designing PIT algorithms.

In this work, we strengthen some of the rank concentration results shown in [17, 16]. [17] showed that if $G(x)$ is shifted by $t = (t_1, \ldots, t_n)$, the new polynomial $G(x + t)$ has log $k$-support concentration over the field $\mathbb{F}(t)$. Moreover, they showed that if $G$ is shifted by a $n$-wise independent monomial map $g'(s, t)$, then the new shifted polynomial has log $k$-support concentration. A polynomial map $g'(s, t)$ from $\mathbb{F}^{m} \times \mathbb{F}^{m'}$ to $\mathbb{F}^{n}$ is called $\ell$-wise independent monomial map if for every $S \subseteq [n]$ of size $\leq \ell$ there exists an $\alpha \in \mathbb{F}^{m}$ such that polynomials $\{g'(\alpha, t)^{e}\}_{\text{supp}(e) \subseteq S}$ are distinct monomials in $t$. Later, [16] showed that $G(x + t)$ has a cone-closed basis. Their result can also be extended to show that $G(x + g')$ has a cone-closed basis when $g'$ is an $n$-wise independent monomial map. However, when we take composition of $g'$ with an invertible affine transformation, that is $b + L \circ g'$ where $b \in \mathbb{F}^{n}$ and $L(x)$ is an invertible linear transformation from $\mathbb{F}^{n}$ to $\mathbb{F}^{n}$, the $n$-wise independence property of $g'$ breaks down. Therefore, the previous rank concentration results are not helpful in designing hitting sets for the orbits of circuit classes. We strengthen the rank concentration results of [17, 16] in the following way: After shifting $G$ by a polynomial map $g' = (g_1, \ldots, g_n)$ such that all $g_i$'s are algebraically independent, the new polynomial has a cone-closed basis, hence $k$-cone concentration. Observe that the $n$-wise independence property implies the algebraic independence property needed in our hypothesis. Therefore, our hypothesis is weaker than the hypothesis used in [17, 16]. Also, algebraic independence property of $g'$ preserves even after composing it with invertible affine transformations. For details see Lemma 4. This rank concentration result will be helpful in designing the hitting sets for the orbit of any-order ROABPs.

We show one more rank concentration result which will help in designing PIT algorithms for the orbit of ROABPs. Assume that the coefficients of the monomials of total degree up to $D$ spans the coefficient space of $G$. Let $g'(s, t)$ be a total degree $D$ independent monomial map from $\mathbb{F}^{m} \times \mathbb{F}^{m'}$ to $\mathbb{F}^{n}$, that is, there exists an $\alpha \in \mathbb{F}^{m}$ such that the polynomials $\{g'(\alpha, t)^{e}\}_{|e|_{1} \leq D}$ are distinct monomials in $t$. Then [17] showed that if $G(x)$ is shifted by $ug'$, then the new shifted polynomial has log $k$-support concentration over the field $\mathbb{F}(u, s, t)$. Our rank concentration result differs from [17] in the following ways:
1. Our hypothesis is slightly stronger than [17]. Instead of total degree $D$ independent monomial map, we assume that $g'(s, t)$ is a total degree $Dk$ independent monomial map.
2. On the other hand, we strengthen the conclusion as follows: for every invertible linear transformation $L(x)$ from $\mathbb{F}^n$ to $\mathbb{F}^n$, if we shift $G$ by $uL \circ g^*$, then the new shifted polynomial has a cone-closed basis over the field $\mathbb{F}(u,s,t)$.

For details see Lemma 5.

**Proof idea of Theorem 1**

Suppose that $C$ is the set of all $n$-variate polynomials in $y$ with individual degree at most $d$ and computed by width $w$ any-order ROABPs. Let $f(x)$ be an $n$-variate polynomial in $\text{orbit}(C)$. Then there exists a polynomial $h(y) \in C$, an invertible linear transformation $L(x)$ and a point $b \in \mathbb{F}^n$ such that

$$f(x) = h(L(x) + b).$$

Since $h(y) \in C$, there exists a polynomial $G(y) \in \mathbb{F}[y]^{w \times w}$ with individual degree at most $d$ and computed by a width $w$ any-order ROABP such that

$$h(y) = a^T \cdot G(y) \cdot c,$$

where $a, c \in \mathbb{F}^w$.

Now we will describe the first step of aforementioned abstract form. First, we show how to achieve $w^2$-cone concentration in $G(y)$. Let $g(t) = (g_1, \ldots, g_n)$ be a polynomial map from $\mathbb{F}^m$ to $\mathbb{F}^n$ such that for any $S \subseteq [n]$ of size $k := \lfloor 2 \log w + 1 \rfloor$, the set of polynomials $\{g_i \mid i \in S\}$ are algebraically independent. Then, in Lemma 6, we prove that $G(y + g)$ has $w^2$-cone concentration over the field $F(t)$. It strengthens the rank-concentration result for any-order ROABPs shown in [17, Theorem 4.1]. They showed that if we shift $G$ by a $k$-wise independent monomial map, then the new polynomial has $2 \log w$-support concentration.

Next, in Lemma 7, we show that for any invertible linear transformation $L(x)$ and $b \in \mathbb{F}^n$, the polynomial map defined as the composition of $L(x) + b$ and Shpilka-Volkovich generator $G_{n,k}^{SV}$ (see Definition 21, or [31]), that is $L \circ G_{n,k}^{SV} + b$, satisfies the property required for achieving $w^2$-cone concentration in $G(y)$. Therefore, $G(y + L \circ G_{n,k}^{SV} + b)$ has $w^2$-cone concentration. This implies that there exists a monomial $y^e$ of cone-size $\leq w^2$ that the coefficient of $y^e$ in $h'(y) = h(y + L \circ G_{n,k}^{SV} + b)$ is nonzero. For any monomial of cone-size $\leq w^2$, its degree is less than $w^2$ and the support set is of size at most $2 \log w$. Since the individual degree is at most $d$, the degree of $y^e$ is at most $\ell$ where $\ell := \min\{w^2, d \log w\}$. Therefore, $\text{hom}_{\leq \ell}(h')$ is nonzero. Now we apply the step two of the abstract form, which is independent of $C$, and get our desired hitting set for $\text{orbit}(C)$.

**Proof idea of Theorem 2**

Suppose that $C$ is the set of all $n$-variate polynomials in $y$ with individual degree at most $d$ and computed by width $w$ ROABPs. Let $f(x)$ be an $n$-variate polynomial in $\text{orbit}(C)$. Then there exists a polynomial $h(y) \in C$, an invertible linear transformation $L(x)$ and $b \in \mathbb{F}^n$ such that

$$f(x) = h(L(x) + b).$$

Since $h(y) \in C$, there exists a polynomial $G(y) \in \mathbb{F}[y]^{w \times w}$ and a permutation $\pi$ on $[n]$ such that

$$h(y) = a^T \cdot G(y) \cdot c$$

and $G(y) = \prod_{i=1}^n M_i(x_{\pi(i)})$

where $a, c \in \mathbb{F}^w$ and for all $i \in [n]$, $M_i(x_{\pi(i)})$ is a polynomial in $\mathbb{F}[x_{\pi(i)}]^{w \times w}$. 
Now like any-order ROABPs, we want to achieve $w^2$-cone concentration in $G(y)$. However, our approach here will be different from any-order ROABPs. Here, we strengthen the “merge-and-reduce” approach of [17] in the following ways:

1. In [17], the polynomial maps $h_j$ (for $j = 0, 1, \ldots, \lfloor \log n \rfloor$) were inductively constructed such that after shifting $G$ by $h_j$, in the new polynomial $G(x + h_j)$, the product of any $2^j$ consecutive matrices have $2 \log w$-support concentration. We strengthen this result by showing $w^2$-cone concentration at each inductive step.

2. At each induction step, since we are dealing with polynomials in orbit (of ROABPs), we not only need to construct a polynomial map which helps to achieve $w^2$-cone concentration, but its composition with any invertible affine transformation also helps to achieve the same property.

In [17], $h_j$ was constructed as follows: $h_0 = 0$ and for all $j \in \{\lfloor \log n \rfloor\}$, $h_j = h_{j-1} + u_j g(s_j, t_j)$ where $g(s_j, t_j)$ is a total degree $4d \log w$ independent monomial map from $\mathbb{F}^{m} \times \mathbb{F}^{m'}$ to $\mathbb{F}^n$. They showed that the product of any $2^j$ consecutive matrices in $G(y + h_j)$ has $2 \log w$-support concentration over the field $\mathbb{F}(\{u_k, s_k, t_k\}_{k \in [j]}).

Our definition of $h_j$ is very close to the definition used in [17]. For $j = 0$, $h_j = (t, t^2, \ldots, t^n)$ and for all $j \in \{\lfloor \log n \rfloor\}$, $h_j = h_{j-1} + u_j g(s_j, t_j)$ where $g(s_j, t_j)$ is a total degree $D$ independent monomial map from $\mathbb{F}^{m} \times \mathbb{F}^{m'}$ to $\mathbb{F}^n$ where $D = 2w^2 \cdot \min\{w^2, 2d \log w\}$. We show that for every invertible linear transformation $L(x)$ from $\mathbb{F}^n$ to $\mathbb{F}^n$ and $b \in \mathbb{F}^n$, the product of any $2^j$ consecutive matrices in $G(y + L \circ h_j + b)$ has a cone-closed basis, hence has $w^2$-cone concentration, over the field $\mathbb{F}(\{u_k, s_k, t_k\}_{k \in [j]})$. Our rank concentration results play an important role in proving this property of $h_j$. For more details see Lemma 9 and 10.

There are many known constructions of total degree $D$ independent monomial map with $m = m' = O(D)$. For example see Lemma 20. After constructing a polynomial map which gives $w^2$-cone concentration in $G(y)$, the rest of the proof will be similar to what we did for the any-order ROABP case.

### Notations

By $\mathbb{N}$ we denote the set of natural numbers. For any positive integer $n$, $[n]$ denotes the set $\{1, 2, \ldots, n\}$. For a variable tuple $x = (x_1, \ldots, x_n)$ and a tuple $e = (e_1, \ldots, e_n) \in \mathbb{N}^n$, $x^e$ denotes the monomial $\prod_{i=1}^{n} x_i^{e_i}$. The degree, or total degree, of $x^e$ is $|e| = \sum_{i=1}^{n} e_i$, and the individual degree of $x^e$ is $|e|_{\infty} = \max_{i \in [n]} e_i$. The support of $x^e$ is the subset $S$ of $[n]$ such that $i \in S$ if and only if $e_i > 0$, and the support-size denotes the cardinality of $S$. The cone of $x^e$ is the set of monomials which divide it and the cone-size is the cardinality of that set, that is $\prod_{i=1}^{n} (e_i + 1)$. A monomial $x^f$ is called a sub-monomial of $x^e$, if $x^e$ divides $x^f$, that is $e_i \leq f_i$ for all $i \in [n]$. A set of monomials $B$ is called cone-closed if for every monomial in $B$ all its sub-monomials are also in $B$. For a polynomial $f$ in $x$ and a monomial $x^e$, $\text{coef}_f(x^e)$ denotes the coefficient of $x^e$ in $f$.

### Achieving Cone-closed basis by shift

In this section, we show our rank concentration results for polynomials over the vector space $\mathbb{F}^k$. By $M_{n,d}$, we denote the set of $n$-variate monomials with individual degree at most $d$. We also use $M_{n,d}$ to denote the exponent vectors for those monomials since there is one-to-one correspondence between monomials and their exponent vectors. For any $a, b \in \mathbb{N}^n$ with $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$, $\binom{n}{b}$ denotes $\prod_{i=1}^{n} \binom{a_i}{b_i}$. 
Let $G(x)$ be an $n$-variate polynomial over $\mathbb{F}^k$ with individual degree at most $d$. After shifting $G(x)$ by $z$, the coefficients of the shifted polynomial $G'(x) = G(x + z)$ can be written as follows: for all $e \in M_{n,d}$,

$$\text{coef}_{xe}(G') = \sum_{f \in M_{n,d}} \binom{f}{e} \text{coef}_{xe}(G) z^{f-e}.$$  

The above equation can be written in matrix form as follows:

$$F'(z) = W^{-1}(z)TW(z)F,$$  

(1)

where

- $F$ and $F'(z)$ are the matrices with entries from $\mathbb{F}$ and $\mathbb{F}[z]$, respectively. The rows of both the matrices are indexed by the elements of $M_{n,d}$, and for any monomial $e \in M_{n,d}$, the rows indexed by $e$ in $F$ and $F'$ are $\text{coef}_{xe}(G)$ and $\text{coef}_{xe}(G')$, respectively.
- $W(z)$ be the diagonal matrix whose rows and columns are indexed by the elements of $M_{n,d}$, and for all $e \in M_{n,d}$, $W(z)_{e,e} = z^e$.
- $T$ is a square matrix such that the rows and columns are indexed by $M_{n,d}$ and for all $e,f \in M_{n,d}$, $T_{e,f} = \binom{f}{e}$. In the literature, $T$ is known as transfer matrix.

In the following lemma, we recall a property of transfer matrix from [16].

**Lemma 3 (Lemma 17 [16]).** Let $\mathbb{F}$ be a field of characteristic 0 or greater than $d$. Then, for every $B \subseteq M_{n,d}$, there exists a cone-closed set $A \subseteq M_{n,d}$ with $|A| = |B|$ such that $T_{A,B}$ is full rank over $\mathbb{F}$.

Next, we show our first rank concentration result. Informally, we prove that if $G(x)$ is shifted by algebraically independent polynomials, the new polynomial has a cone-closed basis.

**Lemma 4.** Let $\mathbb{F}$ be a field of characteristic 0 or greater than $d$. Let $G(x) \in \mathbb{F}^k[x]$ be an $n$-variate polynomial with individual degree at most $d$. Let $g(z) = (g_1, \ldots, g_n)$ be a polynomial map from $\mathbb{F}^n$ to $\mathbb{F}^n$ such that all $g_i$’s are algebraically independent. Then $G(x + g)$ has a cone-closed basis over $\mathbb{F}(z)$.

**Proof.** First we show that $G'(x) = G(x + z)$ has a cone-closed basis over $\mathbb{F}(z)$. This part of our proof closely follows the proof outline of [16, Theorem 2]. From Equation 1, we know that the shifted polynomial $G(x + z)$ yields the following matrix equation:

$$F'(z) = W(z)^{-1}TW(z)F.$$  

Let $k'$ be the rank of the matrix $F$. Then we divide our proof in two cases:

**Case 1** ($k' < k$). We reduce this case to the other one where $k' = k$. Since the rank of $F$ is $k'$, there exists a $S \subseteq [k]$ of size $k'$ such that $F_{M,S}$ is full rank where $M = M_{n,d}$. Let $G_S(x)$ and $G_S'(x)$ be the projections of $G(x)$ and $G'(x)$ on the coordinates indexed by $S$. Then $G'_S(x) = G_S(x + z)$. One can observe that for any set of monomials $A$, if their coefficients in $G_S(x)$ forms a basis for its coefficient space, then their coefficients in $G(x)$ also forms a basis for the coefficients space of $G(x)$. Similarly, this is also true between $G_S'(x)$ and $G'(x)$. Now from the case 2, $G_S'(x)$ has a cone-closed basis over $\mathbb{F}(z)$, that is, there exists a cone-closed set of monomials $A$ such that their coefficients in $G_S'(x)$ forms a basis for its coefficient space. This implies that $G'(x)$ also has a cone-closed basis over $\mathbb{F}(z)$. 
Case 2 ($k' = k$). The rows of $F$ are indexed by the monomials in $M_{n,d}$. Fix a monomial ordering $<$ on the monomials in $z$. For example, assume $<$ is the lexicographic monomial ordering. Then, from Lemma 13, we have a unique subset $B$ of $M_{n,d}$ with the following properties: $\text{rank}(F_{B,[k]}) = k$, and for every other subset $C$ of $M_{n,d}$ with rank($F_{C,[k]}$) = $k$,

$$\prod_{e \in B} z^e < \prod_{e' \in C} z^{e'}.$$  

Using Lemma 3, we have a cone-closed subset $A$ of $M_{n,d}$ such that $T_{A,B}$ has full rank. Now

$$\det(F'(z)_{A,[k]}) = \det(W(z)_{A,A})^{-1} \cdot \det((TW(z)F)_{A,[k]}).$$  

(2)

Applying Lemma 14, we get that

$$\det((TW(z)F)_{A,[k]}) = \sum_{C \in (M_{n,d})} \det(T_{A,C}) \det(F_{C,[k]}) \prod_{e \in C} z^e.$$  

(3)

For every $C \in (M_{n,d}) \setminus \{B\}$ such that $F_{C,[k]}$ is a full rank matrix, the following holds: $\prod_{e \in B} z^e < \prod_{e' \in C} z^{e'}$. Therefore, the coefficient of $\prod_{e \in B} z^e$ in the above polynomial does not get cancelled by other monomials. Also, the coefficient of $\prod_{e \in B} z^e$, $\det(T_{A,B}) \det(F_{B,[k]}) \neq 0$. Therefore, the polynomial $\det((TW(z)F)_{A,[k]})$ is a nonzero polynomial in $z$. Also, $\det(W(z)_{A,A})^{-1}$ is a nonzero element in $F(z)$ since $\det(W(z)_{A,A})$ is a nonzero polynomial in $z$. Therefore, $\det(F'(z)_{A,[k]})$ is nonzero in $F(z)$. This implies that $G'(x) = G(x + z)$ has a cone-closed basis over $F(z)$.

Now we show that $G(x + g)$ has a cone-closed basis over $F(z)$. In Equation 2, since both $\det(W(z)_{A,A})$ and $\det((TW(z)F)_{A,[k]})$ are nonzero polynomials in $z$. Therefore, after evaluating them on any $n$ algebraically independent polynomials, they will remain nonzero. Thus, $\det(F'(g)_{A,[k]})$ remains nonzero. This implies that for the polynomial $G(x + g)$, the coefficients of the monomials in $A$ form a cone-closed basis (over $F(z)$) for its coefficient space.

The above lemma combined Lemma 26 implies that the polynomial $G(x + g)$ also has $k$-cone concentration over $F(t)$. Here, we would like to mention that although the above rank result is described in terms of cone-closed basis, to design our hitting sets, proving $k$-cone concentration property of $G(x + g)$ is sufficient. The similar thing is also true for our next rank concentration result.

Lemma 5. Let $F$ be a field of characteristic zero or greater than $d$. Let $G(x)$ be an $n$-variate individual degree $\leq d$ polynomial over $F^k$ such that the coefficients of all the monomials of total degree up to $D$ spans the coefficient space of $G$. For some $N \geq n$, let $L(y) = (\ell_1, \ldots, \ell_n)$ be a linear transformation from $F^N$ to $F^n$ such that all $\ell_i$'s are linearly independent. Let $g(s, t)$ be a total degree $D_k$ independent monomial map from $F^m \times F^{m'}$ to $F^N$. Then $G(x + g')$, where $g' = uL \circ g$, has a cone-closed basis over $F(u, s, t)$.

For proof of the above lemma see Section B.

3 Hitting set for orbit of any-order ROABPs

In this section, we describe our hitting set for the orbit of any-order ROABPs. As mentioned earlier, the notion of low-cone concentration plays an important role in designing our hitting sets. We begin by showing that for $w$-width $n$-variate any-order ROABPs, $w^2$-cone concentration can be established by showing $w^2$-cone concentration for every $\Omega(\log w)$-size subset of variables.
Lemma 6. Let $\mathbb{F}$ be a field of characteristic 0 or greater than $d$. Let $G(x) \in \mathbb{F}[x]^{w \times w}$ be an $n$-variate polynomial over $\mathbb{F}$ with individual degree at most $d$ and computed by a $w$-width any-order ROABP. Let $\ell = \lfloor 2 \log w \rfloor + 1$. Let $g(t) = (g_1, \ldots, g_n)$ be a polynomial map such that for all $S \subseteq [n]$ of size $\ell$, the polynomials $\{g_i | i \in S\}$ are algebraically independent. Then $G(x + g)$ has $w^2$-cone concentration over $\mathbb{F}(t)$.

For proof of the above lemma see the full version. Our next lemma, using Shpilka-Volkovich generator (Definition 21), gives the construction of a polynomial map which satisfies the condition of the above lemma.

Lemma 7. Let $L(x) = (\ell_1, \ldots, \ell_n)$ be an invertible linear transformation from $\mathbb{F}^n$ to $\mathbb{F}^n$. Let $b$ be a point in $\mathbb{F}^n$. For some $k \leq n$, let $g(s,t) = (g_1, \ldots, g_n)$ be the polynomial map from $\mathbb{F}^k \times \mathbb{F}^k$ to $\mathbb{F}^n$, defined as $g = L \circ \mathcal{G}_{n,k}^\text{SV} + b$. Then for all $S \subseteq [n]$ of size $k$, the polynomials $\{g_i | i \in S\}$ are algebraically independent.

For proof of the above lemma see the full version. Combining the above two lemmas, we get the following.

Corollary 8. Let $\mathbb{F}$ be a field of characteristic 0 or greater than $d$. Let $G(x) \in \mathbb{F}[x]^{w \times w}$ be an $n$-variate polynomial with individual degree at most $d$ and computed by a $w$-width any-order ROABP. Let $L(x)$ be an invertible linear transformation from $\mathbb{F}^n$ to $\mathbb{F}^n$ and $b$ be a point in $\mathbb{F}^n$. Let $k = \lfloor 2 \log w \rfloor + 1$ and $g = L \circ \mathcal{G}_{n,k}^\text{SV} + b$. Then $G(x + g)$ has $w^2$-cone concentration over $\mathbb{F}(s,t)$.

Proof. Let $g(s,t) = (g_1, \ldots, g_n)$. From Lemma 7, for every subset $S \subseteq [n]$ of size $k$, the polynomials $\{g_i | i \in S\}$ are algebraically independent. Therefore, using Lemma 6, we get that $G(x + g)$ has $w^2$-cone concentration over $\mathbb{F}(s,t)$.

Now we describe the construction of our hitting set for the orbit of any-order ROABPs.

Proof of Theorem 1. Let $f(x)$ be an $n$-variate individual degree $\leq d$ polynomial which is in the orbit of width $w$ any-order ROABPs. Then, there exists an $n$-variate individual degree $\leq d$ polynomial $G(y) \in \mathbb{F}^{w \times w}[y]$ computed by a width $w$ any-order ROABP, an invertible linear transformation $L(x)$ from $\mathbb{F}^n$ to $\mathbb{F}^n$ and a point $b \in \mathbb{F}^n$ such that

$$f(x) = a^T \cdot G(L + b) \cdot c,$$

where $a, c \in \mathbb{F}^n$. Let $g(s,t) = L \circ \mathcal{G}_{n,k}^\text{SV} + b$ where $k = \lfloor 2 \log w \rfloor + 1$, and let

$$h(y) = a^T \cdot G(y + g) \cdot c.$$

This implies that

$$f'(x) = f(x + \mathcal{G}_{n,k}^\text{SV}) = h(L(x)). \quad (4)$$

From Corollary 8, $G(y + g)$ has $w^2$-cone concentration over $\mathbb{F}(s,t)$. This implies that there exists a monomial $y^e$ in $h$ with cone-size $\leq w^2$ such that $\text{coef}_{y^e}(h)$ is nonzero. For a monomial of cone-size $\leq w^2$, its total degree is less than $w^3$ and the support-size is $\leq \log w^2$. Since the individual degree of each variable in $G(y)$ is at most $d$, Therefore, the degree of $y^e$ is $\leq \ell$ where $\ell = \min\{w^2, 2d \log w\}$. Hence, $\text{hom}_{\leq \ell}(h(y))$ is a nonzero polynomial in $y$. Since

$$\text{hom}_{\leq \ell}(h(L(x))) = (\text{hom}_{\leq \ell}(h))(L(x)),$$
from Lemma 24, \( \text{hom}_{\leq \ell}(h(L(x))) \) is a nonzero polynomial. Therefore, from Equation 4, \( \text{hom}_{\leq \ell}(f'(x)) \) is a nonzero polynomial over \( F(s, t) \). This implies that there exists a monomial \( x^e \) of support-size \( \leq \ell \) such that its coefficient in \( f' \) is nonzero. Thus, from Lemma 23, \( f'(G^SV_{n, k+\ell}) = f(G^SV_{n, k+\ell}) \) is a \( k + \ell \)-variate nonzero polynomial over \( F \). The total degree of \( f \) is at most \( nd \), and from Observation 22, the individual degree of each coordinate of \( G^SV_{n, k+\ell} \) is at most \( n \). Also, \( G^SV_{n, k+\ell} \) is \( \text{poly}(ndw) \)-explicit. Thus, from Observation 17, \( f \) has a hitting set computable in time \( (ndw)^{O(\ell)} \).

4 Hitting Set for orbit of ROABPs

Here, we discuss the construction of our hitting set for the orbit of ROABPs. Towards that, first we need to construct some polynomial map which helps us in achieving low-cone concentration for ROABPs. At this step, we also have to be more careful as we are dealing with the orbit of ROABPs. Lemma 10 describes inductive construction of a polynomial map, by taking sum of logarithmically many variable disjoint copies of total degree \( D \) independent monomial maps (Definition 19) for some small \( D \), such that the following holds: by shifting its composition with any invertible affine transformation we can achieve low-cone concentration for ROABPs. We begin by showing how to achieve cone-closed basis for the product of two polynomials in a disjoint set of variables, with the property that each polynomial also has a cone-closed basis.

**Lemma 9.** Let \( y \) and \( z \) be two disjoint sets of variables. Let \( G(y) \in F[y]^{w \times w} \) and \( H(z) \in F[z]^{w \times w} \) be two \( n \)-variate individual degree \( \leq d \) polynomials such that both have cone-closed bases. Let \( L(x) = (\ell_1, \ldots, \ell_{|y|\oplus |z|}) \) be a linear transformation from \( F^{[x]} \) to \( F^{|y| \times |z|} \) such that all \( \ell_i \)’s are linearly independent. Let \( D = 2w^2 \cdot \min\{w^2, 2d \log w\} \). \( g(s, t) \) be a total degree \( D \) independent monomial map from \( F[|x|] \times F[|y|] \) to \( F[|x|] \), and \( g' = uL \circ g \). Then \( G(y) + g'|y \) \( H(z) + g'|z \) has a cone-closed basis over \( F(u, s, t) \), where \( g'|y \) and \( g'|z \) are the restrictions of \( g' \) over \( y \) and \( z \), respectively.

For proof of the above lemma see the full version. Applying the above lemma repeatedly, the next one gives the construction of a polynomial map which helps us to achieve low-cone concentration for ROABPs.

**Lemma 10.** Let \( n \geq 0, N = 2^n \) and \( d, w \geq 1 \). Let \( D = 2w^2 \cdot \min\{w^2, 2d \log w\} \). \( g(s, t) \) be a total degree \( D \) independent monomial map from \( F^m \times F^{m'} \) to \( F^N \). Let \( t_0 = (t, t^2, \ldots, t^N) \).

Let
\[
G_{n, d, w} = t_0 + \sum_{i=1}^{n} u_i g(s_i, t_i),
\]
where all \( s_i \)’s and \( t_i \)’s are disjoint set of variables.

Let \( \pi \) be a permutation on \([N]\). Let \( F(x) = \prod_{i=1}^{N} M_i(x_{\pi(i)}) \) such that each \( M_i(x_{\pi(i)}) \) is a polynomial in \( F^{w \times w}[x_{\pi(i)}] \) with individual degree at most \( d \). Then for every invertible linear transformation \( L(x) \) from \( F^{N} \) to \( F^{N} \) and \( b \in F^{N} \), \( F(x + b + L \circ G_{n, d, w}) \) has a cone-closed basis over the field \( F(t, (u_i, s_i, t_i)_{i \in [n]}) \).

**Proof.** Let \( L(x) = (\ell_1, \ldots, \ell_N) \). Let \( h_0 = b + L(t_0) \), and for all \( k \in [n] \),
\[
h_k = h_{k-1} + u_k L \circ g(t_k, s_k).
\]
Then \( h_n = b + L \circ G_{n, d, w} \). For all \( 1 \leq i \leq j \leq N \), let
\[
F_{ij}[x] = \prod_{r=i}^{j} M_r(x_{\pi(r)}).
\]
Using induction, we show that for all $k \in \{0, 1, \ldots, n\}$ and $i, j \in [n]$ with $j-i+1 = 2^k$, $F_{ij}[x + h_k]$ has a cone-closed basis over $\mathbb{F}(t,(u_i,s_i,t_i)_{i\in[k]}).$

For $k = 0$. Let $b = (b_1, \ldots, b_N).$ We need to show that for all $i \in [N]$, $M_i(x_{\pi(i)} + \ell_{\pi(i)}(t_0) + b_{\pi(i)})$ has a cone-closed basis over $\mathbb{F}(t).$ Since $L(x)$ is an invertible linear transformation, each $\ell_i$ is a nonzero linear polynomial over $x$. Therefore, $\ell_i(t_0)$ is a non-constant polynomial in $t$. Hence, using Lemma 3, for all $i \in [N]$, $M_i(x_{\pi(i)} + \ell_{\pi(i)}(t_0) + b_{\pi(i)})$ has a cone-closed basis over $\mathbb{F}(t)$.

For $k > 0$. Let $i,j \in [N]$ such that $j-i+1 = 2^k$. Let $y$ and $z$ be a partition of the variables $(x_{\pi(i)}, \ldots, x_{\pi(j)})$ into two equal halves such that they respect the permutation $\pi$. Then $F_{ij}[x]$ can be written as $G(y)H(z)$ where $G(y) \in \mathbb{F}[y]^{w \times w}$ and $H(z) \in \mathbb{F}[z]^{w \times w}$. From the induction hypothesis, we know that both

$$G'(y) = G(y + h_{k-1}|y)$$
$$H'(z) = H(z + h_{k-1}|z)$$

have cone-closed bases over $\mathbb{F}(t,(u_i,s_i,t_i)_{i\in[k-1]}).$ Let $F_{ij}'(x) = G'(y)H'(z)$. Then, using Lemma 9,

$$F_{ij}(x + h_k) = F_{ij}'(x + u_kL \circ g(s_k,t_k))$$

has a cone-closed basis over $\mathbb{F}(t,(u_i,s_i,t_i)_{i\in[k]}).$ This completes our proof. ▶

From Lemma 20, using Klivans-Spielman generator (Lemma 18), we can construct a total degree $D$ independent monomial map. Therefore, Klivans-Spielman generator combined with the above lemma we get the following corollary.

**Corollary 11.** Let $n \geq 0$, $N = 2^n$ and $d, w \geq 1$. Let $D = 2w^2 \cdot \min\{w^2, 2d\log w\}$. Let

$$\mathcal{G}_{n,d,w} = t_0 + \sum_{i=1}^{n} u_i \mathcal{G}_{N,d,N}^{KS}(s_i,t_i).$$  \hspace{1cm} (5)

Let $\pi$ be permutation of $[N]$. Let $F(x) = \prod_{i=1}^{N} M_i(x_{\pi(i)})$ such that each $M_i(x_{\pi(i)})$ is a polynomial in $\mathbb{F}[x_{\pi(i)}]^{w \times w}$ with individual degree at most $d$. Then,

1. for every invertible linear transformation $L(x)$ from $\mathbb{F}^N$ to $\mathbb{F}^N$ and $b \in \mathbb{F}^N$, the polynomial $F(x + b + L \circ \mathcal{G}_{n,d,w})$ has a cone-closed basis over the field $\mathbb{F}(t,(u_i,s_i,t_i)_{i\in[n]}).$
2. $b + \mathcal{G}_{n,d,w}$ is a polynomial map from $\mathbb{F} \times (\mathbb{F} \times \mathbb{F}^m)^n$ to $\mathbb{F}^N$ where $m = O(D).$
3. $\mathcal{G}_{n,d,w}$ is poly$(dND)$-explicit polynomial map and its each coordinate is a polynomial of individual degree at most poly$(dN)$.

**Proof.** From Lemma 20, $\mathcal{G}_{N,d,N}^{KS}(s,t)$ is a poly$(NDd)$-explicit total degree $D$ independent monomial map from $\mathbb{F}^m \times \mathbb{F}^m$ to $\mathbb{F}^N$, where $m = O(D)$. Also, each coordinate of $\mathcal{G}_{N,d,N}^{KS}$ is a polynomial of individual degree at most poly$(dN)$. Now this combined with Lemma 10 prove the above corollary. ▶

Now we describe the construction of hitting set for orbit of ROABPs.

**Proof of Theorem 2.** Let $f(x)$ be an $n$-variate individual degree $\leq d$ polynomial which is in the orbit of width $w$ ROABPs. Then, there exists an $n$-variate individual degree $\leq d$ polynomial $G(y) \in \mathbb{F}[y]^{w \times w}$ computed by a $w$-width ROABP, an invertible linear transformation $L(x)$ from $\mathbb{F}^n$ to $\mathbb{F}^n$ and $b \in \mathbb{F}^n$ such that

$$f(x) = a^T \cdot G(L(x) + b) \cdot c,$$
where \(a, c \in \mathbb{F}^n\). Let \(D = 2w^2 \cdot \min\{w^2, d \log w^2\}\). Let \(G'_{[\log n], d, w}\) be defined as Equation 5 in Corollary 11, that is

\[
G'_{[\log n], d, w} = t_0 + \sum_{i=1}^{[\log n]} u_i s_i G_{n, d, w}^S(s_i, t_i),
\]

where \(t_0 = (t, t^2, \ldots, t^n)\). Then, \(G'_{[\log n], d, w}\) is a polynomial map from \(\mathbb{F} \times (\mathbb{F} \times \mathbb{F}^m \times \mathbb{F}^m)^{[\log n]}\) to \(\mathbb{F}^n\) where \(m = O(D)\). This implies that the number of variables used in \(G'_{[\log n], d, w}\) is \(O(D \log n)\). Let

\[
g(y) = a^T \cdot G(y + b + L \circ G'_{[\log n], d, w}) \cdot c.
\]

Then

\[
f'(x) = f(x + G'_{[\log n], d, w}) = g(L(x)).\tag{6}
\]

From Corollary 11,

\[
G'(y) = G(y + b + L \circ G'_{[\log n], d, w})
\]

has a cone-closed basis over \(\mathbb{F}(t, (u_i, s_i, t_i)) e \mathbb{R}_{[\log n]}\). Therefore, from Lemma 26, \(G'(y)\) has also \(w^2\)-cone concentration. This implies that \(g(y)\) has a monomial of nonzero coefficient and its cone-size is at most \(w^2\). For every monomial of cone-size at most \(w^2\), its degree is also at most \(w^2\) and its support-size is at most \(2 \log w\). Therefore, for every monomial of cone-size \(\leq w^2\) and individual degree \(\leq d\), its degree is at most \(k = \min\{w^2, 2d \log w\}\). Therefore, \(\text{hom}_{\leq k}(g(y))\) is a nonzero polynomial in \(y\) over \(\mathbb{F}(t, (u_i, s_i, t_i)) e \mathbb{R}_{[\log n]}\). Since

\[
\text{hom}_{\leq k}(g(L(x))) = (\text{hom}_{\leq k}(g))(L(x)),
\]

from Lemma 24, \(\text{hom}_{\leq k}(g(L(x)))\) is also nonzero polynomial. Therefore, from Equation 6, \(\text{hom}_{\leq k}(f'(x))\) is also a nonzero polynomial. This implies that there exists a monomial \(x^e\) of support-size at most \(k\) such that \(\text{coeff}_{xe}(f')\) is nonzero. Thus, from Lemma 23,

\[
f'(G'_{n, k}) = f(G'_{n, k} + G'_{[\log n], d, w})
\]

is a nonzero polynomial. Let \(G = G'_{n, k} + G'_{[\log n], d, w}\). Then, \(G\) is a polynomial map in \(O(kw^2 \log n)\) many variables and the individual degree of each coordinate is at most \(\text{poly}(ndw)\). Since both \(G_{n, k}\) and \(G'_{[\log n], d, w}\) both are \(\text{poly}(ndw)\)-explicit, \(G\) is also \(\text{poly}(ndw)\)-explicit. Thus, applying Observation 17, we have a hitting set for \(f\) computable in time \((ndw)^{O(\ell)}\) where \(\ell = (w^2 \log n) \cdot \min\{w^2, d \log w^2\}\).

5 Conclusion

In this paper, we studied the hitting set problem for the orbits of ROABPs and any-order ROABPs. We have designed improved hitting sets for these two polynomial classes. In low-width but high-individual-degree setting, our hitting sets are more efficient than the previous ones given by Saha and Thankey. On the technical front, we have shown some stronger rank concentration results by establishing low-cone concentration for polynomials over vector spaces. These new rank concentration results have played a significant role in designing our hitting sets. However, our hitting sets for the orbits of ROABPs and any-order ROABPs are yet to match the time complexity of hitting sets known for ROABPs and its variants. Therefore, it is an interesting open question to close this gap.
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A Preliminaries

We start with the following observation.

Observation 12. For a monomial of cone-size at most $k$, its degree is less that $k$ and the support-size is at most $\log k$.

A monomial ordering is a total ordering on the set of all monomials in $x$ with following properties:
1. for all $a \in \mathbb{N}^n \setminus \{0 = (0, \ldots, 0)\}$, $1 \prec x^a$.
2. for all $a, b, c \in \mathbb{N}^n$, if $x^a \prec x^b$ then $x^{a+c} \prec x^{b+c}$.

For more on monomial ordering, see [8, Chapter 2].

Suppose that $M$ is a matrix whose rows and columns are indexed by $A$ and $B$, respectively. Then for every $S \subseteq A$ and $T \subseteq B$, $M_{S,T}$ denotes the submatrix of $M$ with rows and columns are indexed by $S$ and $T$, respectively. The next lemma is a well known phenomenon in matroid theory which, informally, says that given distinct weights to the elements of a matroid there exists a unique minimum weight base. Here, we describe it in a language which is suitable for our context.

Lemma 13. Let $k$ be a positive integer and $M_{n,d}$ be the set of all $n$-variate monomials in $x$ with individual degree $\leq d$. Let $M$ be a matrix over $F$ of rank $r$ such that its rows are indexed by $[k]$ and the columns are indexed by $M_{n,d}$. Let $\prec$ be a monomial ordering on the set of monomials in $x$. Then there exists a unique subset $B \subseteq M_{n,d}$ of size $r$ such that $\rank(M_{[k],B}) = r$ and for every other subset $B' \subseteq M_{n,d}$ with $\rank(M_{[k],B'}) = r$, $\prod_{e \in B} x^e \prec \prod_{e' \in B'} x^{e'}$.

Here we give a very brief sketch of the proof. Using the monomial ordering $\prec$, greedily choose $r$ linearly independent columns of $M$ as follows: at each step pick the least $\prec$-indexed column of $M$ such that it increases the rank of the chosen vectors, and denote that set by $B = \{m_1, \ldots, m_r\}$ with $m_1 \prec \cdots \prec m_r$. Let $B'$ be another subset of $M_{n,d}$ with $r$ linearly independent columns of $M$, and $B' = \{m'_1, \ldots, m'_r\}$ with $m'_1 \prec \cdots \prec m'_r$. Then one can show that $B \times B'$ point-wise, that is $m_i \preceq m'_i$ for all $i \in [r]$, and there exists an $i_0 \in [r]$ such that $m_{i_0} \not\preceq m'_{i_0}$. This implies that $\prod_{i \in [r]} m_i \not\prec \prod_{i \in [r]} m'_i$. For more details one can see [17, Lemma 5.2 and 5.3].

Next, we give an expression for the product of a “fat” matrix with a “tall” matrix. It is known as Cauchy-Binet formula. It will be useful to prove the rank concentration results in Section 2.
Lemma 14 (Cauchy-Binet formula, [56]). Let \( n \geq m \) be two positive integers. Let \( M \) and \( N \) two \( m \times n \) and \( n \times m \) matrices, respectively, over \( \mathbb{F} \). Then

\[
\det(AB) = \sum_{S \subseteq [m]} \det(M_{[m],S}) \cdot \det(M_{S,[m]}).
\]

A.1 Hitting sets

Definition 15. Let \( C \) be a set of \( n \)-variate polynomials over a field \( \mathbb{F} \). A set of points \( \mathcal{H} \subseteq \mathbb{F}^n \) is called a hitting set for \( C \) if for every polynomial \( f \in C \), \( f \) is nonzero if and only if there exists a point \( \alpha \in \mathcal{H} \) such that \( f(\alpha) \neq 0 \).

We say a hitting set \( \mathcal{H} \) is computable in time \( T \) if there exists an algorithm which computes all the points in the set \( \mathcal{H} \) in time \( T \). When \( \mathbb{F} \) is a finite field, we are allowed to pick points from \( \mathbb{K}^n \) where \( \mathbb{K} \) is a polynomially large extension of \( \mathbb{F} \). In PIT literature, a common method of designing hitting sets is via hitting set generator.

Definition 16. Let \( C \) be a set of \( n \)-variate polynomial class over a field \( \mathbb{F} \). A polynomial map \( g(t) \) from \( \mathbb{F}^m \) to \( \mathbb{F}^n \) is called hitting set generator for \( C \) if for every \( f \in C \), \( f \) is nonzero if and only if there exists an \( n \)-output circuit which computes \( g(t) \) and the circuit is computable in \( t(m,n) \) time.

Hitting set generators immediately give us hitting sets.

Observation 17. Let \( C \) be an \( n \)-variate polynomial class over a field \( \mathbb{F} \) such that the degree of each polynomial is at most \( d \). Let \( g(t) : \mathbb{F}^m \leftarrow \mathbb{F}^n \) be a hitting set generator for \( C \) such that the individual degree of each coordinate of \( g \) is at most \( r \). Let \( S \) be a subset of \( \mathbb{F} \) of size \( dr + 1 \). Then \( \mathcal{H} := g(S^m) \) is a hitting set for \( C \). Moreover, if \( g(t) \) is \( t \)-explicit then the hitting set \( \mathcal{H} \) is computable in \( \text{poly}(t(dr)^m) \) time.

Proof. Since \( g \) is a hitting set generator for \( C \) and each coordinate of \( g \) is a \( m \)-variate polynomial, for every nonzero \( f \in C \), \( f(g) \) is a nonzero \( m \)-variate polynomial. Also, the individual degree of \( f(g) \) is at most \( dr \). Thus, there exists a point \( \alpha \in S^m \) such that \( f(g(\alpha)) \neq 0 \). Therefore, \( \mathcal{H} \) is a hitting set for \( C \). Since \( g \) is \( t \)-explicit, each point in \( \mathcal{H} \) is computable in time \( \text{poly}(t) \). Therefore, \( \mathcal{H} \) is computable in time \( \text{poly}(t(dr)^m) \).

A.2 Some useful polynomial maps

Suppose that \( g(t) = (g_1, \ldots, g_n) \) be a polynomial map from \( \mathbb{F}^m \) to \( \mathbb{F}^n \). Then, we say \( g \) is a \( t(m,n) \)-explicit polynomial map if there exists an \( n \)-output circuit \( C \) which computes the polynomials \( (g_1, \ldots, g_n) \) and the circuit \( C \) is computable in time \( t(m,n) \). Let \( g(y) \) be a polynomial map from \( \mathbb{F}^m \) to \( \mathbb{F}^n \) and \( h(x) = (h_1, \ldots, h_k) \) be a polynomial map from \( \mathbb{F}^n \) to \( \mathbb{F}^k \). Then \( h \circ g \) denotes the composition of \( g \) with \( h \), that is \( h(g) = (h_1(g), \ldots, h_k(g)) \). A polynomial map \( L(x) = (\ell_1, \ldots, \ell_n) \) from \( \mathbb{F}^n \) to \( \mathbb{F}^n \) is called an invertible linear transformation if each \( \ell_i \) is a linear polynomial of form \( \ell_1 x_1 + \ldots + \ell_n x_n \) and all \( \ell_i \)'s are linearly independent. An invertible affine transformation is a polynomial map of form \( L(x) + b \) where \( L(x) \) is an invertible linear transformation and \( b \in \mathbb{F}^n \). Next, we describe some well known polynomial maps and their properties which are frequently used in designing PIT algorithms, and they also will be useful for us. First, we describe the generator for sparse polynomial due to Klivans and Spielman [30].
Lemma 18 (Klivans-Spielman generator [30]). Let $n, d, s, m$ be positive integers such that $m = \Theta(\log n d s)$. Let $F$ be a field of size $\geq \poly(nd)$. Then there exists a poly(nd)-explicit polynomial map $G_{n,d,s}^{KS}(s, t)$ from $F^m \times F^m$ to $F^m$ such that

1. for all $i \in [n]$, $(G_{n,d,s}^{KS})_i$ is a polynomial of individual degree $\leq \poly(nd)$.
2. for every subset $S$ of at most $s$ monomials in $n$-variables with individual degree at most $d$, there exists an $\alpha \in \mathbb{F}^m$ such that the polynomials $\{G_{n,d,s}^{KS}(\alpha, t)\}_{\alpha \in S}$ are nonzero, distinct monomials in $t$.

The above generator is a slight variation of the construction given in [30], but it can be constructed from their techniques. For a proof-sketch see [17, Theorem 2.3]. Next, we define total degree $D$ independent monomial map using Klivans-Spielman generator.

Definition 19. For some positive integers $n$ and $D$, a polynomial map $g(s, t)$ from $\mathbb{F}^m \times \mathbb{F}^{m'}$ to $\mathbb{F}^n$ is called total degree $D$ independent monomial map if there exists an $\alpha \in \mathbb{F}^m$ such that the polynomials $\{g(\alpha, t)^n\}_{\alpha \in \mathbb{F}^m}$ are nonzero, distinct monomials in $t$.

In the following lemma, we describe a construction of total degree $D$ independent monomial map using Klivans-Spielman generator.

Lemma 20. Let $n, d, D$ be positive integers. Let $|F| \geq \poly(nd)$. Then, $G_{n,d,s,m}^{KS}$ is a poly(ndD)-explicit total degree $D$ independent monomial map from $F^m \times F^m$ to $F^n$ where $m = O(D)$.

For proof see [17, Lemma 6.4]. Next, we describe a polynomial map introduced by Shpilka and Volkovich [51]. It is a widely used tool in PIT and other related results [51, 17, 52, 37, 33, 36, 43], and also crucial for proving our results.

Definition 21 (Shpilka-Volkovich generator [51]). Fix a positive integer $n$ and a set of $n$ distinct elements $\mathcal{A} = \{\alpha_1, \ldots, \alpha_n\} \subseteq \mathbb{F}$. Let $L_i(t)$ be the $i$th Lagrange interpolation polynomial for the set $\mathcal{A}$. That is, $L_i(t)$ is a univariate polynomial of degree $n - 1$ such that $L_i(\alpha_j) = \delta_{ij}$. Let $s = (s_1, \ldots, s_k)$ and $t = (t_1, \ldots, t_k)$. Then $G_{n,k}^{SV}(s, t)$ is the polynomial map from $\mathbb{F}^k \times \mathbb{F}^k$ to $\mathbb{F}^n$ defined as follows: for all $i \in [n]$

$$(G_{n,k}^{SV})_i = \sum_{j=1}^{k} L_i(s_j) t_j.$$

The above definition gives the following properties of Shpilka-Volkovich generator.

Observation 22. Fix a set of $k$ distinct elements $S = \{i_1, \ldots, i_k\} \subseteq [n]$. Let $\alpha = (\alpha_{i_1}, \ldots, \alpha_{i_k})$. Then, for all $j \in [k]$, $(G_{n,k}^{SV}(\alpha, t))_{i_j} = t_j$, and the other coordinates of $G_{n,k}^{SV}(\alpha, t)$ are zero. Furthermore, for all $i \in [n]$, the degree of the polynomial $(G_{n,k}^{SV})_i$ is at most $n$.

Using Shpilka-Volkovich generator, the following lemma describes a nonzeroness preserving variable reduction for polynomials having a “low-support” monomial with nonzero coefficient.

Lemma 23. Let $f(x)$ be an $n$-variate polynomial over $\mathbb{F}$ such that there exists a monomial $x^e$ with nonzero coefficient in $f$ and the support-size of $e$ is at most $\ell$. Then $f \circ G_{n,k}^{SV} \neq 0$.

Proof. Let $\{x_{i_1}, \ldots, x_{i_\ell}\}$ be the support set of the monomial $x^e$. Then, from Observation 22, there exists an $\alpha \in \mathbb{F}^n$ such that for all $j \in [\ell]$, $(G_{n,k}^{SV}(\alpha, t))_{i_j} = t_j$ and the other coordinates of $G_{n,k}^{SV}(\alpha, t)$ are zero. This implies that $f(G_{n,k}^{SV}(\alpha, t)) \neq 0$, and therefore $f \circ G_{n,k}^{SV} \neq 0$. □
A.3 Algebraic independence

Suppose that \( A = \{g_1, \ldots, g_k\} \) is a set of \( n \)-variate polynomials over a field \( \mathbb{F} \). We say that the set of polynomials \( A \) are algebraically dependent over \( \mathbb{F} \) if there exists a nonzero \( k \)-variate polynomial \( A(z_1, \ldots, z_k) \) over \( \mathbb{F} \) such that \( A(g_1, \ldots, g_k) = 0 \). Otherwise, they are called algebraically independent (over \( \mathbb{F} \)). In the following lemma, we describe a well known criteria regarding algebraic independence of a set of linear polynomials.

**Lemma 24.** Let \( m \geq n \) be two positive integers. Let \( L(x) = (\ell_1, \ldots, \ell_n) \) be a linear transformation from \( \mathbb{F}^m \) to \( \mathbb{F}^n \) such that all \( \ell_i \)'s are linearly independent. Then, all \( \ell_i \)'s are also algebraically independent.

**Proof.** For the sake of contradiction, assume that all \( \ell_i \)'s are not algebraically independent. Then there exists a nonzero polynomial \( A(z_1, \ldots, z_n) \) such that \( A(L(x)) = A(\ell_1, \ldots, \ell_n) = 0 \). Let \( x = (x_1, \ldots, x_m) \) and \( A'(x) = A(L(x)) \). Since all \( \ell_i \)'s are linearly independent, there exists a tuple of linear polynomials \( U(x) = (u_1, \ldots, u_m) \) and a subset \( \{i_1, \ldots, i_n\} \) of \([m]\) such that for all \( j \in [n] \),

\[
\ell_j(U(x)) = x_{i_j}.
\]

This implies that \( A'(U(x)) = A(x_{i_1}, \ldots, x_{i_m}) = 0 \) which is a contradiction. Therefore, all \( \ell_i \)'s are algebraically independent. \( \blacklozenge \)

A.4 Various notions of rank concentration

We define various notions of rank concentration and show the relation between them. Suppose that \( G(x) \) be an \( n \)-variate polynomial over the vector space \( \mathbb{F}^k \). The coefficient space of \( G \) is the vector space spanned by the coefficient vectors of \( G \).

**Definition 25 (Rank Concentration).** We say that \( G \) has

1. \( \ell \)-support concentration if there exists a set of monomials \( B \) such that the support-size of each monomial in \( B \) is at most \( \ell \) and their coefficients form a basis for the coefficient space of \( G \).
2. \( \ell \)-cone concentration if there exists a set of monomials \( B \) such that the cone-size of each monomial in \( B \) is at most \( \ell \) and their coefficients form a basis for the coefficient space of \( G \).
3. a cone-closed basis if there is a cone-closed set of monomials \( B \) whose coefficients in \( G \) form a basis of the coefficient space of \( G \).

In the next lemma, we show that cone-closed basis notion subsumes the other two notions of rank concentration.

**Lemma 26.** Let \( G(x) \) be a polynomial in \( \mathbb{F}[x]^k \). Suppose that \( G(x) \) has a cone-closed basis. Then, \( G(x) \) has \( k \)-cone concentration and \( \log k \)-support concentration.

**Proof.** Let \( B \) be a cone-closed set of monomials whose coefficients in \( G \) form a basis for the coefficient space of \( G \). Since the cardinality of \( B \) is at most \( k \) and it is closed under submonomials, the cone-size of each monomial \( B \) is at most \( k \). Therefore, \( G \) has \( k \)-cone concentration.

Let \( m \in B \) and \( S \) be the support set of \( m \). Let \( m' \) be the monomial defined as \( m' = \prod_{i \in S} x_i \). Since \( B \) is cone-closed, every sub-monomial \( m' \) is also in \( B \). Thus the cardinality of \( S \) can be at most \( \log k \). Therefore, \( G \) has \( \log k \)-support concentration. \( \blacklozenge \)
B Proof of Lemma 5

Proof of Lemma 5. First we study the shifted polynomial \( G'(\mathbf{x}) = G(\mathbf{x} + u\mathbf{z}) \). To do so, we revisit the proof of our Lemma 4. There we considered the lexicographic monomial ordering over the monomials in \( \mathbf{z} \). Here we consider the deg-lex monomial ordering, that is, first order the monomials from lower degree to higher degree and then within each degree arrange them in lexicographic order. Like Equation 1, the matrix equation for the shifted polynomial \( G'(\mathbf{x}) \) will be

\[
F'(u\mathbf{z}) = W^{-1}(u\mathbf{z})TW(u\mathbf{z})F, \tag{7}
\]

that is scaling of each variable in Equation 1 by \( u \). Applying Lemma 13, let \( B \) be the unique subset of \( M_{n,d} \) such that the rows of \( F \) indexed by \( B \) form the least basis for the row-space of \( F \) with respect to the deg-lex monomial ordering. From the hypothesis of the lemma, there exists a subset \( C \subseteq M_{n,d} \) such that the rows in \( F \) indexed by \( C \) forms a basis for the row-space of \( F \) (same as the coefficient space of \( G \)) and \( \deg(C) = \sum_{e \in C} |e|_1 \leq Dk \). Therefore, \( \deg(B) \) is also \( \leq Dk \) since the rows indexed by \( B \) forms the least basis (with respect to deg-lex monomial ordering) for the row-space of \( F \). As promised by Lemma 3, let \( A \) be a cone-closed subset of \( M_{n,d} \) such that \( T_{A,B} \) is full rank. Now we see how Equation 2 and 3 in the proof of Lemma 4 change here. Like Equation 2, we get

\[
\det(F'(u\mathbf{z})_{A,[k]}) = \det(W(u\mathbf{z})_{A,A})^{-1} \cdot \det((TW(u\mathbf{z})F)_{A,[k]}) \tag{8}
\]

and Equation 3 changes as follows:

\[
\det((TW(u\mathbf{z})F)_{A,[k]}) = \sum_i \left( \sum_{C \in \binom{M_{n,d}}{k} \text{deg}(C) = i} \det(T_{A,C}) \det(F_{C,[k]}) \prod_{e \in C} \mathbf{z}^e \right) u^i. \tag{9}
\]

Since \( B \) is the least basis (with respect to deg-lex monomial ordering), the coefficient of \( u^{\deg(B)} \) is a nonzero degree \( \deg(B) \) homogeneous polynomial in \( \mathbf{z} \). Thus, \( \det(F'(u\mathbf{z})_{A,[k]}) \) is a nonzero-polynomial in \( (u, \mathbf{z}) \). This implies the coefficients of the monomials in \( A \) is a cone-close basis for \( G(\mathbf{x} + u\mathbf{z}) \). For \( G(\mathbf{x} + u\mathbf{z}) \), the polynomial \( \det((TW(u\mathbf{z})F)_{A,[k]}) \) looks like the following:

\[
\det((TW(u\mathbf{L})F)_{A,[k]}) = \sum_i \left( \sum_{C \in \binom{M_{n,d}}{k} \text{deg}(C) = i} \det(T_{A,C}) \det(F_{A,C}) \prod_{e \in C} \mathbf{L}^e \right) u^i.
\]

Since all \( \ell_i \)'s are linearly independent, from Lemma 24, they are also algebraically independent. Therefore, the coefficient of \( u^{\deg(B)} \) in \( \det((TW(u\mathbf{L})F)_{A,[k]}) \) is also a nonzero degree \( \deg(B) \) homogeneous polynomial in \( \mathbf{y} \). Also, \( \deg(B) \leq Dk \). Therefore, after substituting \( \mathbf{z} \) by \( \mathbf{L} \circ \mathbf{g} \) in Equation 9, we get \( \det((TW(\mathbf{g}')F)_{A,[k]}) \) which is a nonzero polynomial in \( (u, \mathbf{s}, \mathbf{t}) \). Since \( \det(W(\mathbf{g}')) \) is also a nonzero polynomial in \( (u, \mathbf{s}, \mathbf{t}) \), \( \det(F'(\mathbf{g}')_{A,[k]}) \) is nonzero in \( \mathbb{F}(u, \mathbf{s}, \mathbf{t}) \). This implies that \( G(\mathbf{x} + \mathbf{g}') \) has a cone-closed basis over \( \mathbb{F}(u, \mathbf{s}, \mathbf{t}) \).
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1 Introduction

The Lovász Local Lemma (LLL) is a powerful tool in probabilistic combinatorics which can be used to establish the existence of objects that satisfy certain properties [9]. At a high level, it states that given a collection of bad events in a probability space $\mu$, if each bad-event is not too likely and, further, is independent of most other bad events, then the probability of avoiding all of them is strictly positive.
In its simplest, “symmetric” form, it states that if each bad-event has probability at most $p$ and is dependent with at most $d$ others, where $epd \leq 1$, then with positive probability no bad-events become true. In particular, a configuration avoiding all the bad-events exists. Although the LLL applies to general probability spaces, most constructions in combinatorics use a simpler setting we refer to as the variable version LLL. Here, the probability space $\mu$ is a cartesian product with $n$ independent variables, and each bad-event is determined by a subset of the variables. Two bad-events may conflict if they depend on a common variable.

For example, consider a CNF formula with $n$ variables where each clause has $k$ literals and each variable appears in at most $L$ clauses. For each clause $c$ we can define the bad event $B_c$ that $c$ is violated in a chosen assignment of the variables. For a uniformly random variable assignment, each bad-event has probability $p = 2^{-k}$ and affects at most $d \leq kL$ others. So when $L \leq \frac{2^k}{k}$, the formula is satisfiable; crucially, this criterion does not depend on the number of variables $n$.

A generalization known as the Lopsided LLL (LLLL) allows bad-events to be positively correlated with others; this is as good as independence for the purposes of the LLL. Some notable probability spaces satisfying the LLLL include the uniform distribution on permutations and the variable setting, where two bad-events $B, B'$ are dependent only if they disagree on the value of a common variable.

In a seminal work, Moser & Tardos [25] presented a simple local search algorithm to make the variable-version LLLL constructive. This algorithm can be described as follows:

---

**Algorithm 1** The Moser-Tardos (MT) resampling algorithm.

1: Draw the state $\sigma$ from distribution $\mu$
2: while some bad-event is true on $\sigma$ do
3: Select, arbitrarily, a bad-event $B$ true on $\sigma$
4: Resample, according to distribution $\mu$, all variables in $\sigma$ affecting $B$

---

Moser & Tardos showed that if the symmetric LLL criterion (or more general asymmetric criterion) is satisfied, then this algorithm quickly converges. Following this work, a large effort has been devoted to making different variants of the LLL constructive. This research has taken many directions, including further analysis of Algorithm 1 and its connection to different LLL criteria [6, 22, 26].

One line of research has been to use variants of Algorithm 1 for general probability spaces beyond the variable LLL. These include applications of the LLL to permutations and matchings of the clique [1, 2, 17, 21, 19] as well as settings not directly connected to the LLL itself [3, 7, 18]. At a high level of generality, we summarize this in the following framework. There is a discrete state space $\Omega$, with a collection $\mathcal{F}$ of subsets (which we call flaws) of $\Omega$. There is also some problem-specific randomized procedure called the resampling oracle $R_f$ for each flaw $f$; it takes some random action to attempt to “fix” that flaw, resulting in a new state $\sigma' \leftarrow R_f(\sigma)$. With these ingredients, we define the general local search algorithm as follows:

---

**Algorithm 2** The general local search algorithm.

1: Draw the state $\sigma$ from some distribution $\mu$
2: while some flaw holds on $\sigma$ do
3: Select a flaw $f$ of $\sigma$, according to some rule $S$.
4: Update $\sigma \leftarrow R_f(\sigma)$.  

---
We refer to Algorithm 2 throughout as the Search Algorithm. The most important question about its behavior is whether it converges to a flawless object. But, there are other important questions to ask; for instance, “is it parallelizable?”, “how many solutions can it output?” “what is the expected “weight” of a solution?”. These questions and more have been answered for the Moser-Tardos algorithm in a long series of papers [6, 8, 11, 12, 15, 16, 22, 25].

As a prominent example, the result of Haeupler, Saha and Srinivasan [12], as well as follow-up work of Harris and Srinivasan [14, 16], allows one to argue about the dynamics of Algorithm 1, resulting in several new applications such as estimating the entropy of the output distribution, partially avoiding bad events and dealing with super-polynomially many bad events.

There is one important difference between Algorithm 1 and Algorithm 2: the choice of which flaw to resample, if multiple flaws are simultaneously true. The flaw selection rule $S$ in the Search Algorithm should select a flaw $f \ni \sigma$ at each time $t$; it may depend on the prior states and may be randomized. The original MT algorithm allows nearly complete freedom for this. For general resampling oracles, $S$ is much more constrained; only a few relatively rigid rules are known to guarantee convergence, such as selecting the flaw of least index [19]. However, in [23], Kolmogorov identified a general property called commutativity that allows a free choice for $S$. This free choice, seemingly a minor detail, turns out to play a key role in extending the additional properties of the MT algorithm to the general Search Algorithm. For instance, it leads to parallel algorithms [23] and to bounds on the output distribution [20].

At a high level, our goal is to provide a more conceptual, algebraic explanation for the commutativity properties of resampling oracles and their role in the Search Algorithm. We do this by introducing a notion of commutativity, essentially matrix commutativity, that is both more general and simpler than the definition in [23]. Most of our results had already been shown, in slightly weaker forms, in prior works [23, 20, 14]. However, the proofs were computationally heavy and narrowly targeted to certain probability spaces, with numerous technical side conditions and restrictions.

Before we provide formal definitions, let us give some intuition. For each flaw $f$, consider an $|\Omega| \times |\Omega|$ transition matrix $A_f$. Each row of $A_f$ describes the probability distribution obtained by resampling $f$ at a given state $\sigma$. We call the resampling oracle commutative if the transition matrices commute for any pair of flaws which are “independent” (in the LLL sense). We show a number of results for such oracles:

1. We obtain bounds on the distribution of the state at the termination of the Search Algorithm. These bounds are comparable to the LLL-distribution, i.e., the distribution induced by conditioning on avoiding all bad events. Similar results, albeit with a number of additional technical restrictions, had been shown in [20] for the original definition of commutativity.

2. For some probability spaces, stronger and specialized distributional bounds are available, beyond the “generic” LLL bounds [14]. Previously, these had been shown with ad-hoc arguments specialized to each probability space. Our construction recovers most of these results automatically.

3. We develop a generic parallel implementation of the Search Algorithm. This extends results of [23, 15], with simpler and more general proofs.

4. In many settings, flaws are formed from smaller “atomic” events [15]. We show that, if the atomic events satisfy the generalized commutativity definition, then so do the larger “composed” events. This natural property did not seem to hold for the original commutativity definition of [23].
1.1 Example application: latin transversals

As a motivating example, let us examine a classic combinatorial problem of latin transversals. Consider an $n \times n$ array $C$, wherein each entry of $C$ has a color. A latin transversal of $C$ is a permutation $\pi$ over $\{1, \ldots, n\}$ such that all the colors $C(i, \pi i)$ are distinct for $i = 1, \ldots, n$.

The “lopsided” variant of the LLL was first developed by Erdős & Spencer [10] for this problem. The underlying probability space is the uniform distribution on permutations. For each pair of cells $(x_1, y_1), (x_2, y_2)$ of the same color, there is a corresponding flaw defined by $\pi x_1 = y_1 \land \pi x_2 = y_2$. They showed that if each color appears at most $\Delta = \frac{n}{4} e$ times, then the LLL criteria are satisfied and a transversal exists. The cluster-expansion criterion [5] tightens this to $\Delta = \frac{27}{256} n$, which is the strongest bound currently known.

This construction has been a motivating example for much of the research on the algorithmic LLL, particularly for “exotic” probability spaces (beyond the variable setting). In particular, [17] showed that the Search Algorithm generates a latin transversal $\pi$ under the same conditions as the existential LLLL. One of the main applications in this paper is to show that $\pi$ has nice distributional properties. In particular, we show the following:

**Theorem 1.** If each color appears at most $\frac{27}{256} n$ times in the array, then the Search Algorithm generates a latin transversal $\pi$ where, for every pair $(x, y)$, we have $0.53/n \leq \Pr(\pi x = y) \leq 1.36/n$.

The upper bound improves quantitatively over a similar bound of [14]; to the best of our knowledge, no non-trivial lower bound of any kind could previously be shown. Intriguingly, such bounds are not known to hold for the LLL-distribution itself.

To better situate Theorem 1, note that Alon, Spencer, & Tetali [4] showed that there is a (minuscule) universal constant $\beta > 0$ with the following property. If each color appears at most $\Delta = \beta n$ times in the array and $n$ is a power of two, then the array can be partitioned into $n$ independent transversals. In this case, if we randomly select one transversal from this list, we would have $\Pr(\pi x = y) = 1/n$. Theorem 1 can be regarded as a simplified fractional analogue of their result, i.e. we fractionally decompose the given array into $O(n)$ transversals, such that $\Pr(\pi x = y) = \Theta(1/n)$ for all pairs $x, y$. Furthermore, we achieve this guarantee automatically, merely by running the Search Algorithm.

1.2 Overview of our approach

Although it will require significant definitions and technical development to state our results formally, let us try to provide a high-level summary here. As a starting point, consider the MT algorithm. Moser & Tardos [25] used a construction referred to as a witness tree for the analysis: for each resampling of a bad-event $B$ at a given time, there is a corresponding witness tree which records an “explanation” of why $B$ was true at that time. More properly, it provides a history of all the prior resamplings which affected the variables involved in $B$.

The main technical lemma governing the behavior of the MT algorithm is the “Witness Tree Lemma,” which states that the probability of producing a given witness tree is at most the product of the probabilities of the corresponding events. The bounds on the algorithm runtime, as well as parallel algorithms and distributional properties, then follow from a union bound over witness trees.

Versions of this Witness Tree Lemma have been shown for some variants of the MT algorithm [13, 18] Iliopoulos [20] further showed that it held for general spaces which satisfy the commutativity property; this, in turn, leads to the nice algorithmic properties such as parallel algorithms.
Our main technical innovation is to generalize the Witness Tree Lemma. Instead of keeping track of a scalar product of probabilities in a witness tree, we instead consider a matrix product. We bound the probability of a given witness tree (or, more properly, a slight generalization known as the witness DAG) in terms of the products of the transition matrices of the corresponding flaws. Commutativity can thus be rephrased and simplified in terms of matrix commutativity for the transition matrices.

At the end, we obtain the scalar form of the Witness Tree Lemma by projecting everything to a one-dimensional space. For this, we take advantage of some methods of [3] for viewing the evolution of the Search Algorithm in terms of spectral bounds.

2 Background and Basic Definitions

Throughout the paper we consider implementations of the Search Algorithm. For each flaw $f$, state $\sigma \in f$, and state $\sigma' \in \Omega$, we define $A_f[\sigma, \sigma']$ to be the probability that applying the resampling oracle $R_f$ to $\sigma$ yields state $\sigma'$, i.e. $A_f[\sigma, \sigma'] = \Pr(R_f(\sigma) = \sigma')$. For $\sigma \notin f$, we define $A_f[\sigma, \sigma'] = 0$. We sometimes write $\sigma \xrightarrow[\Omega_f]{} \sigma'$ to denote that the algorithm resamples flaw $f$ at $\sigma$ and moves to $\sigma'$. Observe that, for any vector $\theta$ over $\Omega$, there holds $||\theta^\top A_f||_1 = \sum_{\sigma \in f} \theta[\sigma] \leq ||\theta^\top||_1$. Thus, the matrix $A_f$ is substochastic.

We define a trajectory $T$ to be a finite or countably infinite sequence of the states and flaws of the form $(\sigma_0, f_1, \sigma_1, f_2, \ldots)$, and $\text{len}(T)$ is its length (possibly $\text{len}(T) = \infty$). We define the shift of $T$ to be $(\sigma_1, f_2, \sigma_2, f_3, \ldots)$. We define $\hat{T}$ to be the sequence states and flaws resampled during the Search Algorithm, i.e. $\sigma_i$ is the state at time $i$ and flaw $f_i \in \sigma_i$ is the flaw resampled.

For our purposes, we use an undirected notion of dependence. Formally, we suppose that we have fixed some symmetric relation $\sim$ on $\mathcal{F}$, with the property that $f \sim f$ for all $f$ and for every distinct pair of flaws $f \neq g$, we are guaranteed that resampling flaw $f$ cannot introduce $g$ or vice-versa, i.e. $R_f$ never maps a state $\Omega - g$ into $g$ and likewise $R_g$ never maps a state from $\Omega - f$ into $f$. We define $\overline{\mathcal{F}}(f)$ to be the set of flaws $g$ with $f \sim g$, and we also define $\overline{\mathcal{F}}(f) = \overline{\mathcal{F}}(f) \setminus \{f\}$.

We say that a set $I \subseteq \mathcal{F}$ is stable if $f \neq g$ for all distinct pairs $f, g \in I$.

For an arbitrary event $E \subseteq \Omega$, we define $e_E$ to be the indicator vector for $E$, i.e. $e_E[\sigma] = 1$ if $\sigma \in E$ and $e_E[\sigma] = 0$ otherwise. For a state $\sigma \in \Omega$, we write $e_\sigma$ as shorthand for $e_{\{\sigma\}}$, i.e. the basis vector which has a 1 in position $\sigma$ and zero elsewhere.

For vectors or matrices $u, v$ we write $u \preceq v$ if $u[i] \leq v[i]$ for all entries $i$. We write $u \propto v$ if there is some scalar value $c$ with $u = cv$.

Regenerating oracles. The Moser-Tardos algorithm and extensions to other probability spaces can be viewed in terms of regenerating oracles [19], i.e. each resampling action $R_f$ should convert the distribution of $\mu$ conditioned on $f$ into the unconditional distribution $\mu$. We provide more detail later in Section 4, but, we can summarize this crisply with our matrix notation: the resampling oracle $R_f$ is regenerating if $\mu$ is a left-eigenvector of each matrix $A_f$, with associated eigenvalue $\mu(f)$, i.e.

$$\forall f \quad \mu^\top A_f = \mu(f) \cdot \mu^\top$$

2.1 The new commutativity definition

The original definition of commutativity given by Kolmogorov [23] required that for every $f \sim g \in \mathcal{F}$, there is an injective mapping from state transitions $\sigma_1 \xrightarrow[\Omega_f]{} \sigma_2 \xrightarrow[\Omega_g]{} \sigma_3$ to state transitions $\sigma_1 \xrightarrow[\Omega_f]{} \sigma'_2 \xrightarrow[\Omega_g]{} \sigma_3$, so that $A_f[\sigma_1, \sigma_2]A_g[\sigma_2, \sigma_3] = A_g[\sigma_1, \sigma'_2]A_f[\sigma'_2, \sigma_3]$. 
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This definition is cumbersome, as well as lacking important symmetry and invariance properties. As one of the major contributions of this paper, we introduce a more natural notion of algorithmic commutativity that is also more general than the notion of [23].

**Definition 2 (Transition matrix commutativity).** We say that the resampling oracle is transition matrix commutative with respect to dependence relation \( \sim \) if \( A_f A_g = A_g A_f \), for every \( f, g \in F \) such that \( f \sim g \).

**Observation 3.** If the resampling oracle is commutative in the sense of [23], then it is transition matrix commutative.

**Proof.** Consider \( f \neq g \) and states \( \sigma, \sigma' \). By symmetry, we need to show that \( A_f A_g[\sigma, \sigma'] \leq A_g A_f[\sigma, \sigma'] \). Since \( f \neq g \), we can see that both the LHS and RHS are zero unless \( \sigma \in f \cap g \).

Let \( V \) denote the set of states \( \sigma'' \) with \( A_f[\sigma, \sigma''][A_g[\sigma'', \sigma'] > 0 \). By definition, there is an injective function \( F : V \rightarrow \Omega \) such that \( A_f[\sigma, \sigma'']A_g[\sigma'', \sigma'] = A_f[\sigma, F(\sigma'')]A_g[F(\sigma''), \sigma'] \). Therefore, we have \( (A_f A_g)[\sigma, \sigma'] = \sum_{\sigma''} A_f[\sigma, \sigma'']A_g[\sigma'', \sigma'] = \sum_{\sigma''} A_0[\sigma, F(\sigma'')]A_f[F(\sigma''), \sigma'] \).

Since \( F \) is injective, each term \( A_f[\sigma, \tau]A_g[\tau, \sigma'] \) is counted at most once in this sum with \( \tau = F(\sigma'') \). So \( (A_f A_g)[\sigma, \sigma'] \leq \sum_{\tau \in F} A_0[\sigma, \tau]A_f[\tau, \sigma'] = (A_g A_f)[\sigma, \sigma'] \).

For brevity, we say commutative to mean transition matrix commutative throughout this paper; by contrast, we refer to the previous notion as commutative in the sense of [23].

**3 Witness DAGs and matrix bounds**

In this section, we study witness DAGs, a key graph structure developed in [11] for analyzing the evolution of commutative resampling oracles. The main result of this section is Lemma 5, which is a generalization of the Witness Tree Lemma described in the introduction. Notably, while our result is more general, its proof is significantly simpler. At a high level, the role of a witness DAG is to give an “explanation” of why a certain flaw appeared during the execution of the algorithm. To bound the probability that flaw \( f \) appears during the algorithm execution, we simply add up the probabilities of all the witness DAGs that explain it.

Formally, we define a witness DAG (abbreviated wdag) to be a directed acyclic graph \( G \), where each vertex \( v \in G \) has a label \( L(v) \) from \( F \), and such that for all pairs of vertices \( v, w \in G \), there is an edge between \( v \) and \( w \) (in either direction) if and only if \( L(v) \sim L(w) \).

For a wdag \( G \) with sink nodes \( v_1, \ldots, v_k \), note that \( L(v_1), \ldots, L(v_k) \) are all distinct and \( \{L(v_1), \ldots, L(v_k)\} \) is a stable set which we denote by \( \text{sink}(G) \). We say that a flaw \( f \) is unrelated to a wdag \( G \) if there is no node \( v \in G \) with \( L(v) \sim f \).

We define \( \mathcal{H} \) to be the collection of all wdags, and we define \( H(I) \) to be the collection of all such wdags with \( \text{sink}(H) = I \). With some abuse of notation, we also write \( H(f) \) as shorthand for \( \mathcal{H}(\{f\}) \).

There is a key connection between wdags and the transition matrices. For any wdag \( H \), we define an associated \( [\Omega] \times [\Omega] \) matrix \( A_H \) inductively as follows. If \( H = \emptyset \), then \( A_H \) is the identity matrix on \( \Omega \). Otherwise, we choose an arbitrary source node \( v \) of \( H \) and set \( A_H = A_{L(v)} A_{H \setminus v} \).
Furthermore, there is an enumeration of the nodes of $H$ as $v_1, \ldots, v_t$ such that $A_H = A_{L(v_1)} \cdots A_{L(v_t)}$.

Proof. Let us show the first property by induction on $|H|$. When $|H| = 0$ this is vacuously true. For induction case, suppose $H$ has two source nodes $v_1, v_2$. We need to show that we get the same value by recursing on $v_1$ or $v_2$, i.e., $A_{L(v_1)}A_{H-v_1} = A_{L(v_2)}A_{H-v_2}$.

We can apply the induction hypothesis to $H - v_1$ and $H - v_2$, noting that $v_2$ is a source node of $H - v_1$ and $v_1$ is a source node of $H - v_2$. We get $A_{H-v_1} = A_{L(v_2)}A_{H-v_1-v_2}$, $A_{H-v_2} = A_{L(v_1)}A_{H-v_1-v_2}$. Thus, in order to show $A_{L(v_1)}A_{H-v_1} = A_{L(v_2)}A_{H-v_2}$, it suffices to show that $A_{L(v_1)}A_{L(v_2)} = A_{L(v_2)}A_{L(v_1)}$. Since $v_1, v_2$ are both source nodes, we have $L(v_1) \neq L(v_2)$. Thus, this follows from commutativity.

For the second property, we have $A_H = A_{L(v_1)}A_{H-v_1}$ for a source node $v$. Recursively peeling away vertices gives $A_H = A_{L(v_1)}A_{L(v_2)} \cdots A_{L(v_t)}$.

As a warm-up, we first show how to use wdags to bound the number of resamplings performed in commutative algorithms. This will allow us to show bounds on the expected runtime of the Search Algorithm as well as allowing parallel implementations. The main point here is to demonstrate how the new commutativity definition helps with the crucial task of bounding the probability of appearance of a given wdag.

As in the original proof of Moser & Tardos [25], we will estimate the expected number of times each flaw $f \in F$ is resampled. Consider an execution of the Search Algorithm with trajectory $T$. For each time $t \leq \text{len}(T)$, we generate a corresponding wdag $G^T_t$ which provides the history of the $t$th resampling. Initially, we set $G^T_1$ to consist of a singleton node labeled $f_1$. Then, for $s = t-1, \ldots, 1$, there are two cases:

1. if wdag $G^T_s$ has any node with label $g$ where $g \sim f_s$, then we add a vertex labeled $f_s$, with a sink node to all nodes $w$ such that $L(w) \sim f_s$;
2. Otherwise, if $G^T_s$ is unrelated to $f_s$, then we do not modify $G_t$.

We define $G^T_{t[s]}$ to be the partial wdag formed only by considering times $t, \ldots, s$; then $G^T_t = G^T_{[1,t]}$ and $G^T_{[t]}$ is a singleton node labeled $f_t$ and $G^T_{[s,t]}$ is formed by copying $G^T_{[s+1,t]}$ and adding, or not, a node labeled $f_s$. We say that a wdag $H$ appears if $H$ is isomorphic to $G_t$ for any value $t$; with a slight abuse of notation, we write this is simply as $G_t = H$.

To calculate the expected running time of the Search Algorithm, we sum the wdag appearance probabilities. One of the main ingredients in the original proof of Moser & Tardos is that any wdag $G$ appears with probability at most $\prod_{v \in G} \mu(L(v))$, i.e., the product of probabilities of the flaws that label its vertices. Their proof depends on properties of the variable setting and does not extend to other probability spaces.

Our key message is that commutativity allows us to bound the probability of a wdag appearing by considering the product of transition matrices for flaws that label its vertices. Specifically, we show the following. (Recall that $\mu$ denotes the initial state distribution.)

Lemma 5. For any wdag $H$, the probability that $H$ appears is at most $\mu^\top A_H \bar{G}$.

Proof. We first show that if the Search Algorithm runs for at most $t_{\max}$ steps starting with state $\sigma$, where $t_{\max}$ is an arbitrary integer, then $H$ appears with probability at most $e_{H}^\top A_H \bar{G}$. We prove this claim by induction on $t_{\max}$. If $t_{\max} = 0$, or $\sigma$ is flawless, the claim can be easily seen to hold vacuously.

So suppose that $t_{\max} \geq 1$ and $S$ selects a flaw $g$ to resample in $\sigma$, and define $E_H$ to be the event that $H$ appears when running the search algorithm $A$. By conditioning on the random seed used by the flaw choice strategy $S$ (if any), we may assume that the search strategy $S$ is deterministic.
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We can now view the evolution of $A$ as a two-part process: we first resample $g$, reaching state $\sigma'$ with probability $A_{g}[\sigma, \sigma']$. We then execute a new search algorithm $A'$ starting at state $\sigma'$, wherein the flaw selection rule $S'$ on history $(\sigma', \sigma_2, \ldots, \sigma_t)$ is the same as the choice of $S$ on history $(\sigma, \sigma', \sigma_2, \ldots, \sigma_t)$. Let us denote by $G'_{s}$ the wdags produced for this new search algorithm $A'$.

Suppose that $H$ appears, so that $G_s = H$ for some value $s \leq t_{\text{max}}$. In this case, we claim that one of the two conditions must hold: (i) $H$ has a unique source node $v$ labeled $g$ and $G'_{s-1} = H - v$; or (ii) $g$ is unrelated to $H$ and $G'_{s-1} = H$. For, suppose that $H$ has another node $w$ with $L(w) \sim L(v)$; in this case, when forming the wdag $G_s$, the rule would be to add a new node labeled $g$, which is perforce a source node.

In case (i), then in order for event $E_H$ to occur on the original search algorithm $A$, we must also have $E_{H-v}$ hold on $A'$ within $t - 1$ timesteps. By induction hypothesis, this has probability at most $e_{\sigma'}^\top A_{H-v} \bar{\Gamma}$ for a fixed $\sigma'$. Summing over $\sigma'$ gives a total probability of $\sum_{\sigma'} A_{g}[\sigma, \sigma'] e_{\sigma'} \bar{\Gamma} = e_{\sigma}^\top A_{H-v} \bar{\Gamma} = e_{\sigma}^\top A_H \bar{\Gamma}$ as required.

In case (ii), then in order for event $E_{H}$ to occur for $A$, we must also have $E_{H}$ occur for $A'$ within $t - 1$ timesteps. By induction hypothesis, this has probability at most $e_{\sigma}^\top A_H \bar{\Gamma}$ for a fixed $\sigma$. Summing over $\sigma$ gives a total probability of $\sum_{\sigma} A_{g}[\sigma, \sigma'] e_{\sigma} \bar{\Gamma} = e_{\sigma}^\top A_H \bar{\Gamma}$. Since $A_g$ commutes with $A_H$, this is at most $e_{\sigma}^\top A_{H} \bar{\Gamma}$. Since $A_g$ is substochastic, this in turn is at most $e_{\sigma}^\top A_{H} \bar{\Gamma}$, which completes the induction.

By countable additivity, we can compute the probability that $H$ ever appears from starting state $\sigma$, as $\Pr(\bigvee_{t=1}^{\infty} G_t^\top = H) = \lim_{t_{\text{max}} \to \infty} \Pr(\bigvee_{t=1}^{t_{\text{max}}} G_t^\top = H) = \lim_{t_{\text{max}} \to \infty} e_{\sigma}^\top A_H \bar{\Gamma} = e_{\sigma}^\top A_H \bar{\Gamma}$.

Finally, integrating over $\tau$, gives $\sum_{\tau} \mu[\tau] e_{\tau}^\top A_H \bar{\Gamma} = \mu^\top A_H \bar{\Gamma}$. ▶

This can be used to show a generalization of the key Witness Tree Lemma of Moser & Tardos:

**Corollary 6.** Suppose the resampling oracle is regenerating. Then, for a given wdag $H$, the probability that $H$ appears is at most $\prod_{v \in H} \mu(L(v))$.

**Proof.** Let $f_1, \ldots, f_k$ be the labels of the vertices in $H$, ordered from source nodes to sink nodes. We can write $A_H = A_{f_1} \cdots A_{f_k}$. Since $\mu$ is a left-eigenvector of every transition matrix (see Eq. (1)), we have $\mu^\top A_H \bar{\Gamma} = \mu^\top A_{f_1} \cdots A_{f_k} \bar{\Gamma} = \mu(f_1) \cdots \mu(f_k) \mu^\top \bar{\Gamma} = \mu(f_1) \cdots \mu(f_k)$. ▶

As we have already discussed, this gives the following important corollary:

**Corollary 7.** The expected number of steps of the Search Algorithm is at most $\sum_{H \in \mathcal{H}(f)} \mu^\top A_{H} \bar{\Gamma}$.

For example, if the resampling oracle is regenerating, then, the expected number of steps of the algorithm is at most $\sum_{f \in F} \sum_{H \in \mathcal{H}(f)} \prod_{v \in H} \mu(L(v))$, i.e. the usual Witness Tree Lemma.

We emphasize that we are not aware of any direct proof of Corollary 6; it seems necessary to first show the matrix bound of Lemma 5, and then project down to scalars. As we show in Appendix A, under some natural conditions the matrix commutativity property is necessary to obtain Lemma 5.
4 Estimating weights of wdags

The statement of Lemma 5 in terms of matrix products is very general and powerful, but difficult for calculations. To use it effectively, we need to bound the sums of the form

\[ \sum_{H \in \mathcal{H}} \mu^\top A_H \bar{1} \]

There are two, quite distinct, issues that arise in this calculation. First, for a given fixed wdag \( H \), we need to estimate \( \mu^\top A_H \bar{1} \); second, we need to bound the sum of these quantities over \( H \). The second issue is well-studied and is at the heart of the probabilistic and algorithmic conditions for the LLL. The first issue is not as familiar. Following [3], we can bound the matrix product by using a heuristic based on spectral bounds of the matrices \( A_f \). Let us define a quantity called the charge \( \gamma_f \) for each flaw \( f \) as follows.

\[ \gamma_f = \max_{\tau \in \Omega} \sum_{\sigma \in f} \mu(\sigma) A_f[\sigma, \tau] \]

(2)

The following result of [21] illustrates the connection between this measure and the Lopsided Lovász Local Lemma (LLLL):

▲ Theorem 8 ([21]). For each set \( S \subseteq \mathcal{F} - \Gamma(f) \), there holds \( \mu(f | \cap_{g \in S} \mathcal{F}) \leq \gamma_f \).

Moreover, as shown in [2], the charge \( \gamma_f \) captures the compatibility between resampling oracle for \( f \) and the measure \( \mu \). A resampling oracle \( \mathfrak{R} \) with \( \gamma_f = \mu(f) \) for all \( f \), is called a regenerating oracle [19], as it perfectly removes the conditional of the resampled flaw. (This is equivalent to satisfying Eq. (1).)

For a wdag \( H \), let us define the scalar value \( w(H) = \prod_{v \in H} \gamma_{L(v)} \). We get the following estimate for \( \mu^\top A_H \bar{1} \) in terms of \( w(H) \):

▲ Theorem 9. For any event \( E \subseteq \Omega \) we have \( \mu^\top A_H e_E \leq \mu(E) \cdot w(H) \). In particular, with \( E = \Omega \), we have \( \mu^\top A_H \bar{1} \leq w(H) \).

Proof. From definition of \( \gamma_f \), it can be observed that \( \mu^\top A_f \leq \gamma_f \mu^\top \) for any \( f \). In particular, \( \mu^\top A_f \cdot \theta \leq \gamma_f \theta \) for any vector \( \theta \). Now, by Proposition 4, we can write \( A_H = A_{f_1} \ldots A_{f_t} \), where \( f_1, \ldots, f_t \) are the labels of the nodes of \( H \). We thus have:

\[ \mu^\top A_H e_E = \mu^\top A_{f_1} \ldots A_{f_t} e_E \leq \mu^\top \gamma_{f_1} A_{f_2} \ldots A_{f_t} \leq \cdots \leq \gamma_{f_1} \ldots \gamma_{f_t} \mu^\top e_E = w(H) \mu(E) \]

In light of Theorem 9, we define for any stable set \( I \) the key quantity \( \Psi(I) = \sum_{H \in \mathcal{B}(I)} w(H) \). We also define \( \Psi(f) = \Psi(\{f\}) \) for brevity.

▲ Corollary 10.
1. Any given wdag \( H \) appears with probability at most \( w(H) \).
2. The expected number of resamplings of any flaw \( f \) is at most \( \Psi(f) \).
3. The expected runtime of the Search Algorithm is at most \( \sum_f \Psi(f) \).

We summarize a few well-known bounds on these quantities.

▲ Proposition 11.
1. (Symmetric criterion) Suppose that \( \gamma_f \leq p \) and \( |\Gamma(f)| \leq d \) for parameters \( p, d \) with \( epd \leq 1 \). Then \( \Psi(f) \leq e \gamma_f \leq ep \) for all \( f \).
2. (Asymmetric criterion) Suppose there is some function \( x : \mathcal{F} \to [0, 1] \) with the property that \( \gamma_f \leq x(f) \prod_{g \in \Gamma(f)} (1 - x(g)) \) for all \( f \). Then \( \Psi(f) \leq \frac{x(f)}{1 - x(f)} \) for all \( f \).
3. (Cluster-expansion criterion) Suppose there is some function \( \eta : \mathcal{F} \to [0, \infty) \) with the property that \( \eta(f) \geq \gamma_f \cdot \sum_{J \in \Gamma(f)} \prod_{g \in J} \eta(g) \) for all \( f \). Then \( \Psi(f) \leq \eta(f) \) for all \( f \).

A related quantity is \( \Psi(I) = \sum_{J \subseteq I} \Psi(J) \). A useful and standard formula (see e.g., [19, Claim 59]) is that for any set \( I \) we have \( \Psi(I) \leq \prod_{f \in I} \Psi(f) \) and \( \Psi(I) \leq \prod_{f \in I} (1 + \Psi(f)) \). We also write \( \Psi_x, \Psi_x \) to indicate the role of the flaw set \( \mathcal{F} \), if it is relevant.

As an illustration, consider latin transversals. Here, we have a flaw \( f \) for each pair of cells \((x_1, y_1), (x_2, y_2)\) of the same color, i.e. \( \pi x_1 = y_1 \land \pi x_2 = y_2 \). We denote this by flaw \([ (x_1, y_1), (x_2, y_2) ] \). We define the dependency graph by setting \( f \sim f' \) if and only if \( f \) and \( f' \) are mutually incompatible, i.e. \( f = [(x_1, y_1), (x_2, y_2)], f' = [(x_1', y_1'), (x_2', y_2')] \) where either \( x_1 = x_1', y_1 \neq y_1' \) or \( x_1 \neq x_1', y_1 = y_1' \). We will examine this construction in more detail later in Section 6.

**Proposition 12.** Suppose that each color appears at most \( \Delta = \frac{27}{256} n \) times in the array. Then the expected number of steps of the Search Algorithm is \( O(n) \). Furthermore, \( \Psi(f) \leq \frac{256}{81 n^2} \) for each \( f \).

**Proof.** We apply the cluster-expansion criterion with \( \eta(f) = \frac{256}{81 n^2} \) for each flaw \( f \). Consider a flaw \( f \) corresponding to cells \((x_1, y_1), (x_2, y_2)\), and a stable set \( I \) of neighbors of \( f \). There can be one or zero elements \( g \) of \( I \) of the form \([ x_1, y'_1 \), \( (x_2', y_2) \]). There are \( n \) choices for \( x_1 \); given that pair \((x_1, y_1')\) is determined, there are at most \( \Delta - 1 \) other cells with the same color. Each such \( g \) has \( \eta(g) = \frac{256}{81 n^2} \). Similar arguments apply to elements in \( I \) of the form \([ (x_1', y_1), (x_2', y_2') \] etc. Overall, the sum over stable neighbor sets \( I \) is at most \((1 + n(\Delta - 1) \frac{256}{81 n^2})^4 \).

So we need to show that
\[
\frac{256}{81 n^2} \geq \frac{1}{n^2} \cdot (1 + n(\Delta - 1) \frac{256}{81 n^2})^4
\]
and simple calculations show that this holds for \( n \geq 2 \). (The case \( n = 1 \) holds trivially).

Also, the total number of flaws is at most \( n^2 (\Delta - 1) / 2 = O(n^3) \). Thus, the expected number of steps is at most \( |\mathcal{F}| \cdot \frac{256}{81 n^2} \leq O(n) \). ▶

## 5 Parallel algorithms

Moser & Tardos [25] described a simple parallel version of their resampling algorithm. A variety of parallel resampling algorithms have also been developed for other probability spaces [17, 13]. One main benefit of the commutativity property is that it enables much more general parallel implementations of the Search Algorithm. As a starting point, [23] discussed a generic framework for parallelization which we summarize as follows:

**Algorithm 3** Generic parallel resampling framework.

1. Draw state \( \sigma \) from distribution \( \mu \)
2. **while** some flaw holds on \( \sigma \) **do**
3. **set** \( V \neq \emptyset \) to be the set of flaws currently holding on \( \sigma \)
4. **while** \( V \neq \emptyset \) **do**
5. Select, arbitrarily, a flaw \( f \in V \).
6. Update \( \sigma \leftarrow \mathcal{R}_f(\sigma) \).
7. Remove from \( V \) all flaws \( g \) such (i) \( \sigma \not\sim g \); or (ii) \( f \sim g \).
Each iteration of the main loop (lines 2–7) is called a round. We emphasize this is a sequential algorithm, which can be viewed as a version of the Search Algorithm with an unusual flaw-selection choice. Most known parallel local search algorithms, including the original parallel algorithm of Moser & Tardos, fall into this framework. One main result of [23] is that, when the resampling oracle is commutative (in the sense of [23]), then the total number of rounds in Algorithm 3 is polylogarithmic with high probability.

Harris [15] further showed a general method for simulating each round in parallel, for resampling oracles which satisfy a property called obliviousness (see Section 7 for a formal definition). These two results combine to give an overall RNC search algorithm. We will now extend these results to our commutative resampling oracles, via bounding the weights of certain classes of wdags.

We define \( V_k \) to be the set of flaws \( V \) in round \( k \), and we define the stable set \( I_k \) to be the set of flaws which are actually resampled at round \( k \) (i.e. a flaw \( f \) selected at some iteration of line 5). Let \( b_k = \sum_{i<k} |I_i| \) be the total number of resamplings made before round \( k \); thus \( b_0 = 0 \), and when “serialize” Algorithm 3 and view it as an instance of the Search Algorithm, the resamplings in round \( k \) of Algorithm 3 correspond to the resamplings at iterations \( b_k + 1, \ldots, b_{k+1} \) of the Search Algorithm.

▶ **Proposition 13.** For all \( f \in V_k \) there exists \( g \in I_{k-1} \) with \( f \sim g \).

▶ **Proposition 14.** Consider running Algorithm 3 obtaining trajectory \( T \). Then, for each \( t \) in the range \( b_k + 1, \ldots, b_k \) the wdag \( G^T_t \) has depth precisely \( k \).

The proof of Propositions 13 and 14 are nearly identical to results for the variable LLLL shown in [15]; we omit them here.

▶ **Proposition 15.** For any \( f \in F \) and index \( k \geq 1 \), we have
\[
\Pr(f \in V_k) \leq \sum_{H \in \rho(f)} \mu^T A_{H, k} \).
\]

**Proof.** As we have discussed, Algorithm 3 can be viewed as an instantiation of the Search Algorithm with a flaw selection rule \( S \). For a fixed \( f \), let us define a new flaw selection rule \( S_f \) as follows: it agrees with \( S \) up to round \( k \); it then selects \( f \) to resample at round \( k \) if it is true. The behavior for \( S \) and \( S_f \) is identical up through the first \( b_k - 1 \) resamplings. Furthermore, Algorithm 3 has \( f \in V_k \) if and only if the Search Algorithm selects \( f \) for resampling at iteration \( b_k + 1 \).

Consider the resulting wdag \( G^T_t \); by Proposition 14 it has depth \( k \). Furthermore, it has a sink node labeled \( f \). Thus, if \( f \in V_k \), then there is some \( H \in \rho(f) \) with depth \( \text{depth}(H) = k \) which appears. To bound the probability of \( f \in V_k \), we take a union bound over all such \( H \) and apply Lemma 5.

The usual strategy to bound the sum over wdags \( H \) with depth \( \text{depth}(H) \geq t \) is to use an “inflated” weight function defined as \( w_v(H) = w(H)(1 + \epsilon)^{|H|} \), and corresponding sum \( W = \sum_{H \in \rho} w_v(H) \) for some \( \epsilon > 0 \). Using standard calculations as well as the bounds of Propositions 13, 14, 15, one can show the following results:

▶ **Proposition 16.** With probability at least \( 1 - \delta \), Algorithm 3 terminates in \( O(\log(1/(\delta + \epsilon W)) / \epsilon) \) rounds and has \( \sum_k |V_k| \leq O(W / \delta) \). Furthermore, if the resampling oracle is regenerating and satisfies the computational requirements given in [15] for input length \( n \), then with probability \( 1 - 1/\text{poly}(n) \) the algorithm of [15] terminates in \( O(\log(1/(\delta \epsilon W)) / \epsilon) \) time on an EREW PRAM.
Bounding $W_t$ is very similar to bounding $\sum_H w(H) = W_0$, except with a small “slack” in the charges. For example, using standard estimates (see [11, 23, 3]) we get the following bounds:

**Proposition 17.**
1. Suppose that the resampling oracle is regenerating and that the vector of probabilities $p(1+\epsilon)$ still satisfies the LLLL criterion. Then $W_{t/2} \leq O(m/\epsilon)$. In particular, Algorithm 3 terminates after $O\left(\frac{\log(m/\delta)}{\epsilon}\right)$ rounds with probability $1 - \delta$.
2. Suppose that $\gamma_f \leq p$ and $|\tilde{P}(f)| \leq d$ such that $epd(1 + \epsilon) \leq 1$. Then $W_{t/2} \leq O(m/\epsilon)$.

Algorithm 3 terminates after $O\left(\frac{\log(m/\delta)}{\epsilon}\right)$ rounds with probability at least $1 - \delta$.

## 6 Distributional properties

The most important consequence of commutativity is that it leads to good bounds on the distribution of objects generated by the Search Algorithm. Consider an event $E$ in $\Omega$, and define $P(E)$ to be the probability that $E$ holds in the output of the Search Algorithm. Also define $N(E)$ to be the expected number of times $t$ such that $E$ is caused to be true at time $t$; this includes both the original sampling at time $t=0$, or if resampling flaw $f$ at time $t$ moved the state from $\tilde{T}$ to $T$. Clearly, there holds $P(E) \leq N(E)$. We also write $P_f(E)$ and $N_f(E)$ to emphasize the dependence on flaw set $F$.

To obtain the tightest bounds on $N(E)$, and thereby $P(E)$, we will use a more refined construction of wdags. For this we need several definitions.

We say that a stable set $I \subseteq F$ is orderable for $E$ if there is an enumeration $I = \{g_1, \ldots, g_r\}$ such that

$$\forall i = 1, \ldots, r \quad A_{g_i} A_{g_{i+1}} \ldots A_{g_r}, e_E \not\leq A_{g_{i+1}} \ldots A_{g_r}, e_E$$

(3)

We define $\mathcal{O}(E)$ to be the collection of stable sets orderable for $E$. Also, we define $\tilde{\Gamma}(E)$ to be the set of flaws $f \in F$ which can cause $E$ to occur, i.e. $f$ maps some state $\sigma' \not\in E$ to $\sigma \in E$.

**Observation 18.** If $I \in \mathcal{O}(E)$, then $I \subseteq \tilde{\Gamma}(E)$.

With this notation, our main distributional bound will be to show that

$$N(E) \leq \mu(E) \sum_{I \in \mathcal{O}(E)} \Psi(I)$$

For a flaw $f$ and wdag $H$, we say that $f$ is dominated by a wdag $H$ for $E$ if $A_f A_H \tilde{1} \leq A_H \tilde{1}$. Consider a trajectory $T = (\sigma_0, f_1, \ldots)$. For each time $t$ where $E$ holds (including possibly $t = 0$), we will generate a corresponding wdag $J_t^T$, however, the rule for adding nodes is slightly more restrictive. See Algorithm 4 for the precise construction.

**Algorithm 4** Forming $J_t^T$.

1. Initialize $J_t^T = \emptyset$
2. for $s = t, \ldots, 1$ do
3. if $f_s$ is not dominated by $J_t^T$ or if $J_t^T$ has a source node labeled $f_s$ then
4. Add to $J_t^T$ a node $v_s$ labeled $f_s$, with an edge from $v_s$ to each $v_j$ such that $f_j \sim f_s$

We write $J_T^{t,s}$ for the wdag $J_t^T$ after iteration $s$, so that $J_T^{t,s}$ is derived from $J_T^{t,s+1}$ by adding (or not) a vertex labeled $f_s$. We have $J_T^{t,s} = J_T^{t,1}$ and $J_T^{t+1,1} = \emptyset$. Also, if $E$ is not true at time $t$, we define $J_t^T = \perp$. We define $\mathcal{J}^T$ to be the collection of all wdags that can be produced in this process.
Proposition 19. Consider a wdag $G \in S'$. If $J^T_t = G$ for a trajectory $T$ with $t \geq 1$ and $f_1$ resampled at time 1, then the wdag $G' = J^T_{t-1}$ for the shifted trajectory $T'$ is uniquely determined according to the following rule:

- If $G$ contains a unique source node $v$ labeled $f_1$, then $G' = G - v$
- Otherwise, $G' = G$ and $f_1$ is dominated by $G^T_1$

Proof. Since $t \geq 1$, Algorithm 4 obtains $J^T_t$ by possibly adding a node $v_1$ labeled $f_1$ to $J^T_{t-1}$. If Algorithm 4 adds node $v_1$ to $G'$, then $f_1$ is the label of a source node $v$ of $J^T_t = G$, and $G' = J^T_t - v$. If Algorithm 4 does not add such node, then $J^T_t = G'$. By the rule for adding nodes, it must be that $G'$ does not have a source node labeled $f_1$, and also $f_1$ must be dominated by $J^T_{t-1}$. Since $G' = J^T_t$, these imply that $f_1$ is dominated by $J^T_t = G$ as well. ▶

Our main result for this construction will be the following:

Lemma 20. For any wdag $H \in S'$, there holds $\Pr(\sqrt[\infty]{\sum_{t=0}^{\infty} J^T_t} = H) \leq \mu^T A_H e_F$

Proof. Define $\mathcal{E}_{H,t_{max}}$ to be the event that $J^T_t = H$ holds for some $t \leq t_{max}$ during execution of the Search Algorithm $A$. By a limiting argument, it suffices to show that $\Pr(\mathcal{E}_{H,t_{max}}) \leq \mu^T A_H e_F$ for any integer $t_{max} \geq 1$. We will prove by induction on $t_{max}$ that, if we start at any state $\sigma$, then $\Pr(\mathcal{E}_{H,t_{max}}) \leq e^T_A H e_F$; the Lemma then follows by integrating over starting state $\sigma$.

If $t_{max} = 0$ or $\sigma$ is flawless, then $\mathcal{E}_{H,t_{max}}$ is impossible and the desired bound. So suppose that $t_{max} \geq 1$, and that $S$ selects a flaw $g$ to resample in $\sigma$. We can now view the evolution of $A$ as a two-part process: we first resample $g$, reaching state $\sigma'$ with probability $A_g[\sigma, \sigma']$. We then execute a new search algorithm $A'$ starting at state $\sigma'$, wherein the flaw selection rule $S'$ on history $[\sigma', \sigma_2, \ldots, \sigma_r]$ is the same as the choice of $S$ on history $[\sigma, \sigma', \sigma_2, \ldots, \sigma_r]$.

Suppose now that $\mathcal{E}_{H,t_{max}}$ holds for $A$, i.e. $J^T_t = H$ for some $t \leq t_{max}$. Note that the actual trajectory $T'$ for $A'$ is given by $T'$ which is the shift of $T$. Thus, by Proposition 19, one of the two conditions must hold: (i) either $H$ has a unique source node $v$ labeled $g$ and $J^T_{t-1} = H - v$; or (ii) $H$ has no such node and $J^T_{t-1} = H$ and $g$ is dominated by $H$.

In the first case, there must also hold $\mathcal{E}_{H - v, t_{max} - 1}$ for $A'$. By induction hypothesis, this has probability at most $e^T_{\sigma'} A_H e_F$ conditional on a fixed $\sigma'$. Summing over $\sigma'$, we get a total probability of $\sum_{\sigma'} A_g[\sigma', \sigma'] e^T_{\sigma'} A_{H - v} e_F = e^T_{\sigma} A_g A_{H - v} e_F = e^T_{\sigma} A_H e_F$.

In the second case, there must also hold $\mathcal{E}_{H,t_{max} - 1}$ for $A'$. By induction hypothesis, this has probability at most $e^T_{\sigma'} A_H e_F$ conditional on a fixed $\sigma'$. Summing over $\sigma'$, we get a total probability of $\sum_{\sigma'} A_g[\sigma, \sigma'] e^T_{\sigma'} A_H e_F = e^T_{\sigma} A_g A_H e_F$. Since $g$ is dominated by $H$ for $E$, this is at most $e^T_{\sigma} A_H e_F$, again completing the induction. ▶

Proposition 21. Suppose that event $E$ is true at times $s$ and $t$ with $s < t$, but false at some intermediate time. Then $J^T_s \neq J^T_t$.

Proof. We prove this by induction on $s$. For the base case $s = 0$, we have $J^T_s = \emptyset$. Suppose for contradiction that $J^T_s = \emptyset$ as well. Since $E$ is false at an intermediate time but true at time $t$, it must become true due to resampling some $g$ at time $t' < t$. Clearly also $J^T_{t'+1,t} = \emptyset$.

Since $g$ makes $E$ be true where it was false, we have $g \in \hat{\Gamma}(E)$. As a result, $g$ is not dominated for the empty wdag. So the rule for forming $J^T_t$ would add a node to $J^T_{t'+1,t}$, contradicting that $J^T_t = \emptyset$.

For the induction step, suppose $s > 0$ and $J^T_s = J^T_{s-1}$. Let $T'$ be the shift of $T$. By Proposition 19, both $J^T_{s-1}$ and $J^T_{t-1}$ are updated in the same manner depending on the flaw $f_1$. Thus, $J^T_{s-1} = J^T_{t-1}$. But this contradicts the induction hypothesis. ▶
Proposition 22. \( N(E) \leq \sum_{H \in \mathcal{H}} \mu^T A_H e_E. \)

Proof. By Proposition 21, for each time \( t \) that \( E \) switches from false to true, the corresponding \( \text{w dag} \ J^T_t \) must be distinct. Thus, the total number of times that \( E \) becomes true is at most \( \sum_{H \in \mathcal{H}} \| V_{i \geq 0} J^T_i = H \|. \) Now take expectations and apply Lemma 20.

Proposition 23. For a \( \text{w dag} \ H \in \mathcal{H}', \) there holds \( \text{sink}(H) \in \mathcal{O}(E). \)

Proof. Let us fix some value \( t \) where \( E \) holds; for \( s = 1, \ldots, t \) let \( H_s = J^T_{[s,t]} \) and \( I_s = \text{sink}(H_s), \) and so that \( H_1 = H. \) We claim by induction on \( s \) that each \( \text{w dag} \ H_s \) has the stated property.

Now consider some \( s < t, \) where \( H_s \) is formed from \( H_{s+1} \) by possibly adding a new node labeled \( g. \) The induction step is obvious if \( I_s = I_{s+1}. \) Thus, we may assume that \( g \) is unrelated to \( H_{s+1} \) (else it would not form a new sink node.) So the only relevant case is if \( g \) is not dominated by \( \text{w dag} \ G^T_{[s,t]} \).

By induction hypothesis, \( I_{s+1} \in \mathcal{O}(E). \) Then it can be enumerated as \( I_{s+1} = \{ g_1, \ldots, g_r \} \) to satisfy Eq. (3). Suppose, for contradiction, that \( I_s \notin \mathcal{O}(E). \) If we enumerate \( I_s = \{ g_1, \ldots, g_r \} \), then there would hold \( \theta^T A_{g_1} A_{g_1} \ldots A_{g_r} e_E \leq \theta^T A_{g_1} \ldots A_{g_r} e_E \) for all distributions \( \theta \) over the states.

Letting \( V \) denote the sink nodes of \( H_{s+1}, \) we have \( A_{H_{s+1}} = A_{H_{s+1}} - V A_V. \) Then, for any state \( \sigma, \) we have \( e^T \sigma A_{g_1} A_{H_{s+1}} e_E = e^T \sigma A_{g_1} A_{H_{s+1}} - V A_V e_E = e^T \sigma A_{H_{s+1}} - V A_{g_1} \ldots A_{g_r} e_E, \) where in the last inequality we use the facts that \( g \) is unrelated to \( H_{s+1} \) and that \( A_V = A_{g_1} \ldots A_{g_r}. \)

By our bound with \( \theta = e^T \sigma A_{H_{s+1}} - V, \) we see that this is at most \( e^T \sigma A_{H_{s+1}} - V A_{g_1} \ldots A_{g_r} e_E = e^T \sigma A_{H_{s+1}} e_E. \) Hence \( g \) is dominated by \( G_{s+1} \) and we would not add the new node to \( H_s, \) a contradiction.

We now get our desired distributional bounds:

Corollary 24. \( N(E) \leq \mu(E) \sum_{I \in \mathcal{O}(E)} \Psi(I). \)

Proof. We have shown \( N(E) \leq \sum_{H \in \mathcal{H}} \mu^T A_H e_E. \) Since each \( H \in \mathcal{H}' \) has \( \text{sink}(H) \in \mathcal{O}(E), \) this is at most \( \sum_{I \in \mathcal{O}(E)} \sum_{H \in \mathcal{H}(I)} \mu^T A_H e_E. \) By Theorem 9, this is at most \( \sum_{I \in \mathcal{O}(E), H \in \mathcal{H}(I)} \nu(H) \mu(E) = \mu(E) \sum_{I \in \mathcal{O}(E)} \Psi(I). \)

Corollary 25. \( P(E) \leq \mu(E) \sum_{I \in \mathcal{O}(E)} \Psi_{\mathcal{G}}(I) \) where \( \mathcal{G} = \{ f \in \mathcal{F} : f \notin E \}. \)

Proof. Consider the first time that \( E \) becomes true, if any. Then, only flaws in \( \mathcal{G} \) can be resampled up to that point; if some other flaw with \( f \subseteq E \) was resampled, then necessarily \( E \) was true earlier. Up to this time, the behavior of the Search Algorithm is identical to if had restricted to the flaw set \( \mathcal{G}. \) So \( P(E) \leq N_{\mathcal{G}}(E); \) by Corollary 24 this is at most \( \sum_{I \in \mathcal{O}(E)} \Psi_{\mathcal{G}}(I). \)

Since any set \( I \in \mathcal{O}(E) \) is also a subset of \( \hat{\Gamma}(E), \) we have the following crisp corollary:

Corollary 26. \( P(E) \leq \mu(E) \overline{\Psi}(\hat{\Gamma}(E)). \)

We note that Iliopoulos [20] had previously shown a bound similar to Corollary 26 but it had three additional technical restrictions: (i) it only worked for commutative resampling oracles in the sense of [23]; (ii) it additionally required the construction of a commutative resampling oracle for the event \( E \) itself; and (iii) if the resampling oracle is not regenerating, it gives a strictly worse bound.

The following result shows how to apply these bounds with common LLL criteria.
Proposition 27. Under the criteria of Proposition 11, we have the following estimates for $P(E)$:

1. If the symmetric criterion holds, then $P(E) \leq \mu(E) \cdot e^{\|\dot{\Gamma}(E)\|_P}$.
2. If function $x$ satisfies the asymmetric criterion, then $P(E) \leq \mu(E) \cdot \prod_{f \in \dot{\Gamma}(E)} \frac{1}{1-x(f)}$.
3. If function $\eta$ satisfies the cluster-expansion criterion, then $P(E) \leq \mu(E) \cdot \sum_{f \in D(E)} \prod_{g \in I} \eta(g)$.

One weakness of distributional bounds such as Corollary 26 is that the definition of $\dot{\Gamma}(E)$ is binary: either flaw $f$ cannot possibly cause $E$, or every occurrence of $f$ must be tracked to determine if it caused $E$. The next results allow us to take account of flaws which can “partially” cause $E$.

For flaw $f$ and event $E$, let us define

$$
\kappa(f, E) = \max_{\sigma \in \mathcal{F}} e_{\sigma}^T A_{f \in E} \eta_f / e_{\sigma}^T A_{f \notin E, \bar{f}} \eta_f.
$$

Note that $\kappa(f, E) = 0$ for $f \notin \dot{\Gamma}(E)$, and $\kappa(f, E) \leq 1$ always. Thus, $\kappa(f, E)$ is a weighted measure of the extent to which $f$ causes $E$. Also note that usually $e_{\sigma}^T A_{f \in f}$ is small, and the denominator in the definition of $\kappa(f, E)$ is close to one.

Theorem 28. $P(E) \leq \mu(E) + \sum_{f \in \mathcal{G}} \kappa(f, E) \cdot \min_{F \supseteq E} N_{\mathcal{G}}(F \cap f)$ where $\mathcal{G} = \{f : f \not\subseteq E\}$.

Proof. See Appendix B.

We remark that to obtain Theorem 28, we needed to bound $N(F \cap f)$; bounds on $P(F \cap f)$ alone would not have been enough. This explains why we analyzed the more general quantity. By applying Theorem 28 to the event $E$, we can obtain a lower bound on the probability of $E$:

Corollary 29. $P(E) \geq \mu(E) - \sum_{f \in \mathcal{G}} \kappa(f, E) \cdot \min_{F \supseteq E} N_{\mathcal{G}}(f - E)$ where $\mathcal{G} = \{f : f \cap E \neq \emptyset\}$.

For example, consider the permutation setting, where the probability space $\Omega$ is the uniform distribution on permutations on $n$ letters, and each flaw has the form $g_1 \cap \cdots \cap g_k$, where each $g_i$ is an atomic event of the form $\pi x_i = y_i$. We then get the following distributional result:

Theorem 30 ([14]). In the permutation setting, consider an event $E = g_1 \cap \cdots \cap g_k$ where each $g_i$ is an atomic event. We have $N(E) \leq \frac{(n-k)!}{n!} \prod_{i=1}^k \left(1 + \sum_{f \in \mathcal{F}, f \neq g_i} \Psi(f)\right)$.

As another example, consider the setting where the underlying probability space $\Omega$ is the uniform distribution on perfect matchings on the clique $K_n$, and each flaw has the form $g_1 \cap \cdots \cap g_k$, where each $g_i$ is an atomic event of the form $\{x_i, y_i\} \subseteq M$. We then get the following distributional result:

Theorem 31. In the settings of perfect matchings of the clique, consider an event $E = g_1 \cap \cdots \cap g_k$ where each $g_i$ is an atomic event. We have $N(E) \leq \frac{(n-2k)!}{(n-1)!} \prod_{i=1}^k \left(1 + \sum_{f \in \mathcal{F}, f \neq g_i} \Psi(f)\right)$.

The work [14] showed (what is essentially) Theorem 30 using a complicated and ad-hoc analysis based on a variant of witness trees, while Theorem 31 is new. The proofs are deferred to Appendix C.

Using these bounds, we can show the following estimates on individual entries of $\pi$:
Theorem 32. If each color appears at most $\Delta = \frac{27}{256}n$ times in the array, then the Search Algorithm generates a latin transversal where, for each cell $x,y$, there holds

$$\frac{17}{32n} \leq P(\pi x = y) \leq \frac{173}{128n}$$

Proof. Define the event $E$ that $\pi x = y$. For the upper bound, Theorem 28 (with $F = \Omega$) gives $P(\pi x = y) \leq \mu(E) + \sum_{f \in \mathcal{F}} N_{\mathcal{F}}(f) \kappa(f, E)$. Now, consider some flaw $f = [(x_1, y_1), (x_2, y_2)] \in \mathcal{F}$. The flaw $f$ must involve cell $(x,y)$ or $(x', y)$, else $\eta(f, E, \Omega) = 0$. For a flaw that does so, we can see that there is a probability of at most $1/(n-1)$ that the resampling causes $E$, since there is at most one possible choice that can cause $\pi x = y$. Thus $\eta(f, E, \Omega) \leq \frac{1}{1/(n-1)}$. By Theorem 30, we have $N_{\mathcal{F}}(f) \leq \frac{(n-2)!}{n!} (1 + \sum_{f' \in \mathcal{G}; f \sim y} \Psi(f'))$ where $y_1, y_2$ are the two atoms in $f$. Since $\Psi(f') \leq \gamma = \frac{256}{81n^2}$, and there are at most $2n(\Delta - 1)$ choices for $f'$, this is overall at most $\frac{1}{n(n-1)} (1 + 2n(\Delta - 1))$. Since either $x_1 = x$ or $y_1 = y$, there are $2n(\Delta - 1)$ choices for $f$. Summing over these, we get

$$P(E) \leq \frac{1}{n} + 2n(\Delta - 1) \cdot \frac{1}{n(n-1)} (1 + 2n(\Delta - 1)\gamma) \cdot \frac{1/(n-1)}{1 - 1/n(n-1)} \leq \frac{173}{128n}$$

For the lower bound, we use Corollary 29. Letting $G$ denote the flaws which do not involve cells $(x, y')$ for $y' \neq y$, or $(x', y)$ for $x' \neq x$ and setting $F = E$, we have $P(E) \geq \mu(E) = \sum_{f \in \mathcal{F}} N(E \cap f) \kappa(f, E)$. Now, consider some such flaw $f = [(x_1, y_1), (x_2, y_2)]$. If $(x_1, y_2) = (x, y)$, then in this case, $f \cap E = f$ and so Theorem 30 implies that $N_G(f \cap E) \leq \frac{1}{n(n-1)} (1 + (\Delta - 1)\gamma)(1 + 2n(\Delta - 1)\gamma)$. (We emphasize that, because we are restricting to $G$, there are no neighbors which involve cells $(x, y')$ etc.) Otherwise, if $(x, y)$ is distinct from $(x_1, y_1), (x_2, y_2)$, then $f \cap E = [(x_1, y_1), (x_2, y_2), (x, y)]$ and Theorem 30 implies that $N_G(f \cap E) \leq \frac{1}{n(n-1)(n-2)} (1 + (\Delta - 1)\gamma)(1 + 2n(\Delta - 1)\gamma)^2$. There are at most $(\Delta - 1)$ flaws in the first category, and each trivially has $\kappa(f, E) \leq 1$. There are at most $n^2(\Delta - 1)/2$ flaws in the second category; each such flaw $f$ has $\kappa(f, E) \leq \frac{2}{1 - 1/n(n-1)}$, since there are two choices for the cell to swap and in each case there is at most one way to get $\pi x = y$ in a swap. Putting all terms together, and with some algebraic simplifications, we get $P(E) \geq \frac{17}{32n}$.

An analogous result can be shown for perfect matchings of the clique; we omit the proof here.

Theorem 33. Consider an edge-coloring $G$ of the clique $K_n$, for $n$ an even integer, such that each color appears on at most $\Delta = \frac{27}{256}n$ edges. Then the Search Algorithm generates a perfect matching $M$ such that $C(e) \neq C(e')$ for all distinct edges $e, e'$ of $M$. Moreover, for each edge $e$, the probability there holds $\frac{17}{32n(n-1)} \leq P(e \in M) \leq \frac{173}{128(n-1)}$.

7 Compositional properties for resampling oracles

The flaws and their resampling oracles are often built out of a collection of simpler, “atomic” events. For example, in the permutation LLL setting, these would be events of the form $\pi x = y$. In [15], Harris described a generic construction when the atomic events satisfy an additional property referred to as obliviousness. Let us now review this construction, and how it works with commutativity.
Consider a set \( \mathcal{A} \) of events, along with a resampling oracle \( \mathcal{R} \) and a dependency relation \( \sim \). It is allowed, but not required, to have \( f \sim f \) for \( f \in \mathcal{A} \). For the compositional construction, we must define explicitly how the resampling oracle \( \mathcal{R}_f \) uses the random seed. Specifically, to resample \( \sigma' \leftarrow \mathcal{R}_f(\sigma) \), we first draw a random seed \( r \) from some probability space \( F_r \), and then set \( \sigma' = F(\sigma, r) \) for some deterministic function \( F \). For brevity, we write this as \( \sigma' = r\sigma \).

We refer to the elements of \( \mathcal{A} \) as atoms. These should be thought of as “pre-flaws”, that is, they have the structural algebraic properties of a resampling oracle, but do not necessarily satisfy any convergence condition such as the LLLL. We have the following key definition:

\[ \text{Definition 34 (Oblivious resampling oracle [15]). The resampling oracle } \mathcal{R} \text{ is called oblivious if for every pair } f, g \in \mathcal{A} \text{ with } f \not\sim g \text{ and for each } r \in \mathcal{F}_f, \text{ one of the following two properties holds:} \]

\[ \begin{align*}
&\text{For all } \sigma \in f \cap g \text{ we have } r\sigma \in g \\
&\text{For all } \sigma \in f \cap g \text{ we have } r\sigma \notin g
\end{align*} \]

We assume throughout this section that \( \mathcal{R} \) is oblivious. For each \( f \in \mathcal{A} \) and \( g_1, \ldots, g_s \in \mathcal{A} \) with \( g_1 \not\sim f \), we define \( \mathcal{R}_{f,g_1,\ldots,g_s} \) to be the set of values \( r \in \mathcal{F}_f \) such that \( r\sigma \in g_1 \cap \cdots \cap g_s \). With some abuse of notation, we also use \( \mathcal{R}_{f,g_1,\ldots,g_s} \) to refer to the probability distribution of drawing \( r \) from \( \mathcal{F}_f \), conditioned on having \( r \) in the set \( \mathcal{R}_{f,g_1,\ldots,g_s} \).

Note that in light of Definition 34 this is well-defined irrespective of \( \sigma \).

For a stable set \( C \subseteq \mathcal{A} \), we define \( \langle C \rangle \) to be the intersection of the events in \( C \), i.e., \( \langle C \rangle = \bigcap_{f \in C} f \). From \( \mathcal{A} \), one can construct an enlarged set of events \( \overline{\mathcal{A}} = \{ \langle C \rangle \mid C \text{ a stable subset of } \mathcal{A} \} \). We define the relation \( \sim \) on \( \overline{\mathcal{A}} \) by setting \( \langle C \rangle \sim \langle C' \rangle \) iff either (i) \( C = C' \) or (ii) there exist \( f \in C, f' \in C' \) with \( f \not\sim f' \). We also define a corresponding resampling oracle \( \mathcal{R} \) on \( \overline{\mathcal{A}} \) which will satisfy all its required structural properties. The intent is to choose the flaw set \( \mathcal{F} \) to be some arbitrary subset of \( \overline{\mathcal{A}} \); as before, \( \overline{\mathcal{A}} \) does not necessarily satisfy any LLLL convergence criterion.

To determine \( \mathcal{R} \), consider some \( g = \langle C \rangle \) for a stable set \( C \), with some arbitrary enumeration \( C = \{ f_1, \ldots, f_t \} \). We define \( \mathcal{R}_g \) to be the probability distribution on tuples \( r = (r_1, \ldots, r_t) \) wherein each \( r_i \) is drawn independently from \( \mathcal{R}_{f_i, f_{i+1}, \ldots, f_t} \), and we set \( r\sigma = r_1 \ldots r_t \sigma \).

\[ \text{Theorem 35 ([15]). Suppose that } \mathcal{R} \text{ is an oblivious resampling oracle for } \mathcal{A}, \text{ which is not necessarily commutative. Then: } \mathcal{R} \text{ with dependency relation } \sim \text{ provides an oblivious resampling oracle for } \overline{\mathcal{A}}. \text{ If } \mathcal{R} \text{ is regenerating on } \mathcal{A}, \text{ then the resampling oracle on } \overline{\mathcal{A}} \text{ is also regenerating.} \]

It would seem reasonable that if \( \mathcal{A} \) is commutative, then \( \overline{\mathcal{A}} \) would be as well. Unfortunately, we do not know how to show this for the commutativity definition of [23]. For our commutativity definition, this is easy to show; in addition, \( \overline{\mathcal{A}} \) will inherit a number of other nice properties. This is a good illustration of how the new definition of commutativity is easier to work with, beyond its advantage of greater generality.

\[ \text{Proposition 36. Suppose that } \mathcal{A} \text{ is oblivious but not necessarily commutative. For a flaw } g = \langle C \rangle, \text{ suppose that we have fixed an enumeration } C = \{ f_1, \ldots, f_t \} \text{ to define } \mathcal{R}_g. \text{ Then } A_g \propto A_{f_1} \cdots A_{f_t}. \]

\[ \text{Proof. By definition of } \mathcal{R}_g, \text{ we have } A_g[\sigma, \sigma'] = \Pr(r_t \cdots r_1 \sigma = \sigma'), \text{ where each } r_i \text{ is drawn independently from } \mathcal{R}_{f_i, f_{i+1}, \ldots, f_t}. \text{ Let us define } \mathcal{R}' = \mathcal{R}_{f_i, f_{i+1}, \ldots, f_t}, \text{ and } \sigma_i = r_1 \ldots r_i \sigma \text{ for } i = 0, \ldots, t \text{ where } \sigma_0 = \sigma. \text{ By enumerating over possible values for } \sigma_1, \ldots, \sigma_t, \text{ we get } A_g[\sigma, \sigma'] = \sum_{\sigma_t = \sigma'} \Pi_{i=1}^t \Pr_{r_i \sim \mathcal{R}'}(r_i \sigma_{i-1} = \sigma_i). \]
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Note that if $\sigma_i \not\in j$ for some $j > i$, then the term $\Pr_{r_i \sim R_i}(r_i \sigma_{i-1} = \sigma_i)$ must be zero, since $r_i \in R_i \subseteq R_{f_i:j}$. So we may restrict the sum to terms with $\sigma_i \in f_{i+1} \cap \ldots \cap f_t$ for all $i = 0, \ldots, t$. For each such term, we have $\Pr_{r_i \sim R_i}(r_i \sigma_{i-1} = \sigma_i) = \frac{\Pr_{r_i \sim R_i}(r_i \sigma_{i-1} = \sigma_i)}{\Pr_{r_i \sim R_i}(r_i \in R_i)} = A_i^{\sigma_{i-1}}$. So:

$$A_g[\sigma, \sigma'] = \sum_{\sigma_1, \ldots, \sigma_t, \sum_{\sigma_t} = \sigma'} A_{f_i}[\sigma_0, \sigma_1] \ldots A_{f_t}[\sigma_{t-1}, \sigma_t] = \frac{\sum_{\sigma_i = \sigma_t} A_{f_i}[\sigma_0, \sigma_1] \ldots A_{f_t}[\sigma_{t-1}, \sigma_t]}{\prod_{i=1}^t \Pr_{r_i \sim R_i}(r_i \in R_i)}(\sigma, \sigma')$$

Proposition 37. If $A$ is commutative, then the transition matrix $A_g$ for a flaw $g = \langle C \rangle$ does not depend on the chosen enumeration $C = \{f_1, \ldots, f_t\}$.

Proof. By Proposition 36, we have $A_g = c A_g'$ for $A_g' = A_{f_1} \cdots A_{f_t}$. Since the matrices $A_{f_i}$ all commute, $A_g'$ does not depend on the enumeration of $C$. Furthermore, the constant $c$ can be determined from $A_g'$ by choosing an arbitrary state $\sigma \in g$ and setting $c = \sum_{\sigma'} A_g'[\sigma, \sigma']$.

Theorem 38. If the resampling oracle is commutative on $A$, then it is also commutative on $\overline{A}$.

Proof. Let $g = \langle C \rangle$ and $g' = \langle C' \rangle$ for stable sets $C, C'$ such that $g \not\propto g'$. So $f \not\propto f'$ for all $f \in C$ and $f' \in C'$. By Proposition 36 we have

$$A_g A_g' = c_g c_{g'} \left( \prod_{f \in C} A_f \prod_{f' \in C'} A_{f'} \right), \quad A_{g'} A_g = c_{g'} c_g \left( \prod_{f \in C'} A_{f'} \prod_{f \in C} A_f \right)$$

for scalar constants $c_g, c_{g'}$. All these matrices $A_f, A_{f'}$ commute, so both quantities are equal.

Another useful property for such resampling oracles is idempotence. We say that $A$ is idempotent if $A_f^2 \propto A_f$ for all $f \in A$. Most of the known commutative resampling oracles, resampling oracles have this property, including the variable LLLL and the permutation LLL.

Proposition 39. If the resampling oracle is commutative and idempotent on $A$, then it is also idempotent on $\overline{A}$. Furthermore, for any stable set $I = \{\langle C_1 \rangle, \ldots, \langle C_k \rangle\}$ of $\overline{A}$ and stable set $J = C_1 \cup \ldots \cup C_k$ of $A$, there holds $A_I \propto A_J$.

Proof. First, let $f = \langle C \rangle$ for stable set $C = \{g_1, \ldots, g_k\}$. Proposition 36 gives $A_f^2 \propto (A_{g_1} \cdots A_{g_k})^2$. Since the matrices $A_{g_i}$ commute with each other, this gives $A_f^2 \propto A_{g_1} \cdots A_{g_k}$. Since $A$ is idempotent, this is proportional to $A_{g_1} \cdots A_{g_k}$, which again by Proposition 36 is proportional to $A_f$.

For the second result, Proposition 36 gives $A_f \propto \prod_{g \in C} A_g = \prod_{g \in J} A_g^n$ where $n_g \geq 1$ is the number of copies of $g$ appearing in $C_1, \ldots, C_k$. Since $A$ is idempotent, each term $A_g^n$ is proportional to $A_g$. Hence we have $A_f \propto \prod_{g \in J} A_g = A_J$.
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A Necessity of transition matrix commutativity for Lemma 5

Consider a set of events \( B^* \) with a dependency relation \(~\). We say that \( B^* \) is complete if for each \( \sigma \in \Omega \) there exists a flaw \( h_\sigma = \{ \sigma \} \in B^* \), and with \( h_\sigma \sim g \) for all \( g \in B^* \). Note that this definition is satisfied if \( B^* \) is generated by atomic events corresponding to permutations, perfect matchings of hypergraphs, or spanning trees.

We show now that if transition matrix commutativity fails in a complete set of events, even for a single pair of flaws, then some wdags may appear with probability arbitrarily higher than their weight. It can be checked that preconditions of the lemma (and thus its conclusion) apply to some existing resampling oracles, such as the oracle for spanning trees from [19] and the oracle for perfect matchings of complete s-uniform hypergraphs (for \( s \geq 3 \)) from [15].

\[ \textbf{Theorem 40.} \] Suppose that \( B^* \) is complete, regenerating, and contains a pair \( f, g \in B^* \) with \( f \sim g \) and \( A_f A_g \neq A_g A_f \). Then for any \( C > 0 \) there exists a set of flaws \( B \subseteq B^* \) with \( |B| = 3 \), wdag \( H \) with a single sink and a flaw resampling strategy \( S \) such that the probability that \( H \) appears in the execution of the algorithm is at least \( C \cdot w(H) = C \cdot \prod_{e \in H} \mu(L(e)) \).

\[ \textbf{Proof.} \] Consider states \( \sigma, \tau \) with \( A_f A_g[\sigma, \tau] \neq A_g A_f[\sigma, \tau] \). Denote \( x = A_f A_g e_\sigma \) and \( y = A_g A_f e_\tau \), and assume w.l.o.g. that \( x[\sigma] < y[\sigma] \). Note that \( \mu^T A_f A_g = \mu^T A_g A_f = \gamma_f \gamma_g \cdot \mu^T \) since the oracles are regenerating, and therefore \( \mu^T x = \mu^T y = \gamma_f \gamma_g \cdot \mu^T \).

Consider the following strategy \( S \) given a current state \( \sigma_1 \): (i) if \( \sigma_1 \neq \sigma \) then prioritize flaws \( f, g, h \) at steps 1,2,3 respectively; (ii) if \( \sigma_1 = \sigma \) then prioritize flaws \( g, f, h \) at steps 1,2,3 respectively. We say that the run succeeds if the sequence of addressed flaws is \( (f, g, h) \) in the first case and \( (g, f, h) \) in the second case. Clearly, the probability of success equals \( e_{\sigma_1}^T A_f A_g e_{\tau} = e_{\sigma_1}^T x \) in the first case and \( e_{\sigma_1}^T A_g A_f e_{\tau} = e_{\sigma_1}^T y \) in the second case. If \( \sigma_1 \) is distributed according to \( \mu \) then the probability of success is

\[
p = \mu[\sigma] \cdot e_{\sigma}^T y + \sum_{\sigma_1 \in \Omega - \{\sigma\}} \mu[\sigma_1] \cdot e_{\sigma_1}^T x = \mu[\sigma] \cdot (e_{\sigma}^T y - e_{\sigma}^T x) + \sum_{\sigma_1 \in \Omega} \mu[\sigma_1] \cdot e_{\sigma_1}^T x
\]

\[
= \mu^T x + \mu[\sigma] \cdot (y[\sigma] - x[\sigma]) > \gamma_f \gamma_g \gamma_h
\]

Furthermore, if the run succeeds then the last state is distributed according to \( \mu \) (since step 3 resamples \( h \) at state \( \tau \), and the oracles are regenerating).

Now consider the trajectory which repeats the sequence \( f, g, h \) for \( n \) times, and the corresponding wdag \( H = G^C_{3n} \) which has a single sink node labeled \( h \). Let \( S^n \) be the strategy \( S \) repeated cyclically. From the previous paragraph, the probability that the run starting with some distribution \( \mu \) produces \( H \) is given by \( c_n \cdot p^{n-1} \), where \( c_n \) depends only on the initial distribution. Note that \( w(H) = (\gamma_f \gamma_g \gamma_h)^n \). Choosing \( n \) sufficiently large now gives the claim. ▶
B Proof of Theorem 28

First, there is a probability of $\mu(E)$ that $E$ is true at time 0. To bound the probability the $E$ becomes true later, let us say that a pair $(f, t)$ is good if (i) $E$ is false at time $t$; (ii) $f$ is resampled at time $t$; and (iii) either this is the first resampling of $f$, or if the most recent resampling of $f$ had occurred at time $t' < t$, then $f$ had been false at some intermediate time between $t' + 1$ and $t$. If $(f, t)$ is good, we say it is finalized at time $s \geq t$ if (i) $f$ is resampled at time $s$; (ii) $E$ has been false at all times prior to $s$; and (iii) $f$ is true at times $t, \ldots, s$.

We claim that if $E$ becomes true, then there is some pair $(f, t)$ which is good and is finalized at some time $s \geq t$. For, suppose that $E$ first becomes true at time $s \geq 1$ and that $f$ is resampled at time $s$. Going backward in time, look for the earliest time $t$ such that the same flaw $f$ is resampled at time $t$ and that $f$ remained true between $t$ and $s$ (possibly $t = s$). Then $(f, t)$ is good and is finalized at time $s$.

Now let us fix good pair $(f, t)$. For each $s \geq t$, let $E_s$ be the event that $(f, t)$ is finalized by some $s' \geq s$. We claim that $\Pr(E_s) \leq \kappa(f, E)$; furthermore, this probability bound holds conditional on the full state of the system at times up to $s$.

By a limiting argument, it suffices to show this bound if we restrict to $s \leq s_{\text{max}}$ for arbitrary integer $s_{\text{max}}$. For fixed $s_{\text{max}}$, we show it by induction backward on $s$. The claim follows immediately from induction if $f$ is not being resampled at time $s$ or if $s = s_{\text{max}}$. If $E$ is true at time $s$, then $E_s$ is impossible (since $(f, t)$ would have needed to be finalized at some earlier time $s' < s$). Likewise, if there was an intervening time between $t$ and $s$ where $f$ was false, then $E_s$ is impossible.

So, suppose we resample $f$ at time $s$ while $E$ is false and $f$ has remained true for times $t, \ldots, s$. Let $\tau \in f \cap E$ be the state at time $s$. There are three things that can happen when resampling $f$:

- $E$ becomes true. This has probability $e^T_e A_{fE}$. In this case, event $E_s$ may have occurred.
- $E$ remains false, and $f$ becomes false. This has probability $e^T_e A_{fE^T \cap E}$. In this case, event $E_s$ is impossible.
- $E$ becomes false, and $f$ remains true. This has probability $e^T_e A_{fE^T \cap E^T \cap f}$. In this case, in order to $E_s$ to occur, it must be that $E_{s+1}$ holds after resampling $f$. By induction hypothesis, this has probability at most $\kappa(f, E)$.

Overall, we have $\Pr(E_s) \leq e^T_e A_{fE} \cdot 1 + e^T_e A_{fE^T \cap E} + e^T_e A_{fE^T \cap E^T \cap f} \cdot \kappa(f, E)$. This is at most $\kappa(f, E) e^T_e A_{fE} + \kappa(f, E) \leq \kappa(f, E)$. This concludes the induction.

Now consider any good pair $(f, t)$. Because of the claim, we know that that the probability that $(f, t)$ is finalized (by any time $s \geq t$) is at most $\kappa(f, E)$, conditional on all other state at time $t$. Since this is a necessary condition for $E$ to become true, the overall probability that $E$ becomes true is at most $\mathbb{E}[L_f] \cdot \kappa(f, E)$, where $L$ is the number of good pairs $(f, t)$. Note that, between any good pairs $(f, t)$ and $(f, t')$ for $t' > t$, the event $F \cap f$ is false at least once, where $F$ is an arbitrary event with $F \geq E$. However, at times $t$ and $t'$, the event $F \cap f$ is true. Thus, $F \cap f$ is caused to become true at least $L_f$ times, and so by Proposition 22, we have $\mathbb{E}[L_f] \leq N_G(F \cap f)$.

C Proof of Theorem 30 and Theorem 31

We begin by considering the setting where $\Omega$ is the uniform distribution on the permutations $\pi$ on $[n]$. The set $\mathcal{A}$ is defined as follows: for each pair $(x, y) \in [n] \times [n]$, there is atom $\pi x = y$, which we denote by $[x, y]$. The resampling oracle here, for such an event, is to update the state $\pi \leftarrow (y z) \pi$, where $z$ is uniformly drawn from $[n]$. (Here and throughout the section, $(y z)$ denotes the permutation which swaps $y$ and $z$.) We have $[x, y] \sim [x', y']$ if exactly one
of the following holds: (i) $x = x'$ or (ii) $y = y'$. Equivalently, this holds iff $[x, y] \cap [x', y'] = \emptyset$. See [15] for further details, including a proof that the resampling oracle is commutative and oblivious.

We begin with a basic observation on how atoms of $A$ interact with events in $\mathcal{A}$.

**Proposition 41.** Let $f = [x, y]$ be an atom and let $E = (C)$ where $C$ is a stable set of $A$. Then $A_f \mathrel{\triangleq} E_{f'}$, where $E' = (C')$ and stable set $C'$ is obtained from $C$ as follows:

- If $C$ contains exactly two atoms $f_1, f_2$ which are neighbors of $f$, i.e. $f_1 = [x, y]$ and $f_2 = [x_2, y]$, then $C' = C - \{f_1, f_2\} \cup \{[x, y], [x_2, y]\}$.
- If $C$ contains exactly one atom $f_1$ which is a neighbor of $f$, then $C' = C - f_1 \cup \{f\}$.
- Otherwise, if $C$ contains no neighbors of $f$, then $C' = C \cup \{f\}$.

**Proof.** Consider state $\pi$, and suppose we resample $f$ to obtain $\pi' = (y z)\pi$. If $f \notin f'$, then $e^\top_f A_f e_E = 0 = e^\top_f e_{E'}$. Similarly, for each $f' \in C$ which is not a neighbor of $f$, we must have $\pi \in f'$ as otherwise $e^\top_f A_f e_E = 0 = e^\top_f e_{E'}$. In these cases, we also automatically have $\pi' \in f'$ for all such $f'$. Thus, we suppose that $\pi \in f$ and also $\pi \in f'$ for all $f' \in C - \Gamma(f)$. We consider the following cases in turn:

- If $C$ contains two atoms $f_1, f_2$, then we claim that $\pi' \in E$ precisely when $z = y_1$ and $\pi x_2 = y$. For, in order to have $\pi' \in f_1$, we must have $\pi x = y_1$. Since $\pi x = y$, this implies that $(y z)y = y_1$, i.e. $z = y_1$. Thus, $\pi' = (y y_1)\pi$. To satisfy $f_2$, we must have $y = \pi' x_2 = (y y_1)\pi x_2$, i.e. $\pi x_2 = y$. In this case, we see that $e^\top_f A_f e_E = 1/n$ for all $\pi$ and also $e^\top_f e_{E'} = 1$.

- Suppose that $C$ contains a neighbor $f_1 = [x, y_1]$. In this case, we have $\pi' \in f_1$ precisely if $y_1 = z$. Similarly, suppose that $C$ contains a neighbor $f_2 = [x_2, y]$. In this case, we have $\pi' \in f_2$ precisely if $z = \pi x_2$. Thus, we have $e^\top_f A_f e_E = 1/n$ for all such $\pi$ and also $e^\top_f e_{E'} = 1$.

- If $C$ has no neighbors of $f$, then $\pi'$ is in $E$ iff $z \notin \{y_1, \ldots, y_k\}$ where $C = \{[x_1, y_1], \ldots, [x_k, y_k]\}$. Thus $e^\top_f A_f e_E = \frac{n-k}{n}$ and $e^\top_f e_{E'} = 1$.

To understand more complex, multi-atom interactions, let us fix event $E = (C)$ for a stable set $C$. For a stable set $I \subseteq A$, we can form an associated bipartite graph $G_I$, as follows: the left vertices correspond to $C$ (we call these $C$-nodes), and the right vertices correspond to $I$ (we call these $I$-nodes). It has an edge between $f$ and $f'$ iff $f \sim f'$. Observe that since $C$ and $I$ are stable, the graph $G_I$ has degree at most two – each node $[x, y]$ can have one neighbor of the form $[x', y]$ and another neighbor of the form $[x, y']$. So, $G_I$ decomposes into paths and cycles.

We define $\tau(I)$ to be the size of a maximum matching in $G_I$. We also define the **active conditions for $I$**, denoted Active$(I) \subseteq A$, as follows. First, for each $f \in I$, we also place $f$ into Active$(I)$. Second, consider some maximal path of $G_I$ starting and ending at $C$-nodes (which we call a $C$-path). The path can be written (in one of its two orientations) as

\[
[x_1, y_1], [x_1, y_2], [x_2, y_2], \ldots, [x_k, y_{k-1}], [x_k, y_k].
\]

In this case, we also put $[x_k, y_1]$ into Active$(I)$. (It is possible that $k = 1$, in which case $[x_1, y_1]$ is an isolated $C$-node.)

For brevity, we define $\alpha(I)$ to be the event $(\text{Active}(I))$ in $\mathcal{A}$. The active conditions determine the vector $A_f e_E$, and also have a number of nice combinatorial properties.

**Proposition 42.** Let $I$ be a stable set of $A$. Then the following properties hold:

1. $A_f e_E \mathrel{\triangleq} e_{\alpha(I)}$.
2. $|\text{Active}(f)| = |C| + |I| - \tau(I)$.
3. Any $f \in I$ with $\tau(I) = \tau(I - f)$ has Active$(I) = \text{Active}(I - f) \cup \{f\}$. 


Consider the stable sets $I$ dominated by $\alpha(I) = C$. For the induction step, consider $f \in I$. We have $A_f e_E = A_f A_{I-f} e_E$; by induction hypothesis, this is proportional to $A_f e_{E[U]}$ where $U = \text{Active}(I-f)$. By Proposition 41, this in turn is proportional to $e_{U'}$, where $U'$ is formed according to the specific given rules. We thus need to show that $U' = \text{Active}(I)$. There are three cases.

If $U$ has no neighbors of $f$, then $U' = U \cup \{f\}$. Furthermore, $G_I$ has no changes in its $C$-paths compared to $G_{I-f}$, so $\text{Active}(I) = \text{Active}(I-f) \cup \{f\} = U'$.

Next suppose $U$ has one neighbor $f' = [x',y']$ of $f$. Since $I$ is a stable set, it must have $f' \notin I$, i.e. $G_{I-f}$ contains a $C$-path with endpoints $x',y'$. This $C$-path now terminates in a degree-one $I$-node $[x,y]$ in $G_I$, and hence it is removed from $G_I$. So $\text{Active}(I) = \text{Active}(I-f) - f' \cup \{f\} = U'$.

Finally, If $U$ has two neighbors $f_1 = [x_1,y_1], f_2 = [x_2,y_2]$, then again since $I$ is a stable set these must correspond to $C$-paths in $G_{I-f}$. Thus, there are two $C$-paths with endpoints $x_1,y_1$ and $x_2, y_2$ respectively. Now in $G_I$, there is a new degree-two $I$-node $[x,y]$. This merges the two $C$-paths into a single new $C$-path with endpoints $x_2, y_1$. Thus again $\text{Active}(I) = \text{Active}(I-f) - \{f_1,f_2\} \cup \{f_1,x_2,y_1\} = U'$.

2. Consider some connected component of $G_I$; it is a path or cycle with $i$ distinct $I$-nodes and $c$ distinct $C$-nodes, where $c \in \{i-1,i,i+1\}$. If $c = i-1$, then it has maximum matching size $t = i-1$ else it has maximum matching size $t = i$. If $c = i+1$, then it has one additional active condition corresponding to the $C$-path on its nodes, and thus has $a = i+1$ active conditions; else it has $a = i$ active conditions. In all cases, it can be checked that $a = c + i - t$. The claimed formula is obtained by summing over all components.

3. By part (2), we have $\tau(I) = \tau(I-f)$ precisely if $|\text{Active}(I)| = |\text{Active}(I-f)| + 1$, i.e. $G_I$ has the same number of $C$-paths as $G_{I-f}$. We claim in this case that $G_I$ has the same $C$-paths as $G_{I-f}$ as well, which will show the claim.

For, if not, then $G_I$ would need to gain, and lose, some $C$-paths compared to $G_I$. The new $I$-node $[x,y]$ would need to participate in a new $C$-path. This can only occur if $G_{I-f}$ has two $C$-paths with endpoints $[x,y]$ and $[x',y']$. But in this case, these two existing $C$-paths get destroyed in $G_I$, and thus in fact $G_I$ has strictly fewer $C$-paths compared to $G_{I-f}$.

Proposition 43. Let $I = \{f_1, \ldots, f_k\}$ be a stable set in $\mathcal{A}$, where $f_i = \langle F_i \rangle$ for each $i$. Consider the stable sets $J' = F_1 \cup \cdots \cup F_{k-1}$ and $J = J' \cup F_k$ of $\mathcal{A}$. If $\tau(J') = \tau(J)$, then $f_k$ is dominated by $I - f_k$ in $\mathcal{A}$.

Proof. Let $I' = \{f_1, \ldots, f_{k-1}\}$. It is easily seen that the permutation LLL setting is idempotent. Thus, by Proposition 39, we have $A_{I'} \propto A_J$. Combined with Proposition 42(1), this implies that there is some scalar value $p \geq 0$ such that $A_{I'} e_E = p e_{\alpha(J')}$. We want to show that

$$e^\top_x A_I e_E \leq e^\top_x A_{I'} e_E$$

(4)

for any state $\pi$.

By Proposition 39, we have $A_I \propto A_J$. Thus, the LHS of Eq. (4) is zero if $\pi \notin \alpha(J)$, in which case the inequality clearly holds. So suppose that $\pi \in \alpha(J)$. By Proposition 42(3), we have $\text{Active}(J') \subseteq \text{Active}(J)$ since $\tau(J') = \tau(J)$. In this case, also $\pi \in \alpha(J')$, so the RHS of Eq. (4) is equal to $p$. The LHS can be factored as $e^\top_x A_{I'} e_E = \sum_{\pi} A_{I'} e_{\pi} e_{\pi} e_E = \sum_{\pi \in \alpha(J')} A_{I'} e_{\pi} e_E = \sum_{\pi \in \alpha(J')} e_{\pi} e_E$. Since matrix $A_J$ is substochastic, this is at most $p$. This establishes the desired inequality.
Proposition 44. For any \( I \in \mathcal{O}(E) \), there is an injective function \( \phi_I : I \to C \) with \( g \sim \phi_I(g) \) for all \( g \in I \).

Proof. By definition, \( I \) can be ordered as \( I = \{ f_1, \ldots, f_k \} \), where \( f_i = \langle F_i \rangle \) and such that each \( f_i \) is not dominated by \( \{ f_1, \ldots, f_{i-1} \} \). Let us define \( J_i = \left[F_1 \cup \cdots \cup F_i \right] \) for each \( i \). By Proposition 43, we must have \( \tau(J_i) > \tau(J_{i-1}) \) for each \( i \). Thus, for each \( i \), there is some \( g_i \in F_i - J_{i-1} \) and some \( F_i' \subseteq F_i - \{ g_i \} \) with \( \tau(J_{i-1} \cup F_i' \cup \{ g_i \}) > \tau(J_{i-1} \cup F_i') \). It is known (see, e.g. \cite[Example 1.4]{24}) that \( \tau \) is a submodular set function. Hence, we have

\[
1 = \tau(J_{i-1} \cup F_i' \cup \{ g_i \}) - \tau(J_{i-1} \cup F_i') \leq \tau(\{ g_1, \ldots, g_{i-1} \} \cup \{ g_i \}) - \tau(\{ g_1, \ldots, g_{i-1} \})
\]

since \( \{ g_1, \ldots, g_{i-1} \} \not\subseteq J_{i-1} \).

This implies that \( \tau(\{ g_1, \ldots, g_k \}) = k \) and \( G_{\{ g_1, \ldots, g_k \}} \) has a matching \( M \) of size \( k \). We define the function \( \phi \) by setting \( \phi(f_i) = c_i \) where \( g_i \) is matched to \( c_i \) in \( M \).

We can now obtain Theorem 30.

Proof of Theorem 30. Clearly \( \mu(E) = \frac{(n-k)!}{n!} \). To enumerate a set \( I \in \mathcal{O}(E) \), by Proposition 44, we choose, for each \( g \in C \), either zero or one preimages \( f = \phi_I^{-1}(g) \) in \( I \). If we write \( I_g \) for the set of preimages of \( g \), then \( |I_g| \leq 1 \) for all \( g \) and \( I = \bigcup_{g \in C} I_g \). Overall, this shows that

\[
\sum_{I \in \mathcal{O}(E)} \Psi(I) \leq \sum_{I_{g_1} \cdots I_{g_k}} \Psi(I_{g_1} \cup \cdots \cup I_{g_k}) \leq \sum_{I_{g_1} \cdots I_{g_k}} \Psi(I_{g_1}) \cdots \Psi(I_{g_k})
\]

where the last inequality follows from log-subadditivity of \( \Psi \). This can be written as

\[
\prod_{i=1}^{k} \sum_{I_{g_i}} \Psi(I_{g_i}).
\]

The case of \( I_{g_i} = \emptyset \) contributes 1, and the case of \( I_{g_i} = \{ f \} \) contributes \( \Psi(f) \).

We next consider the setting where \( \Omega \) is the set of perfect matchings \( M \) on the clique on vertex set \( [n] \), where \( n \) is an even integer. The set \( A \) is defined as follows: for each pair \( (x, y) \in [n] \times [n] \) with \( x \neq y \), there is an atomic event that \( M \supseteq \{ x, y \} \). We denote this event by \( [x, y] \); note that \( [x, y] = [y, x] \), which is different from the permutation setting. The resampling oracle, for such an event with \( x < y \), is to update the state by drawing \( z \) uniformly from \([n] - x \) and setting \( M \leftarrow \{ y, z \}M \). Here, we are using the natural left-group action of permutations on matchings, i.e. \( \sigma M = \{ \{ x, y \}, \sigma y \} \mid \{ x', y' \} \in M \} \).

We have \( [x, y] \sim [x', y'] \) if \( |[x, y] \cap [x', y']| = 1 \). Equivalently, this holds iff \( [x, y] \cap [x', y'] = \emptyset \). See \cite{15} for further details, including a proof that this resampling oracle is commutative and oblivious.

As before, we begin with a basic observation on how atoms of \( A \) interact with events in \( A \).

Proposition 45. Let \( f = [x, y] \) be an atom and let \( E = \langle C \rangle \) where \( C \) is a stable set of \( A \). Then \( A_{f \in E} \propto \mathbf{e}_E \), where \( E' = \langle C' \rangle \) and stable set \( C' \) is obtained from \( C \) as follows:

- If \( C \) contains exactly two atoms \( f_1, f_2 \) which are neighbors of \( f \), i.e. \( f_1 = [x, y_1] \) and \( f_2 = [x_2, y] \), then \( C' = C - \{ f_1, f_2 \} \cup \{ [x, y_1], [x_2, y] \} \).
- If \( C \) contains exactly one atom \( f_1 \) which is a neighbor of \( f \), then \( C' = C - f_1 \cup \{ f \} \).
- Otherwise, if \( C \) contains no neighbors of \( f \), then \( C' = C \cup \{ f \} \).

Proof. Consider state \( M \in f \), and suppose we resample \( f \) to \( M' = (y, z)M \) where \( z \) is drawn from \([n] - x \). For each \( f' \in C \) which is not a neighbor of \( f \), we must have \( M \in f' \) as otherwise \( e_M^f A_{f \in E} = 0 = e_M A_{f \in E} \). In these cases, we also automatically have \( M' \in f' \) for all such \( f' \). Thus, we suppose that \( M \in f \) and also \( M \in f' \) for all \( f' \in C - \Gamma(f) \). We consider the following cases:

\[
\begin{align*}
\sum_{I \in \mathcal{O}(E)} \Psi(I) \leq \sum_{I_{g_1} \cdots I_{g_k}} \Psi(I_{g_1} \cup \cdots \cup I_{g_k}) & \leq \sum_{I_{g_1} \cdots I_{g_k}} \Psi(I_{g_1}) \cdots \Psi(I_{g_k}) \\
\prod_{i=1}^{k} \sum_{I_{g_i}} \Psi(I_{g_i}) & \leq \Psi(f). 
\end{align*}
\]
Suppose that \( C \) contains two atoms \( f_1, f_2 \). Then we claim that \( M' \in E \) precisely when \( z = y_1 \) and \( \{x_2, y\} \in M \). First, we have \( \{x, y_1\} \in M' \) with \( M' = (y, z)M \) iff \( z = y_1 \). Thus, \( M' = (y, y)M \). To satisfy \( f_2 \), we must have \( \{x_2, y_1\} \in M \). In this case, 
\[
e_M A_f e_E = \frac{1}{n-1}
\] and also \( e_M e_E = 1 \).

Suppose that \( C \) contains a neighbor \( f_1 = [x, y_1] \). In this case, we have \( M' \in f_1 \) precisely if \( y_1 = z \). Thus, we have \( e_M A_f e_E = \frac{1}{n-1} \) and also \( e_M e_E = 1 \).

Suppose \( C \) has no neighbors of \( f \). Let \( C = \{[x_1, x_2], \ldots, [x_{2k-1}, x_{2k}]\} \); we have \( M \in E' \) precisely if \( z \notin \{x_1, \ldots, x_{2k}\} \). Since \( z \neq x \), we thus have \( e_M A_f e_E = \frac{n-2k+1}{n-1} \). We also have \( e_M e_E = 1 \).

To understand multi-atom interactions, let us fix event \( E = \langle C \rangle \) for a stable set \( C \).

For a stable set \( I \subseteq A \), we can form an associated bipartite graph \( G_I \), whose left vertices correspond to \( C \) and whose right vertices correspond to \( I \). It has an edge between \( f \) and \( f' \) iff \( f \sim f' \). Observe that since \( C \) and \( I \) are stable, the graph \( G_I \) has degree at most two – each node \([x, y]\) can have one neighbor of the form \([x', y]\) and another neighbor of the form \([x, y']\). So, \( G_I \) decomposes into paths and cycles.

We define \( \tau(I) \) to be the size of a maximum matching in \( G_I \). We also define \( \text{Active}(I) \subseteq A \) as follows. First, for each \( f \in I \), we also place \( f \) into \( \text{Active}(I) \). Second, consider some maximal path of \( G_I \) starting and ending at \( C \)-nodes; the path can be written as \([x_1, x_2], [x_2, x_3], \ldots, [x_{k-1}, x_k]\) for even \( k \). In this case, we also put \([x_1, x_k]\) into \( \text{Active}(I) \).

\begin{proposition}
Let \( I \) be a stable set of \( A \). Then the following properties hold:
\begin{enumerate}
\item \( A_I e_E \propto c_{\alpha(I)} \) where \( \alpha(I) = \langle \text{Active}(I) \rangle \).
\item \( |\text{Active}(I)| = |C| + |I| - \tau(I) \).
\item Any \( f \in I \) with \( \tau(I) = \tau(I - f) \) has \( \text{Active}(I) = \text{Active}(I - f) \cup \{f\} \).
\end{enumerate}
\end{proposition}

We omit the the proof of Proposition 44, as well as the remainder of the proof of Theorem 31, as they are precisely analogous to the proof of Theorem 30.
From Coupling to Spectral Independence and Blackbox Comparison with the Down-Up Walk

Kuikui Liu
University of Washington, Seattle, WA, USA

Abstract
We show that the existence of a “good” coupling w.r.t. Hamming distance for any local Markov chain on a discrete product space implies rapid mixing of the Glauber dynamics in a blackbox fashion. More specifically, we only require the expected distance between successive iterates under the coupling to be summable, as opposed to being one-step contractive in the worst case. Combined with recent local-to-global arguments [16], we establish asymptotically optimal lower bounds on the standard and modified log-Sobolev constants for the Glauber dynamics for sampling from spin systems on bounded-degree graphs when a curvature condition [44] is satisfied. To achieve this, we use Stein’s method for Markov chains [10, 46] to show that a “good” coupling for a local Markov chain yields strong bounds on the spectral independence of the distribution in the sense of [6].

Our primary application is to sampling proper list-colorings on bounded-degree graphs. In particular, combining the coupling for the flip dynamics given by [49, 13] with our techniques, we show optimal \(O(n \log n)\) mixing for the Glauber dynamics for sampling proper list-colorings on any bounded-degree graph with maximum degree \(\Delta\) whenever the size of the color lists are at least \((\frac{11}{6} - \epsilon)\Delta\), where \(\epsilon \approx 10^{-5}\) is small constant. While \(O(n^2)\) mixing was already known before, our approach additionally yields Chernoff-type concentration bounds for Hamming Lipschitz functions in this regime, which was not known before. Our approach is markedly different from prior works establishing spectral independence for spin systems using spatial mixing [6, 14, 15, 30], which crucially is still open in this regime for proper list-colorings.

2012 ACM Subject Classification Theory of computation → Random walks and Markov chains

Keywords and phrases Markov chains, Approximate counting, Spectral independence

Digital Object Identifier 10.4230/LIPIcs.APPROX/RANDOM.2021.32

Category RANDOM

Funding Kuikui Liu: The author is supported by NSF grants CCF-1552097, CCF-1907845.

Acknowledgements The author would like to thank their advisor Shayan Oveis Gharan for comments on a preliminary draft of this paper. We also thank Nima Anari and Pierre Youssef for informing us that a conjecture posed in a preliminary draft of the paper was already known to be false. We finally thank the anonymous reviewers for delivering valuable feedback on this paper.

1 Introduction

Given a probability distribution \(\mu\) on a collection of subsets of a finite universe \(U\) with a fixed size \(n\), one would like to generate (approximate) samples from \(\mu\). This problem is widely encountered in machine learning, statistical physics, and theoretical computer science, and encompasses many problems as special cases, including distributions over bases of matroids, discrete probabilistic graphical models, etc. A popular approach used in practice is to run a Markov chain on \(\text{supp}(\mu)\) whose stationary distribution in \(\mu\). The main question then becomes how quickly does the distribution of the Markov chain converge to stationarity, i.e. does it mix rapidly?

A particularly natural Markov chain known as the “down-up walk” (or “high-order walk”) originally studied in the high-dimensional expander community [39, 21, 40, 45, 1] has recently received a lot of attention due to applications to sampling from discrete log-concave
distributions \cite{4, 18, 3, 5} and spin systems in statistical physics \cite{1, 6, 14, 15, 30, 2, 16}. For sampling bases of matroids, the down-up walk recovers exactly the bases exchange walk first studied in \cite{29, 43}, and for sampling from discrete graphical models, the down-up walk recovers exactly the classical Glauber dynamics. One of the main insights in this area is that to prove rapid mixing of the down-up walk, it suffices to look only at pairwise correlations between elements, albeit for all conditional distributions of $\mu$ (see Definition 13). One additional advantage behind this approach is that one can prove local-to-global results not just for the spectral gap \cite{40, 1}, but also for the rate of entropy decay \cite{18, 34, 16} and even for the rate of decay for arbitrary $f$-divergences \cite{2}. This has led to asymptotically optimal mixing times for many problems \cite{18, 5, 16} as well as Chernoff-type concentration bounds for Lipschitz functions.

However, establishing sufficiently strong bounds on pairwise correlations (or, more precisely, pairwise influences; see Definition 13), remains a challenging problem. Prior works typically rely on one of three techniques: Oppenheim’s trickle-down theorem \cite{45, 4}, spatial mixing (or correlation decay) \cite{6, 14, 15, 30, 16}, or the absence of roots for the multivariate generating polynomial of $\mu$ in a sufficiently large region of the complex plane \cite{2, 17}. However, there are settings, such as proper list-colorings when the number of colors is less than twice the maximum degree of the graph, where the trickle-down theorem fails, and where spatial mixing and the existence of a nice root-free region are not known.

In this work, we show that the classical technique of (path) coupling can be used to bound these pairwise correlations. In fact, we will show that the existence of a “good” coupling for any sufficiently “local” dynamics with stationary distribution $\mu$ implies spectral independence for $\mu$ in the sense of \cite{6}, and hence, rapid mixing of the down-up walk. Hence, one can view our main result as a blackbox comparison result between any local Markov chain and the down-up walk.

As our main concrete application, we use the variable-length path coupling devised by \cite{13} for the flip dynamics, building off work of Vigoda \cite{49}, to show $O(n \log n)$ mixing of the Glauber dynamics for sampling proper list-colorings on graphs of maximum degree $\Delta \leq O(1)$ whenever the number of available colors is at least $(\frac{11}{6} - \epsilon) \Delta$, where $\epsilon \approx 10^{-5}$ is a small constant. This mixing time is asymptotically optimal \cite{36}. While $O(n^2)$ mixing was known earlier \cite{31} (see also \cite{49, 13}) by using a spectral gap comparison argument \cite{19}, our approach yields optimal bounds on the rate of entropy decay as well as Chernoff-type concentration inequalities. As mentioned earlier, strong spatial mixing and the existence of sufficiently large root-free regions are not known in this regime for proper list-colorings. Along the way, we make an additional conceptual contribution by answering the natural question of if Dobrushin-type mixing conditions imply spectral independence.

### 1.1 Our Contributions

To state our blackbox comparison result, let us first define the down-up walk for sampling from distributions over homogeneous set systems. We eschew the use of much of the terminology of high-dimensional expanders so as to simplify the exposition. Let $\mu$ be a distribution over $\binom{U}{n} = \{S \subseteq U : |S| = n\}$ for a finite set $U$ and a positive integer $n \geq 1$.\footnote{One can view $\mu$ as being a distribution over the facets of a “pure simplicial complex” weighted by $\mu$. These are a generalization of usual graphs which are studied in geometry, topology, and combinatorics. The notion of spectral independence (Definition 13) was derived from a high-dimensional notion of “expansion” for simplicial complexes known as “local spectral expansion” first discovered by \cite{21, 40, 45}.}

The down-up walk

is described by the following two-step process. If the current state of the chain is $S^{(t)}$, then we select the next state $S^{(t+1)}$ as follows:
1. Select a uniformly random element $i \in S$.
2. Sample a set $S \in \text{supp}(\mu)$ satisfying $S \supseteq S^{(t)} \setminus \{i\}$ with probability proportional to $\mu(S)$ and transition to $S^{(t+1)} = S$.

As special cases, this class of Markov chains includes the bases exchange walk for matroids [43] and the Glauber dynamics for distributions over discrete product spaces.

We also define our notion of a “good” coupling and locality precisely here.

**Definition 1 (Amortized Convergent Coupling).** Fix an irreducible transition probability matrix $P$ which is reversible w.r.t. a distribution $\pi$ on a finite state space $\Omega$. Further endow $\Omega$ with a metric $d(\cdot, \cdot)$. We say a coupling of two faithful copies of the chain $(X^{(t)}_{\pi})_{t \geq 0}, (Y^{(t)}_{\pi})_{t \geq 0}$ is $C$-amortized convergent w.r.t. $d(\cdot, \cdot)$ if the following holds for all $x, y \in \Omega$:

$$\sum_{t=0}^{\infty} \mathbb{E}_{X^{(t)}, Y^{(t)}} \left[ d(X^{(t)}, Y^{(t)}) \mid X^{(0)} = x, Y^{(0)} = y \right] \leq C \cdot d(x, y).$$

**Definition 2 (Locality of Dynamics).** Fix an irreducible transition probability matrix $P$ which is reversible w.r.t. a distribution $\pi$ on a finite state space $\Omega$. Further endow $\Omega$ with a metric $d(\cdot, \cdot)$. For a positive real number $\ell > 0$, we say the dynamics $P$ is $\ell$-local w.r.t. $d(\cdot, \cdot)$ if

$$\max_{x, y \in \Omega: P(x, y) > 0} d(x, y) \leq \ell.$$

Throughout the paper, unless stated otherwise, we work with Hamming distance. With these notions in hand, we now state our blackbox comparison result.

**Theorem 3 (Blackbox Comparison with Down-Up Walk).** Let $\mu$ be a distribution on $\binom{U}{n}$, where $U$ is a finite universe and $n \geq 1$ is a positive integer. For each $A \subseteq U$ with $|A| \leq n - 2$ and $A \subseteq S$ for some $S \in \text{supp}(\mu)$, let $P_{\mu|A}$ be some Markov chain on $\text{supp}(\mu \mid A)$ with stationary distribution $\mu \mid A$. Assume the family of Markov chains $\{P_{\mu|A}\}$ satisfy the following:

1. **Locality:** For some $\ell \geq 0$, $P_{\mu|A}$ is $\ell$-local w.r.t. Hamming distance for all $A$.
2. **Good Coupling:** For some $C_{n-k} > 0$, $P_{\mu|A}$ admits a $C_{n-k}$-amortized convergent coupling w.r.t. Hamming distance for all $k$ and $A$ with $|A| = k$.
3. **Bounded Differences Between Chains:** For some $C'_{n-k} > 0$, we have the bound

$$\max_{S \in \text{supp}(\mu(A, i))} \left\{ \sum_{T \neq S} |P_{\mu|A}(S \rightarrow T) - P_{\mu|A}(S \rightarrow T)| \right\} \leq C'_{n-k},$$

for all $k$, $i$ and $A$ with $|A| = k$. If $\ell \cdot C_{n-k} \cdot C'_{n-k} \leq O(1)$ for all $k$, then the down-up walk has spectral gap at least $n^{-O(1)}$. If, in addition, $\mu$ is the Gibbs distribution of a spin system (see Section 2.1) on a bounded-degree graph, then the spectral gap, standard and modified log-Sobolev constants Equation (4) for the down-up walk are all $\Omega(1/n)$.

We refer the reader to Section A and references therein for the importance of lower bounding the spectral gap, standard and modified log-Sobolev constants, and in particular, their relation to mixing and concentration.
**Remark 4.** While initially it may seem inconvenient to first build an entire family of Markov chains, one for each conditional distribution, this is very natural for many classes of distributions, in particular those which are closed under conditioning. As we will see, in practice, it is easy to obtain bounded differences between chains with \( C_{n-k} \leq \frac{1}{n-1} \) simply via brute force calculation. While \( C_{n-k} \geq n - k \) is often unavoidable, particularly for \( \ell \)-local chains with \( \ell \leq O(1) \), we will see that in many settings, we have \( C_{n-k} \leq n - k \) as well. If additionally our dynamics are \( \ell \)-local with \( \ell \leq O(1) \), then the above yields a \( n^{-O(1)} \) spectral gap for the down-up walk. It will turn out that our notion of \( \ell \)-locality can also be relaxed; see Remark 10.

Our primary concrete application is to sampling proper list-colorings on graphs via the Glauber dynamics, which may be realized as a down-up walk. In this setting, we compare with another useful Markov chain known as the flip dynamics. The flip dynamics is \( \ell \)-local w.r.t. unweighted Hamming distance with \( \ell \geq 12 \), and was analyzed in [49], who gave a greedy coupling which is one-step contractive whenever the number of available colors is at least \( \frac{1}{2} \Delta \), implying it is \( C \)-amortized convergent with \( C \leq O(n) \). [13] tweaked the parameters of the flip dynamics slightly while preserving locality, and further constructed a variable-length coupling which contracts by a constant factor every expected \( O(n) \) steps whenever the number of available colors is at least \( \left( \frac{11}{6} - \epsilon \right) \Delta \) for a small constant \( \epsilon \approx 10^{-7} \). We will show this variable-length coupling is also \( C \)-amortized convergent with \( C \leq O(n) \), and deduce optimal mixing for list-colorings in this regime.

**Theorem 5.** Let \((G, \mathcal{L})\) be a list-coloring instance where \( G = (V, E) \) is a graph of maximum degree \( \Delta \leq O(1) \) and \( \mathcal{L} = (L(v))_{v \in V} \) is a collection of color lists. Then for some absolute constant \( \epsilon \approx 10^{-5} \), if \( |L(v)| \geq \left( \frac{\Delta}{6} - \epsilon \right) \Delta \) for all \( v \in V \), then the uniform distribution over proper list-colorings for \((G, \mathcal{L})\) is \((\eta_0, \ldots, \eta_{n-2})\)-spectrally independent where \( \eta_k \leq O(1) \) for all \( k \). Furthermore, the spectral gap, standard and modified log-Sobolev constants Equation (4) for the Glauber dynamics are all \( \Omega(1/n) \), and the mixing time is \( O(n \log n) \).

**Remark 6.** Our running time dependence on \( \Delta \) is roughly \( \Delta^{O(\Delta)} \) for a mild constant \( c \), which is rather poor. The main bottleneck in improving this dependence lies in the local-to-global result of [16], although our spectral independence bound, which depends polynomially on \( \Delta \), can also be significantly improved.

To prove Theorem 3, we leverage recent local-to-global results [1, 16] (see Theorems 14 and 15 for formal statements), which show that if one has sufficiently strong upper bounds on the total pairwise correlation \( \sum_{j \in U} \Pr[S_{\mu} \in \iota] - \Pr[S_{\mu}^{\iota} \in \iota] \), then one can deduce rapid mixing for the down-up walk [39, 21, 40, 45]. To upper bound these correlations, we considerably generalize a result simultaneously due to [10, 46], which was discovered in the context of bounding the Wasserstein 1-distance between Ising models, or more generally, two measures on the discrete hypercube \( \{-1, +1\}^n \). More specifically, we extend their results in several different directions:

1. We replace the Glauber dynamics by any local dynamics.
2. We allow the dynamics to admit a coupling which in a sense “contracts on average”, as opposed to a step-wise contraction in the worst-case.

**Theorem 7.** Let \( \mu \) be a distribution on \( \binom{U}{n} \), where \( U \) is some finite universe and \( n \geq 1 \) is a positive integer. Fix an arbitrary \( i \in U \). Let \( P_\mu \) (resp. \( P_{\mu | i} \)) be the transition kernel of any irreducible Markov chain on \( \text{supp}(\mu) \) (resp. \( \text{supp}(\mu | i) \)) which is reversible w.r.t. \( \mu \) (resp. \( \text{supp}(\mu | i) \)). Suppose that \( P_\mu \) is \( \ell \)-local and admits a \( C \)-amortized convergent coupling, both
w.r.t. the Hamming metric $d_H(\cdot, \cdot)$. Then we have the bound

$$\sum_{j \in S} \left| \Pr[j \in S] - \Pr[j \in S, \cdot] \right| \leq C \cdot \ell \cdot \max_{S \in \text{supp}([i \mid S])} \left\{ \sum_{T \not= S} |P_\mu(S \rightarrow T) - P_\mu([i \mid S \rightarrow T])| \right\}.$$  

### 1.2 Main Technical Result

We now state our main technical result, which provides the most general bound on the difference between marginals of two distributions $\mu, \nu$. We immediately use it to deduce Theorem 7.

**Theorem 8 (Main Technical).** Let $\mu, \nu$ be any two distributions on $2^U$ for a finite set $U$ with $\text{supp}(\nu) \subseteq \text{supp}(\mu)$, where $U$ is a finite universe and $n \geq 1$ is a positive integer. Further, let $P_\mu$ (resp. $P_\nu$) be the transition kernel of any Markov chain on $\text{supp}(\mu)$ (resp. $\text{supp}(\nu)$) with stationary distribution $\mu$ (resp. $\nu$). Assume $P_\mu$ is irreducible and reversible w.r.t. $\mu$. Then we may bound both $\sum_{j \in U} |\Pr_{S \sim \mu}[j \in S] - \Pr_{S \sim \nu}[j \in S]|$ and the 1-Wasserstein distance $W_1(\mu, \nu)$ (see Definition 11) by the following quantity:

$$\mathbb{E}_{S \sim \nu} \left[ \sum_{T \not= S} |P_\mu(S \rightarrow T) - P_\nu(S \rightarrow T)| \right] \cdot \sum_{t=0}^{\infty} \mathbb{E}_{X(t), Y(t)} \left[ d_H(X(t), Y(t)) \mid X(0) = S, Y(0) = T \right],$$  

where $(X(t), Y(t))_{t=0}^\infty$ is a coupling of the Markov chain $P_\mu$.

**Remark 9.** The technical condition $\text{supp}(\nu) \subseteq \text{supp}(\mu)$ is just for convenience, as it ensures the transition probability $P_\mu(S \rightarrow T)$ also makes sense when $S \sim \nu$. This assumption is certainly satisfied in our application where $\nu$ is a conditional distribution of $\mu$.

**Proof of Theorem 7.** We use Theorem 8 with $\nu = \mu \mid i$ to obtain the upper bound

$$\mathbb{E}_{S \sim \mu \mid i} \left[ \sum_{T \not= S} |P_\mu(S \rightarrow T) - P_{\mu \mid i}(S \rightarrow T)| \right] \cdot \sum_{t=0}^{\infty} \mathbb{E}_{X(t), Y(t)} \left[ d_H(X(t), Y(t)) \mid X(0) = S, Y(0) = T \right]$$

$$\leq \max_{S \in \text{supp}(\mu \mid i)} \left\{ \sum_{T \not= S} |P_\mu(S \rightarrow T) - P_{\mu \mid i}(S \rightarrow T)| \right\} \cdot \mathbb{E}_{S \sim \mu \mid i} \left[ \sum_{T : P_\mu(S \rightarrow T) > 0} \sum_{t=0}^{\infty} \mathbb{E}_{X(t), Y(t)} \left[ d_H(X(t), Y(t)) \mid X(0) = S, Y(0) = T \right] \right].$$

It suffices to bound $(\ast)$ by $C \cdot \ell$. Since $P_\mu$ admits a $C$-amortized convergent coupling, we have that

$$\sum_{t=0}^{\infty} \mathbb{E}_{X(t), Y(t)} \left[ d_H(X(t), Y(t)) \mid X(0) = S, Y(0) = T \right] \leq C \cdot d_H(S, T).$$  

Hence,

$$(\ast) \leq C \cdot \mathbb{E}_{S \sim \mu \mid i} \left[ \max_{T \not= S : P_\mu(S \rightarrow T) > 0} d_H(S, T) \right] \leq C \cdot \ell. \quad \blacksquare$$
Coupling to Spectral Independence

Remark 10. One can see from the proof that we only needed that

$$\mathbb{E}_{S \sim \mu} \left[ \max_{T : P_T(S \rightarrow T)} d_H(S, T) \right] \leq \ell,$$

as opposed to the stronger notion of $\ell$-locality, where we have $\max_{S, T : P_T(S \rightarrow T)} d_H(S, T) \leq \ell$. Thus, in some sense, we only need the dynamics to make local moves “on average”. We leave it to future work to exploit this additional flexibility.

1.3 Independent Work

The results we obtain here were also independently discovered in [7].

1.4 Organization of the Paper

We state preliminaries on spin systems, spectral independence, etc. in Section 2. We then move to the proof of our main technical result (Theorem 8) in Section 3. In Section 4, we apply our techniques to distributions on discrete product spaces. In Section 5, we combine our techniques with couplings constructed in prior works to obtain spectral independence for proper list-colorings.

2 Preliminaries

For a positive integer $n \geq 1$, we write $[n] = \{1, \ldots, n\}$. For a distribution $\mu$ on some finite state space $\Omega$, we write $\text{supp}(\mu) = \{x \in \Omega : \mu(x) > 0\}$ for the support of $\mu$. For a matrix $A$, we write $\|A\|_{L_\infty} = \max_{j} \sum_{i} |A(i, j)|$ for the maximum absolute row sum, and if $A$ has real eigenvalues, we write $\lambda_{\text{max}}(A)$ for the largest eigenvalue of $A$.

Throughout, we write $G = (V, E)$ for an undirected graph, and we will write $\Delta$ for the maximum degree of $G$. For a finite universe $U$ and $S \subseteq U$, we write $I_S$ for the $\{0, 1\}$-indicator function of $S$; for an element $j \in U$, we write $I_{(j)}$ as opposed to $I(j)$. If $\mu$ is a distribution over $\binom{U}{n}$ and $S \subseteq U$, then we write $\mu | S$ for the conditional distribution of $\mu$ on $\binom{U \setminus S}{n-|S|}$, where $(\mu | S)(T) \propto \mu(S \cup T)$ whenever $S \cup T \in \text{supp}(\mu), S \cap T = \emptyset$, and $(\mu | S)(T) = 0$ otherwise.

We will measure convergence of our Markov chains using total variation distance, defined as

$$d_{TV}(\mu, \nu) = \frac{1}{2} \sum_{x} |\mu(x) - \nu(x)| = \sup_{S \subseteq \Omega} |\mu(S) - \nu(S)|$$

for two distributions $\mu, \nu$ on a common state space $\Omega$. We define the $\epsilon$-mixing time of a Markov chain $P$ on a state space $\Omega$ with stationary distribution $\pi$ as

$$t_{\text{mix}}(\epsilon) \overset{\text{def}}{=} \max_{x \in \Omega} \min_{t \geq 0} d_{TV}(I_x P^t, \pi) \leq \epsilon.$$ 

The mixing time of the chain is defined as $t_{\text{mix}}(1/4)$. For the reader’s convenience, in Section A, we record the relation between mixing, spectral gap, modified and standard log-Sobolev constants. Finally, we also define the $1$-Wasserstein distance.

Definition 11 (1-Wasserstein Distance). Given two probability measures $\mu, \nu$ on a common state space $\Omega$ endowed with a metric $d(\cdot, \cdot)$, we define the $1$-Wasserstein distance $W_1(\mu, \nu)$ w.r.t. $d(\cdot, \cdot)$ by

$$W_1(\mu, \nu) = \sup_{f} |\mathbb{E}_\mu f - \mathbb{E}_\nu f|,$$

where the supremum is over functions $f : \Omega \rightarrow \mathbb{R}$ which are $1$-Lipschitz w.r.t. $d(\cdot, \cdot)$ (i.e. $|f(x) - f(y)| \leq d(x, y)$ for all $x, y \in \Omega$).
where the infimum is overall couplings $\gamma$ of $\mu, \nu$ on $\Omega \times \Omega$.

## 2.1 Spin Systems

Fix an undirected graph $G = (V, E)$, and a positive integer $q \geq 2$. We view $[q]$ as a collection of possible “spin assignments” for the vertices of $G$. We also fix a symmetric nonnegative matrix $A \in \mathbb{R}_{\geq 0}^{q \times q}$ of “edge interaction activities” and a positive vector $h \in \mathbb{R}_{>0}$ of “external fields”. The Gibbs distribution of the spin system on $G = (V, E)$ with parameters $A, h$ is the distribution $\mu = \mu_{G, A, h}$ over configurations $\sigma : V \rightarrow [q]$ given by

$$
\mu(\sigma) \propto \prod_{\{u, v\} \in E} A(\sigma(u), \sigma(v)) \prod_{v \in V} h(\sigma(v)),
$$

where the constant of proportionality is the partition function of the system, given by

$$
Z_G(A, h) = \sum_{\sigma : V \rightarrow [q]} \prod_{\{u, v\} \in E} A(\sigma(u), \sigma(v)) \prod_{v \in V} h(\sigma(v)).
$$

Many classical models in statistical physics as well as distributions over often-studied combinatorial objects on graphs may be found as special cases. Notable examples include the Ising model on cuts, the hardcore gas model on independent sets, the monomer-dimer model on matchings, and the zero-temperature antiferromagnetic Potts model on proper colorings.

We call a configuration $\sigma : V \rightarrow [q]$ feasible if $\mu(\sigma) > 0$. For instance, if $A$ has all positive entries, then all configurations $\sigma : V \rightarrow [q]$ are feasible. We call a partial configuration $\xi : S \rightarrow [q]$, where $S \subseteq V$ is a subset of vertices, a boundary condition. For such a boundary condition, we write $\mu \mid \xi$ for the conditional Gibbs distribution on $V \setminus S$ given by taking $\mu$ and conditioning on the event that the sampled $\sigma \sim \mu$ satisfies $\sigma(v) = \xi(v)$ for all $v \in S$.

## 2.2 Discrete Product Spaces and Homogeneous Set Systems

Fix a collection of finite sets $\{\Omega(v)\}_{v \in V}$, where $V$ is some finite index set with $|V| = n$, and consider a measure $\mu$ on the product space $\prod_{v \in V} \Omega(v)$. For instance, if $\Omega(v) = \{-1, +1\}$ for each $v \in V$, then $\mu$ is just a measure on the discrete hypercube $\{-1, +1\}^V$. An important subclass of examples which we will discuss at length include discrete probabilistic graphical models, where the index set $V$ is the set of vertices of a (hyper)graph, and the measure $\mu$ designed in such a way that the (hyper)edges represent local interactions between vertices of the model; see Section 2.1 for more details.

As done in [6, 14, 15, 30], we view $\mu$ as a measure on $\binom{[n]}{U}$ where

$$
U = \{ (v, \omega(v)) : v \in V, \omega(v) \in \Omega(v) \}.
$$

Note the usual Hamming distance $d_H(\cdot, \cdot)$ on $\binom{[n]}{U}$ is twice the usual Hamming distance typically associated with a discrete product space.

We will often write a single vertex-assignment pair $(v, c)$, where $v \in V$ and $c \in \Omega(v)$, as simply $vc$. Here, each configuration $\sigma \in \prod_{v \in V} \Omega(v)$ corresponds to the set $\{(v, \sigma(v)) : v \in V\}$. In this setting, the down-up walk is precisely the Glauber dynamics (or Gibbs sampler) for sampling from $\mu$. For each configuration $\sigma \in \prod_{v \in V} \Omega(v)$, we transition to the next configuration by the following process:
1. Select a uniformly random coordinate \( v \in V \).
2. Resample \( \sigma(v) \) according to \( \mu \) conditioned on \( \sigma_{-v} \).

Let us make this more concrete. For each \( \sigma, v \in V \), we write \( \sigma_{-v} \) for the partial subconfiguration of \( \sigma \) which only excludes \( \sigma(v) \). For \( c \in \Omega(v) \), we also write \( \sigma_{vc} \) for the configuration obtained by flipping the coordinate of \( v \) from \( \sigma(v) \) to \( c \). We may then write \( \mu^v(\cdot | \sigma_{-v}) \) for the marginal distribution of \( \sigma(v) \) under \( \mu \) conditioned on \( \sigma_{-v} \). The transition kernel of the Glauber dynamics may then be written as

\[
P_{\mu}(\sigma \rightarrow \sigma_{vc}) = \frac{1}{n} \cdot \mu^v(c | \sigma_{-v}).
\]

### 2.3 Spectral Independence and The Down-Up Walk

Here, we formalize spectral independence and its connection with rapid mixing of the down-up walk. Throughout the paper, we will assume the following connectivity/nondegeneracy condition. Assuming Theorem 7 holds, we will also give a proof of Theorem 3.

**Assumption:** The down-up walk for \( \mu \) and all of its conditional distributions is connected. In the context of spin systems, this condition is guaranteed by “total connectivity” of the system parameters \((A, h)\) [16]. For instance, this is satisfied by all “soft-constraint” models (i.e. those with \( A > 0 \)), and many “hard-constraint” models such as the hardcore model and the uniform distribution over proper colorings when \( q \geq \Delta + 2 \).

Let us now formalize spectral independence.

**Definition 13 (Pairwise Influence and Spectral Independence [6]).** Fix a finite universe \( U \) and a positive integer \( n \geq 1 \). Fix a distribution \( \mu \) on \( U^n \) = \( \{S \subseteq U : |S| = n\} \). We define the **pairwise influence** of an element \( i \) on another element \( j \) by

\[
I_{\mu}(i \rightarrow j) \overset{\text{def}}{=} \Pr_{S \sim \mu}[j \in S | i \in S] - \Pr_{S \sim \mu}[j \in S].
\]

We write \( I_{\mu} \in \mathbb{R}^U \times U \) defined by \( I_{\mu}(i, j) = I_{\mu}(i \rightarrow j) \) for the pairwise influence matrix of \( \mu \). We say the distribution \( \mu \) is **\( \eta \)-spectrally independent** if \( \lambda_{\max}(I_{\mu}) \leq \eta + 1 \). We say the distribution \( \mu \) is **(\( \eta_0, \ldots, \eta_{n-2} \))-spectrally independent** if \( \mu | i \) is \( \eta_i \)-spectrally independent for all \( i \in U \), and so on.

Often in practice, and in this paper, instead of bounding \( \lambda_{\max}(I_{\mu}) \), we will bound

\[
\|I_{\mu}\|_{\infty} = \max_{i \in U} \sum_{j \in U} |I_{\mu}(i \rightarrow j)|,
\]

which is sufficient since it is well-known that \( \lambda_{\max}(A) \leq \|A\|_{\infty} \) for any matrix \( A \) with real eigenvalues. The main usefulness of spectral independence is that it implies rapid mixing of the down-up walk, while only requiring bounds on pairwise correlations. We state the main local-to-global results most relevant to us here. In the most general setting, we may deduce an inverse polynomial spectral gap from sufficiently strong spectral independence [21, 40, 1].

**Theorem 14 ([1], [6]).** Let \( U \) be a finite universe, and \( n \geq 1 \) a positive integer. Let \( \mu \) be a distribution on \( U^n \) which is \( (\eta_0, \ldots, \eta_{n-2}) \)-spectrally independence. Then the down-up walk on \( U^n \) for sampling from \( \mu \) has spectral gap at least

\[
\frac{1}{n} \prod_{k=0}^{n-2} \left( 1 - \frac{\eta_k}{n - k - 1} \right).
\]

In particular, if \( \eta_k \leq O(1) \) for all \( k = 0, \ldots, n - 2 \), then we have \( n^{O(1)} \)-mixing of the down-up walk.
Subject to a certain mild technical condition on the marginals of the distribution $\mu$, one can transfer spectral independence bounds to “local entropy decay” bounds, and then employ versions of the local-to-global result for entropy decay [34, 16, 2]. In the setting of spin systems, one can further take advantage of the bounded-degree assumption to obtain $O(n \log n)$ mixing time upper bounds [16], which are asymptotically optimal [36]. We state the current state-of-the-art for spin systems on bounded-degree graphs here, as we will need it in our application to proper list-colorings.

Theorem 15 ([16]). Let $(A, h)$ be the parameters of a spin system, and let $G = (V, E)$ be a graph with maximum degree at most $\Delta \leq O(1)$. If the Gibbs distribution $\mu = \mu_{G,A,h}$ is $(\eta_0, \ldots, \eta_{n-2})$-spectrally independent where $\eta_k \leq O(1)$ for all $k$, then both the standard and modified log-Sobolev constants of the Glauber dynamics (i.e. the down-up walk) for sampling from $\mu$ are at least $\Omega(1/n)$.

We conclude this section with a proof of Theorem 3.

Proof of Theorem 3. By Theorems 14 and 15, it suffices to establish $(\eta_0, \ldots, \eta_{n-2})$-spectral independence for $\eta_k \leq O(1)$ for all $k$. Fix an arbitrary $A \subseteq U$ with $|A| = k \leq n - 2$ and $A \subseteq S$ for some $S \in \text{supp}(\mu)$. With the locality and coupling assumptions, Theorem 7 shows that for each $i \in U$, the absolute row sum of $\mathcal{I}_{\mu|A}$ for row $i$ is upper bounded by

$$\ell \cdot C_{n-k} \cdot \max_{S \in \text{supp}(\mu|i)} \left\{ \sum_{T \neq S} \left| P_\mu(S \to T) - P_{\mu|i}(S \to T) \right| \right\}.$$ 

Bounded differences between chains then yields the upper bound $\lambda_{\max}(\mathcal{I}_{\mu|A}) \leq \|\mathcal{I}_{\mu|A}\|_\infty \leq \ell \cdot C_{n-k} \cdot C'_{n-k}$, which is $O(1)$ by assumption. As this holds for all such $A$, it follows that $\eta_k \leq O(1)$. ▶

3 Stein’s Method for Markov Chains

Our goal in this section is to prove Theorem 8. We follow [10, 46], using what is known as Stein’s method for Markov chains. Historically, Stein’s method [48] was developed as a method to bound distances between probability measures, with the primary motivation being to prove quantitative central limit theorems. [10, 46] adapted this method to bound the distance between two probability measures $\mu, \nu$ on the discrete hypercube $\{-1, +1\}^n$ assuming the Glauber dynamics of either measure admits a contractive coupling. Our main intuition lies in viewing spectral independence (see Definition 13) as a measure of distance between different conditionings of the same distribution. Thus, one can try to apply this method to bound the spectral independence of a distribution. Let us now elucidate this method.

For a fixed function $f : \Omega \to \mathbb{R}$, we will construct an auxiliary function $h : \Omega \to \mathbb{R}$ which satisfies the Poisson equation

$$h - P_\mu h = f - E_\mu f.$$ 

Questions concerning $E_\mu f$ may then be studied by looking at $P_\mu h$. The following lemma constructs $h$ more explicitly.

Lemma 16 (see Lemma 2.1 [10], Lemma 2.3 [46]). Fix an irreducible transition probability matrix $P$ which is reversible w.r.t. a distribution $\pi$ on a finite state space $\Omega$. Let $\{X^{(t)}\}_{t=0}^\infty$ be the Markov chain generated by $P$, and for a fixed function $f : \Omega \to \mathbb{R}$, define $h : \Omega \to \mathbb{R}$ by

$$h(x) = \sum_{t=0}^\infty \mathbb{E} \left[ f(X^{(t)}) - E_\pi f \mid X^{(0)} = x \right].$$
Then \( h \) is well-defined as a function, and further satisfies the Poisson equation

\[ h - Ph = f - \mathbb{E}_\nu f. \]

With this lemma in hand, we can immediately prove Theorem 8.

**Proof of Theorem 8.** Fix a function \( f : 2^U \to \mathbb{R} \), and let \( h \) be the solution to the Poisson equation \( h - P_\mu h = f - \mathbb{E}_\mu f \) given in Lemma 16. Then since \( \nu \) is stationary w.r.t. \( P_\nu \), we have \( \mathbb{E}_\nu(P_\nu - P_\mu) h = \mathbb{E}_\nu h - \mathbb{E}_\nu [h - f + \mathbb{E}_\mu f] = \mathbb{E}_\nu f - \mathbb{E}_\mu f. \)

Hence, by the Triangle Inequality, we have that \( |\mathbb{E}_\mu f - \mathbb{E}_\nu f| \leq \mathbb{E}_\nu |(P_\nu - P_\mu) h|. \)

Now, let us bound \( |(P_\nu - P_\mu) h| \) entrywise. For each \( S \in \text{supp}(\nu) \), using that \( P_\mu(S \to S) = 1 - \sum_{T \neq S} P_\mu(S \to T) \) (and analogously for \( P_\nu \)),

\[
(P_\nu - P_\mu) h(S) = \sum_T (P_\nu(S \to T) - P_\mu(S \to T)) \cdot h(T) = \sum_{T \neq S} (P_\nu(S \to T) - P_\mu(S \to T)) \cdot (h(T) - h(S)) = \sum_{T \neq S} (P_\nu(S \to T) - P_\mu(S \to T)) \cdot \sum_{t=0}^{\infty} \mathbb{E}_{X^{(t)}, Y^{(t)}} \left[ f(Y^{(t)}) - f(X^{(t)}) \mid X^{(0)} = S \right].
\]

(Lemma 16)

It follows by the Triangle Inequality that

\[
|(P_\nu - P_\mu) h(S)| \leq \sum_{T \neq S} |P_\nu(S \to T) - P_\nu(S \to T)| \cdot \sum_{t=0}^{\infty} \mathbb{E}_{X^{(t)}, Y^{(t)}} \left[ f(X^{(t)}) - f(Y^{(t)}) \mid X^{(0)} = S \right]. \tag{1}
\]

Taking expectations w.r.t. \( \nu \) finally yields a bound on \( |\mathbb{E}_\mu f - \mathbb{E}_\nu f| \). The bound on the 1-Wasserstein distance follows immediately by taking \( f \) to be an arbitrary function which is 1-Lipschitz the metric \( d_H(\cdot, \cdot) \). To obtain the bound on the total difference between marginals \( \sum_{j \in U} |\Pr_{S^\sim \mu}[j \in S] - \Pr_{S^\sim \nu}[j \in S]| \), we apply the above inequality to \( f = \mathbb{I}_j \) for each \( j \in U \) and sum over all \( j \in U \), noting that \( d_H(S, T) = \sum_{j \in U} |\mathbb{I}_j(S) - \mathbb{I}_j(T)| \) and \( \mathbb{E}_\mu f = \mathbb{E}_\nu \mathbb{I}_j = \Pr_{S^\sim \mu}[j \in S] \) (and analogously for \( \nu \)).

\[\square\]

## 4 Discrete Ricci Curvature on Product Spaces

In this section, we discuss applications of our results to general distributions on discrete product spaces. We show that the existence of a contractive coupling w.r.t. Hamming distance for the Glauber dynamics implies \( O(1) \)-spectral independence. Such a condition is known as a discrete Ricci curvature condition for the dynamics in the sense of [44]. This also shows that the Dobrushin uniqueness condition implies \( O(1) \)-spectral independence. When combined with the local-to-global result of [16], we resolve an unpublished conjecture due Peres and Tetali for spin systems on bounded-degree graphs; see [28] and references therein for recent progress on this conjecture on general graphs. We also give an alternative proof of the \( \Omega(1/\sqrt{n}) \) lower bound on the standard and modified log-Sobolev constants of the Glauber dynamics in this setting when a Dobrushin-type condition is satisfied, recovering a result of [42].
Classical work on Dobrushin-type conditions [25, 22, 23, 24, 35, 26] yield relatively simple and direct criteria for rapid mixing of the Glauber dynamics [11, 12]. The main idea here is intuitively similar to that of spectral independence (although the notion of Dobrushin influence here historically precedes spectral independence): so long as some measure of “total influence” is small, then $\mu$ is close in some sense to a product distribution, for which rapid mixing holds. However, prior to our work, the precise relationship between Dobrushin influence and the notion of pairwise influence used in spectral independence was unclear. This is an additional conceptual contribution of our work.

**Definition 17 (Discrete Ricci Curvature [44]).** Fix an irreducible transition probability matrix $P$ which is reversible w.r.t. a distribution $\pi$ on a finite state space $\Omega$. Further, endow $\Omega$ with a metric $d\cdot,\cdot$. We define the **discrete Ricci curvature** of the Markov chain $P$ w.r.t. the metric space $(\Omega, d)$ by

$$
\alpha = \inf_{x,y\in\Omega: x\neq y} \left\{ 1 - \frac{W_1(P(x\to\cdot),P(y\to\cdot))}{d(x,y)} \right\},
$$

where $W_1(\cdot,\cdot)$ is again the 1-Wasserstein distance w.r.t. $d(\cdot,\cdot)$. In other words, for every pair $x,y \in \Omega$, there is a coupling of the transitions $P(x\to\cdot),P(y\to\cdot)$ such that the expected distance $d(\cdot,\cdot)$ under the coupling contracts by a $(1-\alpha)$-multiplicative factor. In this case, we will say $P$ admits a $(1-\alpha)$-contractive coupling w.r.t. $d(\cdot,\cdot)$.

**Fact 18.** Suppose $P$ admits a $(1-\alpha)$-contractive coupling w.r.t. $d(\cdot,\cdot)$. Then this coupling is $C$-amortized convergent with $C = \frac{1}{\alpha}$.

The following is an immediate application of Theorem 7, and yields a positive resolution to the Peres-Tetali conjecture for spin systems on bounded-degree graphs.

**Theorem 19 (Curvature Implies Spectral Independence on Product Spaces).** Let $\mu$ be a measure on a discrete product space $\Omega = \prod_{v \in V} \Omega(v)$, where $V$ is a finite index set and $\Omega(v)$ is finite for all $v \in V$. Endow $\Omega$ with the Hamming metric $d_H(\cdot,\cdot)$, and let $\alpha$ be the discrete Ricci curvature of the Glauber dynamics w.r.t. $(\Omega,d_H)$. Then, the distribution is $(\eta_0,\ldots,\eta_{n-2})$-spectrally independent where $\eta_k \leq \frac{4}{\alpha^2} - 1$ for all $k$. In particular, if $\alpha \geq \Omega(1/n)$, then the Glauber dynamics has spectral gap $n^{-\Omega(1)}$. If additionally the measure $\mu$ is the Gibbs distribution of a spin system on a bounded-degree graph, then the spectral gap, standard and modified log-Sobolev constants for the Glauber dynamics are all $\Omega(1/n)$.

Note that since the Glauber dynamics only updates the assignment to a single $v \in V$ in each step, it must be that $\alpha \leq O(1/n)$. Theorem 19 follows almost immediately from Fact 18 and a straightforward calculation involving the entries of the transition matrix of the Glauber dynamics. In the interest of space, we provide the proof in Section B.

## 4.1 Dobrushin Uniqueness and Spectral Independence

We now use Theorem 19 to show that Dobrushin’s uniqueness condition implies spectral independence.

**Definition 20 (Dobrushin Influence).** Fix a probability measure on a finite product space $\prod_{v \in V} \Omega(v)$, where $V$ is a finite indexing set. For each $u \in V$, let $D_u$ be the collection of pairs $\tau,\sigma \in \prod_{v \in V} \Omega(v)$ such that $\tau_u = \sigma_u$ while $\tau(u) \neq \sigma(u)$. For distinct $u,v \in V$, we may then define the **Dobrushin influence** of $u$ on $v$ by

$$
\rho_\mu(u \to v) = \max_{(\tau,\sigma) \in D_u} d_{TV}(\mu^v(\cdot | \tau_v),\mu^v(\cdot | \sigma_v)).
$$
We write $\rho_u = (\rho_u(u \to v))_{u,v} \in \mathbb{R}^{V \times V}$ for the Dobrushin influence matrix. We say the distribution $\mu$ satisfies the Dobrushin uniqueness condition if

$$\|\rho_u\|_1 \overset{\text{def}}{=} \max_{u \in V} \sum_{v \in V} \rho_u(u \to v) < 1.$$ 

A straightforward application of the path coupling technique of [11, 12] shows that if $\|\rho_u\|_1 < 1$, then there is a coupling for the Glauber dynamics which is one-step contractive w.r.t. Hamming distance. We state this well-known implication formally here, and refer to [26] for the proof.

**Fact 21.** Let $\mu$ be a distribution on some finite product space $\prod_{v \in V} \Omega(v)$, where $V$ is a finite index set. If $\|\rho_u\|_1 \leq \gamma < 1$, then the Glauber dynamics is $(1 - \alpha)$-contractive w.r.t. Hamming distance with $\alpha = \frac{1}{n}(1 - \gamma)$.

In particular, combining Theorem 19 and Fact 21 immediately yields spectral independence under the Dobrushin uniqueness condition. Combined with Theorem 15, this additionally recovers a version of a result due to [42], which says that a weaker $\ell_2$-version of the Dobrushin uniqueness condition (see also [35, 26]) implies a $\Omega(1/n)$ log-Sobolev constant for the Glauber dynamics.

**Corollary 22 (Dobrushin Uniqueness Implies Spectral Independence).** Let $\mu$ be a distribution on some finite product space $\prod_{v \in V} \Omega(v)$, where $V$ is a finite index set. If $\|\rho_u\|_1 \leq \gamma < 1$, then $\mu$ is $(\eta_0, \ldots, \eta_{n-2})$-spectrally independent with $\eta_k \leq \frac{1}{1-\gamma} - 1$ for all $k$. If additionally the measure $\mu$ is the Gibbs distribution of a spin system on a bounded-degree graph, then the spectral gap, standard and modified log-Sobolev constants for the Glauber dynamics are all $\Omega(1/n)$.

## 5 Spectral Independence for Proper List-Colorings

We now specialize to the setting of proper list-colorings of a graph. Formally, we fix a graph $G = (V, E)$, a collection of color lists $(L(v))_{v \in V}$. We call a configuration $\sigma \in \prod_{v \in V} L(v)$ a list-coloring of $G$. We say a list-coloring $\sigma$ is proper if $\sigma(u) \neq \sigma(v)$ whenever $u \neq v$ are neighbors. Throughout, we will let $\Delta$ denote the maximum degree of $G$, and we assume $\Delta \leq O(1)$. We also assume there is a positive integer $q \geq \Delta + 2$ such that $L(v) \subseteq [q]$ for all $v \in V$.

A well-known result due to [38] using path coupling shows that if $|L(v)| > 2\Delta$ for all $v \in V$, then there is a contractive one-step coupling for the Glauber dynamics which yields $O(n \log n)$ mixing. As noted in [16], one can adapt the argument of [32] to obtain strong spatial mixing when $|L(v)| > 2\Delta$, and use the arguments of [15, 30] to deduce spectral independence in this regime. However, it is still open whether one can obtain strong spatial mixing below the $2\Delta$ threshold; see [32, 27] for results going below $2\Delta$ on special classes of graphs.

In the seminal work of Vigoda [49], it was shown that there is a contractive one-step coupling for a different local Markov chain known as the flip dynamics whenever $|L(v)| \geq \frac{11}{6} \Delta$. This threshold was further improved to $|L(v)| \geq \left(\frac{11}{6} - \epsilon\right) \Delta$ in a recent breakthrough by [13], this time using a more sophisticated variable-length coupling. Both works further showed that Glauber dynamics mixes in $O(n^2)$ time in this regime using a spectral gap comparison argument [19].

Our goal is to use these coupling results along with Theorem 7 to obtain spectral independence for the uniform distribution over proper list-colorings in the regime $|L(v)| \geq \left(\frac{11}{6} - \epsilon\right) \Delta$...
We follow the presentation in [13], which generalizes the flip dynamics analyzed in [49] to list-colorings. Fix a list-coloring $\sigma$. We say a path $u = w_1, \ldots, w_{t+2} = v$ in $G$ is an alternating path from $u$ to $v$ using colors $\sigma(u), c$ if for all $i$, we have $\sigma(w_i) \in \{\sigma(u), c\}$ and $\sigma(w_i) \neq \sigma(w_{i+1})$.

For a fixed list-coloring $\sigma$, $v \in V$ and color $c$, we define the Kempe component for $\sigma$, $v$, $c$ by the following subset of vertices.

$$S_{\sigma}(u, c) = \left\{ v \in V : \exists \text{ alternating path from } u \text{ to } v \text{ using } \sigma(u), c \right\}.$$ 

Given $\sigma$ and a Kempe component $S = S_{\sigma}(u, c)$, we define $S_S$ to be the coloring obtained by “flipping” the color assigned to vertices in $\{v \in S : \sigma(v) = \sigma(u)\}$ to $c$, and the color assigned to vertices in $\{v \in S : \sigma(v) = c\}$ to $\sigma(u)$. Note that $S_S$ need not be a proper list-coloring; we say a Kempe component $S = S_{\sigma}(u, c)$ is flippable if the coloring $S_S$ is a proper list-coloring.

For each $j \in \mathbb{N}$, let $0 \leq p_j \leq 1$ be a tunable parameter to be determined later. We define the flip dynamics with flip parameters $\{p_j\}_{j \in \mathbb{N}}$ for sampling proper list-colorings as follows:

Given the current list-coloring $\sigma^{(t-1)}$, we generate the next list-coloring $\sigma^{(t)}$ by the following two-step process:

1. Select a uniformly random vertex $v^{(t)} \in V$, and a uniformly random color $c^{(t)} \in L(v^{(t)})$.
2. If the Kempe component $S = S_{\sigma^{(t-1)}}(v^{(t)}, c^{(t)})$ is flippable, set $\sigma^{(t)} = \sigma^{(t-1)}_S$ with probability $\frac{p_j}{4}$ and $\sigma^{(t)} = \sigma^{(t-1)}$ otherwise, where $j = |S|$.

We write $P_{u, \text{flip}}$ for the transition probability matrix of the flip dynamics. It is straightforward to verify that the stationary distribution of the flip dynamics is uniform over proper list-colorings, regardless of the choice of the flip parameters. One can recover the Wang-Swendsen-Kotecký Markov chain by setting $p_j = j$ for all $j \in \mathbb{N}$ [50].

[49] showed that with flip parameters

$$p_1 = 1 \quad p_2 = \frac{13}{42} \quad p_3 = \frac{1}{6} \quad p_4 = \frac{2}{21} \quad p_5 = \frac{1}{84}, \quad p_j = 0, \forall j \geq 7,$$

there is a one-step coupling which is contractive w.r.t. Hamming distance whenever $|L(v)| \geq \frac{11}{4} \Delta$. [13] showed using linear programming arguments that this is optimal in the sense that when $|L(v)| < \frac{11}{4} \Delta$, there is no choice of the flip parameters which has a one-step contractive coupling w.r.t. Hamming distance. They additionally construct an explicit family of hard instances witnessing optimality.

One of the key insights of [13] is that the optimal choice of flip parameters comes out of the solution to a linear program, with the objective value of the program governing the contraction properties of the coupling. By solving this linear program, they show that for the following choice of flip parameters

$$\hat{p}_1 = 1 \quad \hat{p}_2 \approx 0.296706 \quad \hat{p}_3 \approx 0.166762 \quad \hat{p}_4 \approx 0.101790 \quad \hat{p}_5 \approx 0.058475 \quad \hat{p}_6 \approx 0.025989 \quad \hat{p}_j = 0, \forall j \geq 7,$$

there is a variable-length coupling such that the Hamming distance contracts by a constant factor every $O(n)$ steps in expectation. One can thus expect that the coupling is $C$-amortized convergent with $C \leq O(n)$.

We formalize their main coupling result in the following subsection. For the moment, we state two intermediate lemmas, and show how they imply Theorem 5.
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Lemma 23. Assume the input graph $G = (V, E)$ has maximum degree $\Delta \leq O(1)$. Then, the flip dynamics with parameters given in Equation (3) satisfy the following:

$$\max_{\tau \in \text{supp}(\mu|uc)} \left\{ \sum_{\sigma \neq \tau} |P_{\mu, \text{flip}}(\tau \to \sigma) - P_{\mu|uc, \text{flip}}(\tau \to \sigma)| \right\} \leq O(1/n).$$

Lemma 24. Let $(G, \mathcal{L})$ be a list-coloring instance, where $\Delta \leq O(1)$ and $|L(v)| \geq \lambda^* \Delta$ for all $v \in V$, where $\lambda^* = \frac{11}{\epsilon} - \epsilon$ and $\epsilon \approx 10^{-5}$ is a small constant. Then the flip dynamics with parameters given in Equation (3) admits a $C$-amortized convergent coupling w.r.t. Hamming distance where $C \leq O(n)$.

Proof of Theorem 5. The flip dynamics is clearly $O(1)$-local w.r.t. Hamming distance since only Kempe components of size at most 6 can be flipped. $(\eta_0, \ldots, \eta_{n-2})$-spectral independence where $\eta_k \leq O(1)$ for all $k$ then follows immediately by combining Lemma 23 and Lemma 24 with Theorem 3. The lower bounds on the spectral gap, standard and modified log-Sobolev constants then follow from Theorem 15.

We provide the proof of Lemma 23 in Section B. At this point, all that remains is to prove Lemma 24, which we do using the variable-length path coupling constructed in [13].

5.2 Variable-Length Path Coupling: Proof of Lemma 24

To begin, we first define the notion of variable-length coupling following [37, 13].

Definition 25 (Path-Generating Set). For a finite state space $\Omega$, a path generating set is a subset $S \subseteq \binom{\Omega}{2}$ such that the undirected graph $(\Omega, S)$ is connected. We let $d_S(\cdot, \cdot)$ denote the induced shortest-path metric on $\Omega$, and write $d(\cdot, \cdot)$ when the path generating set $S$ is clear from context. We also write $x \sim y$ whenever $(x, y) \in S$.

Definition 26 (Variable-Length Path Coupling [37]). Fix an irreducible transition probability matrix $P$ which is reversible w.r.t. a distribution $\pi$ on a finite state space $\Omega$, and let $d(\cdot, \cdot)$ be a metric on $\Omega$ induced by a path generating set $S \subseteq \binom{\Omega}{2}$. For every pair of starting states $x^{(0)}, y^{(0)} \in \Omega$ with $x^{(0)} \sim y^{(0)}$, we let $\mathcal{T}(x^{(0)}, y^{(0)}, T) = (\mathcal{T}(x^{(0)}, y^{(0)}), \mathcal{T}(x^{(0)}, y^{(0)}), T(x^{(0)}, y^{(0)}))$ denote a random variable where $T$ is a (potentially random) nonnegative integer and $\mathcal{T} = (x^{(0)}, x^{(1)}, \ldots, x^{(T)}), y = (y^{(0)}, y^{(1)}, \ldots, y^{(T)})$ are length-$T$ sequences of states in $\Omega$.

For every integer $t \geq 0$ and every pair of neighboring states $x^{(0)} \sim y^{(0)}$, define random variables $x_t, y_t$ by the following experiment. Sample $(\mathcal{T}, \mathcal{G}, T)$, and set $x_t = x^{(t)}, y_t = y^{(t)}$ if $t \leq T$, and sample $x_t \sim P^{t-T}(x^{(T)}, \cdot), y_t \sim P^{t-T}(y^{(T)}, \cdot)$ if $t > T$. We say the random variable $(\mathcal{T}, \mathcal{G}, T)$ is a variable-length path coupling for $P$ if $x_0 = x^{(0)}, y_0 = y^{(0)}$, for every integer $t \geq 0$ and every pair of neighboring states $x^{(0)} \sim y^{(0)}$. In this case, we say that $\mathcal{T}, \mathcal{G}$ are individually faithful copies. If $T = t$ with probability 1 for some nonnegative integer $t \geq 0$, we say that $(\mathcal{T}, \mathcal{G}, T)$ is a $t$-step path coupling.

Remark 27. In our application to colorings, the random time $T$ will be a stopping time in the sense that its value only depends on the past, i.e. $x^{(0)}, y^{(0)}, \ldots, x^{(t)}, y^{(t)}$ for $t \leq T$.

Given a variable-length path coupling, [37] showed one can construct a full coupling, generalizing the original path coupling theorem of [11, 12]. Furthermore, the contraction properties of the full coupling are inherited from the path coupling. While the original statement in [37] merely states rapid mixing given a variable-length path coupling, its proof implies the following.
\textbf{Theorem 28 (Proof of Corollary 4 from [37]).} Let \((\tau, \gamma, T)\) be a variable-length path coupling w.r.t. a path generating set \(S\) for a reversible Markov chain \(P\) on a state space \(\Omega\) with stationary distribution \(\pi\). Let

\begin{align*}
\alpha & \overset{\text{def}}{=} 1 - \max_{(x^{(0)}, y^{(0)}) \in S} \mathbb{E}[d_H(x^{(T)}, y^{(T)})] \\
W & \overset{\text{def}}{=} \max_{(x^{(t)}, y^{(t)}) \in S, t \leq T} d_H(x^{(t)}, y^{(t)}) \\
\beta & \overset{\text{def}}{=} \max_{(x^{(0)}, y^{(0)}) \in S} \mathbb{E}[T].
\end{align*}

Assume \(0 < \alpha < 1\). Then there is a full \(M\)-step coupling with \(M = \lceil \frac{2W}{\alpha} \rceil\) such that for all pairs \((x^{(0)}, y^{(0)})\), which need not be neighbors in \(S\), we have the inequality

\[ \mathbb{E}[d_H(x^{(M)}, y^{(M)}) \mid x^{(0)}, y^{(0)}] \leq \left(1 - \frac{\alpha}{2}\right) \cdot d_H(x^{(0)}, y^{(0)}). \]

Given this, all we need now is a good variable-length path coupling. This is given by the following result due to [13].

\textbf{Theorem 29 ([13]).} Let \((G, \mathcal{L})\) be a list-coloring instance, where \(G = (V, E)\) is a graph with maximum degree \(\Delta \leq O(1)\), and \(\mathcal{L} = (L(v))_{v \in V}\) is a collection of color lists. Let the path generating set \(S\) be given by the set of pairs \((\tau, \sigma)\) such that \(\tau, \sigma\) differ on the coloring of exactly one vertex. Assume \(|L(v)| \geq \lambda \Delta\) for all \(v \in V\) where \(\lambda = \frac{\lambda^*}{\Delta} - \epsilon\) for an absolute constant \(\epsilon \approx 10^{-5}\). Then there exists a variable-length path coupling \((\tau, \sigma, T)\) for the flip dynamics w.r.t. \(S\) with flip parameters given in Equation (3), where \(T\) is the first time such that the Hamming distance changes, such that \(\alpha = \frac{4 - \lambda^* \Delta}{\lambda^* - \Delta} = \Theta(1)\), \(W = 13\) and \(\beta \leq \frac{2n}{\tau - \frac{1}{\Delta^2}} \leq O(n)\)

With these tools in hand, we may now finally prove Lemma 24 and complete the proof of Theorem 5.

\textbf{Proof of Lemma 24.} First, note that the path generating set \(S\) generates the Hamming metric \(d_H(\cdot, \cdot)\) on proper list-colorings. Now, given the variable-length path coupling furnished by Theorem 29, we use Theorem 28 to construct an \(M\)-step coupling with \(M = \lceil \frac{2W}{\alpha} \rceil \leq O(n)\) which contracts with rate \(1 - \alpha\) every \(M\) steps, where \(\alpha\) is a constant independent of \(n\). Under this coupling, for every \(k = 0, \ldots, M - 1\) and every positive integer \(j\), we have that

\begin{align*}
\mathbb{E}_{\tau^{(j+1)M+k}, \sigma^{(j+1)M+k}} [d_H(\tau^{(jM+k)}, \sigma^{(jM+k)}) \mid \tau^{(k)}, \sigma^{(k)}] \\
& \leq \left(1 - \frac{\alpha}{2}\right) \mathbb{E}_{\tau^{((j-1)M+k)}, \sigma^{((j-1)M+k)}} [d_H(\tau^{((j-1)M+k)}, \sigma^{((j-1)M+k)}) \mid \tau^{(k)}, \sigma^{(k)}] \\
& \leq \cdots \\
& \leq \left(1 - \frac{\alpha}{2}\right)^j \cdot d_H(\tau^{(k)}, \sigma^{(k)}),
\end{align*}

where \(\tau^{(0)} = \tau, \sigma^{(0)} = \sigma\) are arbitrary starting states, which need not be neighbors under \(S\).
It follows that
\[
\sum_{t=0}^{\infty} \mathbb{E}_{\tau(t), \sigma(t)} \left[ d_H(\tau^{(t)}, \sigma^{(t)}) \mid \tau^{(0)} = \tau, \sigma^{(0)} = \sigma \right] \\
\leq \sum_{k=0}^{M-1} \sum_{j=0}^{\infty} \mathbb{E}_{\tau(jM+k), \sigma(jM+k)} \left[ d_H(\tau^{(jM+k)}, \sigma^{(jM+k)}) \mid \tau^{(k)}, \sigma^{(k)} \right] \\
\leq \sum_{k=0}^{M-1} \mathbb{E} \left[ d_H(\tau^{(k)}, \sigma^{(k)}) \mid \tau^{(0)}, \sigma^{(0)} \right] \sum_{j=0}^{\infty} \left( 1 - \frac{\alpha}{2} \right)^j \\
= \frac{2}{\alpha} \sum_{k=0}^{M-1} \mathbb{E} \left[ d_H(\tau^{(k)}, \sigma^{(k)}) \mid \tau^{(0)}, \sigma^{(0)} \right] \\
\leq \frac{2M}{\alpha} d_H(\tau^{(0)}, \sigma^{(0)}) \\
\leq O(n) \cdot d_H(\tau^{(0)}, \sigma^{(0)}).
\]

To justify (*), note that $T$ is the first time the Hamming distance changes, and that each time the Hamming distance changes, the expected Hamming distance contracts by a factor of $1 - \alpha$.

6 Future Directions

Two concrete open problems are to bring down the required number of colors from $(\frac{11}{6} - \epsilon)\Delta$ to $\Delta + 2$, and to remove the bounded-degree assumption, both in this work and in [16]. Another interesting question is if spectral independence implies any useful notion of correlation decay, such as strong spatial mixing, or the absence of zeros for partition function in a large region. This is relevant particularly for proper list-colorings, where we showed spectral independence when $q \geq (\frac{11}{6} - \epsilon)\Delta$, but correlation decay and absence of zeros are both open in general when number of colors is below $2\Delta$.

We also reiterate that one feature of our approach which we haven’t exploited is that in order to obtain $O(1)$-spectral independence, it suffices for the Markov chain admitting the nice coupling to merely update $O(1)$-coordinates in a single move “on average”, as opposed to the worst-case starting state; see Remark 10. We leave it to future work to see if this can be exploited.
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A Variance and Entropy Decay

While we primarily use prior results on the spectral gap, and standard and modified log-Sobolev constants as blackboxes, to keep this paper self-contained, we define these constants here, and state their relevance to mixing and concentration. Fix a Markov kernel $P$ on a finite state space $\Omega$ which reversible w.r.t. a distribution $\pi$. We may define an inner product using $\pi$ by

$$\langle f, g \rangle_\pi = E_\pi[fg].$$

This inner product together with the kernel $P$ induces a positive semidefinite quadratic form known as the Dirichlet form, defined as

$$E_P(f, g) = \langle f, (I - P)g \rangle_\pi.$$

The variance of a function $f : \Omega \to \mathbb{R}$ is given by

$$\text{Var}_\pi(f) = E_\pi(f^2) - (E_\pi(f))^2,$$

while the entropy of a function $f : \Omega \to \mathbb{R}_{\geq 0}$ is given by

$$\text{Ent}_\pi(f) = E_\pi(f \log f) - f \log E_\pi(f).$$

With these notions in hand, we may now define the following constants:

(Spectral Gap) $\lambda(P) \overset{\text{def}}{=} \inf_{f \neq 0} \frac{E(f, f)}{\text{Var}_\pi(f)}$

(Modified Log-Sobolev Constant) $\rho(P) \overset{\text{def}}{=} \inf_{f \geq 0} \frac{E(f, \log f)}{\text{Ent}_\pi(f)}$

(Standard Log-Sobolev Constant) $\kappa(P) \overset{\text{def}}{=} \inf_{f \geq 0} \frac{E(\sqrt{f}, \sqrt{f})}{\text{Ent}_\pi(f)}.$

(4)

It is known that $4\kappa(P) \leq \rho(P) \leq 2\lambda(P)$ [8], with lower bounds on $\kappa(P)$ being the most difficult to establish. For the reader’s convenience, we collect some well-known relations between these constants, mixing, and concentration.

▷ Proposition 30 (Mixing and Concentration). We have the following bounds on the mixing time of a Markov chain with transition probability matrix $P$ and stationary distribution $\pi$.

$$t_{\text{mix}}(\epsilon) \leq \frac{1}{\lambda(P)} \left( \frac{1}{2} \! \log \frac{1}{\pi_{\text{min}}} + \log \frac{1}{2\epsilon} \right).$$

(41)

$$t_{\text{mix}}(\epsilon) \leq \frac{1}{\rho(P)} \left( \log \log \frac{1}{\pi_{\text{min}}} + \log \frac{1}{2\epsilon^2} \right).$$

(8)

$$t_{\text{mix}}(\epsilon) \leq \frac{1}{4\kappa(P)} \left( \log \log \frac{1}{\pi_{\text{min}}} + \log \frac{1}{2\epsilon^2} \right).$$

(20)
Furthermore, for every function \( f : \Omega \rightarrow \mathbb{R} \) which is 1-Lipschitz w.r.t. graph distance under \( P \), we have the following Chernoff-type concentration inequalities [33, 47, 9].

\[
\Pr[f \geq \mathbb{E}_\pi(f) + \epsilon] \leq \exp \left( -\frac{\rho(P)\epsilon^2}{2v(f)} \right)
\]

\[
\Pr[f \geq \mathbb{E}_\pi(f) + \epsilon] \leq \exp \left( -\frac{\kappa(P)\epsilon^2}{2v(f)} \right),
\]

where

\[
v(f) \overset{\text{def}}{=} \max_{x \in \Omega} \left\{ \sum_{y \in \Omega} P(x \rightarrow y) \cdot (f(x) - f(y))^2 \right\}.
\]

### B Missing Proofs

**Proof of Theorem 19.** We show that \( \eta_k \leq \frac{4}{\alpha n} - 1 \). The bound \( \eta_k \leq \frac{4}{\alpha n} - 1 \) follows by the same argument by instead considering the Glauber dynamics for the conditional distributions \( \mu \mid A \) of \( \mu \). Because the Glauber dynamics only updates at most one coordinate in each step, it is 2-local w.r.t. \( d_H(\cdot, \cdot) \). By Fact 18, we also have there is a \( C \)-amortized convergent coupling with \( C = \frac{1}{\alpha} \). It follows from Theorem 7 that

\[
\sum_{v \in V} \sum_{c' \in \Omega(v)} \left| \Pr[\sigma(v) = c' \mid \sigma(u) = c] - \Pr[\sigma(v) = c'] \right| \\
\leq \frac{2}{\alpha \max_{\sigma \in \supp(\mu \mid uc)} \sum_{\tau \neq \sigma} |P_\mu(\sigma \rightarrow \tau) - P_{\mu \mid uc}(\sigma \rightarrow \tau)|.
\]

Now, by the definition of the Glauber dynamics, for each \( \sigma \in \supp(\mu \mid uc) \), we have

\[
\sum_{\tau \neq \sigma} |P_\mu(\sigma \rightarrow \tau) - P_{\mu \mid uc}(\sigma \rightarrow \tau)|
\]

\[
= \sum_{v \in V} \sum_{c' \in L(v): c' \neq \sigma(v)} \left| \frac{1}{n} \mu(v) \mid \sigma_{-v} - \frac{1}{n-1} \mu_{uc}(v) \mid \sigma_{-v} \right|
\]

\[
= \sum_{v \in V} \sum_{c' \in L(v): c' \neq \sigma(v)} \left( \frac{1}{n-1} - \frac{1}{n} \right) \mu(v) \mid \sigma_{-v} + \sum_{c' \in L(v): c' \neq \sigma(v)} \frac{1}{n} \mu(v) \mid \sigma_{-v}
\]

\[
\leq \frac{2}{n}.
\]

The claim for the spectral gap in the case \( \alpha \geq \Omega(1/n) \) follows by combining with Theorem 14. The final claim for spin systems on bounded-degree graphs follows by combining with Theorem 15. ▲

**Proof of Lemma 23.** The main detail one must be careful of is that the flip dynamics for sampling from \( \mu \mid uc \) always leaves the color for \( u \) fixed to \( c \). Hence, flipping any Kempe component containing \( u \) leads to potentially different list-colorings under \( P_{\mu, \text{flip}} \) versus \( P_{\mu \mid uc, \text{flip}} \). However, since we only flip components of \( O(1) \)-size, this isn’t an issue for us.

Fix a \( \tau \) with \( \tau(u) = c \), and let \( B(u, 6) \) denote the set of vertices of shortest path distance at most 6 away from \( u \) in \( G \). Since we only flip Kempe components of size at most 6, we have that for any \( v \in V \setminus B(u, 6) \) and \( c \in L(u) \), the flippable Kempe component \( S_\tau(v, c') \)
does not contain \( u \), and hence, flipping it leads to the same list-coloring under \( P_{\mu, \text{flip}} \) and \( P_{\mu|uc, \text{flip}} \). Hence, we have

\[
\sum_{\sigma \neq \tau} \left| P_{\mu, \text{flip}}(\tau \rightarrow \sigma) - P_{\mu|uc, \text{flip}}(\tau \rightarrow \sigma) \right|
\]

\[
= \sum_{v \in V : v \notin B(u, 6)} \sum_{c' \in L(v)} \frac{1}{|L(v)|} \cdot \left( \frac{1}{n} - \frac{1}{n-1} \right) \cdot \left| P_{\tau|Sv, c'}(\tau \rightarrow \sigma) - P_{\mu|uc, \text{flip}}(\tau \rightarrow \sigma) \right|
\]

\[
\leq \frac{n - |B(u, 6)|}{n(n-1)} + \frac{|B(u, 6)|}{n}
\]

\[
\leq \frac{|B(u, 6)| + 1}{n}
\]

\[
\leq \Delta^6
\]

\[
\leq O(1/n).
\]  

(Bounded-degree assumption)

[Remark 31. As one can see in the proof from the factor of \( \Delta^6 \), we have made no attempt to optimize constants.]
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Abstract

We study the singularity probability of random integer matrices. Concretely, the probability that a random $n \times n$ matrix, with integer entries chosen uniformly from $\{-m, \ldots, m\}$, is singular. This problem has been well studied in two regimes: large $n$ and constant $m$; or large $m$ and constant $n$. In this paper, we extend previous techniques to handle the regime where both $n, m$ are large. We show that the probability that such a matrix is singular is $m^{-cn}$ for some absolute constant $c > 0$. We also provide some connections of our result to coding theory.
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1 Introduction

In this paper we study the probability that a random $n \times n$ matrix with uniform integer entries in $\{-m, \ldots, m\}$ is singular. Note that the probability that such a matrix is singular is at least $(2m + 1)^{-n}$, which is the probability that its first two rows are the same. We show that this bound is tight, up to polynomial factors.

Theorem 1 (Singularity of random matrices). Let $n, m \geq 1$. Let $M$ be an $n \times n$ random integer matrix with entries chosen uniformly in $\{-m, \ldots, m\}$. Then for some absolute constant $c > 0$,

$$\Pr[M \text{ is singular}] \leq m^{-cn}.$$ 

Note that if instead we chose $M$ to be a random $n \times n$ matrix over a finite field $F_q$, then the probability that $M$ is singular would be about $1/q$, independent of how large $n$ is. This is the main point of difference between random matrices over integers and over finite fields - the singularity probability over integers decreases as the matrix becomes larger, whereas over finite fields it stabilizes.
1.1 Connections to coding theory - alphabet size for MDS codes

Our motivation for proving Theorem 1 is a connection to coding theory. More specifically, the question of what alphabet size is needed for Maximum Distance Separable (MDS) codes over the integers.

Coding theory is the study of error correction codes. Codes are widely used in many applications, such as data compression, cryptography, error detection and correction, data transmission and data storage. Algorithms needed to implement codes perform arithmetic operations over an underlying alphabet, and hence their computational complexity is constrained by this alphabet size. Thus, understanding the alphabet size needed to support a given code structure is a central question in coding theory. By far, the most common approach to design codes is to use linear codes over finite fields. Our results in this paper help with investigating the possibility of designing codes over integers. In particular, we study the alphabet size needed to support basic code structures, and focus on the most basic and well-studied family of codes - Maximum Distance Separable (MDS) codes.

An MDS code is a code with the best possible tradeoff between the message length, codeword length and minimal distance. Concretely, an \((n, k, d)\)-code is a code with message length \(k\), codeword length \(n\) and minimal distance \(d\). The Singleton bound \([16]\) gives that \(d \leq n - k + 1\). MDS codes are codes achieving this bound, namely \((n, k, d)\)-codes with \(d = n - k + 1\). If we consider linear codes, then it is well-known that MDS codes are generated by the row span of MDS matrices.

\[\text{Definition 2 (MDS matrix).} \quad \text{Let } n \geq k. \text{ A } k \times n \text{ matrix is called an MDS matrix if any } k \text{ columns in it are linearly independent. Equivalently, if any } k \times k \text{ minor of it is nonsingular.}\]

Note that MDS matrices can be defined over finite fields or over the integers. If we define them over a finite field \(F_q\), then it is well-known that a linear field size is needed to support MDS matrices. Concretely, if we assume \(n \geq k + 2\), then it is known that \(q \geq \max(k, n - k + 1)\) (see for example the introduction of \([1]\) for a proof). In particular, this implies that \(q \geq n/2\). Reed-Solomon codes can be constructed over fields of size \(q \geq n - 1\), which is tight up to a factor of two. The MDS conjecture of Segre \([15]\) speculates that this is indeed the best possible (except for a few special cases), and Ball \([1]\) proved this over prime finite fields. In summary, over finite fields a linear field size \(q = \Theta(n)\) is both necessary and sufficient.

We show that over the integers, MDS matrices exist over much smaller alphabet sizes.

\[\text{Theorem 3 (MDS matrices over integers).} \quad \text{Let } n \geq k. \text{ There exist } k \times n \text{ MDS matrices over integers whose entries are in } \{-m, \ldots, m\}, \text{ where } m \leq (cn/k)^c \text{ for some absolute constant } c > 0.\]

The typical regime in coding theory is that of linear rate and linear distance; namely, where \(k = \alpha n\) for some constant \(\alpha \in (0, 1)\). Note that in this regime Theorem 3 shows that MDS codes over the integers exist with a \textit{constant} alphabet size, which is in stark contrast with the case over finite fields. It is easy to see that Theorem 3 is best possible, up to the unspecified constant \(c\).

Theorem 3 follows directly from Theorem 1.

\[\text{Proof of Theorem 3.} \quad \text{Let } M \text{ be a random } k \times n \text{ matrix with entries chosen uniformly from } \{-m, \ldots, m\}. \text{ The number of } k \times k \text{ minors for } M \text{ is } \binom{n}{k}, \text{ and the probability that each one is singular is at most } m^{-ck} \text{ by Theorem 1. Thus}
\]

\[
\Pr[M \text{ is not MDS}] \leq \binom{n}{k} m^{-ck} \leq \left(\frac{en}{k}\right)^k \left(\frac{en}{km^c}\right)^k.
\]

In particular, this probability is at most \(2^{-k}\) (say) whenever \(m \geq (2en/k)^{1/c}\).
The following claim shows that the bound in Theorem 3 is best possible, up to the value of the unspecified constant $c$.

\begin{claim}
Let $n \geq k \geq 2$. Let $M$ be a $k \times n$ MDS matrix whose entries are in an alphabet $\Sigma$. Then $|\Sigma| \geq \sqrt{n/k}$.
\end{claim}

\begin{proof}
Let $P_i = (M_{1,i}, M_{2,i}) \in \Sigma^2$ denote the first two elements in the $i$-th column of $M$. If $n > |\Sigma|^2k$, then there must be $k$ distinct columns $i_1, \ldots, i_k \in [n]$ such that $P_{i_1} = \ldots = P_{i_k}$.

But then $M$ cannot be an MDS matrix, as the $k \times k$ minor formed by taking these columns has the first two rows being a scalar multiple of each other, and hence cannot be nonsingular.
\end{proof}

Note that the proof of Theorem 3 is by choosing the matrix $M$ randomly, and showing that with high probability it will be an MDS matrix. This is another aspect in which codes over integers seem to be different from codes over finite fields. Constructing MDS matrices over finite fields seems to require algebraic constructions (such as Reed-Solomon codes), unless the field size is exponential in $n$; whereas over the integers, random matrices work well even for very small entries.

1.2 Related works on the singularity of random matrices

Most previous works in random matrix theory focused on random matrices whose entries are sampled independently from distributions with bounded tail behaviour. The most studied case is that of random sign matrices, namely with uniform $\{-1, 1\}$ entries. Komlós [7] proved that the probability that a random $n \times n$ sign matrix is singular is $o(1)$ as $n \to \infty$, which already is a nontrivial result. It took nearly 30 years until Kahn, Komlós and Szemerédi [5] improved the bound to $c^n$ for some constant $c \in (0, 1)$. A sequence of works [2, 17, 18] improved the value of the constant $c$, and recently Tikhomirov [19] proved that $c = 1/2 + o(1)$, which is best possible, as the probability that the first two rows of the matrix are equal is $2^{-m}$. For more general distributions, Rudelson and Vershynin [12, 13] proved that if the entries of an $n \times n$ matrix are sampled from a sub-Gaussian distribution, then the probability it is singular is at most $c^n$ for some $c \in (0, 1)$.

The other regime, of large $m$ and constant $n$, was less explored. The only work we are aware of is by Katznelson [6] which gave a bound of the form $c_n m^{-n}$ for some constant $c_n$ depending on $n$. While having optimal dependence on $m$ for constant $n$, it has a caveat - it only applies in the regime where $m$ is much larger than $n$ (more precisely, for every fixed $n$, in the limit of large $m$).

A recent work that did address the regime of both large $n$ and large $m$, but for a different entry distribution, is that of Vempala, Wang and Woodruff [20]. Fix $\mu \in (0, 1)$, and let $D_\mu$ be a distribution over $\{-1, 0, 1\}$ with $D_\mu(0) = 1 - \mu$, $D_\mu(1) = D_\mu(-1) = \mu/2$. Let $M$ be a random $n \times n$ matrix, whose entries are the sum of $m$ independent copies of $D_\mu$. They show that the probability that $M$ is singular is at most $m^{-cn}$ for some constant $c = c(\mu) > 0$.

With respect to the connection to coding theory, we note that this result is sufficient to prove Theorem 3. However, we view the entry distribution in Theorem 1 (uniform in $\{-m, \ldots, m\}$) as more natural for coding applications. In fact, we conjecture that any entry distribution that doesn’t give too much probability to any specific element would do, see Conjecture 5 for the details.
1.3 Proof techniques

We prove Theorem 1 following the approach of Rudelson and Vershynin [12,13], in particular following the lecture notes of Rudelson [11] modified appropriately to handle the case of large $m$. On the other hand, Vempala et al. [20] follow the approach of Kahn et al. [5] and Tao and Vu [18]. We briefly discuss the difference between the two approaches below.

At a high level, both approaches aim to study “approximate periodicity” of random vectors. However, they take different routes. The first approach is more direct, using the notion of Lowest Common Denominator (LCD) to define and study approximate periodicity. The second approach is indirect, using Fourier analysis. Fourier analytic techniques seem useful when the underlying entry distribution has well-behaved Fourier tails; for example, this is the case for the distribution considered in [20], where the entries are a sum of $m$ independent copies of a distribution over $\{-1,0,1\}$. However, the distribution we consider in this paper, uniform in $\{-m,\ldots,m\}$, has less well-behaved Fourier tails, and Fourier analytic techniques seem less suited to analyze it.

1.4 Directions for further research and applications

Singularity of matrices over general distributions

As we discussed above, most works on the singularity of random matrices give a bound on the singularity of $c^n$ for some absolute constant $c \in (0,1)$. Theorem 1 shows that if the entries are uniformly sampled from $\{-m,\ldots,m\}$, we can take $c = 1/\text{poly}(m)$. We speculate that this is an instance of a much more general phenomena - the singularity probability is determined by the anti-concentration of the underlying entries distribution. Given a distribution $D$ over $\mathbb{R}$, define its max-probability as $\|D\|_\infty = \max_x D(x)$. For example, if $D$ is the uniform distribution over $\{-m,\ldots,m\}$, then $\|D\|_\infty = 1/(2m+1)$.

$\blacktriangleright$ Conjecture 5. Let $D$ be a distribution over $\mathbb{R}$ and set $p = \|D\|_\infty$. Let $M$ be a random $n \times n$ matrix with independent entries from $D$. Then for some absolute constant $c > 0$,

$$\Pr[M \text{ is singular}] \leq p^n.$$  

One can even speculate a more general conjecture, where each entry comes from a different underlying distribution, as long as they all have bounded max-probability.

Applications to coding theory

We view Theorem 3 as a first step towards the study of codes over integers. There are many intriguing questions that arise in coding theory, once we showed that random integer matrices are MDS with high probability.

$\blacktriangleright$ Explicit constructions. A natural question is to give an explicit construction of MDS matrices over integers with small integer values. Concretely, when $k = \alpha n$ for some constant $\alpha \in (0,1)$, to give an explicit construction of a $k \times n$ MDS matrix with a constant alphabet size (namely, independent of $n$).

$\blacktriangleright$ Algorithms. The next natural question, once there are explicit constructions, is to design efficient decoding algorithms for such codes. In particular, it would be intriguing to see if the smaller alphabet size can be utilized to obtain improved runtime (even by logarithmic factors).
Paper Outline

We prove Theorem 1 in the remainder of the paper. We start with a high-level overview of our framework in Section 2. We compute some preliminary estimates in Section 3, define and study incompressible vectors in Section 4, define the LCD condition in Section 5, where we also prove some properties of it, and bound the LCD of random vectors in Section 6. We put all the ingredients together and complete the proof in Section 7.

2 General approach

We will follow the general approach of Rudelson [11] with several modifications needed to obtain effective bounds for large \( m \).

Notation

It will be convenient to scale the entries to be in \([-1,1]\); we denote by \( \mathcal{D} \) the uniform distribution over \( \{a/m : a \in \{-m,\ldots,m\}\} \). We denote by \( \mathcal{D}^n \) the distribution over \( n \)-dimensional vectors with independent entries from \( \mathcal{D} \), and by \( \mathcal{D}^{n \times n} \) the distribution over \( n \times n \) matrices with independent entries from \( \mathcal{D} \). We denote by \( S^{n-1} \) the unit sphere in \( \mathbb{R}^n \), namely \( S^{n-1} = \{x \in \mathbb{R}^n : \|x\|_2 = 1\} \). We will use the \( c, c', c_0 \), etc, to denote unspecified positive constants. Note that the same letter (e.g. \( c \)) can mean different unspecified constants in different lemmas.

We may assume that \( n, m \) are large enough

We will assume throughout the proof that \( n, m \) are large enough; concretely, for any absolute constants \( n_0, m_0 \), we may assume that \( n \geq n_0, m \geq m_0 \), and this would only effect the value of the constant \( c \) in Theorem 1.

To see why, consider first the regime of constant \( m \) and large \( n \). The distribution \( \mathcal{D} \) is symmetric and bounded in \([-1,1]\]. The results of [12] show that in such a case,

\[
\Pr[M \text{ is singular}] \leq c^n
\]

for some absolute constant \( c \in (0,1) \). This proves Theorem 1 for any constant \( m \).

The other regime is that of constant \( n \) and large \( m \). While we may appeal to the result of Katznelson [6] in this regime, which gives a sharp bound of \( c_n m^{-n} \), there is a much simpler argument that gives a bound of the order of \( 1/m \) which is good enough to establish Theorem 1 in this regime. As the determinant of an \( n \times n \) matrix is a polynomial of degree \( n \), the Schwartz-Zippel lemma [14,21] gives

\[
\Pr[M \text{ is singular}] = \Pr[\text{det}(M) = 0] \leq \frac{n}{m}.
\]

In particular, for constant \( n \) and large \( m \), this probability is of the order of \( 1/m \), which is consistent with the claimed bound of Theorem 1 (taking \( c < 1/n \)).

General approach

Let \( M \sim \mathcal{D}^{n \times n} \), and let \( X_1, \ldots, X_n \) denote its rows. If \( M \) is singular, then one of the rows belongs to the span of the other rows. By symmetry we have

\[
\Pr[M \text{ is singular}] \leq n \cdot \Pr[X_n \in \text{Span}(X_1, \ldots, X_{n-1})].
\]
Let $X^*$ be any unit vector orthogonal to $X_1, \ldots, X_{n-1}$ (if there are multiple ones, choose one in some deterministic way). We call it a random normal vector. We will shorthand $X = X_n$. Observe that $X, X^*$ are independent. Thus we can bound

$$\Pr[M \text{ is singular}] \leq n \cdot \Pr[\langle X^*, X \rangle = 0].$$

To do so, we will show that unless $X^*$ belongs to a set of “bad” vectors, then the above probability is at most $m^{-cn}$, and that the probability that $X^*$ is bad is also at most $m^{-cn}$.

## 3 Preliminary estimates

We establish some preliminary estimates in this section, which will be needed later in the proof.

### Maximal eigenvalues of random matrices

The first ingredient is bounding the spectral norm of $M$. In fact, we would need this bound for rectangular matrices. Given an $n \times k$ matrix $R$, we denote its spectral norm as $\|R\|_{\text{op}} = \max\{\|Rx\| : x \in S^{k-1}\}$. Note that $\|R\| = \|R^T\|$ since $\|R\| = \max_{x \in S^{k-1}} \max_{y \in S^{n-1}} y^T R x$.

The following claim is a special case of [11, proposition 4.4], who showed that it holds for any symmetric distribution $D$ supported in $[-1, 1]$.

▷ **Claim 6.** Let $R \sim D_{n \times k}$ for $n \geq k$. Then for any $\lambda > 0$,

$$\Pr[\|R\| \geq \lambda \sqrt{n}] \leq 2^{-c\lambda^2 k}.$$  

### Anti-concentration of projections

Next, we need anti-concentration results for projections of $D$. To begin with we consider projections of the uniform distribution over the solid cube $[-1, 1]^n$.

▷ **Claim 7.** Let $U \sim [-1, 1]^n$ be uniformly distributed. Then for every $x \in S^{n-1}$ and $\varepsilon > 0$,

$$\Pr[|\langle U, x \rangle| \leq \varepsilon] \leq c\varepsilon.$$  

**Proof.** The uniform distribution $U \sim [-1, 1]^n$ is a log-concave distribution. Let $S = \langle U, x \rangle$ and note that $S$ is a projection of $U$ along the direction $x$. The Prekopa–Leindler inequality [8, 10] states that projections of log-concave distributions are log-concave, and so $S$ is a log-concave distribution. Carbery and Wright [3, Theorem 8] show that the required anti-concentration bound holds for any symmetric distribution $D$ supported in $[-1, 1]$.

We extend this anti-concentration to the discrete case using a coupling argument. Here and throughout, we denote by $\log(\cdot)$ logarithm in base 2.

▷ **Claim 8.** Let $X \sim D^n$ and set $\varepsilon_0 = \sqrt{\log m} / m$. Then for every $x \in S^{n-1}$ and $\varepsilon \geq \varepsilon_0$,

$$\Pr[|\langle X, x \rangle| \leq \varepsilon] \leq c\varepsilon.$$  

**Proof.** We apply a coupling argument between the uniform distribution in $[-1, 1]^n$ and $D^n$. Sample $X \sim D^n$, $Y \sim [-1, 1]^n$ and set $Z = X + Y/2m$. Observe that $Z$ is uniform in the solid cube $[-1 - 1/2m, 1 + 1/2m]^n$. Next, fix $\varepsilon > 0$ and observe that $\langle X, x \rangle = \langle Z, x \rangle - \langle Y, x \rangle/2m$. Thus we can bound

$$\Pr[|\langle X, x \rangle| \leq \varepsilon] \leq \Pr[|\langle Z, x \rangle| \leq 2\varepsilon] + \Pr[|\langle Y, x \rangle| \geq 2c\varepsilon].$$
For the first term, Claim 7 bounds its probability by $c_1\varepsilon$. For the second term, the Chernoff bound bounds its probability for $\varepsilon \geq \varepsilon_0$ by $1/m$. As we have $1/m \leq \varepsilon$, the claim follows.

Tensorization lemma

We also need the following “tensorization lemma” [11, Lemma 6.5].

\begin{definition}[Compressible vectors] Let $\alpha, \beta \in (0,1)$. A unit vector $x \in S^{n-1}$ is called $(\alpha, \beta)$-compressible if it can be expressed as $x = u + v$, where $u$ is $\alpha n$-sparse and $\|v\|_2 \leq \beta$. Otherwise, we say that $x$ is $(\alpha, \beta)$-incompressible.

We will later choose $\alpha, \beta$, but we note here that $\alpha$ will be a small enough absolute constant and $\beta$ a small polynomial in $1/m$. Concrete values that work are $\alpha = 1/50$, $\beta = 1/\sqrt{m}$. We will implicitly assume that both $n, m$ are large enough; concretely, at various places we assume that $\alpha n \geq 2$.

The main lemma we prove in this section is the following.

\begin{lemma} Let $\alpha \in (0, 1/2), \beta \in (\varepsilon_0, 1/2)$ where $\varepsilon_0 = \sqrt{\log m}/m$. Then

$$\Pr \left[ X^* \text{ is } (\alpha, \beta)\text{-compressible} \right] \leq (c\beta)^{n/8}.$$ 

\end{lemma}
We need a bound on the smallest singular value of a rectangular matrix.

\[ \text{Claim 14. Let } R \sim \mathcal{D}^{n \times k} \text{ for } n \geq k. \text{ Then for every } x \in S^{k-1} \text{ and } \varepsilon \geq \varepsilon_0, \]
\[ \Pr \left[ \|Rx\|_2 \leq \varepsilon \sqrt{n} \right] \leq (c\varepsilon)^{n/2}. \]

**Proof.** Assume \( \|Rx\|_2 < \varepsilon \sqrt{n} \). This implies \( \|Rx_i\| \leq 2\varepsilon \) for at least \( n/2 \) coordinates \( i \in [n] \). Note that for each fixed \( i \), the value \( (Rx)_i \) is distributed as \( (X, x) \) for some \( X \sim \mathcal{D}^k \). Applying Claim 8 and the union bound over the choice of the \( n/2 \) coordinates gives
\[ \Pr \left[ \|Rx\|_2 \leq \varepsilon \sqrt{n} \right] \leq 2^n (c_1 \varepsilon)^{n/2} = (c\varepsilon)^{n/2}. \]

\[ \text{Claim 15. Let } R \sim \mathcal{D}^{n \times k} \text{ for } n \geq 8k. \text{ Then for every } \varepsilon \geq \varepsilon_0, \]
\[ \Pr \left[ \min_{x \in S^{k-1}} \|Rx\|_2 \leq \varepsilon \sqrt{n} \right] \leq (c\varepsilon)^{n/4}. \]

**Proof.** We may assume that \( \varepsilon \leq 1 \) by taking \( c \geq 1 \). Let \( \mathcal{N} \) be an \((\varepsilon^2)\)-net in \( S^{k-1} \) of size \(|\mathcal{N}| \leq (3/\varepsilon^2)^k\), as given by Claim 10. Let \( E_1 \) denote the event that there exists \( y \in \mathcal{N} \) for which \( \|Ry\|_2 \leq 2 \varepsilon \sqrt{n} \). Applying Claim 14 and a union bound gives
\[ \Pr[E_1] \leq (3/\varepsilon^2)^k \cdot (c_1 \varepsilon)^{n/2} \leq (c_2 \varepsilon)^{n/4}, \]
where we used the assumption \( n \geq 8k \). Let \( E_2 \) denote the event that \( \|R\| \geq \lambda \sqrt{n} \) for \( \lambda = \sqrt{\log(1/\varepsilon)} \). Claim 6 shows that \( \Pr[E_2] \leq (c_3 \varepsilon)^n \). We next show that if \( E_1, E_2 \) don’t hold then the condition of the claim also doesn’t hold, namely that \( \|Rx\|_2 > \varepsilon \sqrt{n} \) for all \( x \in S^{k-1} \).

Let \( x \in S^{k-1} \) be arbitrary and let \( y \in \mathcal{N} \) be such that \( \|x - y\|_2 \leq \varepsilon^2 \). Then
\[ \|Rx\|_2 \geq \|Ry\|_2 - \|R\| \cdot \|x - y\|_2 \geq (2\varepsilon - \varepsilon^2 \lambda) \sqrt{n}. \]
It can be verified that for \( \varepsilon \leq 1 \) we have \( \varepsilon \lambda \leq 1 \), which implies that \( \|Rx\|_2 \geq \varepsilon \sqrt{n} \).

We will now use these two claims to prove Lemma 13.

**Proof of Lemma 13.** Let \( M' \) be the \((n-1) \times n\) matrix with rows \( X_1, \ldots, X_{n-1} \). Assume that there exists an \((\alpha, \beta)\)-compressible vector \( x \in S^{n-1} \) in the kernel of \( M' \). By definition, \( x = u + v \) where \( u \) is \((an)\)-sparse and \( \|v\|_2 \leq \beta \). In particular, \( M'(u + v) = 0 \) and hence \( \|M'u\|_2 = \|M'v\|_2 \). In addition, \( \|u\|_2 \geq \|x\|_2 - \|v\|_2 \geq 1/2 \) since \( x \) is a unit vector and \( \|v\|_2 \leq \beta \leq 1/2 \).

Let \( E \) denote the event that \( \|M'\| \geq \lambda \sqrt{n} \) for \( \lambda = c_1 \sqrt{\log(1/\beta)} \), where we choose \( c_1 \geq 1 \) large enough so that by Claim 6, \( \Pr[E] \leq \beta^n \). Note that as we assume \( \beta \leq 1/2 \) we have \( \lambda \geq c_1 \geq 1 \). Assuming that \( E \) doesn’t hold, we have
\[ \|M'u\|_2 = \|M'v\|_2 \leq \|M'\| \cdot \|v\|_2 \leq \lambda \beta \sqrt{n}. \]

In particular, \( y = u/\|u\|_2 \) is an \((an)\)-sparse unit vector that satisfies \( \|M'y\|_2 \leq 2\lambda \beta \sqrt{n} \). We next bound the probability that such a vector exists.

Let \( \varepsilon = 2\lambda \beta \), and note that \( \varepsilon \geq \varepsilon_0 \) since \( \beta \geq \varepsilon_0 \) and \( \lambda \geq 1 \). There are \( \binom{n}{an} \) options for the support of \( y \). Let \( I = \{ i : y_i \neq 0 \} \) denote a possible support, set \( k = |I| \) and let \( R \) be an \((n-1) \times k\) matrix with columns \( Y_i : i \in I \). As \( a < 1/8 \) we have \( n - 1 \geq 8k \). Thus we can apply Claim 15 and obtain that
\[ \Pr \left[ \neg E \land \exists y \in S^{k-1}, \|Ry\|_2 \leq \varepsilon \sqrt{n} \right] \leq (c_2 \varepsilon)^n = \left( c_3 \beta \sqrt{\log(1/\beta)} \right)^n. \]

Note that for \( \beta \leq 1 \) we have \( \beta \log(1/\beta) \leq 1 \) and hence the above bound is at most \( (c_4 \beta)^{n/8} \).

To conclude, we union bound over the choices for \( I \), the number of which is \( \binom{n}{an} \leq 2^n \). Thus we can bound the total probability by \( 2^n (c_4 \beta)^{n/8} = (c_5 \beta)^{n/8} \). □
\section{The LCD condition}

In this section we will introduce the notion of the Lowest Common Denominator (LCD) of a vector, which is a variant of the LCD definition in \cite{FVW}. Informally, the LCD of a vector is a robust notion of “almost periodicity”; concretely, it is the least multiple where most of its entries are close to integers.

Given \( x \in \mathbb{R}^n \) let \( x = [x] + \{x\} \) be its decomposition into integer and fractional parts, where \([x] \in \mathbb{Z}^n\) and \(\{x\} \in [-1/2, 1/2]^n\).

\begin{definition}[Least common denominator (LCD)]
Let \( \alpha, \beta \in (0, 1) \). Given a unit vector \( x \in S^{n-1} \), its least common denominator (LCD), denoted \( \text{LCD}_{\alpha, \beta}(x) \), is the infimum of \( D > 0 \) such that we can decompose \( \{Dx\} = u + v \), where \( u \) is \((\alpha n)\)-sparse and \( \|v\|_2 \leq \beta \min(D, \sqrt{m}) \).
\end{definition}

\begin{claim}
Assume \( x \in S^{n-1} \) is \((5\alpha, \beta)\)-incompressible. Then \( \text{LCD}_{\alpha, \beta}(x) > \sqrt{\alpha n} \).
\end{claim}

Proof. Let \( D = \text{LCD}_{\alpha, \beta}(x) \) and assume towards a contradiction that \( D \leq \sqrt{\alpha n} \). Let \( y = Dx \). As \( \|y\|_2^2 \leq \alpha n \) there are at most \( 4\alpha n \) coordinates \( i \in [n] \) where \( |y_i| \geq 1/2 \). In all other coordinates \( \{y_i\} = y_i \), and hence \( y - \{y\} \) is \((4\alpha n)\)-sparse. By assumption we can decompose \( \{y\} = u + v \) where \( u \) is \((\alpha n)\)-sparse and \( \|v\|_2 \leq \beta D \). This implies that we can decompose \( y = u' + v \) where \( u' = \) \((5\alpha n)\)-sparse. Thus, we can decompose \( x = y/D = x = u'' + v'' \), where \( u'' = u/D \) is \((5\alpha n)\)-sparse and \( v'' = v/D \) satisfies \( \|v''\|_2 \leq \beta \). This violates the assumption that \( x \) is \((5\alpha, \beta)\)-incompressible.

Our main goal in this section is to prove the following lemma, which extends Claim 8 assuming \( x \) has large LCD. To get intuition, we note that the lemma below is useful as long as \( \beta \ll \gamma \ll 1 \). We will later set \( \gamma = \sqrt{\beta} \) to be such a choice. In particular, if we set \( \beta = m^{-1/2} \) then we have \( \gamma = m^{-1/4} \).

\begin{lemma}
Let \( X \sim \mathcal{D}^n \). Let \( \alpha, \beta, \gamma \in (0, 1/2) \), \( x \in S^{n-1} \) be \((\alpha, \gamma)\)-incompressible and set \( D = \text{LCD}_{\alpha, \beta}(x) \). Then for every \( \varepsilon \geq 1/2\pi m D \), it holds that
\[
\Pr[\|\{X, x\}| \leq \varepsilon] \leq c \left( \frac{\varepsilon}{\gamma} + \frac{1}{(\alpha \beta m)^{\alpha n}} \right).
\]
\end{lemma}

The proof of Lemma 18 relies on Esseen’s lemma \cite{E}.

\begin{lemma}[Esseen’s Lemma]
Let \( Y \) be a real-valued random variable. Let \( \phi_Y(t) = \mathbb{E}[e^{itY}] \) denote the characteristic function of \( Y \). Then for any \( \varepsilon > 0 \), it holds that
\[
\Pr[|\phi_Y(t)| \leq \varepsilon] \leq c \varepsilon \int_{-1/\varepsilon}^{1/\varepsilon} |\phi_Y(t)| dt.
\]
\end{lemma}

Before proving Lemma 18, we need some auxiliary claims. Fix some \( x \in S^{n-1} \), let \( X \sim \mathcal{D}^n \) and let \( Y = \{X, x\} \). In order to apply Lemma 19, we need to compute the characteristic function of \( Y \).

\begin{claim}
Let \( X \sim \mathcal{D}^n \), \( x \in S^{n-1} \) and set \( Y = \{X, x\} \). For \( t \in \mathbb{R} \) it holds that
\[
|\phi_Y(t)| = \prod_{k=1}^{n} F\left( \frac{x_k t}{2 \pi m} \right)
\]
where \( F : \mathbb{R} \to \mathbb{R} \) is defined as follows:
\[
F(y) = \frac{\sin((2m + 1)\pi y)}{(2m + 1)\sin(\pi y)}.
\]
\end{claim}
Proof. We have \( Y = \sum x_i \xi_i \) where \( \xi_1, \ldots, \xi_n \sim \mathcal{D} \) are independent. Hence

\[
\phi_Y(t) = \prod_{k=1}^{n} \mathbb{E}[e^{ix_k \xi_k t}].
\]

Next we compute

\[
\mathbb{E}[e^{ix_k \xi_k t}] = \frac{1}{2m+1} \sum_{\ell=-m}^{m} e^{i \pi x_k (\ell/m) t} = \frac{1}{2m+1} \cdot \sin(\frac{\pi x_k t}{2m}) \cdot \frac{\sin(\frac{2m+1}{2m} x_k t)}{\sin(\frac{\pi x_k t}{2m})}.
\]

Hence

\[
|\mathbb{E}[e^{ix_k \xi_k t}]| = F \left( \frac{x_k t}{2m} \right).
\]

The next claim proves some basic properties of the function \( F \).

\[\text{Claim 21.} \quad \text{The function } F \text{ satisfies the following properties:}\]
\[1. \quad F \text{ is symmetric: } F(y) = F(-y) \text{ for all } y \in \mathbb{R}.\]
\[2. \quad F \text{ is invariant to shifts by integers: } F(y) = F(\{y\}) \text{ for } y \in \mathbb{R}.\]
\[3. \quad F \text{ is bounded: } F(y) \in [0,1] \text{ for all } y \in \mathbb{R}.\]
\[4. \quad F(y) \leq G(my) \text{ for } y \in [0,1/2], \text{ where } G : \mathbb{R}^+ \to [0,1] \text{ is defined as follows:}\]

\[
G(y) = \begin{cases} 
    e^{-\eta y^2} & \text{if } y \in [0,1] \\
    e^{-\eta} & \text{if } y \geq 1.
\end{cases}
\]

Here, \( \eta > 0 \) is an absolute constant. Note that \( G \) is decreasing.

Proof. The first three claims follow immediately from the definition of \( F \) in Claim 20. In order to prove the last claim, we will prove that \( F(y) \leq \frac{\alpha_1}{\pi y} \) for \( y \in [1/m,1/2] \) for some \( \alpha_1 \in (0,1) \); and that \( F(y) \leq \exp(-c_2(my)^2) \) for \( y \in [0,1/m] \) for some \( c_2 > 0 \). The claim then follows by taking \( \eta = \min(\ln(1/c_1),c_2) \).

First, note that \( F(y) \leq \frac{1}{(2m+1)\pi y} \). Using Taylor expansion at 0, we get for \( y \in [0,1/2] \) that

\[
\sin(\pi y) \geq \pi y - \frac{\pi^3 y^3}{6} \geq \frac{\pi y}{2}.
\]

In particular, \( F(y) \leq \frac{1}{\pi y^2} \), which gives the desired bound for \( c_1 = 1/\pi \).

Next, note that \( F(y) = \frac{1}{2m+1} \cdot \sin((2m+1)\pi y) \cdot \csc(\pi y) \). The Laurent series of \( \csc(x) \) at \( x \neq 0 \) is \( \csc(x) = \frac{1}{x} + \frac{\pi^2}{6} + \frac{7\pi^4}{360} + \frac{31\pi^6}{15120} + \Theta(x^7) \) and the Taylor series for \( \sin(x) \) is \( \sin(x) = x - \frac{x^3}{3!} + \frac{x^5}{5!} + \Theta(x^7) \). So for \( y \in [0,1/m] \) we have \( F(y) \leq 1 - c_2(my)^2 \leq \exp(-c_2(my)^2) \).

We also need the following claim, which shows that incompressible vectors retain a large fraction of their norm when restricted to small coordinates. We use the following notation: given \( x \in \mathbb{R}^n \) and a set of coordinates \( J \subset [n] \), we denote by \( x|_J \in \mathbb{R}^J \) the restriction of \( x \) to coordinates in \( J \).

\[\text{Claim 22.} \quad \text{Let } x \in S^{n-1} \text{ be } (\alpha, \gamma)\text{-incompressible. Let } J = \left\{ i : x_i \leq \frac{1}{\sqrt{\alpha n -1}} \right\}. \text{ Then}\]

\[
\|x|_J\|_2 \geq \|x|_J\|_\infty^2 + \gamma^2.
\]
Proof. Let \( J' = [n] \setminus J \). Since \( x \) is a unit vector, we have \(|J'| \leq \alpha n - 1 \). Let \( j \in J \) be such that \(|x_j|\) is maximal and take \( K = J \setminus \{ j \} \). Then \(|K| \leq \alpha n\), and since we assume that \( x \) is \((\alpha, \gamma)\)-incompressible, we have \( \|x_K\|_2 \geq \gamma \). This completes the proof, since

\[
\|x_j\|_2^2 - \|x_j\|_\infty^2 = \|x_j\|_2^2 - x_j^2 = \|x_K\|_2^2 \geq \gamma^2.
\]

We would need the following lemma in the computations later on.

> **Lemma 23.** Let \( \gamma, \delta > 0 \). Let \( x \in \mathbb{R}^n \) be a vector such that \( \|x\|_\infty \leq \delta \) and \( \|x\|_2^2 \geq \|x\|_\infty^2 + \gamma^2 \).

Let \( T = \pi \frac{m}{\delta} \). Then

\[
I = \int_0^T \prod_{i=1}^n F \left( \frac{x_i t}{2\pi m} \right) dt \leq \frac{c}{\gamma^n},
\]

Proof. To simplify the proof, we may assume by Claim 21(1) that \( x_i \geq 0 \) for all \( i \). Reorder the coordinates of \( x \) so that \( x_1 \geq x_2 \geq \ldots \geq x_n \geq 0 \). Observe that for \( x_i \in [0, T] \) we have \( \frac{x_i t}{2\pi m} \in [0, 1/2] \) and hence we can apply Claim 21(4) and bound each term by \( F \left( \frac{x_i t}{2\pi m} \right) \leq G \left( \frac{x_i t}{2\pi} \right) \). Thus

\[
I \leq \int_0^T \prod_{i=1}^n G \left( \frac{x_i t}{2\pi} \right) dt = 2\pi \int_0^{T/2\pi} \prod_{i=1}^n G(x_i t) dt \leq 2\pi \int_0^\infty \prod_{i=1}^n G(x_i t) dt.
\]

We bound this last integral. Let \( t_i = 1/x_i \) so that \( t_1 \leq t_2 \leq \ldots \leq t_n \). For simplicity of notation set \( t_0 = 0, t_{n+1} = \infty \). We break the computation of the integral to intervals \([t_k, t_{k+1})\) for \( k = 0, \ldots, n \), and denote by \( I_k \) the integral in each interval:

\[
I_k = \int_{t_k}^{t_{k+1}} \prod_{i=1}^n G(x_i t) dt = \int_{t_k}^{t_{k+1}} \prod_{i=1}^k \frac{e^{-\eta} \cdot n}{x_i} \cdot \prod_{i=k+1}^n e^{-\eta x_i^2} dt = e^{-\eta k} \int_{t_k}^{t_{k+1}} e^{-\eta \sum_{i=k+1}^n x_i^2} \prod_{i=1}^k \frac{1}{x_i} dt.
\]

Fix \( k \) and consider first the case that \( \sum_{i=k+1}^n x_i^2 \geq \gamma^2/2 \). In this case, using the fact that \( x_i t \geq 1 \) for \( i \in [k] \) and \( t \in [t_k, t_{k+1}] \), we can bound \( I_k \) by

\[
I_k \leq e^{-\eta k} \int_{t_k}^{t_{k+1}} e^{-\eta \sum_{i=k+1}^n x_i^2} dt \leq e^{-\eta k} \int_0^\infty e^{-\eta \sum_{i=k+1}^n x_i^2} dt \leq \frac{c_1 e^{-\eta k}}{\gamma}.
\]

Next, consider the case that \( \sum_{i=k+1}^n x_i^2 \leq \gamma^2/2 \), which means that \( \sum_{i=k}^n x_i^2 > \|x\|_2^2 - \gamma^2/2 \geq \|x\|_\infty^2 + \gamma^2/2 \). Observe that this is impossible for \( k = 0 \) or \( k = 1 \), and hence we may assume \( k \geq 2 \). In this case we bound

\[
I_k \leq e^{-\eta k} \frac{\prod_{i=1}^k \frac{1}{x_i}}{t_k \prod_{i=1}^k \frac{1}{x_i}} dt \leq e^{-\eta k} \frac{\prod_{i=1}^k \frac{1}{x_i}}{t_k \prod_{i=1}^k \frac{1}{x_i}} dt = \frac{e^{-\eta k} x_{k-1}^{k-1}}{(k-1) \prod_{i=1}^{k-1} x_i} \leq \frac{e^{-\eta k}}{(k-1)x_1}.
\]

By our assumption, \( \sum_{i=1}^k x_i^2 \geq \gamma^2/2 \) and hence \( x_i^2 \geq \gamma^2/2k \). Thus we can bound

\[
I_k \leq \frac{e^{-\eta k}}{(k-1)\gamma / \sqrt{2k}} \leq \frac{c_2 e^{-\eta k}}{\gamma}.
\]

Overall, we bounded the integral by

\[
I \leq 2\pi \sum_{k=0}^n I_k \leq 2\pi \max(c_1, c_2) \sum_{k=0}^n \frac{e^{-\eta k}}{\gamma} \leq \frac{c}{\gamma},
\]

where we used the fact that \( c_1, c_2, \eta > 0 \) are all absolute constants.
Now we have all the ingredients to complete proof of Lemma 18.

**Proof of Lemma 18.** Let $Y = \langle X, x \rangle$. Lemma 19 and Claim 20 give the bound

$$\Pr[|Y| \leq \varepsilon] \leq c_1 \varepsilon I,$$

where $I$ is the following integral:

$$I = \int_0^{1/\varepsilon} \prod_{i=1}^n F \left( \frac{x_i t}{2\pi m} \right) dt.$$

Let $T = \pi m \sqrt{\alpha n} - 1$. We will bound the integral in the regime $[0, T]$ and $[T, 1/\varepsilon]$, and denote the corresponding integrals by $I_1, I_2$.

Consider first the integral $I_1$ in $[0, T]$. Let $\delta = 1/\sqrt{\alpha n} - 1$ and take $J = \{i : x_i \leq \delta\}$. Observe that by Claim 21(3), we can bound $F \left( \frac{x_i t}{2\pi m} \right) \leq 1$ for $i \notin J$. Thus

$$I_1 = \int_0^T \prod_{i=1}^n F \left( \frac{x_i t}{2\pi m} \right) dt \leq \int_0^T \prod_{i \notin J} F \left( \frac{x_i t}{2\pi m} \right) dt.$$

Next, as we assume that $x$ is $(\alpha, \gamma)$-incompressible, Claim 22 gives that $\|x_J\|_2^3 \geq \|x_J\|_\infty^2 + \gamma^2$. Applying Lemma 23 to $x_J$, we bound the first integral by

$$I_1 \leq \frac{c_2}{\gamma}.$$

Next, consider the second integral $I_2$ in $[T, 1/\varepsilon]$. We will apply the LCD assumption to uniformly bound the integrand in this range. Given $t \in [T, 1/\varepsilon]$, let $y(t) = \{ \frac{x_i}{2\pi m} \} \in [-1/2, 1/2]^n$, $\beta(t) = \beta \min(t/\sqrt{n}, 1)$ and $J(t) = \{i \in [n] : |y(t)_i| \geq \beta(t)\}$. As $t \leq 1/\varepsilon \leq 2\pi m D$, we have that $\frac{t}{2\pi m} \leq D = \text{ LCD}_{\alpha,\beta}(x)$, and hence $|J(t)| \geq an$. Applying Claim 21, we bound the integrand by

$$\prod_{i=1}^n F \left( \frac{x_i t}{2\pi m} \right) = \prod_{i=1}^n F(y_i) \leq \prod_{i \in J(t)} F(y_i) \leq \prod_{i \in J(t)} G(m y_i) \leq \prod_{i \in J(t)} G(m \beta(t)) \leq G(m \beta(t))^{an}.$$

Following up on this, we have

$$\beta(t) \geq \beta(T) = \beta \frac{\sqrt{\alpha n} - 1}{\sqrt{n}} \geq \beta \sqrt{\alpha/2} \geq \alpha \beta,$$

where we used the assumptions that $\alpha n \geq 2$ and $\alpha \leq 1/2$. We may assume that $\alpha \beta m \geq 1$, otherwise the conclusion of the lemma is trivial. In that case we have by Claim 21(4) that

$$G(m \beta(t)) \leq G(\alpha \beta m) \leq \frac{1}{\alpha \beta m}.$$

Thus we can bound the integral $I_2$ by

$$I_2 = \int_T^{1/\varepsilon} \prod_{i=1}^n F \left( \frac{x_i t}{2\pi m} \right) dt \leq \frac{1/\varepsilon}{(\alpha \beta m)^{an}}.$$

Overall, we get

$$\Pr[|Y| \leq \varepsilon] \leq c_1 \varepsilon I = c_1 \varepsilon (I_1 + I_2) \leq \frac{c_1 c_2 \varepsilon}{\gamma} + \frac{c_1}{(\alpha \beta m)^{an}}. \quad \blacksquare$$
6 Bounding the LCD

Our main goal in this section is to prove that a random normal vector $X^*$ has large LCD with high probability. Let $M'$ denote the $(n - 1) \times n$ matrix with rows $X_1, \ldots, X_{n-1}$. Let $D_0 = \sqrt{n}$ and $D_1 = (\alpha \beta m)^{\alpha n}$ in this section.

Lemma 24. Let $\alpha \in (0, 1/40)$, $\beta \in (0, 1/2)$ and $D \in (1, D_1)$. Then

$$\Pr[\text{LCD}_{\alpha, \beta}(X^*) \leq D] \leq D^2 (1/\alpha)^n \beta^{\alpha n}$$

for some absolute constant $c \in (0, 1)$.

We set $\gamma = \sqrt{\beta}$ throughout the section. We first condition on a number of bad events not holding. Define:

$$E_1 = \left[ \|M\| \geq \sqrt{n \log(1/\beta)} \right]$$

$$E_2 = [X^* \text{ is } (5\alpha, \beta)\text{-compressible}]$$

$$E_3 = [X^* \text{ is } (\alpha, \gamma)\text{-compressible}]$$

Applying Claim 6 for $E_1$, and Lemma 13 for $E_2, E_3$, we get that

$$\Pr[E_1 \text{ or } E_2 \text{ or } E_3] \leq \beta^{\alpha n}.$$ 

Thus, we will assume in this section that none of $E_1, E_2, E_3$ hold. Assuming $\neg E_2$, Claim 17 yields that $\text{LCD}_{\alpha, \beta}(X^*) \geq D_0$. For $D \geq D_0$ define

$$S_D = \{ x \in S^{n-1} : \text{LCD}_{\alpha, \beta}(x) \in [D, 2D] \text{ and } x \text{ is } (\alpha, \gamma)\text{-incompressible} \}.$$ 

The following is an analog of Lemma 7.2 in [11].

Claim 25. Let $D \geq D_0$ and set $\nu = 6\beta\sqrt{n}/D$. There exists a $\nu$-net $N_D \subset S_D$ of size

$$|N_D| \leq (D/\beta) \left( \frac{cD\sqrt{n}}{\alpha n} \right)^n \beta^{\alpha n}.$$ 

Namely, for each $x \in S_D$ there exists $y \in N_D$ that satisfies $\|x - y\|_2 \leq \nu$.

Proof. Let $x \in S_D$ and shorthand $D(x) = \text{LCD}_{\alpha, \beta}(x)$. By definition, we can decompose $\{D(x)\} = u + v$ where $u$ is $(\alpha n)$-sparse and $\|v\|_2 \leq \beta \min(D, \sqrt{n}) \leq \beta\sqrt{n}$.

Let $W$ denote the set of $(\alpha n)$-sparse vectors $w \in [-1/2, 1/2]^n$ such that each $w_i$ is an integer multiple of $\beta$. Then $|W| \leq \left( \frac{n}{\alpha n} \right) (1/\beta)^{\alpha n}$, and there exists $w \in W$ such that $\|u - w\|_\infty \leq \beta$, which implies $\|u - w\|_2 \leq \beta\sqrt{n}$. This implies that

$$\|\{D(x)\} - w\|_2 \leq 2\beta\sqrt{n}.$$ 

Next, consider $[D(x)\} \in \mathbb{Z}^n$. As $|a| \leq 2|a|$ for all $a \in \mathbb{Z}$, we have $\|\{D(x)\} - w\|_2 \leq 2D(x)\|w\|_2 \leq 4D$. Let $Z = \{ z \in \mathbb{Z}^n : \|z\|_2 \leq 4D \}$. Then $[D(x)\} \in Z$, and Claim 11 bounds $|Z| \leq \left( 1 + \frac{cD}{\sqrt{n}} \right)^n$. So there is $z \in Z$ such that

$$\|D(x) - z - w\|_2 \leq 2\beta\sqrt{n}.$$ 

Next, let $R$ be set of integer multiples of $\beta$ in the range $[D, 2D]$, so that $|R| \leq D/\beta$ and there exists $r \in R$ with $[D(x) - r] \leq \beta$. As $\|x\|_2 = 1$ we have

$$\|rx - z - w\|_2 \leq 2\beta\sqrt{n} + \beta \leq 3\beta\sqrt{n}.$$
Finally, define the set

\[ Y = \{(z + w)/r : z \in Z, w \in W, r \in R\}. \]

Then there exists \( y \in Y \) such that

\[ \|x - y\|_2 \leq 3\sqrt{n}/D = \nu/2. \]

Take a maximal set \( N_D \subset S_D \) which is \( \nu \)-separated. That is, for any \( x', x'' \in N_D \) we have \( \|x' - x''\|_2 > \nu \). Note that by maximality, \( N_D \) is a \( \nu \)-net in \( S_D \). Next, note that \( |N_D| \leq |Y| \), as any point \( x \in N_D \) must be \((\nu/2)\)-close to a distinct point in \( Y \). To conclude, we need to bound \( |Y| \). We have

\[ |Y| \leq |W||Z|\|R\| \leq \left( \frac{n}{\alpha n} \right) (1/\beta)^{\alpha n} \cdot \left( 1 + \frac{cD}{\sqrt{n}} \right)^n \cdot (D/\beta). \]

As \( D \geq D_0 = \sqrt{\alpha n} \) we can simplify \( 1 + \frac{cD}{\sqrt{n}} \leq \frac{(c+1)D}{\sqrt{\alpha n}} \). We can trivially bound \( \left( \frac{n}{\alpha n} \right) \leq 2^n \).

Hence

\[ |N_D| \leq |Y| \leq (D/\beta) \left( \frac{2(c+1)D}{\sqrt{\alpha n}} \right)^n (1/\beta)^{\alpha n}. \]

\[ \triangleright \text{Claim 26. For any } D \in [D_0, D_1] \text{ we have} \]

\[ \Pr[X^* \in S_D \text{ and } \neg E_1] \leq D^2 \left( \frac{c}{\alpha} \right)^n \beta^{n/8}. \]

Proof. First, note that we may assume \( \beta \leq \beta_0 \) for any absolute constant \( \beta_0 \in (0,1) \), by choosing the constant \( c > 0 \) large enough to compensate for that (namely, taking \( c \geq 1/\beta_0 \)). In particular, setting \( \beta_0 = 2^{-20} \) works.

If \( X^* \in S_D \) then there exists \( y \in N_D \) such that \( \|X^* - y\|_2 \leq \nu \) for \( \nu = 6\beta \sqrt{n}/D \). By definition of \( X^* \) we have \( M'X^* = 0 \), and as we assume that \( \neg E_1 \) hold, we have

\[ \|M'y\|_2 \leq \|M'\||X^* - y\|_2 \leq \nu \sqrt{n} \log(1/\beta). \]

Set \( \beta_1 = 6\beta \sqrt{\log(1/\beta)} \). The assumption \( \beta \leq \beta_0 \) implies that \( \beta_1 \leq \beta^{3/4} \). Set \( \delta = \beta^{3/4} \sqrt{n}/D \). We will bound the probability that there exists \( y \in N_D \) such that \( \|M'y\|_2 \leq \delta \sqrt{n} \).

Fix \( y \in N_D \), let \( X \sim D^n \), and define \( p(\varepsilon) = \Pr[\|X, y\|] \leq \varepsilon \). As \( y \in N_D \subset S_D \) we have that \( y \) is \((\alpha, \gamma)\)-incompressible, and hence we can apply Lemma 18, which gives

\[ p(\varepsilon) \leq c_1 \left( \frac{\varepsilon}{\gamma} + \frac{1}{(\alpha \beta m)^{\alpha n}} \right) \text{ for all } \varepsilon \geq 1/2\pi m D. \]

Next, we restrict attention to only \( \varepsilon \geq \delta \), and note that in this regime the first term is dominant (since \( D \leq D_1 \) we have \( \delta \geq \beta^{3/4} \sqrt{n}/D_1 \geq 1/(\alpha \beta m)^{\alpha n} \)). We can then simplify the bound as

\[ p(\varepsilon) \leq c_2 \frac{\varepsilon}{\gamma} \text{ for all } \varepsilon \geq \delta. \]

Applying Claim 9, and recalling that we set \( \gamma = \sqrt{\beta} \), gives

\[ \Pr[\|M'y\|_2 \leq \delta \sqrt{n}] \leq \left( \frac{c_3 \delta}{\gamma} \right)^{n-1} = \left( \frac{c_4 \beta^{3/4} \sqrt{n}}{D} \right)^{n-1}. \]
Union bounding over all \( y \in \mathcal{N}_D \), using Claim 25 to bound its size, gives

\[
\Pr[\exists y \in \mathcal{N}_D, \|M'y\|_2 \leq \delta \sqrt{n}] \leq (D/\beta)^n \left(c_D \sqrt{\frac{1}{\beta}} \cdot \alpha n\right)^{n-1} \\
\leq D^2 \left(c_D \sqrt{\alpha} \right)^n \beta^{n/4} \alpha n^{-2}.
\]

Our assumption \( \alpha < 1/40 \) and the implicit assumption \( \alpha n \geq 2 \) imply that \( \alpha n + 2 \leq n/8 \), which simplifies the above bound to the claimed bound.  

We are now in place to prove Lemma 24.

**Proof of Lemma 24.** We may assume that none of \( E_1, E_2, E_3 \) hold, as the probability that any of them hold is at most \( \beta c_1 n \) for some absolute constant \( c_1 \in (0,1) \). This in particular implies that \( \text{LCD}_{\alpha,\beta}(X^*) \geq D_0 \). Fix \( D \in [D_0, D_1] \). As \( D \leq D_1 \) we can applying Claim 26 to \( D_i = 2^i D_0 \) as long as \( D_i \leq D/2 \). Summing the results we get

\[
\Pr[\text{LCD}_{\alpha,\beta}(X^*) \leq D \text{ and } \neg E_1, \neg E_2, \neg E_3] \leq (2D)^2 (c_2/\alpha)^n \beta n/8.
\]

Thus overall we have

\[
\Pr[\text{LCD}_{\alpha,\beta}(X^*) \leq D] \leq \beta c_1 n + (2D)^2 (c_2/\alpha)^n \beta n/8.
\]

The lemma follows by taking \( c \in (0,1) \) small enough.  

### 7 Completing the proof

We now prove Theorem 1.

**Proof of Theorem 1.** Fix \( \alpha = 1/50, \beta = 1/\sqrt{m} \) and assume \( m \geq m_0 \) for a large enough constant \( m_0 \) to be determined soon. Let \( D \) to be determined soon. Lemma 24 gives

\[
\Pr[\text{LCD}_{\alpha,\beta}(X^*) \leq D] \leq (1/\alpha c_1)^n \beta c_1 n.
\]

As \( \alpha \) is constant, and using the choice \( \beta = 1/\sqrt{m} \), we can simplify the bound as follows. For a small enough constant \( c \in (0,1) \), setting \( D = m^{cn} \) and \( c_2 = 1/\alpha c_1 \), we have

\[
\Pr[\text{LCD}_{\alpha,\beta}(X^*) \leq m^{cn}] \leq m^{2cn} m^{-(c_2/\alpha)n} \leq c_2 n^{-(c_1/2-2c)n} \leq c_2 n^{-cn}.
\]

Assuming \( m \geq m_0 \) for a large enough constant \( m_0 \), we can simplify this bound further as

\[
\Pr[\text{LCD}_{\alpha,\beta}(X^*) \leq m^{cn}] \leq m^{-(c/2)n}.
\]

Next, assume \( D = \text{LCD}_{\alpha,\beta}(X^*) \geq m^{cn} \). In this case, Lemma 18 for \( \varepsilon = 1/2 \pi m D \) gives that

\[
\Pr[\langle X^*, X \rangle = 0] \leq \Pr[|\langle X^*, X \rangle| \leq \varepsilon] \leq c_3 \left( \varepsilon + \frac{1}{(\alpha \beta m)^{on}} \right) \leq m^{-c'n}
\]

for some \( c' \in (0,1) \). Overall we obtain the desired bound.
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Abstract

The graph isomorphism distance between two graphs $G_u$ and $G_k$ is the fraction of entries in the adjacency matrix that has to be changed to make $G_u$ isomorphic to $G_k$. We study the problem of estimating, up to a constant additive factor, the graph isomorphism distance between two graphs in the query model. In other words, if $G_k$ is a known graph and $G_u$ is an unknown graph whose adjacency matrix has to be accessed by querying the entries, what is the query complexity for testing whether the graph isomorphism distance between $G_u$ and $G_k$ is less than $\gamma_1$ or more than $\gamma_2$, where $\gamma_1$ and $\gamma_2$ are two constants with $0 \leq \gamma_1 < \gamma_2 \leq 1$. It is also called the tolerant property testing of graph isomorphism in the dense graph model. The non-tolerant version (where $\gamma_1$ is 0) has been studied by Fischer and Matsliah (SICOMP’08).

In this paper, we prove a (interesting) connection between tolerant graph isomorphism testing and tolerant testing of the well studied Earth Mover’s Distance (EMD). We prove that deciding tolerant graph isomorphism is equivalent to deciding tolerant EMD testing between multi-sets in the query setting. Moreover, the reductions between tolerant graph isomorphism and tolerant EMD testing (in query setting) can also be extended directly to work in the two party Alice-Bob communication model (where Alice and Bob have one graph each and they want to solve tolerant graph isomorphism problem by communicating bits), and possibly in other sublinear models as well.

Testing tolerant EMD between two probability distributions is equivalent to testing EMD between two multi-sets, where the multiplicity of each element is taken appropriately, and we sample elements from the unknown multi-set with replacement. In this paper, our (main) contribution is to introduce the problem of (tolerant) EMD testing between multi-sets (over Hamming cube) when we get samples from the unknown multi-set without replacement and to show that this variant of tolerant testing of EMD is as hard as tolerant testing of graph isomorphism between two graphs. Thus, while testing of equivalence between distributions is at the heart of the non-tolerant testing of graph isomorphism, we are showing that the estimation of the EMD over a Hamming cube (when we are allowed to sample without replacement) is at the heart of tolerant graph isomorphism. We believe that the introduction of the problem of testing EMD between multi-sets (when we get samples without replacement) opens an entirely new direction in the world of testing properties of distributions.
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1 Introduction

Graph isomorphism (GI) has been one of the most celebrated problems in computer science. Roughly speaking, the graph isomorphism problem asks whether two graphs are structure-preserving. Namely, given two graphs $G_u$ and $G_k$, graph isomorphism of $G_u$ and $G_k$ is a bijection $\psi : V(G_u) \rightarrow V(G_k)$ such that for all pair of vertices $u, v \in V(G_u)$, the edges $\{u, v\} \in E(G_u)$ if and only if $\{\psi(u), \psi(v)\} \in E(G_k) \, ^1$. One central open problem in complexity theory is whether the graph isomorphism problem can be solved in polynomial time. Recently in a breakthrough result, Babai [5] proved that the graph isomorphism problem could be decided in quasi-polynomial time.

For a central problem like the graph isomorphism, naturally, one would like to understand its (and related problems) computational complexity for various models of computation. While most of the focus has been on the standard time complexity in the RAM model for various classes of graphs (and hyper-graphs), other complexity measures like space complexity, parameterized complexity, and query complexity have also been studied over the past few decades (see the Dagstuhl Report [7] and PhD thesis of Sun [24]).

A natural extension of the GI problem is to estimate the “graph isomorphism distance” between two graphs. In other words, given two graphs $G_u$ and $G_k$, what fraction of edges are necessary to add or delete to make the graphs isomorphic.

\[ \text{Definition 1.1.} \text{ Let } G_u = (V_u, E_u) \text{ and } G_k = (V_k, E_k) \text{ be two graphs with } |V_u| = |V_k| = n. \text{ Given a bijection } \phi : V_u \rightarrow V_k, \text{ the distance between the graphs } G_u \text{ and } G_k \text{ with respect to the bijection } \phi \text{ is} \]

\[ d_\phi(G_u, G_k) := \left| \{(u, v) : \text{Exactly one among } (u, v) \in E_u \text{ or } (\phi(u), \phi(v)) \in E_k \text{ holds}\} \right|. \]

The Graph Isomorphism Distance (or GI-distance in short) between graphs $G_u$ and $G_k$ is defined as $\min_{\phi:V_u\rightarrow V_k} d_\phi(G_u, G_k)/n^2$, and is denoted by $\delta_{GI}(G_u, G_k)$ (we will use $d(G_u, G_k)$ to mean $n^2\delta_{GI}(G_u, G_k)$).

The problem of computing GI-distance between two graphs is known to be #P-hard [18]. The next natural question is:

What is the complexity for approximating (either by a constant additive or multiplicative factor) the graph isomorphism distance between two graphs?

In [18], it was also proven that the problem of computing GI-distance between two graphs is APX-hard. So, approximating $\delta_{GI}(G_u, G_k)$ up to a constant multiplicative factor is NP-hard. In this paper, we study this problem of approximating (up to a constant additive factor) the GI-distance between two graphs in the query model and two party communication complexity model.

1.1 Property Testing of Graph Isomorphism

Formally speaking, the main problem is: given two graphs $G_u$ and $G_k$ and an approximation parameter $\zeta \in (0, 1)$, the goal is to output an estimate $\alpha$ such that

\[ \delta_{GI}(G_u, G_k) - \zeta \leq \alpha \leq \delta_{GI}(G_u, G_k) + \zeta. \]

\[ ^1 \text{In a graph } G, V(G) \text{ and } E(G) \text{ denote the sets of vertices and edges in } G, \text{ respectively.} \]
In the query model, the problem is equivalent (up to a constant factor) to the tolerant property testing of graph isomorphism in the dense graph model (introduced in the work of Parnas, Ron and Rubinfeld [21]). For $0 \leq \gamma < 1$, two graphs $G_u$ and $G_k$, with $n$ vertices, are called $\gamma$-close or $\gamma$-far to isomorphic$^2$ if $d(G_u, G_k) \leq \gamma n^2$ or $d(G_u, G_k) \geq \gamma n^2$, respectively. In $(\gamma_1, \gamma_2)$-tolerant GI testing, we are given two graphs $G_u$ and $G_k$, and two parameters $0 \leq \gamma_1 < \gamma_2 \leq 1$, with the guarantee that either the graphs are $\gamma_1$-close or $\gamma_2$-far. One of the graphs (usually denoted as $G_u$) is accessed by querying the entries of its adjacency matrix. In contrast, the other graph (usually denoted as $G_k$ $^3$) is known to the query algorithm, and no cost for accessing the entries of the adjacency matrix of $G_k$ is incurred. The query complexity is the number of queries (to the adjacency matrix of $G_u$) that are required for testing, (with correctness probability at least $2/3$ $^4$), whether $G_u$ and $G_k$ are $\gamma_1$-close or $\gamma_2$-far. The query algorithm is assumed to have unbounded computational power.

The non-tolerant property testing version of the graph isomorphism problem (that is, when $\gamma_1 = 0$) was first studied by Fischer and Matsliah [13] and subsequently, Babai and Chakraborty [6] studied the non-tolerant property testing version of the hypergraph isomorphism problem. Recently, the non-tolerant testing of GI has been considered in various other models (like Goldreich [15] studied the problem for the bounded degree graph model of property testing and Levi and Medina [17] considered the problem in the distributed setting). However, the tolerant version of the problem remains elusive and it is surprising that the tolerant version of a fundamental problem like graph isomorphism (in query model) is not addressed in the literature, though the non-tolerant version of GI testing problem has been resolved more than a decade ago in [13] (when one graph is unknown). On a different note, there are also studies of non-tolerant version of graph isomorphism testing in the literature when both the graphs are unknown [13, 19]. We will not discuss much about that case as the main focus of this paper is different.

Before proceeding further, we want to note that there is a simple algorithm with query complexity $O(n)$ for tolerant testing of graph isomorphism (when one of the graphs is known in advance). Basically, one goes over all possible $n!$ bijections $\phi : V_u \rightarrow V_k$ and estimates the distance between $G_u$ and $G_k$ with respect to the permutation. The samples may be reused$^5$, and hence we have the following observation.

**Observation 1.2.** Given a known graph $G_k$ and an unknown graph $G_u$ and any approximation parameter $\zeta \in (0, 1)$, there is a query algorithm that makes $O(n)$ queries and outputs a number $\alpha$ such that, with probability at least $2/3$, the following holds:

$$\delta_{GI}(G_u, G_k) - \zeta \leq \alpha \leq \delta_{GI}(G_u, G_k) + \zeta.$$  

But obtaining a lower bound matching (at least up to a polylog factor) the upper bound of Observation 1.2 is not at all obvious. This paper’s main contribution is to show an equivalence between tolerant testing of graph isomorphism and tolerant EMD testing between multi-sets (in the query setting).

---

$^2$ As a shorthand, rather than saying $\gamma$-close or $\gamma$-far to isomorphic, we will just say $\gamma$-close or $\gamma$-far respectively.

$^3$ $G_u$ and $G_k$ denote the unknown and known graphs, respectively.

$^4$ The correctness probability can be made any $1 - \delta$ by incurring a multiplicative factor of $O(\log \frac{1}{\delta})$ in the query complexity.

$^5$ If the samples are $\Theta(\log(n!))$, then the error probability can be bounded using the union bound.
Like many other property testing problems, the core difficulty in the testing of GI is understanding certain properties of distributions. In the case of the non-tolerant version of GI, it has been shown in [13] that the core problem is testing the variation distance between two distributions. Their upper bound result can be restated as: if there is a property testing algorithm, with query complexity $q(n)$ for testing equivalence between two distributions, on support size $n$ \(^6\), then GI can be tested using $O(q(n))$ queries, where the tilde hides a polylogarithmic factor of $n$ (number of vertices). And since the query complexity for testing identity of distributions (from [8], [20], [1], [26]) is known to be $O(\sqrt{n})$, the query complexity for non-tolerant GI-testing is $O(\sqrt{n})$.

In the lower bound proof of [13], there is no direct reduction of the graph isomorphism problem to the variation distance problem. But it is important to note that lower bound proofs for both of these problems use the tightness of the birthday paradox. So, in some sense, one can say that the heart of the non-tolerant testing of GI is in testing variation distance between two distributions.

### 1.2 Earth Mover’s Distance (EMD)

Let $H = \{0, 1\}^n$ be a Hamming cube of dimension $n$, and $p, q$ be two probability distributions on $H$. The Earth Mover’s Distance between $p$ and $q$ is denoted by $EMD(p, q)$ and defined as the optimum solution to the following linear program:

$$
\text{Minimize } \sum_{i,j \in H} f_{ij} d_H(i, j) \quad \text{Subject to } \sum_{j \in H} f_{ij} = p(i) \forall i \in H, \text{ and } \sum_{i \in H} f_{ij} = q(j) \forall j \in H.
$$

A standard way to think of sampling from any probability distribution is to consider it as a multi-set of elements with appropriate multiplicities, and samples are drawn with replacement from that multi-set. While estimating EMD between two multi-sets, although the most natural way to access the unknown multi-set is sampling with replacement, we introduce the problem of tolerant EMD testing over multi-sets with the access of samples without replacement.

**Definition 1.3 (EMD over multi-sets while sampling with and without replacement).** Let $S_1$ and $S_2$ denote two multi-sets, over $n$-dimensional Hamming cube $H = \{0, 1\}^n$ such that $|S_1| = |S_2| = n$. Consider the two distributions $p_1$ and $p_2$ over the Hamming cube $H$ that are naturally defined by the sets $S_1$ and $S_2$ where for all $x \in H$ probability of $x$ in $p_1$ (and $p_2$) is the number of occurrences of $x$ in $S_1$ (and $S_2$) divided by $n$. We then define the EMD between the multi-sets $S_1$ and $S_2$ as

$$
EMD(S_1, S_1) \triangleq n \cdot EMD(p_1, p_2).
$$

The problem of estimating the EMD over multi-sets while sampling with (or without) replacement means designing an algorithm, that given any two constants $\beta_1, \beta_2$ such that $0 \leq \beta_1 < \beta_2 \leq 1$, a known multi-set $S_k$ and access to the unknown multi-set $S_u$ by sampling with (or without) replacement, decides whether $EMD(S_k, S_u) \leq \beta_1 n^2$ or $EMD(S_k, S_u) \geq \beta_2 n^2$ with probability at least 2/3. Note that estimating the EMD over multi-sets while sampling with replacement is exactly same as estimating EMD between the distributions $p_u$ and $p_k$ with samples drawn according to $p_u$.

\(^6\) Testing identity between two distributions means to test if the unknown distribution (from where the samples are drawn) is identical to the known distribution or if the variation distance between them more than $\epsilon$. 

We will denote by $QWR_{\text{EMD}}(n, \beta_1, \beta_2)$ (and $QWoR_{\text{EMD}}(n, \beta_1, \beta_2)$) the number of samples with (or without) replacement required to decide the above from the unknown multi-set $S_u$. For ease of presentation, we will write $QWoR_{\text{EMD}}(n)$ ($QWR_{\text{EMD}}(n)$) instead of $QWoR_{\text{EMD}}(n, \beta_1, \beta_2)$ ($QWR_{\text{EMD}}(n, \beta_1, \beta_2)$) when the proximity parameters are clear from the context.

Earth Mover’s Distance (EMD) is a fundamental metric over the space of distributions supported on a fixed metric space. Estimating EMD between two distributions, up to a multiplicative factor, has been extensively studied in mathematics and computer science. It is closely related to the embedding of the EMD metric into a $\ell_1$ metric. Even the problem of estimation of EMD between distributions up to an additive factor has been well studied, for reference see [12], [23]. The hardness of estimating EMD between distributions depends heavily on the structure of the domain on which the distributions are supported. In [12], the authors have proved a lower bound of $\Omega((\Delta/\epsilon)^d)$ on the query complexity for estimating (up to an additive error of $\epsilon$) EMD between two distributions supported on the real cube $[0, \Delta]^d$. At the same time, it is not hard to see that if the support has certain structures, estimating EMD may be easy. In this paper, we focus on the estimation of EMD between two distribution when the metric space is the Hamming cube.

As noted earlier, sample access to a probability distribution is precisely the same as uniform sampling from a multi-set with replacement. Thus, from the results of Valiant and Valiant [25], it can be shown that the sample complexity for estimating the EMD between two distribution over the Hamming cube of dimension $n$ is $\Omega(n/\log n)$. In other words, $QWR_{\text{EMD}}(n) = \Omega(n/\log n)$, and this is tight ignoring polynomial factor in $\log n$ (See Theorem B.10 of Appendix B). But what about $QWoR_{\text{EMD}}(n)$? To the best of our knowledge, the sample complexity measure when the distributions are accessed by sampling a multi-set without replacement has never been studied before (for testing/estimating distances between distributions/multi-sets). However, it is interesting to note that, sampling without replacement model has been considered before in a different context by Raskhodnikova, Ron, Shpilka and Smith [22] for proving a lower bound of distinct elements problem. Also, recently Goldreich [15] considered a similar sampling without replacement model while studying the non-tolerant graph isomorphism in the bounded degree model.

Coming back to our context, it can be proven that: if $QWoR_{\text{EMD}}(n) = o(\sqrt{n})$, then $QWR_{\text{EMD}}(n) = o(\sqrt{n})$ (See Proposition B.7 of Appendix B). As $QWR_{\text{EMD}}(n) = \Omega(n/\log n)$, we have a lower bound of $\Omega(\sqrt{n})$ on $QWR_{\text{EMD}}(n)$. To the best of our knowledge, there is no known better lower bound than $\Omega(\sqrt{n})$ for $QWR_{\text{EMD}}(n)$, although a lower bound of $\Omega(n/\log n)$ exists for $QWR_{\text{EMD}}(n)$ (using observation in [12]). We verified that the proof of [27] also goes through for $QWR_{\text{EMD}}(n)$ as well (See Theorem 1.5). We now present the following conjecture:

\textbf{Conjecture 1.} There exist two constants $\beta_1$ and $\beta_2$ with $0 < \beta_1 < \beta_2 < 1$ such that in order to decide whether $\text{EMD}(S_k, S_u) \leq \beta_1 n^2$ or $\text{EMD}(S_k, S_u) \geq \beta_2 n^2$, with probability at least $2/3$, $\Omega\left(\frac{n}{\text{poly}(\log n)}\right)$ samples without replacement from the unknown multi-set $S_u$ are necessary.

One of our main contributions in this paper is introducing this complexity measure of $QWoR_{\text{EMD}}(n)$ as well as the above conjecture. In the rest of the paper, we focus on exploring the connection between $QWoR_{\text{EMD}}(n)$ and the query complexity of tolerant GI-testing. For a formal discussion on EMD over Hamming cube, please refer to Appendix B.
1.3 Our Results

Our main result of this paper is that we prove estimating GI-distance is as hard as tolerant EMD testing over multi-sets with the access of samples without replacement over the unknown multi-set $S_u$, ignoring polynomial factors of $\log n$.

▶ Theorem 1.4 (Main Result). Let $G_k$ and $G_u$ denote the known and the unknown graphs on $n$ vertices, respectively, and $Q_{GI}(G_u,G_k)$ denotes the number of adjacency queries to $G_u$ required by the best algorithm that takes two constants $\gamma_1, \gamma_2$ with $0 \leq \gamma_1 < \gamma_2 \leq 1$ and decides whether $d(G_u,G_k) \leq \gamma_1 n^2$ or $d(G_u,G_k) \geq \gamma_2 n^2$ with probability at least $2/3$. Then

$$Q_{GI}(G_u,G_k) = \tilde{O}(Q_{WoREMD}(n))$$

where $\tilde{O}(\cdot)$ hides polynomial factors in $\frac{1}{\gamma_2 - \gamma_1}$ and $\log n$.

1.3.1 Implication of Theorem 1.4 to Query Complexity of Tolerant GI

It is interesting to note that our lower bound proof is via a pure reduction from tolerant graph isomorphism to tolerant testing of EMD of multi-sets over the Hamming cube using samples without replacement. Thus our reductions also hold for other computational models such as the communication complexity model. Regarding the lower bound on the sample complexity of tolerant EMD testing of multi-sets (in the with replacement model), using observation in [12], we note that the tolerant EMD testing is as hard as tolerant testing of variation distance. In [27], they gave a lower bound of $\Omega(n^{1-o(1)})$ on the sample complexity for tolerant $\ell_1$ testing. Although the proof of [27] uses samples with replacement (when we think of a distribution as a multi-set), it can be verified that the proof also works for samples without replacement.

▶ Theorem 1.5 (Follows from [27]). For any constants $0 < \alpha < \beta < 1$, distinguishing between distribution pairs with statistical distance less than $\alpha$ from those with distance greater than $\beta$ requires $n^{1-o(1)}$ samples without replacement.

From Theorem 1.5, a similar lower bound follows for tolerant EMD testing of multi-sets without replacement. Thus, from Theorem 1.4, we have the following corollary:

▶ Corollary 1.6. Let $G_k$ and $G_u$ be the known and unknown graphs on $n$ vertices, respectively. For any constants $0 < \gamma_1 < \gamma_2 < 1$, distinguishing between isomorphism distance of $d(G_u,G_k) \leq \gamma_1 n^2$ with $d(G_u,G_k) \geq \gamma_2 n^2$ requires $n^{1-o(1)}$ queries to the adjacency matrix of $G_u$. On the other hand, for any constants $0 < \gamma_1 < \gamma_2 < 1$, distinguishing between isomorphism distance of $d(G_u,G_k) \leq \gamma_1 n^2$ with $d(G_u,G_k) \geq \gamma_2 n^2$ can be done in $\tilde{O}(n)$ queries.

The lower bound of [27] was later improved to $\Omega\left(\frac{u}{\log n}\right)$ in [25]. However, the arguments of [25] are much more delicate and it is not completely clear to us whether their result of $\Omega\left(\frac{u}{\log n}\right)$ can be carried over to the without replacement setting, even if we allow a loss of polylogarithmic factor. So, we propose the following conjecture:

▶ Conjecture 2. Let $G_k$ and $G_u$ be the known and unknown graphs on $n$ vertices, respectively. For any constants $0 < \gamma_1 < \gamma_2 < 1$, distinguishing between isomorphism distance of $d(G_u,G_k) \leq \gamma_1 n^2$ with $d(G_u,G_k) \geq \gamma_2 n^2$ requires $\Omega\left(\frac{u}{\log n}\right)$ queries to the adjacency matrix of $G_u$. 
Note that Conjecture 1 and Conjecture 2 are equivalent. Besides, the difference between sampling with and without replacement is much more subtle. Freedman [14] has shown the difference when we sample elements with replacement from a set and that without replacement from the same set. However, when the number of samples is $o(\sqrt{n})$, the distribution of answers to the queries when samples are drawn with replacement is very close (in $\ell_1$ distance) to the distribution of answers to the queries when samples are drawn without replacement. Thus, following Proposition B.7 along with Theorem 1.4, we can get an alternative proof of the following lower bound proved by Fischer and Matsliah [13].

**Corollary 1.7** (Fischer and Matsliah [13]). There exists a constant $\zeta \in (0, 1)$ such that any query algorithm that decides, with probability at least $2/3$, if a known graph $G_k$ and an unknown graph $G_u$ is isomorphic or $\gamma$-far from isomorphic, with $\gamma \leq \zeta$, must make $\Omega(\sqrt{n})$ queries.

### 1.3.2 Implication of Theorem 1.4 to Communication Complexity of Tolerant GI

One of the central models of computation (particularly in the context of theoretical computer science) is the 2-player communication game introduced by Yao [28] in 1979. Communication complexity is one of the most studied complexity measures and has wide-ranging applications in many different areas of computer science. But surprisingly, as far as we know, the communication complexity problem of GI (where Alice has graph $G_a$ and Bob has graph $G_b$, and they want to decide if $G_a$ and $G_b$ are isomorphic) has never been studied. One of the main reasons may be that, in the communication setup, the standard GI problem reduces to the string equality checking problem, and hence GI in the (randomized) communication setup is not that interesting anymore, since the randomized communication complexity, trivially, becomes $O(1)$ (see the full version for the proof).

But when it comes to tolerant GI testing, the communication version is not at all obvious. So, if Alice and Bob are given two graphs $G_a$ and $G_b$ respectively, what is the (randomized) communication complexity for checking if $d(G_a, G_b) \leq \gamma_1 n^2$ or $d(G_a, G_b) \geq \gamma_2 n^2$? While we don’t have a complete answer to this question yet, the following theorem holds from Theorem 1.2:

**Theorem 1.8** (Informally stated). If Alice and Bob are given two graphs $G_a$ and $G_b$ with $n$ vertices respectively and the (randomized) communication complexity for checking if the graphs are $\gamma_1$-close or $\gamma_2$-far is $c(n, \gamma_1, \gamma_2)$ then the following holds: There exists an absolute constant $C$ such that if Alice and Bob are given two $n$-grained distributions $\tilde{7}$ over the $Cn$-dimension Hamming cube, then the (randomized) communication complexity of checking if the Earth Mover’s Distance between the distributions is at most $\beta_1 n$ or at least $\beta_2 n$ is $\tilde{\Theta}(c(n, \gamma'_1, \gamma'_2))$, where $\gamma'_1$ and $\gamma'_2$ are constants that depend only on $\beta_1$ and $\beta_2$, and $\tilde{\Theta}(\cdot)$ hides multiplicative factor of poly (log $n$).

Theorem 1.8 says that the communication complexity of solving tolerant graph isomorphism and tolerant EMD testing are essentially the same, ignoring the polylog factor. Note that in the case of the communication setting, the distinction between with replacement and without replacement is not present. Also, it is important to point out that the lower bounds on tolerant EMD in the sampling model ([27] and [25]) does not give a lower bound

---

$7$ The probability of each element in the sample space is an integer multiple of $\frac{1}{n}$. 
in the communication setting. Though the tolerant graph isomorphism problem has not been addressed at all in the literature of communication complexity, EMD (for different metric spaces) has been considered in communication, streaming, and sketching models [16, 3, 2, 4]. However, the EMD problem that we have considered in this paper is different from those considered in the literature, and we believe that it will be of independent interest.

We also observe that the deterministic communication complexity of graph isomorphism is $\Omega(n^2)$ even for the non-tolerant setting.

**Theorem 1.9.** Deterministic communication complexity of non-tolerant version of Graph Isomorphism testing (hence the tolerant version) is $\Theta(n^2)$.

The proof of the above theorem is present in the full version of the paper [10].

**Organization of the paper.** In Section 2, we discuss the proof techniques of our main results. We prove the lower bound part (tolerant graph isomorphism is as hard as tolerant EMD testing) and upper bound part (tolerant EMD testing is as hard as tolerant graph isomorphism) of Theorem 1.4 in Sections 3 and 4 respectively. We finally conclude in Section 5. For space constraint, we could not add all possible proofs. Please see [10] for the full version of the paper.

**Notations.** All graphs considered here are undirected, unweighted, and have no self-loops or parallel edges. For a graph $G(V, E)$, $V(G)$ and $E(G)$ will denote the vertex set and the edge set of $G$, respectively. Since we are considering undirected graphs, we write an edge $(u, v) \in E(G)$ as $\{u, v\}$. The Hamming distance between two points $x$ and $y$ in a Hamming cube $\{0, 1\}^k$ will be denoted by $d_H(x, y)$.

**2 Discussion on our proof of Theorem 1.4**

**2.1 Reduction from tolerant EMD testing to tolerant graph isomorphism testing (Lower bound part of Theorem 1.4)**

In this reduction, we crucially use the fact that the multi-sets are composed of elements from the Hamming cube. The reduction is based upon an involved gadget construction. In fact, we prove the lower bound for a slightly more powerful query model rather than the standard adjacency matrix query model. The most interesting part of our lower bound proof is that thanks to our reduction, we get to observe the importance of the model of accessing the multi-set without replacement in the context of EMD testing.

Now, we discuss the overview of our reduction. Let $S_k$ and $S_u$ denote the known and the unknown multi-sets, over a Hamming cube $\{0, 1\}^d$ (of dimension $d$) with $d = \Theta(n)$, having $n$ elements each. To start with, let us assume that we know both $S_k$ and $S_u$. We will construct two graphs $G_k$ and $G_u$ on $d + n$ vertices as follows:

- The vertex set of $G_k$ (and $G_u$) are partitioned into two sets $A_k$ and $B_k$ (and $A_u$ and $B_u$) with $|A_k| = |A_u| = n$ and $|B_k| = |B_u| = d$.
- The graph induced by $A_k$ is a clique, and similarly the graph induced by $A_u$ is a clique.
- The graphs induced by $B_k$ and $B_u$ are copies of a special graph with certain nice properties which enable our reduction to work. The existence of such a graph is proved (in Lemma 3.3) using a probabilistic argument.
- Finally, for the cross edges between $A_k$ and $B_k$ (and $A_u$ and $B_u$), we have: there is an edge between the $i$-th vertex of $A_k$ (or $A_u$) and the $j$-th vertex of $B_k$ (or $B_u$) if and only if the $j$-th coordinate of the $i$-th element of $S_k$ (or $S_u$) is 1.
- Finally, a random permutation $\pi$ is applied to the vertices of $G_u$. 
The permutation \( \pi \) is not known to the GI-tester. Note that we can construct \( G_k \) explicitly as \( S_k \) is known. However, that is not the same with \( G_u \) as \( S_u \) is unknown. But since we know the permutation \( \pi \), any query to the adjacency matrix of the graph \( G_u \) can be answered by a single query to one bit of \( S_u \). But unfortunately we don’t have query access to \( S_u \), and only have sample access to \( S_u \). To deal with this problem, it is easier to consider a slightly more powerful query. Say, the GI-tester wants to query the \((i,j)\)-th bit of the graph \( G_u \). Of course, if both \( i \) and \( j \) are in \( A_u \) or both are in \( B_u \), we can answer without even sampling from \( S_u \). But if \( i \) is in \( A_u \) and \( j \) is in \( B_u \), then what we intend to do is to give the whole neighborhood of \( i \) in \( B_u \) as the answer to the query. This would be like neighbourhood query in a bipartite graph. But the question remains: how do we intend to answer the query by sampling. The key observation here is that since the GI-tester does not know the permutation \( \pi \) that was applied to the vertices in \( S_u \), to its eye, all the vertices that have not been touched so far look same. So, every time it queries for \((i,j)\), where \( i \in A_u \) and \( j \in B_u \), either of the two cases can happen:

- Either, previously a query of the form \((i,j_1)\) was asked where \( j_1 \) is also in \( B_u \), but in that case, it must have already got the answer of \((i,j)\) as we must have given all the neighbors of \( i \) in \( B_u \). So in that case, we can give back the same answer without sampling.

- Or, previously \( i \) did not participate in any query of the form \((i,j_1)\) where \( j_1 \) is in \( B_u \). In this case, to the GI-tester’s eye, \( i \) is just a new vertex from \( A_u \). We can then sample without replacement from \( S_u \) and whatever sample of the multi-set we have, we can assume that it is the element \( i \) and answer accordingly. Note that this is the exact place where sampling without replacement is crucial.

To complete our proof, we need to prove how the GI-distance between \( G_k \) and \( G_u \) is connected to the EMD between \( S_k \) and \( S_u \). Consider the set \( \Phi \) of all special bijections from \( V(G_k) \) to \( V(G_u) \) that maps \( A_k \) into \( A_u \) and \( B_k \) into \( B_u \) such that the \( i \)-th vertex of \( B_k \) is mapped to the \( i \)-th vertex of \( B_u \). Observe that \( d_{\Phi}(G_k,G_u) = 2 \cdot \text{EMD}(S_k,S_u) \), where \( d_{\Phi}(G_k,G_u) = \min_{\Phi} d_{\Phi}(G_k,G_u) \) (See [10], Lemma 3.5 for a formal proof). The factor 2 is because of the way we define \( d_{\Phi}(G_k,G_u) \) (See Definition 1.1). This implies that tolerant isomorphism testing between \( G_k \) and \( G_u \) is at least as hard as tolerant EMD testing between \( S_k \) and \( S_u \) if we restrict the bijection from \( V(G_k) \) to \( V(G_u) \) to be a special bijection. The reduction works for all possible bijections, because of the careful choice of the subgraph of \( G_k \) (and \( G_u \)) induced by \( B_k \) (and \( B_u \)), thus ensuring \( d(G_k,G_u) \) is close to \( d_{\Phi}(G_k,G_u) \) (See [10] Lemma 3.6 for a formal proof).

One might compare our proof technique to the lower bound proof of (non-tolerant) testing of GI from [13]. In [13], \( \Omega(\sqrt{n}) \) lower bound was proved directly (using Yao’s lemma) by constructing two distributions of YES instances and NO instances - the construction of the YES and NO instances were inspired from the tightness of the birthday paradox, which was also the core idea behind the lower bound proof of the equivalence testing of two probability distributions. But, there was no direct reduction from GI testing to equivalence testing of two probability distributions. But in our lower bound proof, we establish a direct reduction to estimating EMD of multi-sets on the Hamming cube with access to samples without replacement. This can be of much importance, mainly while considering other models of computation, like in the communication model. From our reduction, we can obtain an alternative proof of \( \Omega(\sqrt{n}) \) lower bound for the (non-tolerant) GI testing via the \( \Omega(\sqrt{n}) \) lower bound of the equivalence testing of distributions, as pointed out in Corollary 1.7.
2.2 Reduction from tolerant graph isomorphism to tolerant EMD testing (Upper bound part of Theorem 1.4)

Given a known graph $G_k$ and query access to an unknown graph $G_u$ (both on $n$ vertices), we present an algorithm for tolerant testing of graph isomorphism between $G_k$ and $G_u$ by using a tolerant EMD tester (for distributions over $H$) as a blackbox. Note that this will prove the upper bound part of Theorem 1.4.

Algorithm for tolerant graph isomorphism using algorithm for tolerant EMD testing as a black box:

Our testing algorithm is inspired by the algorithm of Fischer and Matsliah [13] for non-tolerant GI testing. But our algorithm significantly differs from that of Fischer-Matsliah in some crucial points. As we explain the high level picture of our algorithm, we will point out some of the crucial differences.

We split our algorithm into three phases. In Phase 1, we first choose a $O\left(\frac{1}{\gamma_2 - \gamma_1}\right)$ size collection of random subset of vertices, i.e., coresets $C_u$ from the unknown graph $G_u$ where each $C_u \in C_u$ is of size $O(\log n)$. Thereafter we find all embeddings of $C_u$ inside the known graph $G_k$. Let the embeddings be $\eta_1, \eta_2, \ldots, \eta_J$ where $C_k^i = \eta_i(C_u)$. Now each $C_u$ (as well as each $C_k^i$) defines a label distribution of the vertices of $G_u$ (as well as $G_k$). Let us denote the set of labels as $X_{C_u}$ (and $Y_{C_k^i}$). Now we test if the EMD between $X_{C_u}$ and $Y_{C_k^i}$ is close or far for each $i \in [J]$ (See Claim 4.2). We keep only those $(C_u, \eta_i)$ for Phase 2 such that $\text{EMD}(X_{C_u}, Y_{C_k^i}) \leq (\gamma_1 + \frac{\gamma_2 - \gamma_1}{200n}) n|C_u|$.

Although Phase 1 of our algorithm is similar to the algorithm of [13], there is a striking difference. Since the authors of [13] were testing the non-tolerant version of graph isomorphism, they were testing the identity of the label distributions of $X_{C_u}$ and $Y_{C_k^i}$. However, since we are solving the tolerant version of the problem, we need to allow some error among the label distributions. We need to pass only those placements of $C_u$ that under good bijections do not produce much error and testing of tolerant EMD fits exactly for this purpose. It is worth noting that Fischer-Matsliah uses an equivalence tester in their algorithm to identify the placements that do not produce “any” error. But, the proof of correctness of the algorithm would not go through even if we use the tolerant testing of the equivalence of distributions. The use of EMD in this phase is crucial for the proof of correctness of our algorithm to hold.

In Phase 2, we choose $O\left(\frac{\log^2 n}{(\gamma_2 - \gamma_1)^2}\right)$ many vertices from the unknown graph $G_u$ randomly and call it $W$. We further find the labels of all the vertices of $W$ under $C_u$-labelling by querying the corresponding entries of $G_u$ for each $C_u$ that has passed Phase 1. Then we try to match the vertices of $W$ to the set of all possible labels $\{l_1, l_2, \ldots, l_l\}$ of the vertices of $G_k$ under $C_k^i$-labelling where $C_k^i = \eta_i(C_u)$, for those $\eta_i$ that have passed Phase 1. Ideally, we would like to find a mapping $\psi: W \rightarrow \{l_1, l_2, \ldots, l_l\}$ such that the total distance between the labels of the matched vertices is not too large. If no such $\psi$ is possible, we reject the current embedding and try some other embedding that has passed Phase 1.

In Phase 3, we construct a random partial bijection $\hat{\phi}: W \rightarrow V(G_k)$ that maps the vertices of $W$ to the vertices of $G_k$ while preserving the labels according to $\psi$. We achieve this by mapping each $w \in W$ to one vertex of $G_k$ randomly that has same label as determined by $\psi$. Finally, we randomly pair the vertices of $W$ and find the fraction of edge mismatches between the paired up vertices of $W$ and $\hat{\phi}(W)$. If this fraction is at most $5\gamma_1 + \frac{3}{2}(\gamma_2 - \gamma_1)$, we accept and say that $G_u$ and $G_k$ are $\gamma_1$-close. If there is no such embedding of any $C_u \in C_u$ that achieves this, we report that $G_u$ and $G_k$ are $\gamma_2$-far.

The proofs of completeness and soundness follow kind of similar route as Fischer-Matsliah’s proof but the arguments are way more complicated. Many things that were trivial or obvious
in the non-tolerant setting become major hurdles in the tolerant setting, and we overcome them with significantly difficult technical arguments. The proofs are present in the full version of the paper [10].

3 Tolerant graph isomorphism is as hard as tolerant EMD testing

In this section, we prove that it is necessary to perform $\Omega(Q\text{WoR}\text{EMD}(n))$ many queries to the adjacency matrix of $G_u$ to solve $(\gamma_1, \gamma_2)$-tolerant GI testing of $G_k$ and $G_u$.

**Theorem 3.1** (Restatement of the lower bound part of Theorem 1.4). Let $G_k$ be the known and $G_u$ be the unknown graph on $n$ vertices, where $n \in \mathbb{N}$ is sufficiently large. There exists a constant $\epsilon_{ISO} \in (0,1)$ such that for any given constants $\gamma_1, \gamma_2$ with $0 < \gamma_1 < \gamma_2 < \epsilon_{ISO}$, any algorithm that decides whether the graphs are $\gamma_1$-close or $\gamma_2$-far, requires $Q\text{WoR}_{\text{EMD}}(n)$ adjacency queries to the unknown graph $G_u$ where $Q\text{WoR}_{\text{EMD}}$ is as defined in Definition 1.3.

In Section 2.1, we have discussed an overview of our idea to prove the above theorem. To prove Theorem 3.1, we show a reduction from tolerant GI testing to tolerant EMD testing over multi-sets when we have samples without replacement from the unknown multi-set.

**Lemma 3.2.** Suppose there is a constant $\epsilon_0 \in (0, \frac{1}{2})$ such that for all constants $\gamma_1, \gamma_2$ with $0 < \gamma_1 < \gamma_2 < \epsilon_0$ and any constant $T \in \mathbb{N}$, the following holds: There exists a $(\gamma_1, \gamma_2)$-tolerant tester for GI that, given a known graph $G_k$ and an unknown graph $G_u$ with $|V(G_u)| = |V(G_k)| = (T + 1)n$, can distinguish whether $d(G_u, G_k) \leq \gamma_1 T n^2$ or $d(G_u, G_k) \geq \gamma_2 T n^2$ by performing $Q$ adjacency queries to $G_u$.

Then, for any constants $\beta_1$ and $\beta_2$ with $0 < \beta_1 < \beta_2 < \frac{\epsilon_0}{2}$, the following holds where $\kappa = \frac{\beta_2 - \beta_1}{\kappa}$ and $T_\kappa = \lfloor \frac{30}{\kappa(2 - \kappa)} \rfloor$. There is a tolerant tester for EMD such that, given a known and an unknown multi-set $S_k$ and $S_u$ respectively, of the Hamming cube $\{0, 1\}^{T_\kappa n}$ with $|S_k| = |S_u| = n$, can distinguish whether $\text{EMD}(S_k, S_u) \leq \beta_1 T \kappa n^2$ or $\text{EMD}(S_k, S_u) \geq \beta_2 T \kappa n^2$ with $Q$ many samples without replacement from $S_u$.

**Remark 1.** Observe that Lemma 3.2 talks about tolerant EMD testing between multi-sets with $n$ elements over a Hamming cube of dimension $T_\kappa n$. But Theorem 3.1 states the lower bound of $Q\text{WoR}_{\text{EMD}}(n)$, that is, of tolerant EMD testing of multi-sets with $n$ elements over a Hamming cube of dimension $n$. However, the query complexity of EMD testing increases with the dimension of the Hamming cube (See Proposition B.9). So, we will be done with the proof of Theorem 3.1 by proving Lemma 3.2.

3.1 Tolerant GI to Tolerant EMD testing: Proof of Lemma 3.2

To define the necessary reduction for the proof of Lemma 3.2, we need to show the existence of a graph $G_p$ satisfying some unique properties.

**Lemma 3.3.** Let $\kappa \in (0,1)$ and $s \geq 3$ be given constants. Then for $C_{\kappa, s} = \lceil \frac{6s}{\kappa(2 - \kappa)} \rceil$ and sufficiently large $n \in \mathbb{N}$, there exists a graph $G_p$ with $C_{\kappa, s} n$ many vertices such that the following conditions hold.

(i) The degree of each vertex in $G_p$ is at least $(1 - \kappa)C_{\kappa, s} + 1)n - 1$.

(ii) The cardinality of symmetric difference between the sets of neighbors of any two (distinct) vertices in $G_p$ is at least $sn - 2$.

---

$^8$ The lower bound of $n$ is a constant that depends on $\kappa$ and $s$. 

---
The proof of Lemma 3.3 uses probabilistic method (See [10] for the proof). Let \( ALG(\gamma_1, \gamma_2, T) \) be the algorithm that takes \( \gamma_1 \) and \( \gamma_2 \) with \( 0 < \gamma_1 < \gamma_2 < \epsilon_0 \) as input and decides whether \( d(G_k, G_u) \leq \gamma_1 T n^2 \) or \( d(G_k, G_u) \geq \gamma_2 T n^2 \), where \( |V(G_k)| = |V(G_u)| = (T + 1)n \). Now we show that for any two constants \( \beta_1 \) and \( \beta_2 \) with \( 0 < \beta_1 < \beta_2 < \frac{\epsilon_0}{2} \), \( \kappa = \frac{\beta_2 - \beta_1}{8} \) and \( T_\kappa = \left\lceil \frac{6 \kappa}{(2 - \kappa)} \right\rceil \), there exists an algorithm \( A(\beta_1, \beta_2, \kappa, T_\kappa) \) that can test whether two multi-sets \( S_k \) and \( S_u \) over the \( T_\kappa \)-dimensional Hamming cube have EMD less than \( T_\kappa \beta_1 n^2 \) or more than \( T_\kappa \beta_2 n^2 \) with \( Q \) many queries to the multi-set \( S_u \). To be specific, algorithm \( A(\beta_1, \beta_2, \kappa, T_\kappa) \) for EMD testing will use algorithm \( ALG(\gamma_1, \gamma_2, T) \) for \( (\gamma_1, \gamma_2) \)-tolerant GI such that \( \gamma_1 = 2\beta_1, \gamma_2 = 2\beta_2 - 2\kappa \) and \( T = T_\kappa \). Note that, as \( 0 < \beta_1 < \beta_2 < \frac{\epsilon_0}{2} \) and \( \kappa = \frac{\beta_2 - \beta_1}{8} \), \( 0 < \gamma_1 < \gamma_2 < \epsilon_0 \) holds. The details of the reduction, that is, algorithm \( A \) is described below. Because of space constraint, we are not presenting the proof of correctness of the reduction in this extended abstract. Please refer to our full version [10].

**Description of the reduction**

**Input:** A known multi-set \( S_k = \{k_1, \ldots, k_n\} \) over \( H_{T,n} = \{0,1\}^T \times n \) and query access to an unknown multi-set \( S_u = \{u_1, \ldots, u_n\} \) over \( H_{T,n} \).

**Goal:** To decide whether \( E.M.D(S_k, S_u) \leq T_\kappa \beta_1 n^2 \) or \( E.M.D(S_k, S_u) \geq T_\kappa \beta_2 n^2 \).

**Construction of \( G_k \) and \( G_u \) from \( S_k \) and \( S_u \):** Let us first construct the graph \( G_k \) from \( S_k \). \( G_k \) has \( (T_\kappa + 1) \) vertices partitioned into two parts \( A_k = \{a_1, \ldots, a_n\} \) and \( B_k = \{b_1, \ldots, b_{T_\kappa n}\} \). Now the edges of \( G_k \) are described as follows:

1. \( G_k[A_k] \) is a clique with \( n \) vertices.
2. \( G_k[B_k] \) is a copy of the graph \( G_p(V_p, E_p) \) on \( T_\kappa n \) vertices as stated in Lemma 3.3 with parameters \( s = 5 \), \( \kappa = \frac{\beta_2 - \beta_1}{8} \) and \( T_\kappa = C_{\kappa,5} \).
3. For the cross edges between the vertices in \( A_k \) and \( B_k \), we add the edge \((a_i, b_j)\) to \( E(G_k) \) if and only if the \( j \)-th coordinate of \( k_i \) is 1 for all \( i \in [n] \) and \( j \in [T_\kappa n] \).

Note that the graph \( G_k \) constructed above is unique for a given multi-set \( S_k \). The graph \( G_u \) with the vertex sets \( A_u = \{a'_1, \ldots, a'_n\} \) and \( B_u = \{b'_1, \ldots, b'_{T_\kappa n}\} \) is constructed from the multi-set \( S_u \) in a similar fashion, but at the end, the vertices of \( A_u \) are permuted using a random permutation. So,

1. \( G_u[A_u] \) is a clique with \( n \) vertices.
2. \( G_u[B_u] \) is a copy of the graph \( G_p(V_p, E_p) \) on \( T_\kappa n \) vertices as stated in Lemma 3.3, with parameters \( s = 5 \), \( \kappa = \frac{\beta_2 - \beta_1}{8} \) and \( T_\kappa = C_{\kappa,5} \).
3. Let us first pick a random permutation \( \pi \) on \([n]\). For the cross edges between the vertices in \( A_u \) and \( B_u \), we add the edge \((a'_i(\pi(i)), b_j)\) to \( E(G_u) \) if and only if the \( j \)-th coordinate of \( u_i \) is 1 for all \( i \in [n] \) and \( j \in [T_\kappa n] \).

Note that our final objective is to prove a lower bound on the query complexity for tolerant testing of GI, that is, when we have an adjacency query access to \( G_u \). We will instead show that the lower bound holds even if we have the following query access, named as \( A_u\text{-neighborhood-query} \): the tester can choose a vertex \( a'_i \in A_u \) and in one go obtain the information about the entire neighborhood of \( a'_i \) in \( B_u \).

Observe that the only part of \( G_u \) that is not known to the tester is the cross edges between \( A_u \) and \( B_u \). So, in this case, the \( A_u\text{-neighborhood query} \) is way more stronger than the standard queries to \( G_u \), and a lower bound for the \( A_u\text{-neighborhood query} \) would imply a lower bound on adjacency query.
Simulating Queries to $G_u$ by samples drawn from $S_u$ without replacement

Following the above discussion, we will only have to show how to simulate $A_u$-neighborhood queries using samples drawn from $S_u$ without replacement. So, we can assume that the queries are of the form: what are the neighbors of $a'_i$ in $B_u$? And since in each query the entire neighborhood of $a'_i$ is obtained, the tester would pick different $a'_i$ for every query. Note that in $G_u$, by construction, the vertices of $A_u$ were permuted using a random permutation. So, from the point of view of the tester, the $a'_i$ are just randomly drawn from $A_u$ minus the set of $a'_i$ already queried. In other word, the $a'_i$ are just randomly drawn from $A_u$ without replacement. Now because of the way the edges between $A_u$ and $B_u$ are constructed, the neighborhood of a random $a'_i$ drawn from $A_u$ without replacement is same as obtaining random samples from $S_u$ without replacement. It is also important to note that because of the randomness, the queries made by the tester are actually non-adaptive.

Description of algorithm $A$ for testing $EMD(S_k, S_u)$

Run ALG on $G_k$ and $G_u$ with parameters $\gamma_1 = 2\beta_1$ and $\gamma_2 = 2\beta_2 - 2\kappa$. If ALG reports $d(G_k, G_u) \leq T_k\gamma_1 n^2$, output that $EMD(S_k, S_u) \leq T_k\beta_1 n^2$. Similarly, if ALG reports that $d(G_k, G_u) \geq T_k\gamma_2 n^2$, then output $EMD(S_k, S_u) \geq T_k\beta_2 n^2$.

4 Tolerant EMD testing is as hard as tolerant graph isomorphism testing

In this section, we prove the following theorem, that discusses about algorithm for tolerant graph isomorphism testing with a blackbox access to tolerant EMD testing over multi-sets.

- **Theorem 4.1** (Restatement of the upper bound part of Theorem 1.4). Let $G_k$ and $G_u$ be the known and unknown graphs, respectively. There exists an algorithm that takes parameters $\gamma_1$ and $\gamma_2$ as input such that $0 \leq \gamma_1 < \gamma_2 \leq 1$, performs $\tilde{O}(QWREMD(n))$ many queries to the adjacency matrix of $G_u$ for appropriate $\beta_1$ and $\beta_2$ depending on $\gamma_1$ and $\gamma_2$, and decides whether $d(G_u, G_k) \leq \gamma_1 n^2$ or $d(G_u, G_k) \geq \gamma_2 n^2$, with probability at least $2/3$. Here $\tilde{O}()$ hides a polynomial factor in $\frac{1}{\beta_2 - \beta_1}$ and $\log n$.

- **Remark 2.** The theorem stated above works for any $\gamma_1, \gamma_2$ such that $0 \leq \gamma_1 < \gamma_2 \leq 1$. However, for simplicity of representation, we have assumed $\gamma_2 \geq 11\gamma_1$.

- **Remark 3.** Note that Theorem 4.1 can also be stated in terms of $QWREMD(n)$ as $QWREMD(n) \leq QWREMD(n)$ as we can simulate samples with replacement when we have query access to samples without replacement (See Proposition B.5).

Our algorithm for tolerant GI testing, as stated in Theorem 4.1, uses a special kind of tolerant $EMD$ tester over multi-sets: we know $t$ many multi-sets, one multi-set is unknown and two parameters $\epsilon_1$ and $\epsilon_2$ are given; the objective is to test tolerant $EMD$ of each known multi-set with the unknown one. The following theorem gives us the special $EMD$ tester.

- **Theorem 4.2.** Let $H = \{0, 1\}^n$ be a $n$-dimensional Hamming cube. Let $\{S^k_i : i \in [t]\} \cup \{S_u\}$ denote the multi-sets with $n$ elements from $H$ where $\{S^k_i : i \in [t]\}$ denote the set of $t$ many known multi-sets and $S_u$ denotes the unknown multi-set. There exists an algorithm ALG-EMD that takes two proximity parameters $\epsilon_1, \epsilon_2$ with $0 \leq \epsilon_1 < \epsilon_2 \leq 1$ and a $\delta \in (0, 1)$ as input and decides whether $EMD(S_u, S^k_i) \leq \epsilon_1 n^2$ or $EMD(S_u, S^k_i) \geq \epsilon_2 n^2$, with probability at least $1 - \delta$, for each $i \in [t]$. Moreover, ALG-EMD uses $QWREMD(n) \cdot O\left(\log \frac{1}{\delta}\right)$ many samples without replacement from $S_u$. 
The above theorem follows from the definition of $\text{QWoR}_{\text{EMD}}(n)$ (See Definition 1.3) along with union bound and standard argument for amplifying the success probability.

**Remark 4.** The algorithm of Theorem 4.1, to be discussed in Section 4.1, formulates a tolerant $\text{EMD}$ instance of multi-sets having $n$ elements in $H = \{0,1\}^d$, where $d = \mathcal{O}(\log n/(\gamma_2 - \gamma_1))$. But ALG-EMD is an algorithm for tolerant $\text{EMD}$ testing between two multi-sets having $n$ elements in $\{0,1\}^n$. This is not a problem as the query complexity of $\text{EMD}$ is an increasing function in dimension (See Proposition B.9 in Appendix B). Moreover, the algorithm in Section 4.1 calls ALG-EMD with parameters $c_1 = (\gamma_1 + \frac{2\gamma - 2\gamma_2}{2000})$, $c_2 = \gamma_2/5$, $t = 2^{\mathcal{O}(\log^2 n/((\gamma_2 - \gamma_1))}$ and $\delta$ is a suitable constant depending upon $\gamma_1$ and $\gamma_2$, where $\gamma_1$ and $\gamma_2$ are parameters as stated in Theorem 4.1. So, each call to ALG-EMD, in our context, makes $\tilde{O}(\text{QWoR}_{\text{EMD}}(n))$ many queries.

### 4.1 Algorithm for tolerant graph isomorphism testing

For our algorithm, we need the following definitions of label and embedding.

**Definition 4.3.** *(Label of a vertex)* Given a graph $G$ and $C \subset V(G) = \{c_1, \ldots, c_{|C|}\}$, the $C$-labelling of $V(G)$ is a function $\mathcal{L}_C: V(G) \to \{0,1\}^{|C|}$ such that the $i$-th entry of $\mathcal{L}_C(v)$ is 1 if and only if $v$ is a neighbor of $c_i \in C$. Also, $\mathcal{L}_C(v)$ is referred as the label of $v$ under $C$-labelling of $V(G)$.

**Definition 4.4.** *(Embedding of a Vertex Set into another Vertex Set)* Let $G_u$ and $G_k$ be two graphs. Consider $A \subseteq V(G_u)$ and $B \subseteq V(G_k)$ such that $|A| \leq |B|$. An injective mapping $\eta$ from $A$ to $B$ is referred as an embedding of $A$ into $B$.

Now we present our query algorithm $\text{TolerantGI}(G_u, G_k, \gamma_1, \gamma_2)$ that comprises three phases. The technical overview of the algorithm is already presented in Section 2.2

**Formal Description of $\text{TolerantGI}(G_u, G_k, \gamma_1, \gamma_2)$:**

The three phases of our algorithm are as follows:

#### 4.1.1 Phase 1

The first phase of our algorithm consists of the following three steps.

**Step 1** We sample a collection $C_u$ of $O(\log n)$ sized random subsets of $V(G_u)$ with $|C_u| = \mathcal{O}(\frac{1}{\gamma_2 - \gamma_1})$. We perform **Step 2** and **Step 3** for each $C_u \in C_u$.

**Step 2** We determine all possible embeddings, that is, $\eta_1, \ldots, \eta_J$, of $C_u$ into $V(G_k)$, where $J = (\mathcal{O}(\log n))^n \leq 2^{\mathcal{O}(\log^2 n)}$. For each $i \in [J]$, let $C_k^i$ be the set of images of $C_u$ under the $i$-th embedding of $C_u$ into $V(G_k)$, that is, $C_k^i = \eta_i(C_u)$. For all $i \in [J], \eta_i$ construct the multi-set $Y_{C_k^i}$ that contains $C_k^i$-labellings of all the vertices of $G_k$.

**Step 3** Now for each vertex $v \in V(G_u)$, there is a $C_u$-labelling of $v$. Let $X_{C_u}$ be the multi-set of $C_u$-labellings of all the vertices in $V(G_u)$. However, $X_{C_u}$ is unknown to the algorithm. We call ALG-EMD (as stated in Theorem 4.2) by setting parameters as described in Remark 4 to decide whether $\text{EMD}(X_{C_u}, Y_{C_k^i}) \leq (\gamma_1 + \frac{2\gamma - 2\gamma_2}{2000})n|C_u|$ or $\text{EMD}(X_{C_u}, Y_{C_k^i}) \geq \gamma_2 n|C_u|/5$, for each $i \in [J]$. Let us pair up $C_u$’s and their accepted embeddings into $G_k$ and call the set $\Gamma$, that is,

$$\Gamma = \left\{(C_u, \eta_i) \mid \text{ALG-EMD decides } \text{EMD}(X_{C_u}, Y_{C_k^i}) \leq (\gamma_1 + \frac{2\gamma - 2\gamma_2}{2000})n|C_u| \right\}. $$
4.1.2 Phase 2

In the second phase, the algorithm performs the following two steps.

**Step 1** We sample a subset $W$ of $O(\log^2 n / (\gamma_2 - \gamma_1)^3)$ vertices randomly from $G_u$.

**Step 2** For each $(C_u, \eta_i) \in \Gamma$ that has passed **Phase 1**, we perform the following steps:

(i) We find the $C_k = \eta_i(C_u)$-labelling of the vertices of $G_k$. Let $l_1, \ldots, l_t$ be the labels of the vertices where $t = 2|C_k|$ and $V_j \subseteq V(G_k)$ be the set of vertices with label $l_j$.

(ii) We define a matrix $M$ of size $|W| \times 2|C_k|$ where each row represents the label of a vertex $w \in W$ and each column represents one of the possible $C_k$-labelling of $V(G_k)$ \(^9\). The $(i,j)$-th entry of $M$ is defined as: $M_{ij} = d_H(L_{C_k}(w_i), l_j)$.

(iii) We choose a function $\phi : W \rightarrow \{l_1, \ldots, l_t\}$ randomly satisfying

$$\sum_{w \in W} d_H(L_{C_k}(w), \phi(w)) \leq \frac{2\gamma_2}{5} |C_k||W| \quad \text{and} \quad |\{w : \phi(w) = l_j\}| \leq |V_j| \forall j \in [t]. \quad (1)$$

Let $\Gamma_W$ be the set of tuples such that

$$\Gamma_W = \{(C_u, \eta_i, \phi) : (C_u, \eta_i) \in \Gamma \text{ and } \phi \text{ satisfies Equation (1)}\}.$$

4.1.3 Phase 3

The third phase of our algorithm comprises the following four steps.

**Step 1** We randomly pair up the vertices of $W$. Let $\{(a_1, b_1), \ldots, (a_p, b_p)\}$ be the pairs of the vertices, where $p = O(\log^2 n / (\gamma_2 - \gamma_1)^3)$. We now determine which $(a_i, b_i)$ pairs form edges in $G_u$ by querying the corresponding entries of the adjacency matrix of $G_u$.

**Step 2** For each $(C_u, \eta_i, \phi) \in \Gamma_W$ that has passed **Phase 2**, we perform **Step 3** and **Step 4** as follows.

**Step 3** We choose an embedding $\tilde{\phi} : W \rightarrow V(G_k)$ randomly, satisfying $\tilde{\phi}(w) \in V_j$ if and only if $\phi(w) = l_j$ and modulo permutation of the vertices in $V_j$ for all $j \in [t]$. In other words, we map each $w \in W$ to a vertex in $G_k$ randomly having $\tilde{\phi}(w) = l_j$ as its $C_k$-labelling.

**Step 4** We find the fraction $\zeta(C_u, \eta_i, \phi, \tilde{\phi}) = \left|\{(a_i, b_i) : \mathbb{I}_{(a_i, b_i)} = 1\}\right| / p$, where $\mathbb{I}_{(a_i, b_i)} = 1$ if exactly one among $(a_i, b_i) \in E(G_u)$ and $(\tilde{\phi}(a_i), \tilde{\phi}(b_i)) \in E(G_k)$ holds.

If $\zeta(C_u, \eta_i, \phi, \tilde{\phi}) \leq 5\gamma_1 + \frac{\delta}{2}(\gamma_2 - \gamma_1)$, then **HALT** and **REPORT** that $G_u$ and $G_k$ are $\gamma_1$-close.

While executing **Step 3** and **Step 4** for each tuple in $\Gamma_W$, if we did not **HALT**, then we **HALT** now and **REPORT** that $G_u$ and $G_k$ are $\gamma_2$-far.

5 Conclusion

In this paper, we proved that the query complexity of tolerant GI testing between a known graph $G_k$ and an unknown graph $G_u$ is the same as (up to polylogarithmic factor) tolerant testing of $EMD$ between a known multi-set $S_k$ and an unknown multi-set $S_u$ when we have

---

9 Let $C_u = \{x_1, \ldots, x_{O(\log n / (\gamma_2 - \gamma_1))}\}$. Note that for each $w_i \in W$, $L_{C_u}(w_i) \in \{0, 1\}^{O(\log n / (\gamma_2 - \gamma_1))}$ such that the $j$-th coordinate is 1 if and only if $w_i$ is a neighbour of $x_j$, where $i \in [O(\log^2 n / (\gamma_2 - \gamma_1)^3)]$ and $j \in [O(\log n / (\gamma_2 - \gamma_1))]$. Similarly, $l_j \in \{0, 1\}^{O(\log n / (\gamma_2 - \gamma_1))}$ such that the $i$-th coordinate of $l_j$ is 1 if and only if $\eta(x_i)$ is a neighbour of $v \in V_j$, where $j \in [2|C_k|]$. 
samples without replacement from $S_u$. In Lemma B.10, we have shown that the sample complexity of testing of $EMD$ between a known multi-set $S_k$ and an unknown multi-set $S_u$ when we have samples with replacement from $S_u$ is $\Omega(n/\log n)$. Thus the natural open question is

\begin{quote}
What is the query complexity of tolerant EMD testing when we have samples without replacement from the unknown multi-set?
\end{quote}

As mentioned before, it is interesting to note that our lower bound proof is via a pure reduction from tolerant graph isomorphism to tolerant testing of EMD of multi-sets over the Hamming cube using samples without replacement. Using our lower bound technique (and Proposition B.7), we can get an alternative proof of Fischer and Matsliah’s lower bound result for testing non-tolerant graph isomorphism [13]. Our upper bound proof is also a pure reduction from tolerant testing of EMD of multi-sets over the Hamming cube to tolerant graph isomorphism problem. Thus our reductions also hold for other computational models such as the communication complexity model. So, in the communication model (that is, when Alice and Bob have graphs $G_a$ and $G_b$ respectively and they want to estimate the GI-distance between them), the amount of bits of communication is same (up to a polylogarithmic factors) to the problem of estimating the $EMD$ between two distributions over Hamming cube, where Alice and Bob have access to one distribution each. The question we would like to pose is:

\begin{quote}
What is the randomized communication complexity of testing tolerant graph isomorphism problem?
\end{quote}

Fischer and Matsliah [13] studied the non-tolerant version of the graph isomorphism problem in two scenarios: (i) one graph is known and the other graph is unknown, (ii) both the graphs are unknown. They resolved the query complexity of (i), whereas Onak and Sun [19] resolved (ii). With this paper, we initiate the study of tolerant graph isomorphism problem in the query and communication world. So, another natural open question to look for is:

\begin{quote}
What is the query complexity of tolerant graph isomorphism when both the graphs are unknown?
\end{quote}
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A Preliminaries

All graphs considered here are undirected, unweighted and have no self-loops or parallel edges. For a graph \( G(V, E) \), \( V(G) \) and \( E(G) \) will denote the vertex set and the edge set of \( G \), respectively. Since we are considering undirected graphs, we write an edge \((u, v) \in E(G)\) as \( \{u, v\} \). The Hamming distance between two points \( x \) and \( y \) in a Hamming cube \( \{0,1\}^k \) will be denoted by \( d_H(x,y) \).

A.1 Notion of distance between two graphs

First let us define the notion of Decider of a vertex and then the notion of distance between two graphs, using decider of vertices, that is conceptually same as that of Graph Isomorphism Distance defined in Definition 1.1.

**Definition A.1.** (Decider of a vertex) Given two graphs \( G_u \) and \( G_k \) and a bijection \( \phi : V(G_u) \rightarrow V(G_k) \), Decider of a vertex \( x \in V(G_u) \) with respect to \( \phi \) is defined as the set of vertices of \( G_u \) that create the edge difference in \( x \) and \( \phi(x) \)'s neighbourhood in \( G_u \) and \( G_k \), respectively. Formally,

\[
\text{Decider}_\phi(x) := \{ y \in V(G_u) : \text{one of the edges } \{x,y\} \text{ and } \{\phi(x),\phi(y)\} \text{ is not present} \}
\]

**Definition A.2.** (Distance between two graphs) Let \( G_u \) and \( G_k \) be two graphs and \( \phi : V(G_u) \rightarrow V(G_k) \) be a bijection from the vertex set of \( G_u \) to that of \( G_k \). The distance between \( G_u \) and \( G_k \) under \( \phi \) is defined as the sum of the sizes of the deciders of all the vertices in \( G_u \), that is,

\[
d_{\phi}(G_u,G_k) := \sum_{x \in V(G_u)} |\text{Decider}_\phi(x)|.
\]

The distance between two graphs \( G_u \) and \( G_k \) is the minimum distance under all possible bijections \( \phi \) from \( V(G_u) \) to \( V(G_k) \), that is, \( d(G_u,G_k) := \min_{\phi} d_{\phi}(G_u,G_k) \).

**Remark 5.** Recall the definition of \( \delta_{GI}(G_u,G_k) \), Graph Isomorphism Distance between \( G_u \) and \( G_k \), that is given in Definition 1.1. Observe that \( d(G_u,G_k) = 2 \binom{n}{2} \delta_{GI}(G_u,G_k) \). Though, \( d(G_u,G_k) \) and \( \delta_{GI}(G_u,G_k) \) represent the same thing, conceptually, we will do our calculations by using \( d(G_u,G_k) \) for simplicity of presentation.

Next we define the concept of closeness between two graphs.

**Definition A.3.** (Close and far) For \( \gamma \in [0,1) \), two graphs \( G_u \) and \( G_k \) with \( n \) vertices are \( \gamma \)-close to isomorphic if \( d(G_u,G_k) \leq \gamma n^2 \). Otherwise, we say \( G_u \) and \( G_k \) are \( \gamma \)-far from being isomorphic.  

\[\text{By abuse of notation, we will say } G_u \text{ and } G_k \text{ are } \gamma \text{-far when } d(G_u,G_k) \geq \gamma n^2.\]
A.2 Property Testing of Distribution Properties

Understanding different properties of probability distributions have been an active area of research in property testing (For reference, see [9]). The authors studied these problems assuming random sample access from the unknown distributions. Considering the relation between the distributions and their corresponding representative multi-sets, we can say that all these results hold for multi-sets along with access over sampling with replacement.

Although it seems that the change of query model from sample with replacement to sample without replacement does not make much difference, following the work of Freedman [14], we know that the variation distance between probability distributions when accessed via samples with and without replacement, becomes arbitrary close to 1/2 when the number of samples is $\Omega(\sqrt{n})$. Because of this reason, many techniques developed for sampling with replacement for various problems no longer work anymore. Most importantly, proving any lower bound better than $\Omega(\sqrt{n})$ is often nontrivial.

B Earth Mover’s Distance (EMD) over Hamming Cube

In this section, we study some properties of Earth Mover’s distance (EMD) over probability distributions and multi-sets, which are crucial in the context of both our lower and upper bound. Before proceeding to the discussion on EMD, let us first recall the definition of $\ell_1$ distance between two distributions.

▶ Definition B.1 ($\ell_1$ distance between two distributions). Let $p$ and $q$ be two probability distributions over $[n]$. The $\ell_1$ distance between $p$ and $q$ is defined as

$$d_{\ell_1}(p, q) = \sum_{i=1}^{n} |p(i) - q(i)|$$

▶ Definition B.2 (EMD between two probability distributions). Let $H = \{0, 1\}^d$ be a Hamming cube of dimension $d$, and $p, q$ be two probability distributions on $H$. The EMD between $p$ and $q$ is denoted by $EMD(p, q)$ and defined as the optimum solution to the following linear program:

Minimize $\sum_{x,y \in H} f_{xy}d_H(x, y)$

Subject to $\sum_{y \in H} f_{xy} = p(x) \forall x \in H$, and $\sum_{x \in H} f_{xy} = q(y) \forall y \in H$.

Now we define EMD between two multi-sets.

▶ Definition B.3 (EMD between two multi-sets). Let $S_1, S_2$ be two multi-sets on a Hamming cube $H = \{0, 1\}^d$ of dimension $d$ with $|S_1| = |S_2|$. The EMD between $S_1$ and $S_2$ is denoted by $EMD(S_1, S_2)$ and defined as $EMD(S_1, S_2) = \min_{\phi:S_1 \rightarrow S_2} \sum_{x \in S_1} d_H(x, \phi(x))$ where $\phi$ is a bijection from $S_1$ to $S_2$.

Note that an unknown distribution $p$ is accessed by taking samples from $p$. However, a multi-set is accessed as follows:

▶ Definition B.4 (Query accesses to multi-sets). A multi-set $S$ of $n$ elements is accessed in one of the following ways:
Sample Access with replacement: Each element of $S$ is reported uniformly at random independent of all previous queries.

Sample Access without replacement: Let us assume we make $Q$ queries to $S$, where $Q \leq n$.

The answer to the first query, say $s_1$, is an element from $S$ chosen uniformly at random.

For any $2 \leq i \leq Q$, the answer of the $i$-th query is an element chosen uniformly at random from $S \setminus \{s_1, \ldots, s_{i-1}\}$. Here $s_j, 1 \leq j \leq Q$, denotes the answer to the $j$-th query. Although sampling with replacement is more natural query model, we need sampling without replacement for our lower bound proof. We now note that we can simulate samples with replacement when we have samples without replacement.

**Proposition B.5** (Sampling samples with replacement from samples without replacement). Given $Q$ many samples without replacement from an unknown multi-set $S_u$ with $n$ elements, we can simulate $Q$ many samples with replacement from $S_u$ where $Q \leq n$.

For a formal proof of the above proposition, see [10]. The following observation connects the $EMD$ between two probability distributions with that of between two multi-sets.

**Observation B.6.** Let $p, q$ be two $K$-grained probability distributions on a $n$ dimensional Hamming cube $H = \{0, 1\}^n$. Then $p$ and $q$ induces two multi-sets $S_1$ and $S_2$ on $H$, respectively, as follows. $S_1$ ($S_2$) is the multi-set containing $x \in H$ with multiplicity $p(x)K$ ($q(x)K$) for each $x \in H$. Moreover, $EMD(p,q) = \frac{EMD(S_1,S_2)}{R}$.

See [10] for a formal proof.

**Remark 6.** Note that sample access from a probability distribution is exactly same as uniform sampling from a multi-set with replacement.

**Proposition B.7.** Let $\mathcal{D}$ be the set of all multi-sets of size $n$ over a universe $[n]$; let $S_k$ and $S_u$ in $\mathcal{D}$ denote the known and unknown multi-sets over $[n]$; and $PROP: \mathcal{D} \times \mathcal{D} \rightarrow \{0, 1\}$ be a boolean function. Then the following holds:

If there exists an algorithm that determines PROP by $Q$ many samples without replacement from $S_u$ with probability at least $2/3$, then there exists an algorithm that determines PROP by $\min\{Q, \sqrt{\min\{n,m\}}\}$ many samples with replacement from $S_u$ with probability at least $2/3 - o(1)$.

This follows from the fact that when $Q = o(\sqrt{n})$ and $D_{WR} (D_{WoR})$ be the probability distribution over all the subsets having $Q$ elements from $[n]$ with (without) replacement, the $f_1$ distance between $D_{WR}$ and $D_{WoR}$ is $o(1)$.

**Definition B.8** (EMD over multi-sets while sampling with and without replacement). Let $S_k$ and $S_u$ denote the known and the unknown multi-sets, respectively, over $n$-dimensional Hamming cube $H = \{0, 1\}^n$ such that $|S_u| = |S_k| = n$. Consider the two distributions $p_u$ and $p_k$ over the Hamming cube $H$ that are naturally defined by the sets $S_u$ and $S_k$ where for all $x \in H$ probability of $x$ in $p_u$ (and $p_k$) is the number of occurrences of $x$ in $S_u$ (and $S_k$) divided by $n$. We then define the EMD between the multi-sets $S_u$ and $S_k$ as

$$EMD(S_u, S_k) \triangleq n \cdot EMD(p_u, p_k).$$

The problem of estimating the EMD over multi-sets while sampling with (or without) replacement means designing an algorithm, that given any two constants $\beta_1, \beta_2$ such that $0 \leq \beta_1 < \beta_2 \leq 1$, and access to the unknown set $S_u$ by sampling with (or without)
replacement decides whether \( EMD(S_k, S_u) \leq \beta_1 n^2 \) or \( EMD(S_k, S_u) \geq \beta_2 n^2 \) with probability at least \( 2/3 \).

Note that estimating the EMD over multi-sets while sampling with replacement is exactly same as estimating EMD between the distributions \( p_u \) and \( p_k \) with samples drawn according to \( p_u \).

Let \( QWR_{\text{EMD}}(n, d, \beta_1, \beta_2) \) (and \( QWoR_{\text{EMD}}(n, d, \beta_1, \beta_2) \)) denote the number of samples with (and without) replacement required to decide the above from the unknown multi-set \( S_u \). For ease of presentation, we write \( QWoR_{\text{EMD}}(n, d) \) (\( QWR_{\text{EMD}}(n, d) \)) instead of \( QWoR_{\text{EMD}}(n, d, \beta_1, \beta_2) \) (\( QWR_{\text{EMD}}(n, \beta_1, \beta_2) \)) when the proximity parameters are clear from the context.

**Proposition B.9** (Query complexity of EMD increases with number of points as well as dimension). Let \( n, n_1, n_2, d, d_1, d_2 \in \mathbb{N} \) be such that \( d_1 < d_2 \) and \( n_1 < n_2 \). Then

(i) \( QWR_{\text{EMD}}(n_1, d) \leq QWR_{\text{EMD}}(n_2, d) \);
(ii) \( QWoR_{\text{EMD}}(n_1, d) \leq QWoR_{\text{EMD}}(n_2, d) \);
(iii) \( QWR_{\text{EMD}}(n, d_1) \leq QWR_{\text{EMD}}(n, d_2) \); and
(iv) \( QWoR_{\text{EMD}}(n, d_1) \leq QWoR_{\text{EMD}}(n, d_2) \).

**Remark 7.** For \( d = n \) (as considered in Definition 1.3), \( QWoR_{\text{EMD}}(n, d) \) (and \( QWR_{\text{EMD}}(n, d) \)) are denoted as \( QWoR_{\text{EMD}}(n) \) (and \( QWR_{\text{EMD}}(n) \)).

Now let us state the lower bound of \( QWR_{\text{EMD}}(n) \).

**Theorem B.10.** \( QWR_{\text{EMD}}(n) = \Omega(n) \).

Thus following Proposition B.7, we have

**Theorem B.11.** \( QWoR_{\text{EMD}}(n) = \Omega(n) \).

Note that an upper bound of \( QWoR_{\text{EMD}}(n) = \tilde{O}(n) \) is trivial. In the rest of the section, we focus on proving Theorem B.10 that states the lower bound on \( QWR_{\text{EMD}}(n) \). We also provide an upper bound for \( QWR_{\text{EMD}}(n) \) at Lemma B.16 that shows that \( \tilde{O}(n) \) many samples with replacement from \( S_u \) to estimate \( QWR_{\text{EMD}}(n) \). Note that by Remark 6, it is enough to show the following lemma that states the lower bound for tolerant EMD testing between two distributions.

**Lemma B.12.** Let \( S \) be a subset of a Hamming cube \( H = \{0, 1\}^n \) such that the minimum distance between any pair of points in \( S \) is at least \( 2/3 \). Also, let \( p \) and \( q \) be two known and unknown distributions, respectively, supported over a subset of \( S \). Then there exists a constant \( \epsilon_{\text{EMD}} \) such that the following holds. Given two constants \( \beta_1, \beta_2 \) with \( 0 < \beta_1 < \beta_2 < \epsilon_{\text{EMD}} \), \( \Omega\left(\frac{n}{\log n}\right) \) samples from the distribution \( q \) are necessary in order to decide whether \( EMD(p, q) \leq \beta_1 n \) or \( EMD(p, q) \geq \beta_2 n \). More over, \( \epsilon_{\text{EMD}} = \frac{1-\epsilon_{\ell_1}}{2} \), where \( \epsilon_{\ell_1} \) is the constant that is mentioned in Theorem B.14.

To prove the above lower bound, let us first consider the following lower bound for tolerant \( \ell_1 \) testing between two probability distributions.

**Theorem B.13** (Valiant and Valiant [25]). Let \( p \) and \( q \) be two known and unknown probability distributions respectively over \([n]\). There is an absolute constant \( \epsilon \) such that in order to decide whether \( \|p - q\|_1 \leq \epsilon \) or \( \|p - q\|_1 \geq 1 - \epsilon \), \( \Omega\left(\frac{n}{\log n}\right) \) samples, from the distribution \( q \), are necessary.\(^{12}\)

\(^{12}\)Note that this is rephrasing of the result proved in [25]. For reference, see Chapter 5 of the survey by Canonne [9].
Now, we restate the above result for our purpose.

**Theorem B.14.** Let $p$ and $q$ be two known and unknown probability distributions, having support size $n$, over a Hamming cube $H = \{0,1\}^n$. There is an absolute constant $\epsilon_1$, such that in order to decide whether $\|p-q\|_1 \leq \alpha_1$ or $\|p-q\|_1 \geq \alpha_2$ with $0 < \alpha_1 < \alpha_2 \leq 1 - \epsilon_1$, $\Omega(\frac{n}{\log n})$ samples, from the distribution $q$, are necessary.

As noted earlier, we will prove Theorem B.10 by using Lemma B.14. However, Theorem B.10 is regarding $EMD$ between two distributions whereas Lemma B.14 is regarding $\ell_1$ distance between two distributions. The following observation (from [12]) gives a connection between $EMD$ between two distributions with the $\ell_1$ distance between them, which will be required in lower bound proof.

**Proposition B.15 ([12]).** Let $(M,D)$ be a finite metric space and $p$ and $q$ be two probability distributions on $M$. Minimum distance between any two points of $M$ is $\Delta_{\min}$ and diameter of $M$ is $\Delta_{\max}$. Then the following condition holds:

$$\frac{\|p-q\|_1 \Delta_{\min}}{2} \leq EMD(p,q) \leq \frac{\|p-q\|_1 \Delta_{\max}}{2}.$$ 

Note that the above proposition gives interesting result when $\frac{\Delta_{\max}}{\Delta_{\min}}$ is bounded by a constant. Note that $S \subset \{0,1\}^n$ satisfies $\frac{\Delta_{\max}}{\Delta_{\min}} \leq 2$.

**Proof of Lemma B.12.** In $S \subset H = \{0,1\}^n$, the pairwise Hamming distance between any two elements in $S$ is at least $\frac{\Delta_{\min}}{2}$, to have $\frac{\Delta_{\max}}{\Delta_{\min}} \leq 2$ in our context. It is well known that $|S| = \Omega(n)$. We will show that if there exists an algorithm $A$ that decides $EMD(p,q) \leq \beta_1n$ or $EMD(p,q) \geq \beta_2n$ by using $t$ samples from $q$, then there exists an algorithm $P$ that decides whether $\|p-q\|_1 \leq \alpha_1$ or $\|p-q\|_1 \geq \alpha_2$ by using $t$ samples from $q$, where $\alpha_1 = 2\beta_1$ and $\alpha_2 = 4\beta_2$. Note that we have $0 < \beta_1 < \beta_2 < \frac{1}{2\epsilon_1}$. So, $0 < \alpha_1 < \alpha_2 < 1 - \epsilon_1$, which satisfies the requirement of Theorem B.14.

**Algorithm $P$:**

1. First run algorithm $A$.
2. If the output of algorithm $A$ is $EMD(p,q) \leq \beta_1n$, algorithm $P$ returns $\|p-q\|_1 \leq \alpha_1$.
3. If the output of algorithm $A$ is $EMD(p,q) \geq \beta_2n$, algorithm $P$ returns $\|p-q\|_1 \geq \alpha_2$.

To complete the proof, we only need to show that $P$ gives desired output with probability at least 2/3. The result then follows from Theorem B.14.

Let us first consider the case $\|p-q\|_1 \leq \alpha_1$. Then by Observation B.15, we can say that $EMD(p,q) \leq \frac{\alpha_1 n}{2} = \beta_1n$. Therefore algorithm $A$ will output that $EMD(p,q) \leq \beta_1n$. This implies that the algorithm $P$ will output $\|p-q\|_1 \leq \alpha_1$.

Now, let us consider the case $\|p-q\|_1 \geq \alpha_2$. Using the fact that any pair elements in $S \subset H$ is at least $\frac{\Delta_{\min}}{2}$ along with Observation B.15, we get $EMD(p,q) \geq \frac{\alpha_2 n}{\Delta_{\min}} = \beta_2n$. This implies $P$ will output $\|p-q\|_1 \geq \alpha_2$.

Till now, we were discussing the proof of Lemma B.12 that states $QWR_{\text{EMD}}(n) = \Omega(\frac{n}{\log n})$. The lower bound is almost tight, up to a polynomial factor of $\log n$. The upper bound is stated in the following observation.

**Observation B.16.** $QWR_{\text{EMD}}(n) = \tilde{O}(n)$, where $\tilde{O}(\cdot)$ hides a polynomial factor in $\frac{1}{\beta_2 - \beta_1}$ and $\log n$. 

Instead of proving the above observation, we prove the following lemma that states the upper bound of tolerant EMD testing between two distributions when we know one distribution and have sample access to the unknown distribution. By Remark 6, we will be done with the proof of Observation B.16.

Lemma B.17. Let \( H = \{0, 1\}^n \) be a \( n \)-dimensional Hamming cube, and let \( p \) and \( q \) denote two known and unknown \( n \)-grained distribution over \( H \). There exists an algorithm that takes two parameters \( \beta_1, \beta_2 \) with \( 0 \leq \beta_1 < \beta_2 \leq 1 \) and a \( \delta \in (0, 1) \) as input and decides whether \( \text{EMD}(p, q) \leq \beta_1 n \) or \( \text{EMD}(p, q) \geq \beta_2 n \) with probability at least \( 1 - \delta \). Moreover, the algorithm \( \text{Alg-EMD} \) queries for \( \tilde{O}(n) \) many samples from \( q \), where \( \tilde{O}(\cdot) \) hides a polynomial factor in \( \frac{1}{\beta_2 - \beta_1} \) and \( \log n \).

Proof. Let \( \epsilon \) be a constant less than \( (\beta_2 - \beta_1) \). We construct a probability distribution \( q' \) such that the \( \ell_1 \) distance between \( q \) and \( q' \) will be at most \( \epsilon \), that is, \( \sum_{i \in [L]} |q(i) - q'(i)| \leq \epsilon \).

Note that such a \( q' \) can be constructed with probability at least \( 1 - \delta \) by querying for \( \tilde{O}(n) \) many samples of \( q \) which follows from [11]. Then, we find \( \text{EMD}(p, q') \). Observe that

\[
|\text{EMD}(p, q) - \text{EMD}(p, q')| \leq |\text{EMD}(p, q') + \text{EMD}(q', q) - \text{EMD}(p, q')| \leq \text{EMD}(q, q') \leq \frac{cd}{2} \quad \text{(By Proposition B.15)}
\]

As \( \text{EMD}(p, q) \leq \beta_1 n \) or \( \text{EMD}(p, q) \geq \beta_2 n \), by the above observation, we will get either \( \text{EMD}(p, q') \leq (\beta_1 + \frac{\epsilon}{2}) n \) or \( \text{EMD}(p, q') \geq (\beta_1 + \frac{\epsilon}{2}) n \), respectively. By our choice of \( \epsilon < \beta_2 - \beta_1 \), we can decide \( \text{EMD}(p, q) \leq \beta_1 n \) or \( \text{EMD}(p, q) \geq \beta_2 n \) from the value of \( \text{EMD}(p, q') \). ▶
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1 Introduction

Random matrices play a central role in many areas of theoretical, applied, and computational mathematics. One particular application is dimensionality reduction, whereby one often chooses a rectangular random matrix $G \in \mathbb{R}^{m \times n}$, $m \ll n$, and computes $G \cdot x$ for a fixed vector $x \in \mathbb{R}^n$. Indeed, this is the setting in compressed sensing and sparse recovery [12], randomized numerical linear algebra [18, 20, 36], and sketching algorithms for data streams [25]. Often $G$ is chosen to be a Gaussian matrix, and in particular, an $m \times n$ matrix with entries that are i.i.d. normal random variables with mean 0 and variance 1, denoted by $N(0,1)$. Indeed, in compressed sensing, such matrices can be shown to satisfy the Restricted Isometry Property (RIP) [10], while in randomized numerical linear algebra, in certain applications such as support vector machines [29] and non-negative matrix factorization [19], their performance is shown to often outperform that of other sketching matrices.

Our focus in this paper will be on understanding the product of two or more Gaussian matrices. Such products arise naturally in different applications. For example, in the over-constrained ridge regression problem $\min_x \|Ax - b\|_2^2 + \lambda\|x\|_2^2$, the design matrix $A \in \mathbb{R}^{n \times d}$,
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$n \gg d$, is itself often assumed to be Gaussian (see, e.g., [26]). In this case, the “sketch-and-solve” algorithmic framework for regression [32] would compute $G \cdot A$ and $G \cdot b$ for an $m \times n$ Gaussian matrix $G$ with $m \approx s d_{\lambda}$, where $s d_{\lambda}$ is the so-called statistical dimension [2], and solve for the $x$ which minimizes $\|G \cdot Ax - G \cdot b\|_2^2 + \lambda \|x\|_2^2$. While computing $G \cdot A$ is slower than computing the corresponding matrix product for other kinds of sketching matrices $G$, it often has application-specific [29, 19] as well as statistical benefits [31]. Notice that $G \cdot A$ is the product of two independent Gaussian matrices, and in particular, $G \cdot A$ is the product of two independent Gaussian matrices of various sizes, where $G_i$ is $d_i-1 \times d_i$?

The main question we ask in this work is:

What is the distribution of the product $G_1 G_2 \cdots G_r$ of $r$ independent Gaussian matrices of various sizes, where $G_i$ is $d_i-1 \times d_i$?

Our main interest in the question above will be when $G_1$ has a small number $p = d_0$ of rows, and $G_r$ has a small number $q = d_r$ of columns. Despite the large body of work on random matrix theory (see, e.g., [34] for a survey), we are not aware of any work which attempts to bound the total variation distance of the entire distribution of $G_1 G_2 \cdots G_r$ to a Gaussian distribution itself.

1.1 Our Results

Formally, we consider the problem of distinguishing the product of normalized Gaussian matrices

$$A_r = \left(\frac{1}{\sqrt{d_1}}G_1\right)\left(\frac{1}{\sqrt{d_2}}G_2\right)\cdots\left(\frac{1}{\sqrt{d_{r-1}}}G_{r-1}\right)\left(\frac{1}{\sqrt{d_r}}G_r\right)$$

from a single normalized Gaussian matrix

$$A_1 = \frac{1}{\sqrt{d_1}}G_1.$$ 

We show that, when $r$ is a constant, with constant probability we cannot distinguish the distributions of these two random matrices when $d_i \gg p, q$ for all $i$; and, conversely, with constant probability, we can distinguish these two distributions when the $d_i$ are not large enough.
Theorem 1 (Main theorem). Suppose that \( d_i \geq \max\{p, q\} \) for all \( i \) and \( d_{r-1} = d_1 \).

(a) It holds that

\[
d_{TV}(A_r, A_1) \leq C_1 \sum_{i=1}^{r-1} \sqrt{\frac{pq}{d_i}},
\]

where \( d_{TV}(A_r, A_1) \) denotes the total variation distance between \( A_r \) and \( A_1 \), and \( C_1 > 0 \) is an absolute constant.

(b) If \( p, q, d_1, \ldots, d_r \) further satisfy that

\[
\sum_{j=1}^{r-1} \frac{1}{d_j} \geq \frac{C_2}{\max\{p, q\}^{3/2} \min\{p, q\}^{1/2}},
\]

where \( C_2 > 0 \) is an absolute constant, then \( d_{TV}(A_r, A_1) \geq 2/3 \).

Part (a) states that \( d_{TV}(A_r, A_1) < 2/3 \) when \( d_i \geq C_1 pq \) for all \( i \) for a constant \( C_1 \) depending on \( r \). The converse in (b) implies that \( d_{TV}(A_r, A_1) \geq 2/3 \) when \( d_i \leq C_2 \max\{p, q\}^{3/2} \min\{p, q\}^{1/2} \) for some \( i \) for a constant \( C_2 \) depending on \( r \). When \( p = \Theta(q) \) and \( r \) is a constant, we obtain a dichotomy (up to a constant factor) for the conditions on \( p, q \) and \( d_i \).

1.2 Our Techniques

Upper Bound. We start by explaining our main insight as to why the distribution of a product \( G_1 \cdot G_2 \) of a \( p \times d \) matrix \( G_1 \) of i.i.d. \( N(0, 1) \) random variables and a \( d \times q \) matrix \( G_2 \) of i.i.d. \( N(0, 1) \) random variables has low variation distance to the distribution of a \( p \times q \) matrix \( A \) of i.i.d. \( N(0, d) \) random variables. One could try to directly understand the probability density function as was done in the case of Wishart matrices in [7, 30], which corresponds to the setting when \( G_1 = G_2 \). However, there are certain algebraic simplifications in the case of the Wishart distribution that seem much less tractable when manipulating the density function of the product of independent Gaussians [9]. Another approach would be to try to use entropic methods as in [8, 6]. Such arguments try to reveal entries of the product \( G_1 \cdot G_2 \) one-by-one, arguing that for most conditionings of previous entries, the new entry still looks like an independent Gaussian. However, the entries are clearly not independent – if \( (G_1 \cdot G_2)_{i,j} \) has large absolute value, then \( (G_1 \cdot G_2)_{i',j'} \) is more likely to be large in absolute value, as it could indicate that the \( i \)-th row of \( G_1 \) has large norm. One could try to first condition on the norms of all rows of \( G_1 \) and columns of \( G_2 \), but additional issues arise when one looks at submatrices: if \( (G_1 \cdot G_2)_{i,j}, (G_1 \cdot G_2)_{i,j'}, \) and \( (G_1 \cdot G_2)_{i',j} \) are all large, then it could mean the \( i \)-th row of \( G_1 \) and the \( i' \)-th row of \( G_1 \) are correlated with each other, so they both are correlated with the \( j \)-th column of \( G_2 \). Consequently, since \( (G_1 \cdot G_2)_{i,j} \) is large, it could make it more likely that \( (G_1 \cdot G_2)_{i',j'} \) has large absolute value. This makes the entropic method difficult to apply in this context.

Our upper bound instead leverages beautiful work of Jiang [16] and Jiang and Ma [17] which bounds the total variation distance between the distribution of a \( r \times \ell \) submatrix of a random \( d \times d \) orthogonal matrix (orthonormal rows and columns) and an \( r \times \ell \) matrix with i.i.d. \( N(0, 1/d) \) entries. Their work shows that if \( r \cdot \ell /d \to 0 \) as \( d \to \infty \), then the total variation distance between these two matrix ensembles goes to 0. It is not immediately clear how to apply such results in our context. First of all, which submatrix should we be looking at? Note though, that if \( V^T \) is a \( p \times d \) uniformly random (Haar measure) matrix with orthonormal rows, and \( E \) is a \( d \times q \) uniformly random matrix with orthonormal columns,
then by rotational invariance, $V^T E$ is identically distributed to a $p \times q$ submatrix of a $d \times d$ random orthonormal matrix. Thus, setting $r = p$ and $\ell = q$ in the above results, they imply that $V^T E$ is close in variation distance to a $p \times q$ matrix $H$ with i.i.d. $N(0, 1/d)$ entries. Given $G_1$ and $G_2$, one could then write them in their singular value decomposition, obtaining $G_1 = U \Sigma V^T$ and $G_2 = E T F^T$. Then $V^T$ and $E$ are independent and well-known to be uniformly random $p \times d$ and $d \times q$ orthonormal matrices, respectively. Thus $G_1 \cdot G_2$ is close in total variation distance to $U \Sigma H T F^T$. However, this does not immediately help either, as it is not clear what the distribution of this matrix is. Instead, the “right” way to utilize the results above is to (1) observe that $G_1 \cdot G_2 = U \Sigma V^T G_2$ is identically distributed as $U \Sigma X$, where $X$ is a matrix of i.i.d. normal random variables, given the rotational invariance of the Gaussian distribution. Then (2) $X$ is itself close to a product $W^T Z$ where $W^T$ is random $p \times d$ matrix with orthonormal rows, and $Z$ is random $d \times q$ matrix with orthonormal columns, by the above results. Thus, $G_1 \cdot G_2$ is close to $U \Sigma W^T Z$. Then (3) $U \Sigma W^T$ has the same distribution as $G_1$, so $U \Sigma W^T Z$ is close to $G_1 Z$, where $G_1$ and $G_1'$ are identically distributed, and $G_1'$ is independent of $Z$. Finally, (4) $G_1 Z$ is identically distributed as a matrix $A_1$ of standard normal random variables because $G_1$ is Gaussian and $Z$ has orthonormal columns, by rotational invariance of the Gaussian distribution.

We hope that this provides a general method for arguments involving Gaussian matrices - in step (2) we had the quantity $U \Sigma X$, where $X$ was a Gaussian matrix, and then viewed $X$ as a product of a short-fat random orthonormal matrix $W^T$ and a tall-thin random orthonormal matrix $Z$. Our proof for the product of more than 2 matrices recursively uses similar ideas, and bounds the growth in variation distance as a function of the number $r$ of matrices involved in the product.

**Lower Bound.** For our lower bound for constant $r$, we show that the fourth power of the Schatten 4-norm of a matrix, namely, $\|X\|_4^4 = \text{tr}((X^T X)^2)$, can be used to distinguish a product $A_r$ of $r$ Gaussian matrices and a single Gaussian matrix $A_1$. We use Chebyshev’s inequality, for which we need to find the expectation and variance of $\text{tr}((X^T X)^2)$ for $X = A_r$ and $X = A_1$.

Let us consider the expectation first. An idea is to calculate the expectation recursively, that is, for a fixed matrix $M$ and a Gaussian random matrix $G$ we express $E \text{tr}(((MG)^T(MG))^2)$ in terms of $E \text{tr}((M^T M)^2)$. The real situation turns out to be slightly more complicated. Instead of expressing $E \text{tr}(((MG)^T(MG))^2)$ in terms of $E \text{tr}((M^T M)^2)$ directly, we decompose $E \text{tr}(((MG)^T(MG))^2)$ into the sum of expectations of a few functions in terms of $M$, say,

$$E \text{tr}(((MG)^T(MG))^2) = E f_1(M) + E f_2(M) + \cdots + E f_s(M)$$

and build up the recurrence relations for $E f_1(M), \ldots, E f_s(MG)$ in terms of $E f_1(M)$, $E f_2(M)$, ..., $E f_s(M)$. It turns out that the recurrence relations are all linear, i.e.,

$$E f_i(MG) = \sum_{j=1}^s a_{ij} E f_j(M), \quad i = 1, \ldots, s,$$  \hspace{1cm} (1)

whence we can solve for $E f_i(A_r)$ and obtaining the desired expectation $E \text{tr}((A_r^T A_r)^2)$.

Now we turn to variance. One could try to apply the same idea of finding recurrence relations for $\text{Var}(Q) = E(Q^2) - (E Q)^2$ (where $Q = \text{tr}(((MG)^T(MG))^2)$), but it quickly becomes intractable for the $E(Q^2)$ term as it involves products of eight entries of $M$, which all need to be handled carefully as to avoid any loose bounds; note, the subtraction of $(E Q)^2$
is critically needed to obtain a small upper bound on $\text{Var}(Q)$ and thus loose bounds on $\mathbb{E}(Q^2)$ would not suffice. For a tractable calculation, we keep the product of entries of $M$ to 4th order throughout, without involving any terms of 8th order. To do so, we invoke the law of total variance,

$$\text{Var}(\text{tr}((MG)^T(MG)^2)) = \mathbb{E}_M \left( \text{Var}(\text{tr}((G^T M^T MG)^2)) \bigg| M \right) + \text{Var}_M \left( \mathbb{E}_G \text{tr}((G^T M^T MG)^2) \bigg| M \right).$$  

(2)

For the first term on the right-hand side, we use Poincaré’s inequality to upper bound it. Poincaré’s inequality for the Gaussian measure states that

$$\text{Var}_{\mathcal{G}}(f(g)) \leq C \mathbb{E}_{g \sim \mathcal{N}(0,I_m)} \| \nabla f(g) \|^2_2$$

for a differentiable function $f$ on $\mathbb{R}^m$. Here we can simply let $f(X) = \text{tr}((MX)^T(MX)^2)$ and calculate $\mathbb{E} \| \nabla f(G) \|^2_2$. This is tractable since $\mathbb{E} \| \nabla f(G) \|^2_2$ involves the products of at most 4 entries of $M$, and we can use the recursive idea for the expectation above to express

$$\mathbb{E} \| \nabla f(G) \|^2_2 = \sum_{i} a_{ij} \mathbb{E} g_i(M)$$

for a few functions $g_i$’s and establish a recurrence relation for each $g_i$.

The second term on the right-hand side of (2) can be dealt with by plugging in (1), and turns out to depend on a new quantity $\text{Var}(\text{tr}^2(M^T M))$. We again apply the recursive idea and the law of total variance to

$$\text{Var}_{M,G}(\text{tr}^2(G^T M^T MG)) = \mathbb{E}_M \left( \text{Var}_G(\text{tr}((G^T M^T MG)^2)) \bigg| M \right) + \text{Var}_M \left( \mathbb{E}_G \text{tr}^2(G^T M^T MG) \bigg| M \right).$$

Again, the first term on the right-hand side can be handled by Poincaré’s inequality and the second-term turns out to depend on $\text{Var}(\text{tr}((M^T M)^2))$, which is crucial. We have now obtained a double recurrence involving inequalities on $\text{Var}(\text{tr}((M^T M)^2))$ and $\text{Var}(\text{tr}^2(M^T M^T))$, from which we can solve for an upper bound on $\text{Var}(\text{tr}(A^T A^T))^2)$. This upper bound, however, grows exponentially in $r$, which is impossible to improve due to our use of Poincaré’s inequality.

## 2 Preliminaries

**Notation.** For a random variable $X$ and a probability distribution $\mathcal{D}$, we use $X \sim \mathcal{D}$ to denote that $X$ is subject to $\mathcal{D}$. For two random variables $X$ and $Y$ defined on the same sample space, we write $X \overset{d}{=} Y$ if $X$ and $Y$ are identically distributed.

We use $\mathcal{G}_{m,n}$ to denote the distribution of $m \times n$ Gaussian random matrices of i.i.d. entries $N(0,1)$ and $\mathcal{O}_{m,n}$ to denote the uniform distribution (Haar) of an $m \times n$ random matrix with orthonormal rows. For a distribution $\mathcal{D}$ on a linear space and a scaling factor $\alpha \in \mathbb{R}$, we use $\alpha \mathcal{D}$ to denote the distribution of $\alpha X$, where $X \sim \mathcal{D}$.

For two probability measures $\mu$ and $\nu$ on the Borel algebra $\mathcal{F}$ of $\mathbb{R}^m$, the total variation distance between $\mu$ and $\nu$ is defined as

$$d_{TV}(\mu,\nu) = \sup_{A \in \mathcal{F}} |\mu(A) - \nu(A)| = \frac{1}{2} \int_{\mathbb{R}^m} \left| \frac{d\mu}{dv} - 1 \right| dv.$$

If $\nu$ is absolutely continuous with respect to $\mu$, one can define the Kullback-Leibler Divergence between $\mu$ and $\nu$ as

$$D_{\text{KL}}(\mu||\nu) = \int_{\mathbb{R}^m} \frac{d\mu}{dv} \log_2 \frac{d\mu}{dv} dv.$$

If $\nu$ is not absolutely continuous with respect to $\mu$, we define $D_{\text{KL}}(\mu||\nu) = \infty.$
When $\mu$ and $\nu$ correspond to two random variables $X$ and $Y$, respectively, we also write $d_{TV}(\mu, \nu)$ and $D_{KL}(\mu || \nu)$ as $d_{TV}(X, Y)$ and $D_{KL}(X || Y)$, respectively.

The following is the well-known relation between the Kullback-Leibler divergence and the total variation distance between two probability measures.

\[ d_{TV}(\mu, \nu) \leq \sqrt{\frac{1}{2} D_{KL}(\mu || \nu)} \]

The following result, concerning the distance between the submatrix of a properly scaled Gaussian random matrix and a submatrix of a random orthogonal matrix, is due to Jiang and Ma [17].

\[ d_{KL} \left( \frac{1}{\sqrt{d}} \hat{G}, \frac{1}{\sqrt{d}} \hat{Z} \right) \leq C_{pq} d \]

where $C > 0$ is an absolute constant.

The original paper [17] does not state explicitly the bound in (3) and only states that the Kullback-Leibler divergence tends to 0 as $d \to \infty$. A careful examination of the proof of [17, Theorem 1(i)], by keeping track of the order of the various $o(1)$ terms, reveals the quantitative bound (3).

Useful Inequalities. We list two useful inequalities below.

\[ \text{Var}(f(X)) \leq \mathbb{E} \left( \| \nabla f(X) \|^2 \right) \]

\[ \text{tr}((AB)^k) \leq \min \left\{ \| A \|_{op}^k \text{tr}(B^k), \| B \|_{op}^k \text{tr}(A^k) \right\} \]

3 Upper Bound

Let $r \geq 2$ be an integer. Suppose that $G_1, \ldots, G_r$ are independent Gaussian random matrices, where $G_i \sim \mathcal{G}_{d_i, d_i}$ and $d_0 = p, d_r = q$ and $d_{r-1} = d_1$. Consider the product of normalized Gaussian matrices

\[ A_r = \left( \frac{1}{\sqrt{d_1}} G_1 \right) \left( \frac{1}{\sqrt{d_2}} G_2 \right) \cdots \left( \frac{1}{\sqrt{d_{r-1}}} G_{r-1} \right) \left( \frac{1}{\sqrt{d_1}} G_r \right) \]

and a single normalized Gaussian random matrix

\[ A_1 = \frac{1}{\sqrt{d_1}} G'_1 \]

where $G'_1 \sim \mathcal{G}_{p,q}$. In this section, we shall show that when $p, q \ll d_i$ for all $i$, we cannot distinguish $A_r$ from $A_1$ with constant probability.

For notational convenience, let $W_i = \frac{1}{\sqrt{d_i}} G_i$ for $i \leq r$ and $W_r = \frac{1}{\sqrt{d_1}} G_r$. Assume that $p q \leq \beta d_i$ for some constant $\beta$ for all $i$. Our question is to find the total variation distance between the matrix product $W_1 W_2 \cdots W_r$ and the product $W_1 W_r$ of two matrices.
Lemma 6. Let $p, q, d, d'$ be positive integers satisfying that $pq \leq \beta d$ and $pq \leq \beta d'$ for some constant $\beta < 1$. Suppose that $A \in \mathbb{R}^{p \times d}$, $G \sim \frac{1}{\sqrt{d}} G_{d,d'}$, and $L \sim O_{d,d'}$. Further suppose that $G$ and $L$ are independent. Let $Z \sim O_{q,d}$ be independent of $A$, $G$, and $L$. Then

$$d_{TV}(AGL, A^{T}) \leq C \sqrt{\frac{pq}{d}},$$

where $C > 0$ is an absolute constant.

Proof. Let $A = USV^{T}$ be its singular value decomposition, where $V$ has dimension $d \times p$. Then

$$AGL = US(V^{T}GL) \frac{d}{d} USX,$$

where $X$ is a $p \times q$ random matrix of i.i.d. $N(0, 1/d)$ entries. Suppose that $\tilde{Z}$ consists of the top $p$ rows of $Z^{T}$. Then

$$AZ^{T} = US(V^{T}Z^{T}) \frac{d}{d} US\tilde{Z}.$$

Note that $X$ and $Z$ are independent of $U$ and $\Sigma$. It follows from Lemma 3 that

$$d_{KL}(AGL||AZ^{T}) = d_{KL}(USX||US\tilde{Z}) = d_{KL}(X||\tilde{Z}) \leq C \sqrt{\frac{pq}{d}},$$

where $C > 0$ is an absolute constant. The result follows from Pinsker’s inequality (Lemma 2).

The next theorem follows from the lemma above.

Theorem 7. It holds that

$$d_{TV}(W_{1} \cdots W_{r}, W_{1}W_{r}) \leq C \sum_{i=1}^{r} \sqrt{\frac{pq}{d_{i}}},$$

where $C > 0$ is an absolute constant.

Proof. Let $W_{r} = USV^{T}$ and $X_{i} \sim O_{q,d_{i}}$, independent from each other and from the $W_{i}$’s. Applying the preceding lemma with $A = W_{1} \cdots W_{r-2}$, $G = W_{r-1}$ and $L = U$, we have

$$d_{TV}(W_{1} \cdots W_{r-2}W_{r-1}W_{r}W_{1} \cdots W_{r-2}X_{r-1}^{T}X^{T}V) \leq C \sqrt{\frac{pq}{d_{r-1}}},$$

Next, applying the preceding lemma with $A = W_{1} \cdots W_{r-3}$, $G = W_{r-1}$ and $L = X_{r}$, we have

$$d_{TV}(W_{1} \cdots W_{r-2}X_{r}X^{T}V, W_{1} \cdots W_{r-3}X_{r-2}^{T}X^{T}V) \leq C \sqrt{\frac{pq}{d_{r-2}}},$$

Iterating this procedure, we have in the end that

$$d_{TV}(W_{1}W_{2}X_{2}X^{T}V, W_{1}X_{2}^{T}X^{T}V) \leq C \sqrt{\frac{pq}{d_{2}}},$$

Since $U$, $\Sigma$ and $V$ are independent and $X_{2} \frac{d}{d} U$, it holds that $X_{2}X^{T}V \frac{d}{d} W_{r}$. Therefore,

$$d_{TV}(W_{1} \cdots W_{r}, W_{1}W_{r}) \leq C \sum_{i=2}^{r-1} \sqrt{\frac{pq}{d_{i}}}. \hfill \Box$$

Repeating the same argument for $W_{1}W_{r}$, we obtain the following corollary immediately.

Corollary 8. It holds that

$$d_{TV}(A_{r}, A_{1}) \leq C \sum_{i=1}^{r-1} \sqrt{\frac{pq}{d_{i}}},$$

where $C > 0$ is an absolute constant.
4 Lower Bound

Suppose that \( r \) is a constant. We shall show that one can distinguish the product of \( r \) Gaussian random matrices

\[
A_r = \left( \frac{1}{\sqrt{d_1}} G_1 \right) \left( \frac{1}{\sqrt{d_2}} G_2 \right) \cdots \left( \frac{1}{\sqrt{d_{r-1}}} G_{r-1} \right) \left( \frac{1}{\sqrt{d_r}} G_r \right),
\]

from one Gaussian random matrix

\[
A_1 = \frac{1}{\sqrt{d_1}} G_1'
\]

when the intermediate dimensions \( d_1, \ldots, d_{r-1} \) are not large enough. Considering \( h(X) = \text{tr}((X^T X)^2) \), it suffices to show that one can distinguish \( h(A_r) \) and \( h(A_1) \) with a constant probability for constant \( r \). By Chebyshev’s inequality, it suffices to show that

\[
\sqrt{\text{Var}(h(A_1))}, \sqrt{\text{Var}(h(A_r))} \leq c(E h(A_r) - E h(A_1))
\]

for a small constant \( c \). We calculate that:

**Lemma 9.** Suppose that \( r \) is a constant, \( d_i \geq \max\{p, q\} \) for all \( i = 1, \ldots, r \). When \( p, q, d_1, \ldots, d_r \to \infty \),

\[
E h(A_r) = \frac{pq(p + q + 1)}{d_r^2} + (1 + o(1)) \frac{pq(p-1)(q-1)}{d_r^2} \sum_{j=1}^{r-1} \frac{1}{d_j}.
\]

**Lemma 10.** Suppose that \( r \) is a constant, \( d_i \geq \max\{p, q\} \) for all \( i = 1, \ldots, r \). There exists an absolute constant \( C \) such that, when \( p, q, d_1, \ldots, d_r \) are sufficiently large,

\[
\text{Var}(h(A_r)) \leq C r(p^3 q + pq^3) \frac{d_1^4}{d_r^4}.
\]

We conclude with the following theorem, which can be seen as a tight converse to Corollary 8 up to a constant factor on the conditions for \( p, q, d_1, \ldots, d_r \).

**Theorem 11.** Suppose that \( r \) is a constant and \( d_i \geq \max\{p, q\} \) for all \( i = 1, \ldots, r \). Further suppose that \( d_1 = d_r \). When \( p, q, d_1, \ldots, d_r \) are sufficiently large and satisfy that

\[
\sum_{j=1}^{r-1} \frac{1}{d_j} > \frac{C r}{\max\{p, q\} \frac{1}{2} \min\{p, q\} \frac{3}{2}},
\]

where \( C > 0 \) is some absolute constant, with probability at least \( 2/3 \), one can distinguish \( A_r \) from \( A_1 \).

4.1 Calculation of the Mean

Suppose that \( A \) is a \( p \times q \) random matrix, and is rotationally invariant under left- and right-multiplication by orthogonal matrices. We define

\[
S_1(p, q) = E A_{11}^4 \quad \text{(diagonal)}
\]

\[
S_2(p, q) = E A_{21}^4 \quad \text{(off-diagonal)}
\]

\[
S_3(p, q) = E A_{1i}^2 A_{j1}^2 \quad (i \neq j) \quad \text{(same column)}
\]
\[ S_1(p, q) = \mathbb{E} A_{1i}^1 A_{1j}^2 \quad (i \neq j) \quad \text{(same row)} \]
\[ S_2(p, q) = \mathbb{E} A_{2i}^1 A_{2j}^2 \quad (i \neq j) \]
\[ S_6(p, q) = \mathbb{E} A_{ik} A_{it} A_{jk} A_{jt} \quad (i \neq j, k \neq l) \quad \text{(rectangle)} \]

Since \( A \) is left- and right-invariant under rotations, these quantities are well-defined. Then

\[
\mathbb{E} \text{tr}((AT)A)^2 = \mathbb{E} \sum_{1 \leq i, j \leq q} (AT)_i^2) = \sum_{i=1}^{q} \mathbb{E} (AT)_i^2 + \sum_{1 \leq i, j \leq q, i \neq j} \mathbb{E} (AT)_i^2
\]

\[
= q \mathbb{E} (AT)_1^2 + (q(q-1)) \mathbb{E} (AT)_1^2
\]

and

\[
\mathbb{E} (AT)_1^2 = \mathbb{E} \left( \sum_{i=1}^{p} A_{i1}^2 \right)^2 = \sum_{i=1}^{p} \mathbb{E} A_{i1}^4 + \sum_{1 \leq i, j \leq p, i \neq j} \mathbb{E} A_{i1}^2 A_{j1}^2
\]

\[
= \mathbb{E} A_{11}^4 + (p-1) \mathbb{E} A_{21}^4 + p(p-1) \mathbb{E} A_{11}^2 A_{21}^2
\]

\[
=: S_1(p, q) + (p-1)S_2(p, q) + p(p-1)S_3(p, q)
\]

\[
\mathbb{E} (AT)_2^2 = \mathbb{E} \left( \sum_{i=1}^{p} A_{i1} A_{i2} \right)^2 = \sum_{i=1}^{p} \mathbb{E} A_{i1}^2 A_{i2}^2 + \sum_{1 \leq i, j \leq p, i \neq j} \mathbb{E} A_{i1} A_{i2} A_{j1} A_{j2}
\]

\[
= pS_4(p, q) + p(p-1)S_5(p, q).
\]

When \( S_1(p, q) = S_2(p, q) \), we have

\[
\mathbb{E} \text{tr}((AT)A)^2 = q(pS_1(p, q) + p(p-1)S_5(p, q)) + q(q-1)(pS_4(p, q) + p(p-1)S_6(p, q))
\]

\[
= pqS_1(p, q) + pq(p-1)S_5(p, q) + pq(q-1)S_4(p, q) + p(p-1)g(q-1)S_6(p, q).
\]

When \( A = G \), we have

\[
S_1(p, q) = S_2(p, q) = 3, \quad S_3(p, q) = S_4(p, q) = S_5(p, q) = 1, \quad S_6(p, q) = 0
\]

and so

\[
\mathbb{E} \text{tr}((AT)A)^2 = 3pq + pq(p-1) + pq(q-1) = pq(p + q + 1).
\]

Next, consider \( A = BG \), where \( B \) is a \( p \times d \) random matrix and \( G \) a \( d \times q \) random matrix of i.i.d. \( N(0, 1) \) entries. The following proposition is easy to verify, and its proof is postponed to Appendix A.

\textbf{Proposition 12.} It holds that \( \mathbb{E} A_{11}^2 = \mathbb{E} A_{11}^4 \).

Suppose that the associated functions of \( B \) are named \( T_1, T_2, T_3, T_4, T_5, T_6 \). Then we can calculate that (detailed calculations can be found in Appendix B)

\[
S_1(p, q) = 3dT_1(p, d) + 3d(d-1)T_2(p, d)
\]
\[
S_3(p, q) = 3dT_3(p, d) + d(d-1)T_5(p, d) + 2d(d-1)T_6(p, d)
\]
\[
S_4(p, q) = dT_4(p, d) + d(d-1)T_4(p, d)
\]
\[
S_5(p, q) = dT_5(p, d) + d(d-1)T_5(p, d)
\]
\[
S_6(p, q) = dT_6(p, d) + d(d-1)T_6(p, d)
\]

It is clear that \( S_1, S_3, S_4, S_5, S_6 \) depend only on \( d \) (not on \( p \) and \( q \)) if \( T_1, T_3, T_4, T_5, T_6 \) do so. Furthermore, if \( T_1 = 3T_4 \) then we have \( S_1 = 3S_4 \) and thus \( S_4 = d(d+2)T_4 \). If \( T_3 = 2T_6 + T_5 \) then \( S_3 = d(d+2)T_3 \) and \( S_3 = 2S_6 + S_5 \). Hence, if \( T_3 = T_4 \) then \( S_3 = S_4 \). We can verify
that all these conditions are satisfied with one Gaussian matrix and we can iterate it to obtain these quantities for the product of \( r \) Gaussian matrices with intermediate dimensions \( d_1, d_2, \ldots, d_r \). We have that

\[
S_3 = S_4 = \prod_{i=1}^{r-1} d_i (d_i + 2), \quad S_1 = 3S_4, \quad S_0 = \sum_{j=1}^{r-1} \left( \prod_{i=1}^{j-1} d_i (d_i + 2) \right) \prod_{i=j+1}^{r-1} d_i (d_i - 1).
\]

Therefore, normalizing the \( i \)-th matrix by \( 1/\sqrt{d_i} \), that is,

\[
A = \left( \frac{1}{\sqrt{d_1}} G_1 \right) \left( \frac{1}{\sqrt{d_2}} G_2 \right) \cdots \left( \frac{1}{\sqrt{d_{r-1}}} G_{r-1} \right) \left( \frac{1}{\sqrt{d_r}} G_r \right),
\]

we have for constant \( r \) that

\[
\mathbb{E} \text{tr}((A^T A)^2) = \frac{1}{d_1^2 d_2^2 \cdots d_{r-1}^2 d_r^2} \left( pq(p + q + 1)S_3 + pq(p - 1)(q - 1)S_6 \right).
\]

\[
\approx \frac{pq(p + q + 1)}{d_r^2} + \frac{pq(p - 1)(q - 1)}{d_r^2} \sum_{j=1}^{r-1} \frac{1}{d_j}.
\]  

\[\text{(4)}\]

### 4.2 Calculation of the Variance

Let \( M \in \mathbb{R}^{p \times p} \) be a random symmetric matrix, and let \( G \in \mathbb{R}^{p \times q} \) be a random matrix of i.i.d. \( N(0,1) \) entries. We want to find the variance of \( \text{tr}((G^T M G)^2) \). The detailed calculations of some steps can be found in Appendix C.

Our starting point is the law of total variance, which states that

\[
\text{Var( tr((G^T M G)^2) )} = \mathbb{E} \left( \text{Var( tr((G^T M G)^2) )} \Big| M \right) + \text{Var} \left( \mathbb{E} \text{tr((G^T M G)^2) } \Big| M \right)
\]

### Step 1a. We shall handle each term separately. Consider the first term, which we shall bound using the Poincaré inequality for Gaussian measures. Define \( f(X) = \text{tr}((X^T M X)^2) \), where \( X \in \mathbb{R}^{p \times q} \). We shall calculate \( \nabla f \).

\[
f(X) = \|X^T M X\|_F^2 = \sum_{1 \leq i,j \leq q} (X^T M X)_{ij}^2 = \sum_{1 \leq i,j \leq q} \left( \sum_{1 \leq k,l \leq p} M_{kl} X_{ki} X_{lj} \right)^2.
\]

Then

\[
\frac{\partial f}{\partial X_{rs}} = \sum_{1 \leq i,j \leq q} 2 \left( \sum_{1 \leq u,v \leq q} M_{uv} X_{ui} X_{vj} \right) \left( \sum_{1 \leq k,l \leq p} \frac{\partial}{\partial X_{rs}} (M_{kl} X_{ki} X_{lj}) \right).
\]

Note that

\[
\frac{\partial}{\partial X_{rs}} (M_{kl} X_{ki} X_{lj}) = \begin{cases} M_{kl} X_{ij}, & (k, i) = (r, s) \text{ and } (l, j) \neq (r, s) \\ M_{kl} X_{ki}, & (k, i) \neq (r, s) \text{ and } (l, j) = (r, s) \\ 2 M_{rr} X_{rs}, & (k, i) = (r, s) \text{ and } (l, j) = (r, s) \\ 0, & \text{otherwise.} \end{cases}
\]

we have that

\[
\frac{\partial f}{\partial X_{rs}} = 4 \left( \sum_{1 \leq u,v \leq p} M_{uv} X_{us} X_{vs} \right) M_{rr} X_{rs} + 2 \sum_{(l,j) \neq (r,s)} \left( \sum_{1 \leq u,v \leq p} M_{uv} X_{us} X_{vj} \right) M_{rl} X_{lj}.
\]
We discuss different cases of $j, j', s$.

When $j \neq j' \neq s$, it must hold that $u = u', v = l$ and $v' = l'$ for a possible nonzero contribution, and the total contribution in this case is at most $q(q - 1)B_{r,s}^{(1)}$, where

$$B_{r,s}^{(1)} = \sum_{1 \leq l, l' \leq p} \sum_u M_{ul} M_{ul'} M_{rl} M_{rl'} = \sum_u \langle M_{ul}, M_{rl} \rangle^2.$$

When $j = j' \neq s$, it must hold that $u = u'$ for a possible nonzero contribution, and the total contribution in this case is at most $(q - 1)B_{r,s}^{(2)}$, where

$$B_{r,s}^{(2)} = \sum_{l, l', u, v, v'} M_{ul} M_{ul'} M_{rl} M_{rl'} \mathbb{E} X_{u,s} X_{u's} X_{l,s} X_{l's} X_{v,j} X_{v'j} X_{v'j'} X_{l'j}$$

$$= \|M\|_F^2 \|M_{rl}\|_2^2 + 2 \sum_u \langle M_{ul}, M_{rl} \rangle^2.$$

When $j = s \neq j'$, it must hold that $v' = l'$ for possible nonzero contribution, and the total contribution in this case is at most $(q - 1)B_{r,s}^{(3)}$, where

$$B_{r,s}^{(3)} = \sum_{j' \neq s} \left[ \sum_{l, l', u, v} M_{ul} M_{ul'} M_{rl} M_{rl'} \mathbb{E} X_{u,s} X_{u's} X_{l,s} X_{l's} X_{v,j} X_{v'j} X_{l'j} \right]$$

$$= \sum_{l, l'} (2 \langle M_{l}, M_{l'} \rangle + \text{tr}(M) M_{l, l'}) M_{rl} M_{rl'}.$$

When $j = j' = s$, the nonzero contribution is

$$B_{r,s}^{(4)} = \sum_{l, l', u, v, u', v'} M_{ul} M_{ul'} M_{rl} M_{rl'} \mathbb{E} X_{u,s} X_{u's} X_{l,s} X_{l's} X_{v,j} X_{v'j} X_{l'j}.$$

Since $u, u', v, v', l, l'$ needs to be paired, the only case which is not covered by $B_{r,s}^{(1)}, B_{r,s}^{(3)}$ and $B_{r,s}^{(4)}$ is when $u = v, u' = v'$ and $l = l'$, in which case the contribution is at most

$$\sum_{l} \sum_{u, u'} M_{uu} M_{uu'} M_{l, l'} \mathbb{E} X_{u,s}^2 X_{u's}^2 X_{l,s}^2 \lesssim \text{tr}^2(M) \|M_{rl}\|_2^2.$$

Hence

$$B_{r,s}^{(4)} \lesssim B_{r,s}^{(1)} + B_{r,s}^{(2)} + B_{r,s}^{(3)} + \text{tr}^2(M) \|M_{rl}\|_2^2.$$
The Product of Gaussian Matrices Is Close to Gaussian

It follows that
\[
\sum_{r,s} B_{r,s}^{(1)} = q \sum_{u,r} (M_{u.r}, M_{r.})^2 = q \text{tr}(M^4)
\]
\[
\sum_{r,s} B_{r,s}^{(2)} = q \sum_i \|M_i\|_F^2 \|M_{r.}\|_2^2 + 2q \sum_{u,r} (M_{u.r}, M_{r.})^2 = q \|M\|_F^4 + 2q \text{tr}(M^4)
\]
\[
\sum_{r,s} B_{r,s}^{(3)} = \sum_{r,s} (2(M_{r.}, M_{u.}) + \text{tr}(M)M_{r.u}) \text{tr}(M_{r.}) \text{tr}(M_{u.})
\]
\[
\leq 2q \text{tr}(M^4) + q \text{tr}(M) \|M\|_F \sqrt{\text{tr}(M^4)}
\]

Note that \(\text{tr}(M^4) \leq \text{tr}^2(M^2) = \|M\|_F^4\). Hence
\[
\frac{1}{16} \mathbb{E} \|\nabla f\|^2_2 \leq \sum_{r,s} ((q-1)(q-2)B_{r,s}^{(1)} + (q-1)B_{r,s}^{(2)} + (q-1)B_{r,s}^{(3)} + B_{r,s}^{(4)})
\]
\[
\leq \sum_{r,s} (q^2 B_{r,s}^{(1)} + q B_{r,s}^{(2)} + q B_{r,s}^{(3)} + \text{tr}^2(M) \|M_{r.}\|_2^2)
\]
\[
\leq q^4 \text{tr}(M^4) + q^2 \|M\|_F^4 + q^2 \text{tr}(M) \|M\|_F \sqrt{\text{tr}(M^4)} + q^2 \text{tr}(M) \|M\|_F^2.
\]

By the Gaussian Poincaré inequality,
\[
\text{Var}(\text{tr}((G^T MG)^2)|M) \leq \mathbb{E} \|\nabla f\|^2_2 \leq q^4 \text{tr}(M^4) + q^2 \|M\|_F^4 + q^2 \text{tr}(M) \|M\|_F \sqrt{\text{tr}(M^4)} + q^2 \text{tr}(M) \|M\|_F^2.
\]

For the terms on the right-hand side, we calculate that (using the trace inequality (Lemma 5))
\[
\mathbb{E} \text{tr}((G^T MG)^4) = \mathbb{E} \text{tr}((MGG^T)^4) \leq \mathbb{E} \|G^T\|^8_{op} \text{tr}(M^4) = \mathbb{E} \|G\|^8_{op} \text{tr}(M^4)
\]
\[
\lesssim \max\{p,q\}^4 \text{tr}(M^4),
\]
\[
\mathbb{E} \|G^T MG\|^4_F \leq \mathbb{E} \|G\|^8_{op} \|M\|_F^4 \lesssim \max\{p,q\}^4 \|M\|_F^4,
\]
\[
\mathbb{E} \text{tr}^2(G^T MG) \|G^T MG\|^2_F \leq \mathbb{E} \|G\|^8_{op} \text{tr}^2(M) \|M\|_F^2 \lesssim \max\{p,q\}^4 \text{tr}^2(M) \|M\|_F^2.
\]

and
\[
\mathbb{E} \text{tr}(G^T MG) \|G^T MG\|_F \sqrt{\text{tr}((G^T MG)^4)}
\]
\[
\leq \mathbb{E} \|G\|^2_{op} \text{tr}(G) \cdot \|G\|^2_{op} \|M\|^2_F \cdot \sqrt{\|G\|^8_{op} \text{tr}(M^4)}
\]
\[
= \mathbb{E} \|G\|^8_{op} \text{tr}(M) \|M\|_F \sqrt{\text{tr}(M^4)}
\]
\[
\lesssim \max\{p,q\}^4 \text{tr}(M) \|M\|_F \sqrt{\text{tr}(M^4)}.
\]

This implies that each term on the right-hand of (6) grows geometrically.

**Step 1b.** Next we deal with the second term in (5). We have
\[
\mathbb{E}_G \text{tr} (G^T MG)^2 = \sum_{i,j} \mathbb{E}_G (G^T MG)^2_{ij} = \sum_{i,j} \mathbb{E}_G \left( \sum_{k,l} M_{kl} G_{ki} G_{lj} \right)^2
\]
\[
= \sum_{i,j} \sum_{k,l,k',l'} M_{kl} M_{k'l'} \mathbb{E}_G G_{ki} G_{lj} G_{k'i} G_{l'j}.
\]
When $i \neq j$, for non-zero contribution, it must hold that $k = l$ and $k' = l'$ and thus the nonzero contribution is
\[
\sum_{i \neq j} \sum_{k,l} M_{kl} = q(q - 1) \|M\|_F^2.
\]

When $i = j$, the contribution is
\[
\sum_i \sum_{k,l,k',l'} M_{kl} M_{k'l'} \mathbb{E} G_{ki} G_{li} G_{k'i} G_{l'i} = 2q \|M\|_F^2 + q \mathrm{tr}^2(M).
\]
(7)

Hence
\[
\mathbb{E} \mathrm{tr} \left( (G^T MG)^2 \right) = q(q + 1) \|M\|_F^2 + q \mathrm{tr}^2(M)
\]
and when $M$ is random,
\[
\mathbb{V} \mathbb{A}r \left( \mathbb{E} \left( (G^T MG)^2 \right) \mid M \right) = \mathbb{V} \mathbb{A}r \left( q(q + 1) \|M\|_F^2 + q \mathrm{tr}^2(M) \right)
\]
\[
\leq q^2(q + 1) \mathbb{V} \mathbb{A}r \left( \|M\|_F^2 \right) + q^2 \mathbb{V} \mathbb{A}r \left( \mathrm{tr}^2(M) \right) + 2q^2(q + 1) \sqrt{\mathbb{V} \mathbb{A}r(\|M\|_F^2) \mathbb{V} \mathbb{A}r(\mathrm{tr}^2(M))}.
\]
(8)

Step 2a. Note that the $\mathbb{V} \mathbb{A}r(\mathrm{tr}^2(M))$ term on the right-hand side of (8). To bound this term, we examine the variance of $g(G)$, where $g(X) = \mathrm{tr}^2(X^T MX)$. We shall again calculate $\nabla g$. Note that
\[
\frac{\partial g}{\partial X_{rs}} = 2 \mathrm{tr}(X^T MX) \sum_i \sum_{k,l} M_{kl} \frac{\partial}{\partial X_{rs}} X_{ki} X_{li}
\]
and
\[
\frac{\partial}{\partial X_{rs}} (X_{ki} X_{li}) = \begin{cases} 
X_{li}, & (k, i) = (r, s) \text{ and } (l, i) \neq (r, s) \\
X_{ki}, & (k, i) \neq (r, s) \text{ and } (l, i) = (r, s) \\
2X_{rs}, & (k, i) = (r, s) \text{ and } (l, i) = (r, s) \\
0, & \text{ otherwise.} 
\end{cases}
\]
We have
\[
\frac{\partial g}{\partial X_{rs}} = 4 \mathrm{tr}(X^T MX) \sum_i M_{ri} X_{ls} = 4 \sum_{1 \leq i \leq q} \sum_{1 \leq j, u, v \leq p} M_{uv} M_{ri} X_{ls} X_{uj} X_{vj}
\]
Next we calculate $\mathbb{E}(\partial g / \partial X_{rs})^2$ when $X$ is i.i.d. Gaussian.
\[
\left( \frac{1}{4} \frac{\partial g}{\partial X_{rs}} \right)^2 = \sum_{j, l, u, v} M_{uv} M_{u'v'} M_{ri} M_{ri'} \mathbb{E} X_{ls} X_{l's} X_{uj} X_{v'j} X_{u'j'} X_{v'j'}
\]
In order for the expectation in the summand to be non-zero, we must have one of the following cases: (1) $s \neq j \neq j'$, (2) $s = j \neq j'$, (3) $s = j' \neq j$, (4) $s \neq j = j'$, (5) $s = j = j'$.
The only uncovered case is where

\[ B^{(1)}_{rs} = \sum_{l,u,u'} M_{uu} M_{u'u'} M_{rl}^2 = \text{tr}^2(M) \|M_r\|^2. \]

Case 2: it must hold that \( u' = v' \). The contribution is \((q - 1)B^{(2)}_{rs}\), where

\[ B^{(2)}_{rs} = \sum_{l,l',u,u',v} M_{uu} M_{u'u'} M_{rl} M_{l'v} \mathbb{E} X_{ls} X_{l'v}, X_{us}, X_{v's}^2 X_{u'v'}. \]

\[ = \text{tr}(M) \left( \text{tr}(M) \|M_r\|^2 + 2 \sum_{l,l'} M_{rl} M_{l'v} \right). \]

Case 3: this gives the same bound as Case 2.

Case 4: it must hold that \( l = l' \). The contribution is \((q - 1)B^{(4)}_{rs}\), where

\[ B^{(4)}_{rs} = \sum_{l,u,u',v,v'} M_{uu} M_{u'u'} M_{rl} M_{l'v} \mathbb{E} X_{ls} X_{us}, X_{v's} X_{u'v'}. \]

\[ = \text{tr}(M) \left( \text{tr}(M) \|M_r\|^2 + 3 \|M_r\|^2 \|M\|^2 \right). \]

Case 5: the contribution is \( B^{(5)}_{rs}\), where

\[ B^{(5)}_{rs} = \sum_{l,u,v} M_{uu} M_{u'v'} M_{rl} M_{l'v} \mathbb{E} X_{ls} X_{us}, X_{v's}. \]

The only uncovered case is \( l = u' \), \( l' = v \), \( u = v' \) and its symmetries. In such a case the contribution is at most

\[ C \sum_{l,u,v} M_{uu} M_{l'l} M_{rl} = C \sum_u (M_{r'}, M_{u'})^2. \]

Note that

\[ \sum_{r,s} B^{(1)}_{rs} = q \text{tr}^2(M) \|M\|^2, \]

\[ \sum_{r,s} B^{(2)}_{rs} = q \text{tr}^2(M) \|M\|^2 + 2q \text{tr}(M) \sum_{l,l'} M_{ll'} \langle M_{l'}, M_{l'} \rangle \]

\[ \leq q \text{tr}^2(M) \|M\|^2 + 2q \text{tr}(M) \|M\| \sqrt{\text{tr}(M^4)}, \]

\[ \sum_{r,s} B^{(4)}_{rs} = q \|M\|^4, \]

\[ \sum_{r,s} B^{(5)}_{rs} \leq \sum_{r,s} B^{(1)}_{rs} + \sum_{r,s} B^{(2)}_{rs} + \text{tr}(M^4). \]

Therefore,

\[ \frac{1}{16} \mathbb{E} \|\nabla g\|_2^2 \leq \sum_{r,s} ((q - 1)(q - 2)B^{(1)}_{rs} + (q - 1)B^{(2)}_{rs} + (q - 1)B^{(4)}_{rs} + B^{(5)}_{rs}) \]

\[ \leq q^3 \text{tr}^2(M) \|M\|^2 + q^2 \text{tr}(M) \|M\| \sqrt{\text{tr}(M^4)} + q^2 \|M\|^4 + q \text{tr}(M^4). \]

By Poincaré’s inequality,

\[ \mathbb{E} \text{tr}^2(G^T MG) \]

\[ \leq \mathbb{E} \|\nabla g\|_2^2 \]

\[ \leq q^3 \text{tr}^2(M) \|M\|^2 + q^2 \text{tr}(M) \|M\| \sqrt{\text{tr}(M^4)} + q^2 \|M\|^4 + q \text{tr}(M^4). \]

Similar to before, each term on the right-hand side grows geometrically.
Step 2b. Next we deal with $\text{Var}_M(\mathbb{E}_G \text{tr}^2 (G^T MG) | M)$. 

$$
\mathbb{E}_G \text{tr}^2 (G^T MG) = \mathbb{E} \left( \sum_{i,k,l} M_{kl} G_{ki} G_{li} \right)^2 = \sum_{i,j} \sum_{k,l,k',l'} M_{kl} M_{k'l'} \mathbb{E} G_{ki} G_{k'i} G_{li} G_{l'i}.
$$

When $i \neq j$, for non-zero contribution, it must hold that $k = l$ and $k' = l'$ and thus the nonzero contribution is

$$
\sum_{i \neq j} \sum_{k,k'} M_{kk} M_{k'k'} = q(q - 1) \text{tr}^2(M).
$$

When $i = j$, the contribution is (this is exactly the same as (7) in Step 1b.)

$$
\sum_{i} \sum_{k,k',l,l'} M_{kl} M_{k'l'} \mathbb{E} G_{ki} G_{k'i} G_{li} G_{l'i} = 2q \|M\|_F^2 + q \text{tr}^2(M).
$$

Hence

$$
\mathbb{E}_G \text{tr}^2 (G^T MG) = 2q \|M\|_F^2 + q^2 \text{tr}^2(M)
$$

and when $M$ is random,

$$
\text{Var}(\mathbb{E}_G \text{tr}^2 (G^T MG) | M) = \text{Var} \left( 2q \|M\|_F^2 + q^2 \text{tr}^2(M) \right) \leq 4q^2 \text{Var}(\|M\|_F^2) + q^4 \text{Var}(\text{tr}^2(M)) + 2q^{3/2} \sqrt{\text{Var}(\|M\|_F^2) \text{Var}(\text{tr}^2(M))}.
$$

(10)

Step 3. Let $U_r$ denote the variance of $\text{tr}((A_r^T A_r)^2)$ and $V_r$ the variance of $\text{tr}^2(A_r^T A_r)$. Combining (5), (6), (8), (9), (10), we have the following recurrence relations, where $C_1, C_2, C_3, C_4 > 0$ are absolute constants.

$$
U_{r+1} \leq C_1 P_r + 2U_r + \frac{1}{d_r^2} V_r + \frac{3}{d_r} \sqrt{U_r V_r}
$$

$$
V_{r+1} \leq C_2 Q_r + \frac{1}{d_r} U_r + V_r + \frac{2}{d_r} \sqrt{U_r V_r}
$$

$$
P_{r+1} \leq C_3 P_r
$$

$$
Q_{r+1} \leq C_4 Q_r
$$

$$
U_0 = V_0 = 0
$$

In the base case, set $M = I_p$ (the $p \times p$ identity matrix in (6)) and note that the second term in (5) vanishes. We see that $P_1 \leq (p^3 q + pq^3)/d_1^4$ after proper normalization. (Alternatively we can calculate this precisely, see Appendix D.) Similarly we have $Q_1 \leq p^3 q^3 / d_1^4$. Note that $Q_1/d_1^2 \leq (p^3 q + pq^3)/d_1^4$. Now, we can solve that

$$
U_{r+1} \leq C' \frac{p^3 q + pq^3}{d_1^4}
$$

for some absolute constant $C > 0$. 
References


A Proof of Proposition 12

Proof. We have

\[
E A_1^{11} = E \left( \sum_i B_{1i} G_{1i} \right)^4 = \sum_{i,j,k,l} E B_{1i} B_{1j} B_{1k} B_{1l} E G_{1i} G_{1j} G_{1k} G_{1l} \\
= 3 \sum_i E B_{1i}^4 + 3 \sum_{i \neq j} E B_{1i}^2 B_{1j}^2
\]

and

\[
E A_2^{21} = E \left( \sum_i B_{2i} G_{1i} \right)^4 = \sum_{i,j,k,l} E B_{2i} B_{2j} B_{2k} B_{2l} E G_{1i} G_{1j} G_{1k} G_{1l} \\
= 3 \sum_i E B_{2i}^4 + 3 \sum_{i \neq j} E B_{2i}^2 B_{2j}^2 = E A_{11}^4.
\]

\[\Box\]
B Omitted Calculations in Section 4.1

\[ S_1(p, q) = 3 \sum_i \mathbb{E} B_{1i}^4 + 3 \sum_{i \neq j} \mathbb{E} B_{1i}^2 B_{1j}^2 = 3dT_1(p, d) + 3(d - 1)T_4(p, d) \]

\[ S_3(p, q) = \mathbb{E} A_{11}^2 A_{21}^2 = \mathbb{E} \left( \sum_i B_{1i} G_{i1} \right)^2 \left( \sum_k B_{2k} G_{k1} \right)^2 \]
\[ = \sum_{i,j,k,l} \mathbb{E} B_{1i} B_{1j} B_{2k} B_{2l} \mathbb{E} G_{i1} G_{j1} G_{k1} G_{l1} \]
\[ = 3 \sum_i \mathbb{E} B_{1i}^2 B_{2i}^2 + \sum_{i \neq j} \mathbb{E} B_{1i}^2 B_{2j}^2 + 2 \sum_{i \neq j} \mathbb{E} B_{1i} B_{1j} B_{2i} B_{2j} \]
\[ = 3dT_3(p, d) + d(d - 1)T_4(p, d) + 2d(d - 1)T_6(p, d) \]

\[ S_5(p, q) = \mathbb{E} A_{11}^2 A_{22}^2 = \mathbb{E} \left( \sum_i B_{1i} G_{i1} \right)^2 \left( \sum_k B_{1k} G_{k2} \right)^2 \]
\[ = \sum_{i,j,k,l} \mathbb{E} B_{1i} B_{1j} B_{1k} B_{1l} \mathbb{E} G_{i1} G_{j1} G_{k2} G_{l2} \]
\[ = \sum_i \mathbb{E} B_{1i}^4 + \sum_{i \neq j} \mathbb{E} B_{1i}^2 B_{1j}^2 = dT_1(p, d) + d(d - 1)T_4(p, d) \]

\[ S_6(p, q) = \mathbb{E} A_{11} A_{12} A_{21} A_{22} = \sum_{i,j,k,l} \mathbb{E} B_{1i} B_{1j} B_{2k} B_{2l} \mathbb{E} G_{i1} G_{j2} G_{k1} G_{l2} \]
\[ = \sum_i \mathbb{E} B_{1i}^2 B_{2i}^2 + \sum_{i \neq j} \mathbb{E} B_{1i} B_{1j} B_{2i} B_{2j} \]
\[ = dT_3(p, d) + d(d - 1)T_6(p, d) \]
C  Omitted Calculations in Section 4.2

In Step 1a.

\[ B^{(2)}_{r,s} = \sum_{l,l'} \sum_{u,v,v'} M_{uv} M_{uv'} M_{rl} M_{rl'} \mathbb{E} X_{u,v}^2 X_{v,j} X_{v',j} X_{l,j} \]

\[ = \sum_{l,l'} \sum_{u,v} M_{ul} M_{ul'} M_{rl} M_{rl'} + \sum_{l} \sum_{u,v} M_{uv}^2 M_{rl}^2 + \sum_{l,l'} \sum_{u} M_{ul} M_{ul'} M_{rl} M_{rl'} \]

\[ + 3 \sum_{l,u} M_{ul}^2 M_{rl}^2 \]

\[ = \left( \sum_{u,v} M_{uv}^2 \right) \left( \sum_{l} M_{rl}^2 \right) + 2 \sum_{l,l',u} M_{ul'} M_{ul} M_{rl} M_{rl'} \]

\[ = \| M \|^2 \| M_{rl} \|^2 + 2 \sum_{u} \langle M_{ul}, M_{rl} \rangle^2. \]

\[ B^{(3)}_{r,s} = \sum_{j \neq s} \left[ \sum_{l,l'} \sum_{u,v} M_{uv} M_{uv'} M_{rl} M_{rl'} \mathbb{E} X_{u,v} X_{u,v'} X_{v,j} X_{v',j} X_{l,j}^2 \right] \]

\[ = \sum_{l,l'} \sum_{u,v} M_{ul} M_{ul'} M_{rl} M_{rl'} + \sum_{l,l'} \sum_{u,v} M_{uv} M_{ul} M_{rl} M_{rl'} + \sum_{l,l'} \sum_{u,v} M_{ul} M_{ul'} M_{rl} M_{rl'} \]

\[ + 3 \sum_{l,l'} M_{ul}^2 M_{rl}^2 \]

\[ = \sum_{l,l'} \sum_{u} \left( 2 M_{ul} M_{ul'} + M_{uu} M_{lt} M_{lt} \right) M_{rl} M_{rl'} \]

\[ = \sum_{l,l'} \left( 2 \langle M_{ul}, M_{lt} \rangle + \text{tr}(M_{lt}) \right) M_{rl} M_{rl'}. \]

\[ \sum_{r,s} B^{(3)}_{r,s} = \sum_{r,s} \sum_{l,l'} \left( 2 \langle M_{l}, M_{l'} \rangle + \text{tr}(M_{l'}) \right) M_{rl} M_{rl'} \]

\[ = q \sum_{l,l'} \left( 2 \langle M_{l}, M_{l'} \rangle + \text{tr}(M_{l'}) \right) M_{rl} M_{rl'} \]

\[ = q \sum_{l,l'} \left( 2 \langle M_{l}, M_{l'} \rangle + \text{tr}(M_{l'}) \right) \langle M_{l}, M_{l'} \rangle \]

\[ = q \sum_{l,l'} \left( 2 \langle M_{l}, M_{l'} \rangle \right)^2 + q \text{tr}(M) \sum_{l,l'} M_{lt} \langle M_{l}, M_{l'} \rangle \]

\[ \leq 2q \text{tr}(M^4) + q \text{tr}(M) \left( \sum_{l,l'} M_{lt}^2 \right)^{\frac{1}{2}} \left( \sum_{l,l'} \langle M_{l}, M_{l'} \rangle^2 \right)^{\frac{1}{2}} \]

\[ \leq 2q \text{tr}(M^4) + q \text{tr}(M) \| M \|_F \sqrt{\text{tr}(M^4)} \]
The Product of Gaussian Matrices Is Close to Gaussian

In Step 1b.

\[
\sum_i \sum_{k,l,k',l'} M_{kl} M_{k'l'} \mathbb{E} G_k G_l G_{k'} G_{l'}
\]

\[
= \sum_i \left( \sum_{k,l} M_{kl}^2 + \sum_{l' \neq l} M_{l'l'}^2 + \sum_{k' \neq k} M_{k'k} M_{k'k'} + 3 \sum_{k = k' = l = l'} M_{kk}^2 \right)
\]

\[
= \sum_i \left( \sum_{k,l} M_{kl}^2 + \sum_{l' \neq l} M_{l'l'}^2 + \sum_{k' \neq k} M_{kk} M_{k'k'} \right)
\]

\[
= \sum_i \left(2 \|M\|_F^2 + q \text{tr}^2(M)\right)
\]

= 2q \|M\|_F^2 + q \text{tr}^2(M).

In Step 2a.

\[
B_{r,s}^{(2)} = \sum_{L,u,u',v} M_{uu'} M_{uu''} M_{rL} M_{rL'} \mathbb{E} X_{lu} X_{lu'} X_{uv} X_{uv'}^2
\]

\[
= \sum_{L,u,u',v} M_{uu'} M_{uu''} M_{L}^2 + \sum_{L' \neq L} M_{L'} M_{uu'} M_{rL} M_{rL'}
+ \sum_{L' \neq L} M_{L'} M_{uu''} M_{rL} M_{rL'}
+ 3 \sum_{L,u,u'} M_{L} M_{uu'} M_{rL}
\]

\[
= \text{tr}(M) \left( \sum_{L,u} M_{uu} M_{L}^2 + 2 \sum_{L' \neq L} M_{L'} M_{rL} M_{rL'} \right)
\]

\[
= \text{tr}(M) \left( \text{tr}(M) \|M_r\|_2^2 + 2 \sum_{L' \neq L} M_{L'} M_{rL} M_{rL'} \right)
\]

\[
B_{r,s}^{(4)} = \sum_{L,u,u',u'',v} M_{uu'} M_{uu''} M_{rL}^2 \mathbb{E} X_{uv} X_{uv'} X_{uv'} X_{v'j}
\]

\[
= \left( \sum_{L} M_{rL}^2 \right) \left( \sum_{u,v} M_{uu}^2 + \sum_{u',v} M_{uu'}^2 + \sum_{u,v} M_{uv}^2 + 3 \sum_{u} M_{uu}^2 \right)
\]

\[
= 3 \left( \sum_{L} M_{rL}^2 \right) \sum_{u,v} M_{uu}^2
\]

\[
= 3 \|M_r\|_2^2 \|M\|_F^2
\]

D  Exact Variance when r = 2

Suppose that A is rotationally invariant under both left- and right-multiplication of an orthogonal matrix. Define
Let us calculate $Y$. Li and D.P. Woodruff

It is clear that they are well-defined.

$$U_i(p, q) = \text{Var}((A^T A)^2_i)$$

$$U_2(p, q) = \text{Var}((A^T A)^2)_{i \neq j}$$

$$U_3(p, q) = \text{cov}((A^T A)^2_i, (A^T A)^2)_{i \neq k} \quad \text{(same row, one entry on diagonal)}$$

$$U_4(p, q) = \text{cov}((A^T A)^2_i, (A^T A)^2)_{j \neq k} \quad \text{(same row, both entries off-diagonal)}$$

$$U_5(p, q) = \text{cov}((A^T A)^2_i, (A^T A)^2)_{i \neq j} \quad \text{(diff. rows and cols, both entries on diagonal)}$$

$$U_6(p, q) = \text{cov}((A^T A)^2_i, (A^T A)^2)_{i \neq j \neq k} \quad \text{(diff. rows and cols, one entry on diagonal)}$$

$$U_7(p, q) = \text{cov}((A^T A)^2_i, (A^T A)^2)_{i \neq j \neq k \neq l} \quad \text{(diff. rows and cols, nonsymmetric around diag.)}$$

Let us calculate $U_1, U_7$ for a $p \times q$ Gaussian random matrix $G$.

$$U_1(p, q) = \mathbb{E}(G^T G)_{11} - (\mathbb{E}(G^T G)_{11}^2)^2 = \mathbb{E} \|G_1\|_2^8 - (\mathbb{E} \|G_1\|_2^2)^2$$

$$= p(p + 2)(p + 4)(p + 6) - (p(p + 2))^2$$

$$= 8p(p + 2)(p + 3)$$

$$U_2(p, q) = \mathbb{E}(G^T G)_{12} - (\mathbb{E}(G^T G)_{12}^2)^2 = \mathbb{E} \left( \sum_r G_{r1} G_{r2} \right)^4 - (\mathbb{E}(G_1, G_2)^2)^2$$

$$= \sum_{r, s, t, u} \mathbb{E} G_{r1} G_{s1} G_{u1} G_{t1} G_{r2} G_{s2} G_{t2} G_{u2} - p^2$$

$$= 3 \sum_{r \neq t} \mathbb{E} G_{r1}^2 G_{t1}^2 G_{r2}^2 G_{t2}^2 + \sum_r G_{r1}^4 G_{r2}^4 - p^2$$

$$= 3p(p - 1) + 9p - p^2 = 2p(p + 3).$$
$U_3(p, q) = \mathbb{E}(G^T G)_{11}^2 (G^T G)_{12}^2 - \mathbb{E}(G^T G)_{11} \mathbb{E}(G^T G)_{12}^2$

$= \mathbb{E}(G_1^2) G_1^2 G_2 G_2^2 G_1 - \mathbb{E} \|G_1\|_2^4 \mathbb{E}(G_1, G_2)^2$

$= \mathbb{E}(G_1^2) G_1^2 (G_2 G_2^2) G_1 - p(p + 2) \cdot p$

$= \mathbb{E}(G_1^2) G_1^3 - p^2(p + 2)$

$= \mathbb{E} \|G_1\|_2^6 - p^2(p + 2) = p(p + 2)(p + 4) - p^2(p + 2) = 4p(p + 2)$

$U_4(p, q) = \mathbb{E}(G^T G)_{12}^2 (G^T G)_{13}^2 - \mathbb{E}(G^T G)_{12}^2 \mathbb{E}(G^T G)_{13}^2$

$= \mathbb{E}(G_1^2) G_2 G_2^2 G_1 G_1^2 G_2 G_2^3 G_1 - p^2$

$= \mathbb{E} \|G_1\|_2^4 \mathbb{E}(G_2 G_2^2) G_1 G_1^2 \mathbb{E}(G_3 G_3^3) G_1 - p^2$

$= \mathbb{E}(G_1^2) G_1^2 - p^2 = \mathbb{E} \|G_1\|_2^4 - p^2 = p(p + 2) - p^2 = 2p$

$U_5(p, q) = \mathbb{E}(G^T G)_{11}^2 (G^T G)_{22}^2 - \mathbb{E}(G^T G)_{11}^2 \mathbb{E}(G^T G)_{22}^2$

$= \mathbb{E} \|G_1\|_2^4 \mathbb{E}(G_2) - \mathbb{E} \|G_1\|_2^4 \mathbb{E}(G_2) = 0$

$U_6(p, q) = \mathbb{E}(G^T G)_{11}^2 (G^T G)_{23}^2 - \mathbb{E}(G^T G)_{11}^2 \mathbb{E}(G^T G)_{23}^2$

$= \mathbb{E} \|G_1\|_2^4 \mathbb{E}(G_2, G_3) - \mathbb{E} \|G_1\|_2^4 \mathbb{E}(G_2, G_3) = 0$

$U_7(p, q) = \mathbb{E}(G^T G)_{12}^2 (G^T G)_{34}^2 - \mathbb{E}(G^T G)_{12}^2 \mathbb{E}(G^T G)_{34}^2$

$= \mathbb{E}(G_1, G_2)^2 \mathbb{E}(G_3, G_4)^2 - \mathbb{E}(G_1, G_2)^2 \mathbb{E}(G_3, G_4)^2 = 0$

Therefore

$\text{Var}(\text{tr}((G^T G)^2)) = q U_1 + q(q - 1)(2U_2 + 4U_3 + U_5) + 2q(q - 1)(q - 2)(2U_4 + U_6)$

$+ q(q - 1)(q - 2)(q - 3)U_7$

$= q U_1 + q(q - 1)(2U_2 + 4U_3) + 4q(q - 1)(q - 2)U_4$

$= 4pq(5 + 5p + 5q + 2p^2 + 5pq + 2q^2)$.

When $r = 2$, recalling that $\mathbb{E}(A_2 - A_1) = (1 + o(1))p^2q^2/d^3$ (see (4)), we have that

$$\frac{\sqrt{\text{Var}(\text{tr}((\frac{1}{\sqrt{d}}G^T \cdot \frac{1}{\sqrt{d}}G)^2)))}}{p^2q^2/d^3} \leq \frac{6d}{\max\{p,q\}^{\frac{1}{2}} \min\{p,q\}^{\frac{1}{2}}}.$$ 

If the right-hand side above is at most a small constant $c$, we can distinguish $A_2$ from $A_1$ with probability at least a constant.
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Abstract
The polymer model framework is a classical tool from statistical mechanics that has recently been used to obtain approximation algorithms for spin systems on classes of bounded-degree graphs; examples include the ferromagnetic Potts model on expanders and on the grid. One of the key ingredients in the analysis of polymer models is controlling the growth rate of the number of polymers, which has been typically achieved so far by invoking the bounded-degree assumption. Nevertheless, this assumption is often restrictive and obstructs the applicability of the method to more general graphs. For example, sparse random graphs typically have bounded average degree and good expansion properties, but they include vertices with unbounded degree, and therefore are excluded from the current polymer-model framework.

We develop a less restrictive framework for polymer models that relaxes the standard bounded-degree assumption, by reworking the relevant polymer models from the edge perspective. The edge perspective allows us to bound the growth rate of the number of polymers in terms of the total degree of polymers, which in turn can be related more easily to the expansion properties of the underlying graph. To apply our methods, we consider random graphs with unbounded degrees from a fixed degree sequence (with minimum degree at least 3) and obtain approximation algorithms for the ferromagnetic Potts model, which is a standard benchmark for polymer models. Our techniques also extend to more general spin systems.

1 Introduction
The polymer model framework [21, 14] is a classical tool from statistical mechanics which has recently been used to obtain efficient approximation algorithms for analysing spin systems (such as the Potts model) in parameter regimes where standard algorithmic approaches are provably inefficient/inaccurate on general graphs. These algorithms apply to certain classes of graphs that typically have sufficiently strong expansion properties relative to their local growth rates. Typically, the local growth rate is restricted by a bounded-degree assumption. Examples of such classes include bounded-degree expanders [20, 22, 7, 5, 6, 2, 10, 15] and the $d$-dimensional grid [16, 4, 20, 17]. The purpose of this work is to expand the current framework for applying polymer models by relaxing the bounded-degree assumption and using alternative methods to capture the growth of the graph.
To briefly review the current framework, we use as a running example the \( q \)-state ferromagnetic Potts model with parameter \( \beta > 0 \). For a graph \( G = (V_G, E_G) \), the set \( \Omega_{G,q} \) of configurations of the model is the set of all (not necessarily proper) \( q \)-colourings \( \sigma \) of \( V_G \) using the set of colours \( \{q\} = \{1, \ldots, q\} \) where \( q \geq 3 \). The weight of a colouring \( \sigma \) is \( w(\sigma) = e^{\beta m_G(\sigma)} \) where \( m_G(\sigma) \) is the number of monochromatic edges under \( \sigma \). The so-called partition function \( Z = Z_{G,q,\beta} \) is the aggregate weight of all \( \sigma \) and the Gibbs distribution \( \mu = \mu_{G,q,\beta} \) is the probability distribution on the set of all \( \sigma \), in which each \( \sigma \) has mass proportional to its weight, i.e., \( \mu(\sigma) = w(\sigma)/Z \). We will study the computational problems of approximating the partition function and approximately sampling from the Gibbs distribution. In general, these problems are computationally hard (\#BIS-hard) when the parameter \( \beta \) is sufficiently large [13, 12].

The recent works [16, 20] introduced a framework based on polymer models that bypasses the worst-case hardness, on classes of bounded-degree graphs with expansion properties. The rough intuition for the Potts model is that, for large \( \beta \), due to the expansion properties, the colourings with non-negligible weight are close to the so-called ground-states of the model, i.e., the \( q \) configurations in which all vertices get the same colour. Polymer models capture the deviation of configurations from these ground states. Given a ground state with colour \( r \), a polymer is a connected set of vertices, none of which is coloured with \( r \), and a polymer configuration (with respect to the ground state \( r \)) corresponds to the set of all polymers (see Example 4 for more details). The Potts model can then be decomposed into \( q \) polymer models, each of which can be studied using relatively streamlined algorithmic methods (based on interpolation [1] and Markov chains). This framework has already found multiple algorithmic applications in far more general settings [16, 4, 17, 20, 19, 22, 7, 9, 5, 6, 10, 15].

Despite these advances, the current applications of polymer models rely crucially on the fact that the maximum degree of the underlying graph is bounded. This fact is used to control the number of polymers of a given size (which is crucially needed for the algorithmic analysis). As a result of this limitation, applications to several other interesting classes of graphs are ruled out, excluding for example sparse random graphs, which have bounded average degree and good expansion properties, but include vertices with unbounded degree.

1.1 Main Results

In this paper, we propose a framework for polymer models that overcomes the bounded-degree limitations of previous algorithms, by revisiting the Markov chain approach of [7]. We introduce a new condition which requires that the weight of each polymer decays exponentially in its total degree (the sum of the degrees of the vertices in the polymer) instead of decaying exponentially in the polymer’s size. This new condition allows us to prove rapid mixing for a Markov chain which is an adapted edge-version of the so-called polymer dynamics of [7]. Crucially, the fact that the new condition is formulated in terms of the total degree of a polymer allows us to relax the assumption that the instance has bounded degree.

As an application of our method, we consider the \( q \)-state ferromagnetic Potts model on sparse random graphs of unbounded degree with a given degree sequence, as detailed below.

\[ \text{Definition 1. Let } d \text{ be a positive real number and } n \text{ be a positive integer. We define } D_{n,d} \text{ to be the set of all degree sequences } \{x_1, x_2, \ldots, x_n\} \text{ that satisfy} \]

1. For all \( i \in [n] \), \( 3 \leq x_i \leq n^{\rho} \) where \( \rho = \frac{1}{50} \), and
2. \( \sum_{i\in[n]} x_i^2 \leq dn \).

We write \( G \sim G(n, \bar{x}) \) to indicate that \( G \) is a graph chosen uniformly at random from the set of all simple \( n \)-vertex graphs with degree sequence \( \bar{x} \). \( G \) satisfies a property with high probability (whp) if the probability that \( G \) satisfies the property is \( 1 - o(1) \), as a function of \( n \) (uniformly over \( \bar{x} \)).
Note that $D_{n,d}$ is empty unless $d \geq 9$. The assumption that all degrees are greater than or equal to 3 (rather than 2) guarantees that the random graph $G$ is connected and has good expansion properties. The degree lower bound also means that our results do not apply to Erdős-Rényi random graphs. The upper bound on the degrees is mild and can in fact be relaxed somewhat further (but in general cannot be made to be linear in $n$ due to the sparsity assumption in Item 2).

We give an efficient algorithm for approximately sampling$^1$ from and approximating the partition function$^2$ of the ferromagnetic Potts model on random graphs with a given degree sequence for all sufficiently large $\beta$.

$\blacktriangleright$ **Theorem 2.** Let $d$ be a real number and $q \geq 3$ be an integer. For the ferromagnetic Potts model, there is $\beta_0$ such that for all $\beta \geq \beta_0$ there is a poly-time approximate sampling algorithm for $\mu_{G,q,\beta}$ and an FPRAS for $\mathcal{Z}_{G,q,\beta}$ that work with high probability on random graphs $G \sim G(n, \tilde{x})$ for any degree sequence $\tilde{x} \in D_{n,d}$.

$\blacktriangleright$ **Remark 3.** Note that $\beta_0$ depends on $d$ and $q$, and our arguments later (see Remark 17) show that $\beta_0 = Cd \log d \log q$ for some $C > 0$ (independent of $d$ or $q$). If the desired accuracy $\varepsilon$ is at least $e^{-n}$ then the running time of the sampling algorithm is $O(n \log \frac{d}{2} \log \frac{1}{\varepsilon})$ and the running time of the FPRAS is $O(n^2(\log \frac{d}{2})^3)$.

We further remark that the bounded-degree assumption has also been relaxed in [17] for the ferromagnetic Potts model on lattice graphs; the approach therein however is tailored to a certain flow representation of the Potts model, which is used as a basis for the corresponding polymer models and therefore does not extend to general spin systems. Our approach applies to general polymer models as detailed in the next section and our focus on the ferromagnetic Potts model on lattice graphs; the approach therein however is tailored to a certain flow representation of the Potts model, which is used as a basis for the corresponding polymer models and therefore does not extend to general spin systems. Our approach applies to general polymer models as detailed in the next section and our focus on the ferromagnetic Potts model is mainly to illustrate the method without further technical overhead; the approach for example can be adapted to general spin systems on bipartite random graphs with a given degree sequence (analogously to [10]).

## 2 Polymers

The main technique that we use to prove Theorem 2 is to refine the polymer framework by introducing a new polymer sampling condition which requires that the weight of each polymer decays exponentially in its total degree. In order to state the new condition we first give some relevant definitions.

Let $G = (V_G, E_G)$ be a graph – we refer to $G$ as the “host graph” of the polymer model. Let $[q] = \{1, \ldots, q\}$ be a set of spins and $g = \{g_v\}_{v \in V_G}$ specify a set of ground-state spins for the vertices, i.e., $g_v \subseteq [q]$ for each $v \in V_G$. A polymer is a pair $\gamma = (V_\gamma, \sigma_\gamma)$ consisting of a connected set of vertices $V_\gamma$ and an assignment $\sigma_\gamma: V_\gamma \rightarrow [q]$ such that $\sigma_\gamma(v) \in [q]\backslash g_v$. Let $\mathcal{P}_G$ be the set of all polymers. A polymer model for the host graph $G$ is specified by a subset of allowed polymers $\mathcal{C}_G \subseteq \mathcal{P}_G$, and a weight function $w_G: \mathcal{C}_G \rightarrow \mathbb{R}_{\geq 0}$. For polymers $\gamma, \gamma' \in \mathcal{P}_G$, we write $\gamma \sim \gamma'$ to denote that $\gamma, \gamma'$ are compatible, i.e., that

---

$^1$ A polynomial-time approximate sampling algorithm for $\mu_{G,q,\beta}$ is an algorithm that, given an accuracy parameter $\varepsilon > 0$ and a graph $G = (V_G, E_G)$ as input, outputs a sample from a probability distribution that is within total variation distance $\varepsilon$ of $\mu_{G,q,\beta}$, in time $\text{poly}(|V_G|, 1/\varepsilon)$.

$^2$ Given an accuracy parameter $\varepsilon > 0$, we say that $\tilde{Z}$ is an $\varepsilon$-approximation to the quantity $Z$ if $e^{-\varepsilon}Z \leq \tilde{Z} \leq e^{\varepsilon}Z$. A fully polynomial randomised approximation scheme (FPRAS) for $\mathcal{Z}_{G,q,\beta}$ is a randomised algorithm that, given an accuracy parameter $\varepsilon > 0$ and a graph $G = (V_G, E_G)$ as input, outputs a random variable that is an $\varepsilon$-approximation to $\mathcal{Z}_{G,q,\beta}$ with probability at least $3/4$, in time $\text{poly}(|V_G|, 1/\varepsilon)$. 

---
for every $u \in \gamma$ and $u' \in \gamma$ the graph distance in $G$ between $u$ and $u'$ is at least 2. We define $\Omega_G = \{ \Gamma \subseteq C_G \mid \forall \gamma, \gamma' \in \Gamma, \gamma \sim \gamma' \}$ to be the set of all sets of mutually compatible polymers of $C_G$; elements of $\Omega_G$ are called polymer configurations. We define the partition function as $Z_G = \sum_{\Gamma \in \Omega_G} \prod_{v \in \Gamma} w_G(\gamma)$, and the Gibbs distribution on $\Gamma \in \Omega_G$ as $\mu_G(\Gamma) = \prod_{\gamma \in \Gamma} w_G(\gamma)/Z_G$. We use $(C_G, w_G)$ to denote the polymer model.

Example 4 (The polymer model $(C^s_{G,q}, w_{G,\beta})$, [20]). Consider the $q$-state ferromagnetic Potts model with parameter $\beta$, and let $r \in [q]$ be a colour. Let $G$ be a graph and set $g_r = \{r\}$ for every $v \in V_G$. The weight of a polymer $\gamma = (V_\gamma, \sigma_\gamma)$ is defined as $w_{G,\beta}(\gamma) = e^{-\beta B_\gamma}$, where $B_\gamma$ denotes the number of edges from $V_\gamma$ to $V_G \setminus V_\gamma$ plus the number of edges of $G$ with both endpoints in $V_\gamma$, that are bichromatic under $\sigma_\gamma$. Let $\mathcal{P}_{G,q}$ denote the set of all polymers and the set of allowed polymers $\mathcal{C}_{G,q}$ to be the set of polymers $\gamma \in \mathcal{P}_{G,q}$ such that $|V_\gamma| < |V_G|/2$. Note that a polymer configuration $\Gamma$ consisting of the polymers $\gamma_1, \ldots, \gamma_k$ corresponds to a colouring $\sigma$, where a vertex $v$ takes the colour $\sigma_{\gamma_i}(v)$ if $v \in V_{\gamma_i}$ for some $i \in [k]$, and the colour $r$ otherwise; moreover, $e^{\beta \Delta}|E_G| \prod_{i \in [k]} w_G(\gamma_i) = w_G(\sigma)$.

Polymer models have been used to approximate the partition function of spin systems on bounded-degree host graphs. There are several existing algorithmic frameworks which can be used to sample from these resulting polymer models. One such deterministic algorithm uses the polynomial interpolation method of Barvinok [1] combined with the cluster expansion to approximate the partition function of the polymer model (see [16] for more details). Typical running times for these deterministic algorithms are of the form $n^{O(\log(\Delta))}$, where $\Delta$ is the maximum degree of the host graph, though for polymer models these have been improved to give a running time of $n^{1+o_1(1)}$, see [20]. Another approach, described in Section 4 of the full version [11], uses a Markov chain called the polymer dynamics to sample from $\mu_G$ (see also [7] for more details). The running times of algorithms obtained using the Markov chain approach are usually faster and of the form $O(n \log n)$. Both of these approaches work for roughly the same range of parameters, and the essential condition required is that the weight of each polymer decays exponentially in the number of vertices it contains. To obtain our results, we give a simple generic way to modify this condition, as detailed below.

For a vertex $v \in V_G$ we write $\text{deg}_G(v)$ to denote the degree of $v$ in $G$, and for a vertex subset $S \subseteq V_G$ we write $\text{deg}_G(S)$ to denote $\sum_{v \in S} \text{deg}_G(v)$.

Definition 5. Let $q \geq 2$ be an integer, $\mathcal{G}$ be a class of graphs, and $\mathcal{F}_G = \{(C_G, w_G) \mid G \in \mathcal{G}\}$ be a family of $q$-spin polymer models. We say that $\mathcal{F}_G$ satisfies the polymer sampling condition with constant $\tau \geq 3 \log(8e^3(q - 1))$ if $w_G(\gamma) \leq e^{-\tau \deg_G(V_\gamma)}$ for all $G \in \mathcal{G}$ and all $\gamma \in C_G$.

Using Definition 5, we will show (Lemma 8, below) that if a “computationally feasible” family of polymer models on a class of graphs $\mathcal{G}$ satisfies this new condition, then there is an efficient algorithm which, given a graph $G \in \mathcal{G}$, approximately samples from the Gibbs distribution of the polymer model corresponding to $G$.

The new polymer sampling condition in Definition 5 is analogous to the original one in [7] except that the original condition requires the weight of a polymer to decay exponentially in its size, and in particular that the constant $\tau$ is sufficiently big relative to the maximum degree of $G$. The new condition relaxes this, allowing us to choose the constant $\tau$ in Definition 5 so that it does not depend on the maximum degree of the host graph, which is how we overcome the limitations of previous work. Technically, the improvement comes from the fact that previous work relies on bounding the number of connected vertex subsets of a given size.

3 Unless we specify otherwise, the base of all logarithms in this paper is assumed to be $e$. 
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(with bounds that depend on the maximum degree of the graph), but here we are able to instead rely on the following lemma which bounds the number of connected vertex subsets with a given total degree and this enables us to avoid restricting the maximum degree of the graph. The new condition, which replaces the notion of “size” with total degree, fits well with the original abstract polymer model framework of [21], where the notion of the “size” of a polymer is an abstract function.

Lemma 6. Let $G = (V_G, E_G)$ be a graph, $v \in V_G$, and $\ell \geq 1$ be an integer. The number of connected vertex subsets $S \subseteq V_G$ such that $v \in S$ and $\deg_G(S) = \ell$ is at most $(2e)^{2\ell-1}$.

In addition to the bound on the number of connected vertex subsets in Lemma 6, we will use the fact that these connected vertex subsets can be enumerated in time exponential in the total degree $\ell$ (see Lemma 21 of the full version). Although the bound in Lemma 6 is exponential in $\ell$, this will be mitigated by the fact that the new polymer sampling condition ensures that the weight of each polymer is exponentially small in its total degree. The new polymer sampling condition therefore allows us to prove that the following condition holds – this condition is analogous to the polymer mixing condition of [7], except that we consider edges instead of vertices. For a polymer $\gamma \in \mathcal{P}_G$, let $E_\gamma$ denote the set of edges of $G$ with at least one endpoint in $V_\gamma$.

Definition 7. Let $q \geq 2$ be an integer, $\mathcal{G}$ be a class of graphs, and $\mathcal{F}_G = \{(C_G, w_G) \mid G \in \mathcal{G}\}$ be a family of $q$-spin polymer models. We say that $\mathcal{F}_G$ satisfies the polymer mixing condition with constant $\theta \in (0, 1)$ if $\sum_{\gamma' \sim \gamma} |E_{\gamma'}| \cdot w_G(\gamma') \leq \theta |E_{\gamma}|$ for all $G \in \mathcal{G}$ and all $\gamma \in C_G$.

In contrast to the conditions in [7], the two new conditions consider edges since we modify the polymer dynamics algorithm to sample edges instead of vertices. Subject to these new conditions, the techniques of [7] can be adapted to show that the modified polymer dynamics mixes rapidly, therefore giving the efficient algorithm for sampling from the Gibbs distribution of a polymer model. We give the details of the modified dynamics in Section 4 of the full version [11].

Finally, in order to use the modified polymer dynamics as an efficient algorithm for computing an approximate sample from $\mu_G$, we will need a mild computational condition for polymers. More precisely, we say that a family of polymer models $\{(C_G, w_G) \mid G \in \mathcal{G}\}$ is computationally feasible if for all $G \in \mathcal{G}$ and all $\gamma \in \mathcal{P}_G$, it is possible to decide whether $\gamma \in C_G$ and to compute $w_G(\gamma)$, if it is, in $O(e^{\deg_G(V_\gamma)})$ time. Computational feasibility serves exactly the same purpose as it did in Definition 3 of [7], which requires that the same operations are able to be carried out in time depending on $|V_\gamma|$ (instead of $\deg_G(V_\gamma)$ that we use here).

In Section 4 of the full version [11], we prove the following lemma which gives an efficient algorithm for sampling from the Gibbs distribution of a polymer model and for approximating its partition function. In order to prove the lemma, we extend the polymer dynamics algorithm of [7] to the unbounded degree setting. The proof of the lemma uses the fact (see Lemma 18 of the full version) that the polymer sampling condition implies the polymer mixing condition.

---

4 Given an accuracy parameter $\varepsilon > 0$, we say that a random variable $X$ is an $\varepsilon$-sample from the probability distribution $\mu$ if the total variation distance between the distribution of $X$ and $\mu$ is at most $\varepsilon$. 
Lemma 8. Let \( q \geq 2 \) be an integer, \( \mathcal{G} \) be a class of graphs, and \( \mathcal{F}_G \) be a family of computationally feasible \( q \)-spin polymer models satisfying the polymer sampling condition.

There are randomised algorithms which, given as input a graph \( G \in \mathcal{G} \) with \( m \) edges and an accuracy parameter \( \varepsilon > 0 \), output an \( \varepsilon \)-sample from \( \mu_G \) in \( O \left( m \log \frac{m}{\varepsilon} \log \frac{1}{\varepsilon} \right) \) time, and an \( \varepsilon \)-approximation to \( Z_G \), with probability at least \( 3/4 \), in \( O \left( m^2 \log \left( \frac{m}{\varepsilon} \right)^3 \right) \) time.

We next give the proof of Lemma 6 which is one of the key technical ingredients allowing us to relax the bounded-degree restriction and to remove the dependence of the constant \( \tau \) in Definition 5 on the maximum degree of the host graph, as noted earlier.

Proof of Lemma 6. Let \( N(G, v, \ell) \) be the set of subtrees \( T = (V_T, E_T) \) of \( G \) such that \( v \in V_T \), \( \deg_G(V_T) = \ell \). We will show that \( |N(G, v, \ell)| \leq (2e)^{2\ell-1} \), which gives us the desired result for the following reason. Let \( S \subseteq V_G \) be a connected vertex subset such that \( v \in S \) and \( \deg_G(S) = \ell \). Since \( S \) is connected, it has at least one spanning tree \( T = (V_T = S, E_T) \) such that \( v \in V_T \) and \( \deg_G(V_T) = \ell \). Since \( S \) is the unique connected vertex subset that \( T \) spans, this gives us an injective map from the set of all connected vertex subsets containing \( v \) with total degree \( \ell \), to \( N(G, v, \ell) \).

We now give an injective map from \( N(G, v, \ell) \) to \( T^* (2\ell, 3) \) – the set of subtrees of size \( 2\ell \) that contain the root, of the infinite rooted 3-regular tree. By a result of Bollobás [3, p. 129], we know that \( |T^* (2\ell, 3)| \) is at most \( (2e)^{2\ell-1} \). Let \( T = (V_T, E_T) \) be a subtree from \( N(G, v, \ell) \). We will map \( T \) to a rooted subtree \( T' = (V_{T'}, E_{T'}) \) from \( T^* (2\ell, 3) \). For each vertex of \( V_G \), fix an ordering of its neighbours. In the infinite rooted 3-regular tree, label the edges incident to the root with \( \{1, 2, 3\} \), and for each other vertex label the edges connecting it to its two children with \( \{1, 2\} \). As we construct \( T' \), we will label its edges so that it is clear which subtree from \( T^* (2\ell, 3) \) we are constructing, we will also label some of its vertices. We construct \( T' \) as follows (see Figure 1 for an example of the following construction).

1. Add the root to \( V_{T'} \) and label it \( v \).
2. While there is a labelled vertex of \( T' \) (call its label \( u \)) such that \( u \) has a child \( w \) in \( T \) but no vertex of \( T' \) is labelled \( w \), then we do the following. First, we create a path \( P \) of length \( \deg_G(u) \) where each edge is labelled 1. We then connect the vertex of \( T' \) labelled \( u \) to \( P \) via an edge labelled 1. Finally, for \( 1 \leq i \leq \deg_G(u) \), we connect a vertex labelled \( w \) to the \( i \)-th vertex of \( P \) via an edge labelled 2, if \( w \) is the \( i \)-th neighbour of \( u \) in \( G \) and \( w \) is a child of \( u \) in \( T \).

![Figure 1 Constructing T'](image)

(a) Neighbourhood of \( u \) in \( G \).  (b) Neighbourhood of \( u \) in \( T \).  (c) Neighbourhood of \( u \) in \( T' \).
Each $T \in N(G, v, \ell)$ maps to a different $T' \in T^*(2\ell, 3)$. When constructing $T'$, we used edge labels from $\{1, 2, 3\}$, therefore the maximum degree of $T'$ is 3. For each $v \in V_T$, we added at most $2 \deg_G(v)$ vertices to $T'$, therefore the size of $T'$ is at most $2 \deg_G(V_T) = 2\ell$.

3 Application to unbounded-degree graphs

Let $\alpha > 0$ be a real number. We say that a graph $G$ is an $\alpha$-total-degree expander if, for all connected vertex subsets $S \subseteq V_G$ with $|S| \leq |V_G|/2$, we have $e_G(S, S^c) \geq \alpha \deg_G(S)$, where $e_G(S, S^c)$ denotes the number of edges with one endpoint in $S$ and the other in $S^c := V_G \setminus S$. Let $\mathcal{G}_\alpha$ denote the set of all $\alpha$-total-degree expanders. Note, every connected $G \in \mathcal{G}_\alpha$ is also an $\alpha$-expander (i.e., $e_G(S, S^c) \geq \alpha |S|$).

When $\beta$ is sufficiently large, the polymer model from Example 4 satisfies the polymer sampling condition (Definition 5) with constant $\tau = \alpha\beta$. To see this, consider $\gamma \in \mathcal{C}_{G,q}$ and observe that since $B_\gamma \geq e_G(V_\gamma, V_\gamma^c)$ and $|V_\gamma| < |V_G|/2$, it follows that

$$w_{G,\beta}(\gamma) \leq \exp\{-\alpha\beta \deg_G(V_\gamma)\} = e^{-\tau \deg_G(V_\gamma)},$$

where $\tau \geq 3 \log(8\alpha^{3}(q - 1))$ if $\beta \geq \frac{3}{\alpha} \log(8\alpha^{3}(q - 1))$.

We may therefore apply Lemma 8 in order to efficiently sample from the ferromagnetic Potts model and to estimate $Z_G$ for $G \in \mathcal{G}_\alpha$, provided that $\beta$ is sufficiently large. The proof of the following theorem is in Section 5 of the full version [11].

\begin{theorem}
Let $\alpha > 0$ be a real number. Let $q \geq 3$ be an integer and $\beta \geq \frac{3}{\alpha} \log(8\alpha^{3}(q - 1))$ be a real. For the Potts model on $G \in \mathcal{G}_\alpha$, there is a poly-time approximate sampling algorithm for $\mu_{G,q,\beta}$ and an FPRAS for $Z_{G,q,\beta}$.

In fact, for $n = |V_G|$ and $m = |E_G|$, if the desired accuracy $\varepsilon$ satisfies $\varepsilon \geq e^{-n}$ then the running time of the sampler is $O(m \log \frac{m}{\varepsilon} \log \frac{1}{\varepsilon})$ and the running time of the FPRAS is $O(m^3(\log \frac{m}{\varepsilon})^3)$.
\end{theorem}

3.1 Expansion of random graphs with specified degree sequences

Let $d$ be a real number. In this section, we will show that a graph $G \sim \mathcal{G}(n, \bar{x})$ for a degree sequence $\bar{x} \in \mathcal{D}_{n,d}$ is whp an $\alpha$-total-degree-expander for some constant $\alpha > 0$, i.e., that $G \in \mathcal{G}_\alpha$.

To work with $G \sim \mathcal{G}(n, \bar{x})$, we consider the standard configuration model, where a random multigraph $H = (V_H, E_H)$ with the given degree sequence $\bar{x}$ is sampled by the following process. For each $i \in [n]$, we attach $x_i$ half-edges to the vertex $i$. We then sample a uniformly random perfect matching on the half-edges to give $E_H$. This uniformly random perfect matching can be sampled by performing the following until no half-edges remain: choose any remaining half-edge, choose another remaining half-edge uniformly at random, then pair these two half-edges and remove them from the set of remaining half-edges. We write $H \sim \mathcal{CM}(n, \bar{x})$. Note, for two vertices $i, j \in V_H$ such that $i \neq j$, the probability that a half edge attached to $i$ and a half edge attached to $j$ are paired is

$$p_{\{i,j\}} = \frac{x_i x_j}{2m - 1},$$

where $m = \frac{1}{2} \sum_{k=1}^{n} x_k,$

and similarly the probability that two half-edges of $i$ are connected is $p_{\{i,i\}} = \frac{x_i(x_i - 1)}{2m(2m - 1)}$.

We first prove results about $\mathcal{CM}(n, \bar{x})$, since asymptotic properties of $\mathcal{CM}(n, \bar{x})$ can easily be transferred back to $\mathcal{G}(n, \bar{x})$ using the following straightforward consequence of [18, Theorem 1.1]. A proof is included in the full version [11] for completeness.
Lemma 10. Let \(d\) be a positive real number. For every positive integer \(n\), let \(\mathcal{E}_n\) be a set of \(n\)-vertex multigraphs. If, for some \(\vec{x} \in \mathcal{D}_{n,d}\), \(G \sim \mathcal{G}(n, \vec{x})\) and \(H \sim \mathcal{CM}(n, \vec{x})\) then the following is true. If \(H \in \mathcal{E}_n\) with high probability, then \(G \in \mathcal{E}_n\) with high probability.

For a (multi)graph \(H = (V_H, E_H)\) we define the tree-excess to be \(t_H = |E_H| - (|V_H| - 1)\); that is, the number of edges more than a tree that \(H\) has. First, we show that multigraphs drawn from the configuration model have locally bounded tree excess.

Lemma 11. Let \(d\) be a positive real number. The following is true with high probability when \(H = (V_H, E_H)\) is drawn from \(\mathcal{CM}(n, \vec{x})\) uniformly over all degree sequences \(\vec{x} \in \mathcal{D}_{n,d}\). For all connected vertex sets \(S \subseteq V_H\) with \(|S| \leq (\log n)^2\) and \(\deg_H(S) \geq 36\), we have that \(t_H|S| \leq \frac{1}{6} \deg_H(S)\).

Proof. For positive integers \(k\) and \(\ell\), and a non-negative integer \(t\), let the random variable \(X_{k,\ell,t}\) denote the number of connected vertex subsets \(S \subseteq V_H\) such that \(|S| = k\), \(\deg_H(S) = \ell\), and \(t_H|S| = t\). To prove the lemma, we will show that \(\sum_{k \leq \lfloor (\log n)^2 \rfloor} \sum_{\ell \geq 36} \sum_{t \geq \ell/6 + 1} X_{k,\ell,t} = 0\).

In fact, we can further restrict the range of summation. From the lower bound in Item 1 of Definition 1, we have that \(x_i \geq 3\) for all \(i\), and therefore \(\ell \geq 3k\). Item 2 shows that \(\sum_i x_i \leq dn\), and therefore \(\ell \leq dn\) and \(t \leq \ell/2 \leq dn/2\). So, consider any integer \(\ell\) in the range \(36 \leq \ell \leq dn\), any integer \(k\) in the range \(1 \leq k \leq \min\{\lfloor (\log n)^2 \rfloor, \ell/3\}\), and any integer \(t > \ell/6\). There are at most \((\ell/3)!\) vertex subsets \(S \subseteq V_H\) with \(|S| = k\) and \(\deg_G(S) = \ell\). Let \(j = k - 1 + t\) be the number of edges with both endpoints \(S\). If \(j\) edges are present in \(H\) then the tree-excess is equal to \(\ell - j\). Using the upper bound on the degrees from Item 1 of Definition 1, the probability that \(j\) edges are present is at most

\[
\frac{n^{2\rho}}{2^{m-1}2^{m-3}\cdots 2m-2j+1} \leq \left(\frac{n^{2\rho}}{2m-2j}\right)^j \leq \left(\frac{n^{2\rho}}{n}\right)^j,
\]

where the final inequality follows from the fact that \(k \leq (\log n)^2\) and therefore that \(2m-2j \geq \deg_G(S^c) \geq 3|S^c| = 3(n-k) \geq n\). We also have that

\[
\frac{\ell}{2j} \leq \frac{(2j)!}{2^j} \leq \frac{(2j)!}{(\ell-2j)!} \leq \frac{(2j)!}{j!} \leq \left(\frac{e^2}{t}\right)^j.
\]

Putting everything together, it follows that

\[
\mathbb{E}[X_{k,\ell,t}] \leq \frac{n}{k} \left(\frac{e^2}{t}\right)^{k-1+t} \left(\frac{n^{2\rho}}{n}\right)^{k-1+t} < \left(\frac{e^2}{t}\right)^{k-1+t} \frac{n^{2\rho(k-1+t)}}{n^{t-1}}.
\]

Furthermore, since \(t > \ell/6\), \(k < 2t\), and (by the upper bound in Item 1 of Definition 1) \(\ell \leq kn^\rho \leq n^{2\rho}\), we have that

\[
\mathbb{E}[X_{k,\ell,t}] < \frac{(6e^2n^{4\rho})^{3t-1}}{n^{t-1}}.
\]

Let

\[
X = \sum_{\ell=36}^{dn} \sum_{k=1}^{\lfloor (\log n)^2 / \ell / 3 \rfloor - 1} \sum_{t=\ell/6 + 1}^{dn/2} X_{k,\ell,t}.
\]
Since \( t > \ell/6 \geq 6 \), it follows that \( t \geq 7 \). For big enough \( n \), (3) shows that \( \mathbb{E}[X_{k,\ell,t}] \leq n^{13\rho t}/n^{t-1} \). Since \( \rho \leq 2/91 \) and \( t \geq 7 \), \( 1 - 13\rho \geq 5/7 \geq 5/t \) so \( 13\rho t \leq t - 5 \) and \( \mathbb{E}[X_{k,\ell,t}] \) is at most \( n^{-4} \). Taking a union bound over all permissible values for \( \ell \), \( k \), and \( t \), we find that \( \mathbb{E}[X] = o(1) \). Applying Markov’s inequality, we have that \( \Pr(X > 0) = \Pr(X \geq 1) \leq \mathbb{E}[X] = o(1) \), and the result follows.

To obtain the expansion bounds in Lemmas 13 and 14, we require the following result from [8, Proposition 4.5]. Although this result is stated in [8] in terms of the random graph model, it is first proved for the configuration model, so this is how we state it. Also, Fountoulakis and Reed require that the vector \( \vec{x} \) be in \( \mathcal{D}_{n,d} \) but this is only important for lifting their result to the random graph model, so it is not relevant for us.

\[\textbf{Lemma 12. (Fountoulakis, Reed)} \] Let \( H = (V_H, E_H) \) be drawn from \( \mathcal{CM}(n, \vec{x}) \) for some length-\( n \) degree sequence \( \vec{x} \). For any set \( S \subseteq V_H \) we have \( \Pr(e_H(S, S^c) = 0) \leq \left( \frac{m}{\deg_H(S)/2} \right)^{-1} \), where \( m = \frac{1}{2} \sum_i x_i \).

Note that Fountoulakis and Reed’s lemma was stated for \( S \) such that \( \deg_H(S) \) is even, but if \( \deg_H(S) \) is odd, it is not possible to have \( e_H(S, S^c) = 0 \). Next, we show that in a multigraph \( H \) drawn from the configuration model, small vertex subsets satisfy certain expansion properties.

\[\textbf{Lemma 13.} \] Let \( d \) be a positive real number. The following is true with high probability when \( H = (V_H, E_H) \) is drawn from \( \mathcal{CM}(n, \vec{x}) \) uniformly over all degree sequences \( \vec{x} \in \mathcal{D}_{n,d} \). For all connected vertex sets \( S \subseteq V_H \) with \( |S| \leq (\log n)^2 \), we have that \( e_H(S, S^c) \geq |S|/4 \).

\[\textbf{Proof.} \] For positive integers \( k \) and \( \ell \), and a non-negative integer \( j \), let the random variable \( X_{k,j,\ell} \) denote the number of connected vertex subsets \( S \subseteq V_H \) with \( |S| = k \), \( e_H(S, S^c) = j \), and \( \deg_H(S) = \ell \). By Item 1 of Definition 1, we need only consider \( \ell \) satisfying \( 3k \leq \ell \leq kn^\rho \).

Let

\[ X = \sum_{k=1}^{\lfloor (\log n)^2 \rfloor} \sum_{j=0}^{\lfloor k/4 \rfloor} \sum_{\ell=3k}^{\lfloor kn^\rho \rfloor} X_{k,j,\ell}. \]

To prove the lemma we will show that \( X = 0 \), whp. Consider any integer \( k \) in the range \( 1 \leq k \leq (\log n)^2 \), any integer \( j \) in the range \( 0 \leq j < k/4 \), and any integer \( \ell \) in the range \( 3k \leq \ell \leq kn^\rho \). There are at most \( \binom{k}{4} \) candidates for vertex sets \( S \) with \( |S| = k \) and \( \deg_H(S) = \ell \). There are then at most \( \binom{\ell}{j} \) choices for the \( j \) half-edges emanating from vertices of \( S \) that will be matched with half-edges emanating from vertices of \( S^c \), once \( H \) is drawn. Applying Lemma 12 to the degree sequence derived from \( \vec{x} \) by removing the \( j \) half-edges (and their partners), the probability that the remaining \( \ell - j \) half-edges are matched amongst themselves is at most

\[ \left( \frac{m'}{(\ell - j)/2} \right)^{-1} \leq \left( \frac{(\ell - j)}{2m'} \right)^{\ell-\frac{j}{2}} \leq \left( \frac{kn^\rho}{n} \right)^{\frac{11k}{2}}, \]

where \( 2m' = \left( \sum_{i=1}^{n} x_i \right) - 2j \) and the last inequality follows (for big enough \( n \)) since \( 11k/4 \leq \]
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\[ \ell - j \leq kn^\rho \text{ and } 2m' \geq 3n - 2j > n. \] We therefore have that

\[
\begin{align*}
E[X] & \leq \sum_{k=1}^{[\log(n)^2]} \sum_{j=0}^{[k/4]} \sum_{\ell=3k}^{[kn^\rho]} \binom{n}{k} \binom{\ell}{j} \left( \frac{kn^\rho}{n} \right)^{\frac{\ell-j}{k}} \\
& \leq \sum_{k=1}^{[\log(n)^2]} \sum_{j=0}^{[k/4]} \sum_{\ell=3k}^{[kn^\rho]} \left( \frac{ne}{k} \right)^k \binom{\ell}{j} \left( \frac{kn^\rho}{n} \right)^{\frac{\ell-j}{k}} \\
& \leq \sum_{k=1}^{[\log(n)^2]} \left( \frac{(\log n)^2}{n^d} \right)^k.
\end{align*}
\]

This is \( o(1) \) since \( \rho < 1/9 \). Applying Markov’s inequality, we have that \( \Pr(X > 0) = \Pr(X \geq 1) = o(1) \), and the result follows.

The next lemma handles the expansion of sets \( S \) with relative big size.

\[ \textbf{Lemma 14.} \quad \text{Let } \alpha > 0 \text{ be a positive real number. There is a positive real number } \alpha \text{ (depending on } d) \text{ such that the following is true with high probability when } H = (V_H, E_H) \text{ is drawn from } \mathcal{CM}(n, \bar{x}) \text{ uniformly over all degree sequences } \bar{x} \in D_{n,d}. \text{ For all connected vertex sets } S \subseteq V_H \text{ with } (\log(n))^2 \leq |S| \leq n/2, \text{ we have that } \epsilon_H(S, S') \geq C \deg_H(S).
\]

\[ \textbf{Proof.} \quad \text{We will give the proof for vertex sets } S \subseteq V_H \text{ with } (\log(n))^2 \leq |S| \leq n/2 \text{ and } \deg_H(S) > \max\{100|d|S|, n/2\}, \text{ the cases where } \deg_H(S) \leq \max\{100|d|S|, n/2\} \text{ follow by arguments that are close to those in } [8], \text{ and are given in the full version } [11].
\]

\text{Let } C = 10^4d. \text{ By the Cauchy-Schwarz inequality, we have that } |S| \sum_{i \in S} x_i^2 \geq (\deg_H(S))^2 \geq 10^4d^2|S|^2, \text{ so using Item 2 of Definition 1 which ensures that } \sum_{i \in S} x_i^2 \leq dn, \text{ we find that } |S| \leq n/C.

\text{Let } f = (eC)^{1/C}. \text{ The number of sets } S \text{ satisfying } |S| \leq n/C \text{ is at most } n \left( \frac{n}{n/C} \right) \leq nf^n \text{ since there are at most } n \text{ possibilities for } |S| \text{ to consider, and for each of them } \left( \frac{n}{|S|} \right) \leq \left( \frac{n}{n/C} \right). \text{ Fix any set } S \subseteq V_H \text{ with } |S| \leq n/C \text{ and consider the random construction of } H, \text{ starting from half-edges in } S^c \text{ (and choosing their mates in the pairing). Let }

\[ j = \left[ \frac{\deg_H(S)}{2} \right] \geq \frac{3|S^c|}{2} \geq \frac{3n(1 - \frac{1}{n})}{2} \geq \frac{3n(1 - \frac{\epsilon}{n})}{2}, \]

\[ \text{where the first inequality uses the fact that each } x_i \text{ is at least 3 (from Item 1 of Definition 1) and the final inequality uses the fact that } n \text{ is sufficiently large.} \]

\text{Note that the process initiates a pairing from at least } j \text{ half-edges in } S^c. \text{ For each } i \in [j], \text{ let } Y_i \text{ be the indicator random variable for the event that the } i \text{th half-edge from which pairing is initiated connects to an endpoint in } S \text{ (conditioned on the pairings of the first } i-1 \text{ half-edges initiated from } S^c). \]

\text{Let } \epsilon = 3(1 - 2/C)/(8d) \leq 1/2. \text{ Recall from Item 2 in Definition 1 that } \sum_{i=1}^{\epsilon n/2} Y_i < \epsilon n/2 \text{ we have}

\[ \Pr(Y_i = 1) \geq \frac{\deg_H(S) - \epsilon n/2}{dn} > \frac{1 - \epsilon}{2d} \geq \frac{1}{4d}. \]

\text{Now let } X_1, \ldots, X_j \text{ be i.i.d. Bernoulli random variables which are 1 with probability } 1/(4d). \text{ We can couple the evolution of these variables so that, for any } t \in [j] \text{ satisfying } \sum_{i=1}^{\epsilon n/2} Y_i < \epsilon n/2, \text{ we have } \sum_{i=1}^{\epsilon n/2} Y_i \geq \sum_{i=1}^{\epsilon n/2} X_i. \text{ We conclude that } \Pr(\sum_{i=1}^{\epsilon n/2} Y_i < \epsilon n/2) \leq \Pr(\sum_{i=1}^{\epsilon n/2} X_i < \epsilon n/2). \]
To conclude we will show that \( n^{f_n} \Pr(\sum_{i=1}^j X_i < \varepsilon n/2) = o(1) \), implying that we can take \( \alpha = \varepsilon/(2d) \) since \( \varepsilon n/2 = o(\alpha \deg_H(S)) \).

Let \( X = \sum_{i=1}^j X_i \) and \( \delta = 1/2 \). Note that \( \mathbb{E}[X] = j/(4d) \) and that

\[
\frac{(1 - \delta)j}{4d} \geq \frac{(1 - \delta)3n(1 - \frac{\varepsilon}{2})}{8d} = \frac{\varepsilon n}{2}.
\]

By a Chernoff bound, \( \Pr(X \leq \varepsilon n/2) \leq \Pr(X \leq (1 - \delta)j/(4d)) \leq \exp(-j\delta^2/(8d)) \).

To conclude that \( n^{f_n}\exp(-j\delta^2/(8d)) = o(1) \) we observe that \( f < \exp((1/2 - 6)(\delta^2)/(16d)) \).

Taking \( \alpha = \varepsilon/(2d) \), we conclude the proof. \( \blacksquare \)

We can now prove the following result, which establishes the desired expansion properties of the multigraphs generated by the configuration model.

\begin{lemma}
Let \( d \) be a positive real number. There is a positive real number \( \alpha \) (depending on \( d \)) such that the following is true with high probability when \( H = (V_H, E_H) \) is drawn from \( \text{CM}(n, \bar{x}) \) uniformly over all degree sequences \( \bar{x} \in \mathcal{D}_{n,d} \). For all connected vertex sets \( S \subseteq V_H \) with \( |S| \leq n/2 \), we have that \( \epsilon_H(S, S^c) \geq \alpha \deg_H(S) \).
\end{lemma}

\begin{proof}
We consider three cases.

Case 1. Consider all connected subsets \( S \subseteq V_H \) with \( (\log n)^2 \leq |S| \leq n/2 \). By Lemma 14, there is a positive real number \( \alpha' \) such that, whp, every such subset \( S \) has \( \epsilon_H(S, S^c) \geq \alpha' \deg_H(S) \).

Case 2. Consider all connected subsets \( S \subseteq V_H \) with \( |S| \leq (\log n)^2 \) and \( \deg_H(S) \geq 36 \).

Consider first those subsets \( S \) with \( |S| \leq \frac{1}{6} \deg_H(S) \). We have that

\[
\epsilon_H(S, S^c) = \deg_H(S) - 2(t_H|S| + |S| - 1) \geq \frac{2}{3} \deg_H(S) - 2|S| \geq \frac{1}{3} \deg_H(S),
\]

by Lemma 11 and our assumption on the size of \( S \).

Now consider those subsets \( S \) with \( |S| > \frac{1}{6} \deg_H(S) \), then by Lemma 13, we have that \( \epsilon_H(S, S^c) \geq |S|/4 \geq \deg_H(S)/24 \).

Case 3. Finally, consider connected subsets \( S \subseteq V_H \) with \( |S| \leq \log n^2 \) and \( \deg_H(S) < 36 \).

By Lemma 13, we have that \( \epsilon_H(S, S^c) \geq |S|/4 \geq 1/4 = 36/144 > \deg_H(S)/144 \).

The result follows from the three cases by taking \( \alpha = \min\{1/144, \alpha'\} = \alpha' \).

Using the definition of \( \mathcal{G}_\alpha \) and Lemma 10, we have the following corollary of Lemma 15.

\begin{corollary}
Let \( d \) be a real number. There is a positive real number \( \alpha \) (depending on \( d \)) such that the following holds. With high probability, when \( G \sim \mathcal{G}(n, \bar{x}) \) for some \( \bar{x} \in \mathcal{D}_{n,d} \), it holds that \( G \in \mathcal{G}_\alpha \).
\end{corollary}

Combining Corollary 16 with Theorem 9 implies our main theorem.

\begin{theorem}
Let \( d \) be a real number and \( q \geq 3 \) be an integer. For the ferromagnetic Potts model, there is \( \beta_0 \) such that for all \( \beta \geq \beta_0 \) there is a poly-time approximate sampling algorithm for \( \mu_{G,q,\beta} \) and an FPRAS for \( Z_{G,q,\beta} \) that work with high probability on random graphs \( G \sim \mathcal{G}(n, \bar{x}) \) for any degree sequence \( \bar{x} \in \mathcal{D}_{n,d} \).
\end{theorem}

\begin{proof}
Let \( d \) be a real number and let \( q \geq 2 \) be an integer. Let \( \alpha \) be the positive real number from Corollary 16. Let \( \beta_0 = \frac{2}{3} \log(8e^3(q - 1)) \).

Consider \( \bar{x} \in \mathcal{D}_{n,d} \) and let \( G \) be drawn from \( \mathcal{G}(n, \bar{x}) \). By Corollary 16, \( G \in \mathcal{G}_\alpha \) whp. The result then follows by using the algorithms from Theorem 9.

\( \blacksquare \)
Remark 17. The bounds on $\beta$ in Remark 3 follow from the choice of $\beta_0$ in the proof of Theorem 2 and from the fact that $\alpha = O\left(\frac{1}{\log^d} \right)$ which follows from the proofs of Lemmas 14 and 15. The running time bounds in Remark 3 come from those in Theorem 9 using the fact that $|E_G| = O(n)$ which follows from Item 2 of Definition 1.
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1 Introduction
Unconditional derandomization has emerged as a major topic of inquiry in complexity theory over the past several decades. One important strand in this study is the development of deterministic algorithms that can perform approximate counting for various function classes: given the description of a function \(f \in \mathcal{C}\) and an accuracy parameter \(\epsilon > 0\), deterministically output an estimate of the acceptance probability of \(f\) (i.e. \(\Pr_{x \in \{-1,1\}^n}[f(x) = 1]\)) that is additively accurate to within \(\pm \epsilon\). This problem is trivially easy to solve with a randomized algorithm, but is much more challenging if a deterministic algorithm is required. Indeed, recall that the \(P\) vs. \(BPP\) problem is essentially equivalent to solving the deterministic approximate counting problem for \(\mathcal{C}\) being the class of all polynomial-size circuits (and \(\epsilon = 0.1\)).

In this work we focus on the class of low-degree polynomial threshold functions, an important class of functions that has been the subject of intensive study in unconditional derandomization in recent years [5, 12, 11, 13, 16, 19, 14, 3, 4, 15, 9, 10, 17, 23, 22].
1.1 Background: Deterministic approximate counting algorithms for PTFs

A degree-$d$ polynomial threshold function (PTF) is a function $f(x) = \text{sign}(p(x))$ where $p(x_1, \ldots, x_n)$ is a polynomial of degree at most $d$ and $\text{sign}: \mathbb{R} \to \{-1, 1\}$ outputs 1 iff its argument is nonnegative. Deterministic approximate counting algorithms for PTFs have been well studied in a number of different works, and the following table summarizes the runtimes of the fastest known algorithms prior to this work:

<table>
<thead>
<tr>
<th>Reference</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>$n^{(d/\epsilon)O(d)}$</td>
</tr>
<tr>
<td>[13]</td>
<td>$n^{O_d(\text{poly}(1/\epsilon))}$</td>
</tr>
<tr>
<td>[4]</td>
<td>$O_{d,\epsilon}(1) \cdot n^{O(d)}$</td>
</tr>
<tr>
<td>[17]</td>
<td>$\text{poly}(n) \cdot \exp(2^{O(\sqrt{\log(1/\epsilon)})})$ for $d = 2$</td>
</tr>
<tr>
<td>[23]</td>
<td>$\exp(2^{\sqrt{\log(n)}}) \cdot \text{quasipoly}(1/\epsilon)$</td>
</tr>
</tbody>
</table>

1.1.1 Algorithms for PTFs over Gaussian space

A fruitful theme that has emerged in the study of PTFs concerns the relationship between PTFs in the standard setting of Boolean space – PTFs over $\{-1, 1\}^n$ endowed with the uniform distribution – and PTFs in the setting of Gaussian space: PTFs over $\mathbb{R}^n$ endowed with the Gaussian measure $N(0, 1)^n$.

The Gaussian setting enjoys numerous useful features that are not afforded by the Boolean setting, most of them owing to the continuous nature of $\mathbb{R}^n$ and the rotational invariance of the Gaussian measure. In fact, the problem of approximate counting of degree-$d$ PTFs over Gaussian space (i.e. approximating $\Pr_{g \sim N(0,1)^n}[f(g) = 1]$ where $f$ is a degree-$d$ PTF) can be seen to be a special case of the same problem over Boolean space, in the sense that an algorithm for the latter setting can be used to obtain an algorithm with a comparable runtime for the former setting. (This is a consequence of the invariance principle [20].) For this reason, many works have focused on the special case of designing deterministic approximate counting algorithms for PTFs over Gaussian space. There are by now a number of results in this setting for which no counterparts are yet known for the more challenging Boolean setting:

**Contrasting the state of the art over Boolean and Gaussian space.** Comparing Tables 1 and 2, we note that the runtime of [12] is strictly better than those of [19]’s and [13]’s algorithms for the Boolean setting; the runtime of [14] is strictly better than that of [13]; the runtime of [3] is strictly better than that of [17]; and the runtime of [22] remains subexponential for $d = 2^{\Omega(\sqrt{\log n})}$, whereas all algorithms for the Boolean setting trivialize once $d = \Omega(\log n)$. 
Table 2 Current best deterministic approximate counting algorithms for degree-$d$ PTFs over Gaussian space. With the exception of [3], all these algorithms are based on the construction of pseudorandom generators for PTFs over Gaussian space.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Running time</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>$n^{2^{O(d)\cdot \text{poly}(1/\epsilon)}}}$</td>
</tr>
<tr>
<td>[14]</td>
<td>$n^{O_d,\kappa(1/\epsilon)^\kappa}$ for all $\kappa &gt; 0$</td>
</tr>
<tr>
<td>[3]</td>
<td>$\text{poly}(n, 1/\epsilon)$ for $d = 2$</td>
</tr>
<tr>
<td>[22]</td>
<td>$n^{(d/\epsilon)O(\log d)}$</td>
</tr>
</tbody>
</table>

1.2 This work: Upgrading algorithms for Gaussian space into ones for Boolean space

In this work we establish a new connection between the derandomization of PTFs over Boolean and Gaussian space. We leverage this connection to transform existing deterministic approximate counting algorithms for the Gaussian setting (i.e. those summarized in Table 2) into new state-of-the-art deterministic algorithms for approximate counting of PTFs for the more challenging Boolean setting, improving upon those summarized in Table 1.

The runtimes of our new algorithms improve upon the prior state of the art for a broad range of parameters. For $d = \Theta(1)$, we obtain a strict improvement for all $\epsilon$ satisfying $2^{-\Theta(\sqrt{\log n})} \leq \epsilon \leq o_n(1)$. For $d = \omega_n(1)$, we obtain a strict improvement for all $\epsilon$ satisfying $d \log(d/\epsilon) \leq \Theta(\log n)$. We now give precise statements of the runtimes of our new algorithms, and provide example parameter settings that highlight the main qualitative advantages of these new runtimes.

1.3 Our results: New deterministic approximate counting algorithms for PTFs over Boolean space

First, by instantiating our framework with [12]’s algorithm for the Gaussian setting, we obtain the following algorithm for the Boolean setting:

**Theorem 1.** There is a deterministic algorithm for $\epsilon$-approximate counting $n$-variable degree-$d$ PTFs over Boolean space that runs in time

$$\exp\left(2^{O(d\sqrt{\log(d/\epsilon)})}\right) \cdot n^{2^{O(d)}\cdot \text{poly}(1/\epsilon)}.$$  

This runtime is a strict improvement of [19]’s runtime and very nearly matches the $n^{2^{O(d)\cdot \text{poly}(1/\epsilon)}}$ running time of the [12] algorithm for Gaussian space. For any $\epsilon = \Theta(1/\text{polylog}(n))$, our runtime remains $n^{\text{polylog}(n)}$ for $d$ as large as $\tilde{\Omega}(\log \log n)$, whereas the runtimes of all previous algorithms for the Boolean setting exceed $n^{\text{polylog}(n)}$ once $d$ is even a slightly superconstant function of $n$.

Next, by instantiating our framework with [14]’s algorithm for the Gaussian setting, we obtain the following algorithm for the Boolean setting:
Theorem 2. For all $\kappa > 0$, there is a deterministic algorithm for $\epsilon$-approximate counting $n$-variable degree-$d$ PTFs over Boolean space that runs in time

$$n^{O_d(1/\epsilon)\kappa}.$$ 

This runtime is a strict improvement of [13]'s runtime and matches that of [14]'s algorithm for the Gaussian setting. For arbitrarily large constants $c,d \in \mathbb{N}$ and $\epsilon = 1/(\log n)^c$, our runtime is barely superpolynomial, $n^{O((\log n)^{1/c})}$, whereas all previous algorithms for the Boolean setting run in time at least $n^{(\log n)^{\Omega(c)}}$ or $n^{(\log n)^{\Omega(d)}}$.

Table 3 Our new algorithms for deterministic approximate counting of degree-$d$ PTFs over Boolean space. The runtime of Theorem 1 is a strict improvement of [19]'s; the runtime of Theorem 2 is a strict improvement of [13]'s, and matches that of [14]'s algorithm for Gaussian space.

<table>
<thead>
<tr>
<th>Theorem</th>
<th>Runtime</th>
<th>Follows by instantiating our framework with:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 1</td>
<td>$\exp\left(2^{O(d\sqrt{\log(d/\epsilon)})}\right) \cdot n^{2^{O(d)}} \cdot \text{poly}(1/\epsilon)$</td>
<td>[12]'s Gaussian PRG</td>
</tr>
<tr>
<td>Theorem 2</td>
<td>$n^{O_d(1/\epsilon)\kappa}$</td>
<td>[14]'s Gaussian PRG</td>
</tr>
</tbody>
</table>

Finally, we remark that:

- Our framework can also be instantiated with [3]'s algorithm for degree-$2$ PTFs in the Gaussian setting to recover [17]'s PRG-based algorithm for degree-$2$ PTFs in the Boolean setting (and in fact, we are able to improve it slightly by eliminating the $\text{polylog}(1/\epsilon)$ factor suppressed by the $\tilde{O}(\cdot)$ in its runtime);
- Our framework can also be instantiated with [22]'s algorithm for degree-$d$ PTFs in the Gaussian setting, yielding a deterministic algorithm for degree-$d$ PTFs over Boolean space that runs in time $\exp\left(2^{O(d\sqrt{\log(d/\epsilon)})}\right) \cdot n^{(d/\epsilon)^{O(\log d)}}$. Like Theorem 1, this runtime is a strict improvement of [19]'s runtime.

1.4 Our approach: Derandomizing Meka and Zuckerman’s regularity lemma

Our main new tool is a derandomization of the [19] regularity lemma. To explain what this means, we begin by recalling the basics of the original [19] regularity lemma.

A multivariate polynomial $p$ is said to be regular if, intuitively, no variable has high influence (we give precise definitions in Section 2). Let us recall the original [19] regularity lemma: given any degree-$d$ polynomial over $\{-1,1\}^n$, it gives an efficient (deterministic) algorithm which builds a not-too-large decision tree such that at almost every leaf $\rho$, the resulting polynomial $p_\rho$ (with $\rho$ restricted according the partial assignment corresponding to that leaf) is such that either (i) $p_\rho$ is regular, or (ii) $\text{sign}(p_\rho)$ is close to either the constant $+1$ function or the constant $-1$ function.\(^1\)

---

\(^1\) We note that a similar regularity lemma was given in simultaneous work of [6] (see also [18]); that work employed a slightly different technical definition of what it means for a polynomial to be “regular”, and it gave a similar algorithm to build a decision tree with similar properties for that related notion. However, in the current work for technical reasons it is essential that we use the [19] notion of regularity; we explain this in more detail in Remark 22 in Appendix B.2.
The [19] regularity lemma is useful for derandomization because it lets one reduce the general Boolean case to the “regular” Boolean case, which can be easier because sophisticated mathematical tools like central limit theorems and invariance principles can be brought to bear on regular polynomials over \([-1,1]^n\) to relate them to the corresponding polynomials over the Gaussian domain. Indeed, the [19] regularity lemma and related results play an important role in a number of PRG and approximate counting results for polynomial threshold functions, including the works of [19, 13, 4] mentioned above. However there is often a substantial algorithmic cost associated with the use of a regularity lemma, because building the decision tree (or equivalently, exploring all of its leaves) can be relatively expensive.

**Our derandomization of the regularity lemma.** The above-described standard strategy of building and visiting all of the leaves of a decision tree corresponds to using true uniform randomness to choose a path through the decision tree. The intuition behind our derandomized version of the regularity lemma is as follows: by choosing a path through the decision tree according to a suitable pseudorandom distribution, it is possible, from an algorithmic perspective, to “build and visit only a tiny fraction of the leaves of the decision tree.” This can be much more efficient than visiting all leaves.

Intuitively, the leaves that our derandomized regularity lemma constructs are determined by the output of a PRG for degree-\(d\) PTFs over \(m\) variables where \(m\) is the depth of the decision tree.\(^2\) As our analysis shows, for the purpose of deterministic approximate counting for the original PTF \(\text{sign}(p)\), it suffices to do deterministic approximate counting on just the PTFs \(\text{sign}(p_\rho)\) for these (relatively few) leaves \(\rho\).

More precisely, we prove a general result, Theorem 15, which encapsulates the above approach. It outputs a collection of restrictions (which can be thought of as a very small subset of the leaves of the decision tree that the original regularity lemma constructs) with the following property: given an accurate estimate of the fraction of assignments satisfying \(\text{sign}(p_\rho)\) for each restriction \(\rho\) in the collection, combining these estimates in the obvious way gives an accurate estimate of the overall fraction of inputs in \([-1,1]^n\) that satisfy the original PTF \(\text{sign}(p)\). Moreover (and crucially), each restriction \(\rho\) in the collection is such that either the restricted polynomial \(p_\rho\) is highly regular, or else \(\text{sign}(p_\rho)\) is a close-to-constant function.

For the purpose of deterministic approximate counting, restrictions where \(\text{sign}(p_\rho)\) is a close-to-constant function are easy to handle, and thanks to the invariance principle, at restrictions where \(p_\rho\) is regular we can do Gaussian deterministic approximate counting and the resulting estimate of \(\text{Pr}_{g \leftarrow \mathcal{N}(0,1)^n}[\text{sign}(p_\rho(g)) = 1]\) will be an accurate estimate of \(\text{Pr}_{x \leftarrow \{-1,1\}^n}[\text{sign}(p_\rho(x)) = 1]\) for the Boolean problem. Thus, the overall running time of the deterministic approximate counting algorithm we obtain from the regularity lemma is essentially the running time of (i) “fooling Boolean PTFs over few variables” (to build the tree) times the running time of (ii) “Gaussian deterministic approximate counting” (to handle the regular leaves).

1.4.1 Applying the derandomized regularity lemma

To obtain an efficient deterministic approximate counting algorithm from this approach, in part (i) above it is okay to use a PRG with a relatively poor dependence on the number of variables, since the number of variables is quite small. Such a generator is provided for us by

\(^2\) This is actually an oversimplification: the regularity lemma works in a sequence of “atomic stages” to build a tree, and our approach actually works by derandomizing each atomic stage separately. The cost of a single atomic stage provides the dominant contribution to the overall cost, though, so the intuition is correct.
the [23] PRG (or rather a slight variant of it which we need for technical reasons); we can afford this generator’s poor dependence on the number of variables, and using it lets us take advantage of its better dependence on the other parameters (it is clear from Table 1 that [23] has a better dependence on both \( d \) and \( \epsilon \) than any of the other algorithms in that table).

By applying our derandomized regularity lemma with (essentially) the [23] PRG for part (i) and the Gaussian result of [12] for part (ii), we obtain Theorem 1. By using instead [14]’s algorithm for the Gaussian setting for part (ii), we obtain Theorem 2.

## 2 Preliminaries

We start by establishing some basic notation. We write \([n]\) to denote \(\{1, 2, \ldots, n\}\) and \([k, \ell]\) to denote \(\{k, k+1, \ldots, \ell\}\). We use bold font to denote random variables. We write \(\mathbb{E}[X]\) and \(\text{Var}[X]\) to denote expectation and variance of a random variable \(X\) and write \(\mathbb{E}_{X \sim D}[X], \text{Var}_{X \sim D}[X]\), and the like to indicate that the random variable \(X\) has distribution \(D\). If \(S\) is a finite set then “\(X \sim S\)” means that \(X\) is distributed uniformly over \(S\); if no distribution is specified for a random variable taking values in \([-1, 1]^n\) then the implied distribution is uniform over \([-1, 1]^n\). For \(x \in \{-1, 1\}^n\) and \(A \subseteq [n]\) we write \(x_A\) to denote \((x_i)_{i \in A}\).

For a function \(f : \{-1, 1\}^n \to \mathbb{R}\) and \(q \geq 1\), we denote by \(\|f\|_q\) its \(\ell_q\) norm with respect to the uniform distribution, i.e., \(\|f\|_q \overset{\text{def}}{=} \mathbb{E}[|p(x)|^q]^{1/q} = \mathbb{E}_{x \sim (-1,1)^n} [p(x)]^{1/q}/q\).

We write \(\|f\|_{q, D}\) to denote its \(\ell_q\) norm with respect to the distribution \(D\), i.e. \(\|f\|_{q, D} \overset{\text{def}}{=} \mathbb{E}_{x \sim D} [p(x)]^{1/q}\).

For Boolean-valued functions \(f, g : \{-1, 1\}^n \to \{-1, 1\}\) the distance between \(f\) and \(g\), denoted \(\text{dist}(f, g)\), is \(\Pr[f(x) \neq g(x)]\).

### 2.1 Fourier Analysis over \([-1, 1]^n\) and Influences

We consider functions \(f : \{-1, 1\}^n \to \mathbb{R}\), and think of the inputs \(x\) to \(f\) as being distributed according to the uniform probability distribution. The set of such functions forms a \(2^n\)-dimensional real inner product space with inner product given by \((f, g) = \mathbb{E}[f(x)g(x)]\). The set of functions \((\chi_S)_{S \subseteq [n]}\) defined by \(\chi_S(x) = \prod_{i \in S} x_i\) forms a complete orthonormal basis for this space. Given a function \(f : \{-1, 1\}^n \to \mathbb{R}\) we define its Fourier coefficients by \(\hat{f}(S) \overset{\text{def}}{=} \mathbb{E}[f(x)\chi_S(x)]\), and we have that \(f(x) = \sum_S \hat{f}(S)\chi_S(x)\). We refer to the maximum \(|S|\) over all nonzero \(\hat{f}(S)\) as the Fourier degree of \(f\).

As a consequence of orthonormality we have Plancherel’s identity \(\langle f, g \rangle = \sum_S \hat{f}(S)\overline{\hat{g}(S)}\), which has as a special case Parseval’s identity, \(\mathbb{E}[f(x)^2] = \sum_S \hat{f}(S)^2\). From this it follows that for every \(f : \{-1, 1\}^n \to \{-1, 1\}\) we have \(\sum_S \hat{f}(S)^2 = 1\). We recall the well-known fact that the total influence \(\text{Inf}(f)\) of any Boolean function equals \(\sum_S \hat{f}(S)^2|S|\). Note that, in this setting, the expectation and the variance can be expressed in terms of the Fourier coefficients of \(f\) by \(\mathbb{E}[f] = \hat{f}(\emptyset)\) and \(\text{Var}[f] = \sum_{S \neq \emptyset} \hat{f}(S)^2|S|\).

Let \(f : \{-1, 1\}^n \to \mathbb{R}\) and \(f(x) = \sum_S \hat{f}(S)\chi_S(x)\) be its Fourier expansion. The influence of variable \(i\) on \(f\) is \(\text{Inf}_i(f) \overset{\text{def}}{=} \sum_{S \ni i} \hat{f}(S)^2\), and the total influence of \(f\) is \(\text{Inf}(f) = \sum_{i=1}^n \text{Inf}_i(f)\).

### Bounded independence and bounded uniformity distributions

A distribution \(D\) on \([n]\) is said to be \(k\)-wise independent if any collection of \(k\) distinct coordinates \(i_1, \ldots, i_k\) are such that \(x_{i_1}, \ldots, x_{i_k}\) are independent when \(x \sim D\). If each \(x_i\) additionally is uniform
over \{-1,1\}, then the distribution \( D \) is said to be \( k \)-wise uniform. We note that if \( D \) is a \( k \)-wise uniform distribution over \( \{-1,1\}^n \), then for any degree-\( k \) polynomial \( p \), it holds by linearity of expectation that

\[
\mathbb{E}_{z \sim D}[p(z)] = \mathbb{E}_{x \sim \{-1,1\}^n}[p(x)],
\]

and hence if \( D \) is \((qk)\)-wise uniform for even \( q \), it holds that

\[
\|p\|_q = \|p\|_{q,D}.
\]

**Useful probability bounds.** We first recall the \((2,4)\)-Hypercontractivity theorem of [2, 7]:

**Theorem 3** \((2,4)\)-Hypercontractivity, special case of Theorem 9.21 of [21] / Lemma 4.3 of [8]. Let \( p : \{-1,1\}^n \to \mathbb{R} \) be a degree-\( d \) multilinear polynomial. Then

\[
\|p\|_4 \leq 3^{d/2} \cdot \|p\|_2.
\]

For our purposes we will need a derandomized version of Theorem 3, where the expectations are with respect to a suitable pseudorandom distribution. As an immediate consequence of Equation (2), we obtain the following corollary of Theorem 3:

**Corollary 4** \((2,4)\)-Hypercontractivity for bounded-uniformity distributions. Let \( p : \{-1,1\}^n \to \mathbb{R} \) be a degree-\( d \) multilinear polynomial. If \( D \) is a \( 4d \)-wise uniform distribution over \( \{-1,1\}^n \), then

\[
\|p\|_{4,D} \leq 3^{d/2} \cdot \|p\|_{2,D}.
\]

We will need the following fact, which is a consequence of \((2,4)\)-hypercontractivity and states that a low-degree polynomial must exceed its expectation with nonnegligible probability:

**Fact 5** (Lemma 5.4 of [8]). Let \( p : \{-1,1\}^n \to \mathbb{R} \) be a degree-\( d \) multilinear polynomial normalized so that \( \text{Var}[p] = 1 \). Then there is an absolute constant \( C > 0 \) such that

\[
\Pr_{x \sim \{-1,1\}^n} \left[ p(x) \geq \mathbb{E}[p] + 2^{-Cd} \right] \geq 2^{-O(d)}.
\]

We will also need a derandomized version of Fact 5:

**Fact 6** (Fact 5 for bounded-uniformity distributions). Let \( p : \{-1,1\}^n \to \mathbb{R} \) be a degree-\( d \) multilinear polynomial normalized so that \( \text{Var}[p] = 1 \). If \( D \) is a \( 4d \)-wise uniform distribution over \( \{-1,1\}^n \), then there is an absolute constant \( C > 0 \) such that

\[
\Pr_{x \sim \{-1,1\}^n} \left[ p(x) \geq \mathbb{E}[p] + 2^{-Cd} \right] \geq 2^{-O(d)}.
\]

For the sake of completeness, we include the short proof of Fact 6 in Appendix A.

**Invariance.** We recall the invariance principle of Mossel, O’Donnell and Oleszkiewicz, specifically Theorem 3.19 under hypothesis \( \text{H}4 \) in [20]:

**Theorem 7** ([20]). Let \( p(x) = \sum_{S \subseteq [n], |S| \leq d} \hat{p}(S)x_S(x) \) be a degree-\( d \) multilinear polynomial with \( \text{Var}[p] = 1 \). Suppose each coordinate \( i \in [n] \) has \( \text{Inf}_i(p) \leq \tau \). Then,

\[
\sup_{t \in \mathbb{R}} \left| \Pr_{x \sim \{-1,1\}^n} \left[ p(x) \leq t \right] - \Pr_{g \sim \mathcal{N}(0,1)^n} \left[ p(g) \leq t \right] \right| \leq O(dt^{-1/(8d)})..
\]
2.2 PTFs, regularity, and the critical index

Definition 8 (Regularity). We say that a degree-$d$ polynomial $p$ is $\tau$-regular if
\[ \sqrt{\sum_{j=1}^{n} \text{Inf}_j(p)^2} \leq \tau \sum_{j=1}^{n} \text{Inf}_j(p). \]

Definition 9 ($\tau$-critical index). Let $p$ be a degree-$d$ polynomial, and assume (without loss of generality) that the variables of $p$ are ordered so that $\text{Inf}_1(p) \geq \text{Inf}_2(p) \geq \ldots \geq \text{Inf}_n(p)$.

The $\tau$-critical index of $p$ is the least $i$ such that
\[ \text{Inf}_{i+1}(p) \leq \tau^2 \sum_{j=i+1}^{n} \text{Inf}_j(p). \]

3 Derandomizing Meka and Zuckerman’s regularity lemma

3.1 Overview of [19]’s regularity lemma and its proof

In this subsection we state Meka and Zuckerman’s regularity lemma for low-degree polynomials [19], and recall its key elements at a level of detail which will enable us to build on those elements.

Lemma 10 (Implicit in the proof of Lemma 5.17 of [19]). There is a deterministic algorithm which, on input a degree-$d$ polynomial $p$ and parameters $\tau, \epsilon, \delta$, outputs a decision tree of depth
\[ \text{depth}(d, \tau, \epsilon, \delta) := 2^{O(d)} \tau^2 \cdot \log(\frac{1}{\delta}) \log(\frac{1}{\epsilon}) \]
with the following property: with probability $1-\epsilon$, a random path down the tree reaches a leaf $\rho$ such that $p_\rho$ is either
1. $\tau$-regular, or
2. the PTF $\text{sign}(p_\rho)$ is $\delta$-close to the constant function $\text{sign}(\mathbb{E}[p_\rho])$.

The running time of this tree construction algorithm is $\text{poly}(n^d, 2^{\text{depth}(d, \tau, \epsilon, \delta)})$.

The algorithm of [19] recursively constructs the tree in a sequence of simple “atomic steps”. We now describe how a single atomic step works. Consider a leaf $\rho$ of the decision tree; initially the leaf $\rho$ is simply the root of the tree corresponding to the empty restriction.

The algorithm behaves differently depending on how large the $\tau$-critical index of $p_\rho$ is:

Large critical index. If the polynomial $p_\rho$ has “large” $\tau$-critical index (larger than a parameter $K$ which is $2^{O(d)} \log(1/\delta)/\tau^2$) then an “atomic step” consists of fixing the $K$ variables which have the highest influence in $p_\rho$, i.e. replacing the current leaf with a complete depth-$K$ decision tree that exhaustively queries those variables. The key to the analysis of this case is the following structural result, which is Lemma 5.2 of [8]:

Lemma 11 (restatement of [8]’s Lemma 5.2: Large critical index). There is a universal constant $C_1 > 0$ such that the following holds. Let $p : \{-1,1\}^n \to \mathbb{R}$ be a degree-$d$ multilinear polynomial with $\tau$-critical index at least $K := 2^{C_1 d} \log(1/\delta)/\tau^2$. Then
\[ \Pr_{\rho \sim \{-1,1\}^K} [\text{Var}[p_\rho] \leq \delta \mathbb{E}[p_\rho]^2] \geq 2^{-O(d)}, \]
and consequently by Chebyshev’s inequality,
\[ \Pr_{\rho \sim \{-1,1\}^K} [\text{sign}(p_\rho) \text{ is } \delta \text{-close to } \text{sign}(\mathbb{E}[p_\rho])] \geq 2^{-O(d)}. \]
Small critical index. If the polynomial has small $\tau$-critical index (smaller than $K$), then an “atomic step” consists of fixing the “head” variables $[k]$ up to the critical index (again building a complete decision tree over those $k \leq K$ variables). The key to the analysis of this case is the following structural result, which is Lemma 5.1 of [8]:

Lemma 12 (restatement of [8]’s Lemma 5.1: Small critical index). Let $p : \{-1, 1\}^n \rightarrow \mathbb{R}$ be a degree-$d$ multilinear polynomial with $\tau$-critical index $k \in [n]$. Then

$$\Pr_{\rho \leftarrow \{-1, 1\}^k} [p_{\rho} \text{ is } \tau'-\text{regular}] \geq 2^{-O(d)}, \quad \text{where } \tau' \leq 2^{O(d) \cdot \tau}.$$ 

Given these two results, a relatively straightforward analysis (which is in fact a special case of the analysis we give in the subsequent subsections) shows that after at most $2^{O(d) \log(1/\epsilon)}$ levels of these “atomic steps”, at most an $\epsilon$ fraction of paths will not have terminated either in a close-to-constant leaf or a regular leaf.

3.2 The high level idea of our approach: Derandomizing each “atomic step” in a bias-preserving manner

The first important technical ingredient of our approach is in the following two lemmas, Lemma 13 and 14, which give derandomized versions of Lemma 11 and 12 respectively. Intuitively, these results say that in each of Lemma 11 and 12, rather than considering the uniform distribution over all restrictions fixing $[K]$ and $[k]$ respectively, it suffices to consider instead a suitable pseudorandom distribution over restrictions.

Lemma 13 (Bounded uniformity suffices for Lemma 11: Large critical index). Let $p : \{-1, 1\}^n \rightarrow \mathbb{R}$ be a degree-$d$ multilinear polynomial with $\tau$-critical index at least $K := 2^{C_1 d \log(1/\delta)} / \tau^2$, where $C_1$ is the universal constant from Lemma 11. Let $D$ be a $4d$-wise uniform distribution over $\{-1, 1\}^K$. Then

$$\Pr_{\rho \leftarrow D} \left[ \text{Var}[p_{\rho}] \leq \delta \mathbb{E}[p_{\rho}]^2 \right] \geq 2^{-O(d)},$$

and consequently by Chebyshev’s inequality,

$$\Pr_{\rho \leftarrow D} \left[ \text{sign}(p_{\rho}) \text{ is } \delta\text{-close to } \text{sign}(\mathbb{E}[p_{\rho}]) \right] \geq 2^{-O(d)}.$$ 

Lemma 14 (Bounded uniformity suffices for Lemma 12: Small critical index). Let $p : \{-1, 1\}^n \rightarrow \mathbb{R}$ be a degree-$d$ multilinear polynomial with $\tau$-critical index $k \in [n]$. Let $D$ be a $4k$-wise uniform distribution over $\{-1, 1\}^k$. Then

$$\Pr_{\rho \leftarrow D} \left[ p_{\rho} \text{ is } \tau'-\text{regular} \right] \geq 2^{-O(d)}, \quad \text{where } \tau' \leq 2^{O(d) \cdot \tau}.$$ 

We prove Lemma 13 in Appendix B.1 and prove Lemma 14 in Appendix B.2. Combining these results with a PRG that fools degree-$d$ PTFs over $m$ variables (where “$m$” should be thought of as $\ll n$), we establish our bias-preserving derandomized regularity lemma:

Theorem 15 (Bias-preserving derandomization of [19]’s regularity lemma, Lemma 10). Let $G_{\text{PTF}}$ be a PRG with seed length $s(m, d, \eta)$ that

(i) is $4d$-wise uniform and

(ii) $\eta$-fools degree-$d$ PTFs over $m$ variables.
There is a deterministic algorithm BUILD-RESTRICTIONS which, on input a degree-d polynomial \( p : \{−1, 1\}^n \to \mathbb{R} \) and parameters \( \epsilon, \delta, \) and \( \tau \), outputs a collection \( \mathcal{R} \) of restrictions,

\[
|\mathcal{R}| \leq \exp(s(m, d, \eta) \cdot 2^{O(d)} \log(\frac{1}{\epsilon}))
\]

where

\[
m \leq \frac{2^{O(d)}}{\tau^2} \log(\frac{1}{\delta}) \quad \text{and} \quad \eta = \frac{\epsilon}{2^{O(d)} \log(\frac{1}{\epsilon})}
\]

with the following property: with probability \( 1 - \epsilon \) over a draw \( \rho \leftarrow \mathcal{R} \), the restricted polynomial \( p_\rho \) is either 1. \( \tau \)-regular, or 2. the PTF \( \text{sign}(p_\rho) \) is \( \delta \)-close to the constant function \( \text{sign}(E[p_\rho]) \).

Furthermore the collection of restrictions \( \mathcal{R} \) is bias-preserving, in the sense that

\[
\left| \mathbb{E}_{x \leftarrow \{−1, 1\}^n} \left[ \mathbb{E}_{y \leftarrow \{−1, 1\}^m} \left[ \text{sign}(p_\rho(x, y)) \right] - \mathbb{E}_{x \leftarrow \{−1, 1\}^n} \left[ \text{sign}(p(x)) \right] \right] \right| \leq \epsilon.
\]

The running time of BUILD-RESTRICTIONS is \( \text{poly}(n^d, |\mathcal{R}|) \).

We prove Theorem 15 in Section 3.3. At a high level, the argument is an extension of the analysis that establishes the original regularity lemma of [19] from Lemma 11 and 12.

In Section 4 we apply Theorem 15 to obtain new deterministic approximate counting results for degree-\( d \) Boolean PTFs. We do this by instantiating the pseudorandom generator \( G_{\text{PTF}} \) using (a slight variant of) the [23] pseudorandom generator, and by using invariance principles and pseudorandom generators for Gaussian PTFs to obtain the required estimates of \( \mathbb{E}_{x \leftarrow \{−1, 1\}^n} \left[ \text{sign}(p_\rho) \right] \) for the regular polynomials \( p_\rho \).

### 3.3 Proof of Theorem 15: Bias-preserving derandomization of [19]’s regularity lemma

We start with a simple fact about bias preservation:

► **Fact 16 (Bias preservation).** Let \( p : \{−1, 1\}^n \to \mathbb{R} \) be a degree-\( d \) polynomial and let \( H \sqcup T \) be a partition of \( [n] \) into two disjoint sets. Let \( D \) be a pseudorandom distribution over \( \{−1, 1\}^H \) that \( \eta \)-fools degree-\( d \) PTFs over the variables in \( H \). Then

\[
\left| \mathbb{E}_{x \leftarrow \{−1, 1\}^H} \left[ \text{sign}(p(x, y)) \right] - \mathbb{E}_{y \leftarrow \{−1, 1\}^T} \left[ \text{sign}(p(z, y)) \right] \right| \leq \eta.
\]

**Proof.** This follows directly from the fact that for any fixed outcome \( y \in \{−1, 1\}^T \), the function \( \text{sign}(p_\rho(x)) = \text{sign}(p(x, y)) \) is a degree-\( d \) PTF over the variables in \( H \) (i.e. the class of degree-\( d \) PTFs is closed under restrictions).

The following will be the key subroutine for our algorithm:

► **Lemma 17 (Single atomic step).** Let \( G_{\text{PTF}} \) be a PRG with seed length \( s(m, d, \eta) \) that

(i) is 4\( d \)-wise uniform and

(ii) \( \eta \)-fools degree-\( d \) PTFs over \( m \) variables.
There is a universal constant $C_2 > 0$ such that the following holds. There is a deterministic algorithm BUILD-RESTRICTIONS-ATOMIC which, on input a degree-$d$ polynomial $p : \{-1,1\}^n \to \mathbb{R}$ and parameters $\delta, \eta$, and $\tau$, outputs a collection $\mathcal{R}_{\text{atomic}}(p)$ of restrictions,  

$$|\mathcal{R}_{\text{atomic}}(p)| \leq \exp(s(m, d, \eta)), \quad m \leq \frac{2^{O(d)}}{\tau^2} \log\left(\frac{1}{\delta}\right)$$

with the following property: with probability $\geq 2^{-C_2 d}$ over a draw $\rho \leftarrow \mathcal{R}_{\text{atomic}}(p)$, the restricted polynomial $p_\rho$ is either

1. $\tau$-regular, or
2. satisfies $\text{Var}[p_\rho] \leq \delta \mathbb{E}[p_\rho]^2$, and consequently by Chebyshev’s inequality, the PTF $\text{sign}(p_\rho)$ is $\delta$-close to the constant function $\text{sign}(\mathbb{E}[p_\rho])$.

Furthermore, this collection of restrictions $\mathcal{R}_{\text{atomic}}(p)$ is bias-preserving, in the sense that:

$$\left| \rho \mapsto \mathbb{E}_{x \sim \{-1,1\}^n} [\text{sign}(p_\rho(x))] - \mathbb{E}_{x \sim \{-1,1\}^n} [\text{sign}(p(x))] \right| \leq \eta.$$  \hspace{1cm} (5)

The running time of BUILD-RESTRICTIONS-ATOMIC is $\text{poly}(n^d, |\mathcal{R}_{\text{atomic}}(p)|)$.  

**Proof.** Define $\tau := \tau \cdot 2^{-C_3 d}$ where $C_3 > 0$ is a universal constant that we will set later. The algorithm BUILD-RESTRICTIONS-ATOMIC begins by computing $\text{Inf}_i(p)$ for all $i \in [n]$, which can be done deterministically in time $\text{poly}(n^d)$ via the Fourier formula $\text{Inf}_i(p) = \sum_{S \ni i} \hat{p}(S)^2$. With these values, the algorithm then determines whether the $\tau$-critical index of $p$ is large (i.e. at least $K := 2^{C_1 d} \log(1/\delta)/(\pi^2)$ where $C_1$ is the universal constant from Lemma 11) or small (i.e. at most $k < K$). Let $H \subseteq [n]$ be the $K$ most influential variables of $p$ in the case where $p$ has large $\tau$-critical index and the $k$ most influential ones otherwise, and let $T := [n] \setminus H$.

We define $\mathcal{R}_{\text{atomic}}(p)$ to be the set of all restrictions $\rho \in \{-1,1\}^H \times \{\ast\}^T$ such that $\rho_H \in \text{range} (\mathcal{G}_{\text{PTF}})$, where $\mathcal{G}_{\text{PTF}}$ is a PRG with seed length $s(|H|, d, \eta)$ that is 4d-wise uniform and $\eta$-fools degree-$d$ PTFs over $\{-1,1\}^H$. Note that the size of $\mathcal{R}_{\text{atomic}}(p)$ is indeed as claimed in the statement of the lemma:

$$|\mathcal{R}_{\text{atomic}}(p)| \leq \exp(s(|H|, d, \eta)),$$

where $|H| \leq |\text{range} (\mathcal{G}_{\text{PTF}})| \leq \frac{2^{O(d)}}{\tau^2} \log\left(\frac{1}{\delta}\right) = \frac{2^{O(d)}}{\tau^2} \log\left(\frac{1}{\delta}\right)$.

By the 4d-uniformity of $\mathcal{G}_{\text{PTF}}$ and our definition of $H$, it follows from Lemma 13 and 14 that with probability $\geq 2^{-O(d)}$ over a draw $\rho \leftarrow \mathcal{R}_{\text{atomic}}$, the restricted polynomial $p_\rho$ is either

1. $(2^{O(d)} \cdot \tau)$-regular, or
2. satisfies $\text{Var}[p_\rho] \leq \delta \mathbb{E}[p_\rho]^2$, and consequently by Chebyshev’s inequality, the PTF $\text{sign}(p_\rho)$ is $\delta$-close to the constant function $\text{sign}(\mathbb{E}[p_\rho])$.

We choose the universal constant $C_3$ to ensure that $2^{O(d)} \cdot \tau = 2^{O(d)} \cdot \tau \cdot 2^{-C_3 d} \leq \tau$.

Finally, using the fact that $\mathcal{G}_{\text{PTF}}$ $\eta$-fools degree-$d$ PTFs over $\{-1,1\}^H$, Equation (5) follows from Fact 16 and this completes the proof.

### 3.3.1 Composing single atomic steps: Proof of Theorem 15 given Lemma 17

At a very high level, Theorem 15 follows by recursive applications of Lemma 17. Given a degree-$d$ polynomial $p$, BUILD-RESTRICTIONS begins by calling the subroutine BUILD-RESTRICTIONS-ATOMIC of Lemma 17, which returns a set $\mathcal{R}_{\text{atomic}}(p) =: \mathcal{R}^{(1)}$ of $\exp(s(m, d, \eta))$ many restrictions satisfying the conclusion of Lemma 17. We call a restriction...
\( \rho \in \mathcal{R}_{\text{atomic}}(p) \) good if \( p_\rho \) is either \( \tau \)-regular or satisfies \( \text{Var}[p_\rho] \leq \delta |p_\rho|^2 \) (i.e. if \( p_\rho \) satisfies the conclusion of Lemma 17), and we call \( \rho \) \textit{bad} otherwise. By Lemma 17, we have that

\[
\Pr_{\rho \in \mathcal{R}(1)}[\rho \text{ is good}] \geq 2^{-C_2d} 
\]

and

\[
\left| \mathbb{E}_{\rho \in \mathcal{R}(1)} \left[ \mathbb{E}_{x \in \{-1,1\}^n} \left[ \text{sign}(p_\rho(x)) \right] \right] - \mathbb{E}_{x \in \{-1,1\}^n} \left[ \text{sign}(p(x)) \right] \right| \leq \eta.
\]

\textbf{Build-Restrictions} cycles through all \( \rho \in \mathcal{R}_{\text{atomic}}(p) \) and determines if each is good or bad. Note that this can be done deterministically in overall time \( |\mathcal{R}_{\text{atomic}}(p)| \cdot \text{poly}(n^d) \) via the Fourier formulas \( \text{Inf}_i(q) = \sum_{S \ni i} \hat{q}(S)^2 \) and \( \text{Var}(q) = \sum_{S \neq \emptyset} \hat{q}(S)^2 \). For each bad restriction \( \rho \), \textbf{Build-Restrictions} recursively calls the subroutine \textbf{Build-Restrictions-Atomic} on the restricted polynomial \( p_\rho \), obtaining another set \( \mathcal{R}_{\text{atomic}}(p_\rho) \) of \( \exp(s(m,d,\eta)) \) many restrictions satisfying the conclusion of Lemma 17. Consider the overall set of restrictions comprising of the good restrictions in \( \mathcal{R}_{\text{atomic}}(p) \), along with the the bad \( \rho \in \mathcal{R}_{\text{atomic}}(p) \) extended by those in \( \mathcal{R}_{\text{atomic}}(p_\rho) \), i.e.

\[
\mathcal{R}^{(2)} := \{ \rho : \rho \in \mathcal{R}_{\text{atomic}}(p) \text{ is good} \} \cup \{ \rho \circ \rho' : \rho \in \mathcal{R}_{\text{atomic}}(p) \text{ is bad}, \rho' \in \mathcal{R}_{\text{atomic}}(p_\rho) \}.
\]

We have that

\[
\Pr_{\rho \in \mathcal{R}^{(2)}}[\rho \text{ is good}] = 1 - \Pr_{\rho \in \mathcal{R}^{(2)}}[\rho \text{ is bad}]
\]

\[
= 1 - \Pr_{\rho \in \mathcal{R}(1)}[\rho \text{ is bad}] \cdot \Pr_{\rho' \in \mathcal{R}(1)}[\rho' \text{ is bad} | \rho \text{ is bad}]
\]

\[
\geq 1 - (1 - 2^{-C_2d})^2,
\]

where \( C_2 \) is the universal constant from Lemma 17, and

\[
\left| \mathbb{E}_{\rho \in \mathcal{R}(2)} \left[ \mathbb{E}_{x \in \{-1,1\}^n} \left[ \text{sign}(p_\rho(x)) \right] \right] - \mathbb{E}_{x \in \{-1,1\}^n} \left[ \text{sign}(p(x)) \right] \right| \leq 2\eta.
\]

Iterating this argument and defining \( \mathcal{R}^{(j)} \) analogously for \( j > 2 \), we have that

\[
\Pr_{\rho \in \mathcal{R}^{(j)}}[\rho \text{ is good}] \geq 1 - (1 - 2^{-C_2d})^j \tag{6}
\]

and

\[
\left| \mathbb{E}_{\rho \in \mathcal{R}(j)} \left[ \mathbb{E}_{x \in \{-1,1\}^n} \left[ \text{sign}(p_\rho(x)) \right] \right] - \mathbb{E}_{x \in \{-1,1\}^n} \left[ \text{sign}(p(x)) \right] \right| \leq j\eta. \tag{7}
\]

By choosing \( j = 2^{O(d)} \log(1/\epsilon) \) we can make the RHS of Equation (6) at least \( 1 - \epsilon \), and by our choice of \( \eta = \epsilon / 2^{O(d)} \log(1/\epsilon) \) we have that the RHS of Equation (7) is at most \( \epsilon \). Finally, we note that

\[
|\mathcal{R}^{(j)}| \leq \exp(s(m,d,\eta) \cdot j) = \exp(s(m,d,\eta) \cdot 2^{O(d)} \log(\frac{1}{\epsilon}))
\]

and this completes the proof of Theorem 15 given Lemma 17. \( \blacktriangleright \)
4 Instantiating our derandomized regularity lemma: Proofs of Theorems 1 and 2

4.1 The $G_{PTF}$ PRG

To apply Theorem 15 we need a PRG $G_{PTF}$ that (i) is $4d$-wise uniform, and (ii) $\eta$-fools degree-$d$ PTFs over $\{-1,1\}^m$. Since $m$ (the number of variables) is quite small in Theorem 15, the idea is to use a PRG which has a poor dependence on this parameter but a good dependence on the error parameter $\eta$ and the degree parameter $d$, since we will be able to take advantages of these good dependences on $\eta$ and $d$ while not having to “pay too much” for the poor dependence on $m$.

As mentioned earlier, the PRG for degree-$d$ PTFs from [23] is well suited to the purpose of achieving item (ii) above with good parameters for us. We recall the performance guarantee of [23]:

- **Theorem 18** (Special case of Theorem 2 of [23]). There is an efficient explicit PRG with seed length $2^{O(\sqrt{d \log m})} + \text{polylog}(1/\eta)$ that $\eta$-fools the class of degree-$d$ PTFs over $\{-1,1\}^m$.

Regarding item (i), it is not clear that the [23] PRG is $4d$-wise uniform but we can easily augment it to be $4d$-wise uniform by simply performing a bitwise XOR with a $4d$-wise uniform distribution. The correctness of this is ensured by the following simple lemma:

- **Lemma 19.** Let $G_1 : \{−1,1\}^s_1 \to \{−1,1\}^m$ be a PRG that $\epsilon$-fools the class of degree-$d$ PTFs over $\{-1,1\}^m$. Let $G_2 : \{−1,1\}^{s_2} \to \{−1,1\}^m$ be such that the distribution of $G_2(r)$ is $k$-wise uniform for $r$ uniform random over $\{-1,1\}^{s_2}$. Define $G : \{-1,1\}^{s_1+s_2} \to \{-1,1\}^m$ by

$$ (G(r_1, r_2))_j = (G(r_1))_j \cdot (G(r_2))_j \quad \text{for } j \in [m]. $$

Then (i) $G$ $\epsilon$-fools the class of degree-$d$ PTFs over $\{-1,1\}^m$, and (ii) $G(r_1, r_2)$ is $k$-wise uniform for $(r_1, r_2)$ uniform random over $\{-1,1\}^{s_1+s_2}$.

**Proof.** For (i), observe that if $p(x_1, \ldots, x_m)$ is a degree-$d$ polynomial, then for any fixed $a \in \{-1,1\}^m$ the function $g(x_1, \ldots, x_m) = p(a_1 x_1, \ldots, a_m x_m)$ is also a degree-$d$ polynomial. It follows that for any fixed setting of $r_1 \in \{-1,1\}^{s_2}$, the distribution

$$(G(r_1, r_2))_{r_1 \mapsto \{-1,1\}^{s_1}} = ((G(r_1))_1 \cdot (G(r_2))_1, \ldots, (G(r_1))_m \cdot (G(r_2))_m)_{r_1 \mapsto \{-1,1\}^{s_1}}$$

$\epsilon$-fools the class of degree-$d$ PTFs over $\{-1,1\}^m$, and (i) follows directly from this.

For (ii), similarly observe that if $X = (X_1, \ldots, X_m)$ is a $k$-wise uniform random variable over $\{-1,1\}^m$ then for any fixed $a \in \{-1,1\}^m$, the random variable $(a_1X_1, \ldots, a_mX_m)$ is also $k$-wise uniform. It follows that for any fixed setting of $r_1 \in \{-1,1\}^{s_1}$, the distribution

$$(G(r_1, r_2))_{r_2 \mapsto \{-1,1\}^{s_2}} = ((G(r_1))_1 \cdot (G(r_2))_1, \ldots, (G(r_1))_m \cdot (G(r_2))_m)_{r_2 \mapsto \{-1,1\}^{s_2}}$$

is $k$-wise uniform, and (ii) follows directly from this.

---

3 Theorem 2 of [23] gives a PRG with seed length $2^{O(\sqrt{m} \log S)} + \text{polylog}(1/\eta)$ that $\eta$-fools the class of size-$S$ Threshold-of-$AC^0^d$ circuits. The current statement follows as a special case of this by observing that any degree-$d$ $m$-variable PTF can be viewed as a Threshold-of-AND circuit of size at most $S = O(m^d)$, since there are at most $\binom{m}{0} + \cdots + \binom{m}{d}$ many ANDs over at most $d$ out of $m$ input variables.
Recalling the well-known fact (see e.g. [24]) that there are simple explicit pseudorandom generators with seed length $O(k \log m)$ that output $k$-wise independent distributions over $\{-1, 1\}^m$, we get the following corollary of Theorem 18:

**Corollary 20.** There is an efficient explicit PRG $G_{PTF}$ with seed length $s(m, d, \eta) = 2^{O(\sqrt{d} \log m)} + \text{polylog}(1/\eta)$ that is $4d$-wise uniform and $\eta$-fools the class of degree-$d$ PTFs over $\{-1, 1\}^m$.

### 4.2 Proof of Theorem 1

Recall that to prove Theorem 1, we must give a deterministic algorithm for $\epsilon$-approximate counting $n$-variable degree-$d$ PTFs over Boolean space that runs in time

$$\exp\left(2^{O(d \sqrt{\log(d/\epsilon)})}\right) \cdot n^{O(d \cdot \text{poly}(1/\epsilon))}.$$  

The algorithm operates in two stages. In the first stage, it runs the Build-Restrictions procedure given in Theorem 15 with its "$\rho$" each, and that the running time of the algorithm is $O(\epsilon)$, its "$\tau$" parameter set to $(\epsilon/d)^{O(d)}$, and $G_{PTF}$ being the PRG given in Corollary 20. With these parameter settings the "$m$" of Theorem 15 is $m = (d/\epsilon)^{O(d)}$ and the "$\eta$" is $\eta = \frac{\epsilon}{2^{O(d \cdot \log(1/\epsilon))}}$. Recall that the running time of Build-Restrictions is

$$\begin{align*}
\text{poly}(n^d, \exp(s(m, d, \eta) \cdot 2^{O(d \cdot \log(1/\tau))})) \\
= \text{poly}(n^d, \exp((2^{O(d \sqrt{\log(d/\epsilon)})} + \text{poly}(d, \log(1/\epsilon)))) \cdot 2^{O(d \cdot \log(1/\tau))}) \\
= \text{poly}(n^d, \exp(2^{O(d \sqrt{\log(d/\epsilon)}/\epsilon)})),
\end{align*}$$

(8)

and that Build-Restrictions outputs a set $R$ of at most

$$\exp(s(m, d, \eta) \cdot 2^{O(d \cdot \log(1/\tau))}) = \exp(2^{O(d \sqrt{\log(d/\epsilon)})})$$

many restrictions.

In the second stage, the algorithm exhaustively iterates over each restriction $\rho \in R$. For each $\rho \in R$ it computes a value $v_\rho$ as follows:

1. First, it computes $\inf_i(p_\rho)$ for all variables $i$ that were not fixed by the restriction $\rho$ (recall that this can be done deterministically in time $\text{poly}(n^d)$ via the Fourier formula $\inf_i(p_\rho) = \sum_{S \ni i} \hat{p}_\rho(S)^2$). It uses these computed influences to determine whether or not $p_\rho$ is $\tau$-regular according to Definition 8 (recall that $\tau = (\epsilon/d)^{O(d)}$).

2. If $p_\rho$ is $\tau$-regular, then it runs the [12] deterministic PRG-based algorithm for Gaussian space (recall Table 2) to obtain a $\pm \epsilon$-accurate estimate of $\mathbf{E}_{g \sim N(0, 1)^n}[\text{sign}(p_\rho(g))]$. (Recall that the [12] algorithm takes time $n^{2^{O(d \cdot \text{poly}(1/\epsilon))}}$.) It sets $v_\rho$ to be the output of this algorithm.

3. Otherwise, if $p_\rho$ is not $\tau$-regular, it simply sets $v_\rho$ to be the value $\text{sign}(\mathbf{E}[p_\rho]) = \text{sign}(\hat{p}_\rho(0)) \in \{-1, 1\}$.

The final value $v$ returned by the algorithm is the average over all $\rho \in R$ of the values $v_\rho$.

From Equation (8) and item (2) above we have that the running time of the algorithm is

$$\exp\left(2^{O(d \sqrt{\log(d/\epsilon)})}\right) \cdot n^{2^{O(d \cdot \text{poly}(1/\epsilon))}},$$

as claimed in Theorem 1. To conclude the proof it remains only to argue that $v$ is indeed within an additive $\pm O(\epsilon)$ of the true value of $\mathbf{E}_{x \sim \{-1, 1\}^n}[\text{sign}(p(x))]$. Recalling Equation (3)
and the fact that at most an $\epsilon$ fraction of restrictions $\rho \in \mathcal{R}$ are such that neither is $p_\rho$ \( \tau \)-regular nor is $\text{sign}(p_\rho)$ \( \delta \)-close (i.e. \( \epsilon \)-close) to the constant function $\text{sign}(E[p_\rho])$, using item (2) above it suffices to show that for every $\rho$ such that $p_\rho$ is \( \tau \)-regular, it holds that

$$\left| \mathbb{E}_{g \sim \mathcal{N}(0,1)} \left[ \text{sign}(p_\rho(g)) \right] - \mathbb{E}_{x \sim (-1,1)^n} \left[ \text{sign}(p_\rho(x)) \right] \right| \leq O(\epsilon).$$

Since $p_\rho$ is \( \tau \)-regular, we have that

$$\max_{i \in [n]} \text{Inf}_i(p_\rho) \leq \sqrt{\sum_{j=1}^{n} \text{Inf}_j(p_\rho)^2} \leq \tau \sum_{j=1}^{n} \text{Inf}_j(p_\rho) \leq \tau d \cdot \text{Var}[p_\rho],$$

where the last inequality uses that the total influence of a degree-$d$ polynomial is at most $d$ times its variance. Hence by the invariance principle (Theorem 7), we have that

$$\left| \mathbb{E}_{g \sim \mathcal{N}(0,1)} \left[ \text{sign}(p_\rho(g)) \right] - \mathbb{E}_{x \sim (-1,1)^n} \left[ \text{sign}(p_\rho(x)) \right] \right| \leq O(d(\tau d)^{1/\beta d}) = O(\epsilon)$$

as desired, where the last inequality is by our choice of $\tau = (\epsilon/d)^{O(d)}$. This concludes the proof of Theorem 1.

### 4.3 Proof of Theorem 2

To prove Theorem 2, we must give a deterministic algorithm for \( \epsilon \)-approximate counting $n$-variable degree-$d$ PTFs over Boolean space that runs in time $n^{O_{d,\kappa}(1/\epsilon)^{\kappa}}$.

The first stage of the algorithm here is identical to the first stage of the algorithm in the previous subsection, with the same parameter settings and running time. The second stage differs only in item (2), where now in the \( \tau \)-regular case we run the [14] deterministic PRG-based algorithm for Gaussian space, which runs in time $n^{O_{d,\kappa}(1/\epsilon)^{\kappa}}$.

The analysis of correctness (showing that the output of this algorithm is $\pm O(\epsilon)$-close to the right value) is identical to the previous subsection. The running time of the algorithm is $\exp \left( 2^{O(d \sqrt{\log(1/\epsilon)})} \right) \cdot n^{O_{d,\kappa}(1/\epsilon)^{\kappa}}$, where we recall that the function of $d$ and $1/\kappa$ hidden by the big-Oh notation is very fast-growing, in fact of Ackermann type. We now observe that the first component of the running time, $\exp \left( 2^{O(d \sqrt{\log(1/\epsilon)})} \right)$, is asymptotically dominated by the second $n^{O_{d,\kappa}(1/\epsilon)^{\kappa}}$ component, which gives us the final claimed $n^{O_{d,\kappa}(1/\epsilon)^{\kappa}}$ runtime.

We establish this by comparing $d$ and $\epsilon$ as follows:

- If $d$ is less than $(\log(1/\epsilon))^{1/3}$, then the first component $\exp \left( 2^{O(d \sqrt{\log(1/\epsilon)})} \right)$ is less than $\exp(2^{(\log(1/\epsilon))^{0.9}})$, whereas the second expression is $n^{O_{d,\kappa}(1/\epsilon)^{\kappa}} \geq \exp(O_{d,\kappa}(1) \cdot (1/\epsilon)^{\kappa})$. For $(1/\epsilon)^{\kappa}$ to be as small as $2^{(\log(1/\epsilon))^{0.9}}$ we would need $\kappa \leq (\log(1/\epsilon))^{-0.1}$, but having $\kappa$ be this small means that the $O_{d,\kappa}(1)$ factor will make $O_{d,\kappa}(1) \cdot (1/\epsilon)^{\kappa}$ much bigger than $2^{(\log(1/\epsilon))^{0.9}}$.

- If $d$ is larger than $(\log(1/\epsilon))^{1/3}$, then the first expression $\exp \left( 2^{O(d \sqrt{\log(1/\epsilon)})} \right)$ is less than $\exp(2^d)$, whereas the second expression is still at least $\exp(O_{d,\kappa}(1) \cdot (1/\epsilon)^{\kappa})$. Irrespective of the value of $\kappa$, the $O_{d,\kappa}(1)$ in this second expression asymptotically dominates $\exp(2^d)$.

This concludes the proof of Theorem 2.

### References


A Proof of Fact 6

Let $p : \{-1, 1\}^n \rightarrow \mathbb{R}$ be a degree-$d$ multilinear polynomial normalized so that $\mathbb{V}ar[p]$ (which is equal to $\sum_{S \neq \emptyset, |S| \leq d} \hat{p}(S)^2$) equals 1, and let $D$ be a $4d$-wise uniform distribution over $\{-1, 1\}^n$. We consider the mean-zero random variable $p(z) - \mathbb{E}[p(z)] = p(z) - \overline{p}(\emptyset)$, where $z \leftarrow D$. We have that $\mathbb{E}[p(z)] = 0$, $\mathbb{E}[p(z)^2] = \mathbb{V}ar[z][p(z)] = \mathbb{V}ar[z_{x \leftarrow \{-1, 1\}^n}[p(x)] = 1$, and by Corollary 4 (derandomized (2,4)-Hypercontractivity), we further have that $\mathbb{E}[p(z)^4] \leq 9^d \mathbb{E}[p(z)^2]^2 = 9^d$.

Fact 6 now follows from the following simple fact:

Fact 21 ([1], Lemma 3.2). Let $A$ be a real valued random variable satisfying $\mathbb{E}[A] = 0$, $\mathbb{E}[A^2] = 1$ and $\mathbb{E}[A^4] \leq b$. Then $\mathbb{P}[|A| \geq 1/(4\sqrt{b})] \geq 1/(4^{3/2}b)$.

B Proof of Lemma 13 and Lemma 14

B.1 Proof of Lemma 13 (derandomized Lemma 5.2 of [8]: large critical index)

We express $p(x)$ as $q(x) + r(x) + \mathbb{E}[p]$, where

$$q(x) = \sum_{S \in K} \hat{p}(S)\chi_S(x) \quad \text{and} \quad r(x) = \sum_{S \subseteq K, S \neq \emptyset} \hat{p}(S)\chi_S(x).$$

[8]’s Lemma 5.2 follows from the following two claims:

1. For every constant $c$ there is a sufficiently large constant $C_1$ such that if $K := 2^{C_1 d} \log(1/\delta)/\tau^2$, then

$$\mathbb{E}_{\rho \sim \{-1,1\}^K}[\text{Var}(p_{\rho})] \leq \delta \cdot 2^{-cd} \cdot \mathbb{E}_{\rho \sim \{-1,1\}^K}[r(\rho)^2].$$

(This is [8]’s Claim 5.6.) Consequently, by Markov’s inequality, for all constants $c$ and $c'$ we can again choose $C_1$ to be sufficiently large to ensure that

$$\mathbb{P}_{\rho \sim \{-1,1\}^K}\left[\text{Var}(p_{\rho}) \leq \delta \cdot 2^{-cd} \cdot \mathbb{E}_{\rho \sim \{-1,1\}^K}[r(\rho)^2]\right] \geq 1 - 2^{-c'd}.$$  

2. There are constants $b$ and $b'$ such that

$$\mathbb{P}_{\rho \sim \{-1,1\}^K}\left[\mathbb{E}[p(\rho)]^2 \geq 2^{-bd} \mathbb{E}_{\rho \sim \{-1,1\}^K}[r(\rho)^2]\right] \geq 2^{-b'd},$$

which follows from an application of Lemma 5.4 of [8].
The proof of Lemma 13 follows [8]’s proof of their Lemma 5.2 almost exactly. The only changes are that:

- the functions \( \rho \mapsto \text{Var}(p_\rho) \) and \( \rho \mapsto r(\rho)^2 \) are degree 2d polynomials in \( \rho \), and hence Equations (9) and (10) both hold for \( \rho \) drawn from any 2d-wise independent distribution over \( \{-1, 1\}^K \);
- we use our derandomized version of Lemma 5.4 of [8], namely Fact 6, in place of Lemma 5.4 of [8] to deduce that Equation (11) also holds for \( \rho \) drawn from any 2d-wise independent distribution over \( \{-1, 1\}^K \).

The rest of the proof is unchanged.

B.2 Proof of Lemma 14 (derandomized Lemma 5.1 of [8]: small critical index)

The proof of Lemma 14 follows [8]’s proof of their Lemma 5.1 almost exactly. The only changes are that:

- we use our derandomized version of (2,4)-Hypercontractivity, namely Corollary 4, in place of (2,4)-Hypercontractivity (Lemma 4.3 of [8], which is used in the line immediately following Equation (5.1) of their paper);
- we use our derandomized version of Lemma 5.4 of [8], namely Fact 6, in place of Lemma 5.4 of [8], which is used two lines after Equation (5.2) of their paper.

The rest of the proof is unchanged.

\[\text{Remark 22 (Motivating our notion of regularity).}\]

Recall from Section 1.4 that the works of [6, 18] use a technically slightly different notion of “regularity.” In those works an \( n \)-variable multivariate polynomial \( p \) is considered to be \( \tau \)-regular if for every \( i \in [n] \) we have that \( \inf_i(p) \leq \tau \cdot \sum_{i=1}^n \inf_i(p) \). Intuitively, we may view this as a notion of “regularity-in-\( \ell_\infty \)”, and the notion used in the current paper and in [6, 19] as a notion of “regularity-in-\( \ell_2 \)”. We remark here that the small critical index case (the subject of Lemma 14 and of Lemma 5.1 of [8]) is the reason why we need to work with the [8] notion of regularity-in-\( \ell_2 \) given in Definition 8 rather than the regularity-in-\( \ell_\infty \) notion used in [6, 18]. We more detail, to handle the small critical index case using the regularity-in-\( \ell_\infty \) notion, the analysis of [6, 18] uses an exponential tail bound for degree-d polynomials (the “degree-d Chernoff bound”, see Theorem 9.23 of [21]). However, derandomizing this degree-d Chernoff bound requires \( dq \)-wise uniform distributions, where \( q \) depends on the parameters with which the degree-d Chernoff bound is being applied, and it turns out that because of the way that the [6, 18] arguments employ the degree-d Chernoff bound, this can be prohibitively expensive in our context. In contrast, recall from Section 2.1 that derandomizing Theorem 3 and Fact 5 (which is all that is needed to establish a derandomized version of the small critical index case using the regularity-in-\( \ell_2 \) notion, as outlined above) can be done using only \( 4d \)-wise uniformity.
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1 Introduction

Graphs that are sparse but well connected, called expander graphs, have numerous applications in various areas of computer science (see for example [8]). Recently, there has been much interest in generalizing the notion of expansion to higher-dimensional simplicial complexes, beginning with the work of Lineal and Meshulam [12], Meshulam and Wallach [17], and Gromov [7]. While multiple notions of high-dimensional expansion have been introduced (see the survey by Lubotzky [14]), these notions agree in that random simplicial complexes are not good high-dimensional expanders. In contrast, ordinary random graphs are near-optimal expanders with high probability. Therefore constructions of high-dimensional expanders are of particular interest. Early constructions of high-dimensional expanders, namely Ramanujan complexes [16, 15], were quite mathematically involved, whereas more simple and combinatorial constructions have been introduced recently.

In this paper, we introduce a modification of the high-dimensional expander construction of Liu, Mohanty, and Yang [13], which is based on a sort of high-dimensional tensor product. We then show that this modification gives an exponential improvement in the dependence of the \(k\)th order spectral gap on the dimension \(k\), and we discuss why our results suggest this modification is optimal among constructions with the same general product structure. These results also address a question posed by Liu et al. [13] pertaining to the limitations of their product-based construction.
1.1 High-dimensional expanders

A high-dimensional expander is a simplicial complex with certain expansion properties. A simplicial complex is a hypergraph with downward-closed hyperedges, called faces. That is, a simplicial complex $X$ on $n$ vertices is a collection of faces $X \subset 2^{[n]}$, where for any face $\sigma \in X$, all subsets of $\sigma$ are also faces in $X$. The dimension of a face $\sigma$ is $\dim(\sigma) = |\sigma| - 1$, and the dimension of $X$ is the maximum dimension of any face in $X$. The 1-skeleton of a simplicial complex is the undirected $n$-vertex graph whose edges are given by the 1-dimensional faces. We restrict attention to pure simplicial complexes, meaning that every face is contained in a face of maximal dimension.

We consider the notion of high-dimensional expansion introduced by Kaufman and Mass [9], which requires rapid mixing for the high-order “up-down” or “down-up” random walks on simplicial complexes. The $k$-dimensional up-down walk on a simplicial complex specifies transition probabilities for a walk that alternates between faces of dimension $k$ and $k + 1$. The 0-dimensional up-down walk is an ordinary lazy random walk on the 1-skeleton of the simplicial complex. Therefore 1-dimensional expanders are just ordinary (spectral) expander graphs. The spectral gaps of higher-order walks are difficult to bound directly, so they are instead typically bounded using a line of work [9, 5, 10, 1], which has shown that a large spectral gap for high-order walks is implied by good local expansion, that is, good spectral expansion of a specific set of graphs that describe the local structure of the simplicial complex. Formal definitions of high-order walks and local expansion are provided in Section 2.

We are interested in constructions of infinite families of high-dimensional expanders with bounded degree and spectral gap for all dimensions. Specifically, for any fixed $H \geq 1$, a $H$-dimensional expander family is a family $X$ of $H$-dimensional simplicial complexes such that there is no finite upper bound on the number of vertices of elements $X \in X$, and the following two properties hold:

1. Bounded degree: There exists some $\overline{d} > 0$ such that for every $X \in X$, each vertex in $X$ belongs to at most $\overline{d}$ faces.

2. Bounded spectral gap: There exists some $\nu > 0$ such that for every $X \in X$ and every $0 \leq k \leq H - 1$, the $k$-dimensional up-down walk on $X$ has spectral gap $\geq \nu$.

In general, the spectral gap of the $k$-dimensional up-down walk cannot be greater than $\frac{2}{k+2}$ (see for example Proposition 3.3 of [1]). Our goal is to prove good lower bounds for this spectral gap for specific constructions of $H$-dimensional expander families. That is, we are interested in the optimal relationship between dimension and spectral gap, and only require an arbitrary upper bound on degree. This goal differs from the study of expander graphs, and specifically Ramanujan graphs, which focuses on the optimal relationship between degree and spectral gap.

While Kaufman and Mass [9] showed that Ramanujan complexes are high-dimensional expanders, multiple more elementary constructions have since been introduced [3, 4, 2, 13, 11, 6]. However, only three of these constructions [13, 11, 6] provide constant-degree high-dimensional expander families of all dimensions. The construction of Kaufman and Oppenheim [11] and the hyper-regular variant introduced by Friedgut and Iluz [6] are based on coset geometries, and achieve near-optimal expansion in all dimensions. In contrast, the construction of Liu et al. [13] is much more elementary, as it consists of a sort of high-dimensional tensor product between an expander graph and a constant-sized complete simplicial complex. However, this construction has suboptimal expansion in high dimensions. Specifically, Alev and Lau [1] showed that the $k$-dimensional up-down walk on the $H$-dimensional construction of Liu et al. [13] has spectral gap at least $\frac{1}{k+2(k+1)}$, where $1 \leq c \leq 2$ is a constant depending on $H$ and on the expander graph used in the construction. Note that this bound has exponential dependence on $k$, in contrast to the optimal linear dependence $\Omega(\frac{1}{k})$. 


1.2 Contributions

In this paper, we present a modification of the high-dimensional expander family of Liu et al. [13], for which we show that the spectral gap of the $k$-dimensional up-down walk is at least $\frac{1}{(1+\log H)(k+2)(k+1)}$. This quadratic dependence on $k$ provides an exponential improvement compared to the spectral gap bound of $c(\frac{k+2}{k+1})^2$ for the construction of Liu et al. [13]. We attain this exponential improvement using the same product structure as Liu et al. [13] while adjusting the weights of faces. Our modified construction also yields improved local expansion in high dimensions. For every $1 \leq k \leq H-2$, we show that the 1-skeleton of the link of any $k$-dimensional face in our construction has spectral gap at least $\frac{k+1}{k+2}$, an improvement over the analogous bound of $\frac{1}{2}$ for the construction of Liu et al. [13].

The organization of the remainder of this paper is as follows. Section 2 presents preliminary notions, and Section 3 presents our main construction along with some basic properties. In Section 4, we compute the local expansion of the construction, from which a result of Alev and Lau [1] implies rapid mixing of high-order walks. Section 5 discusses potential generalizations and limitations.

2 Background and preliminaries

This section provides basic definitions pertaining to simplicial complexes and high-dimensional expanders, as well as relevant past results.

Definition 1. A simplicial complex $X$ on $n$ vertices is a subset $X \subset 2^{[n]}$ such that if $\sigma \in X$, then all subsets of $\sigma$ also belong to $X$. Let $X(k) = \{\sigma \in X : |\sigma| = k + 1\}$, and let the $k$-skeleton of $X$ refer to the simplicial complex $\bigcup_{\ell \leq k} X(\ell)$. The elements of $X(k)$ will be referred to as $k$-dimensional faces. The dimension of a simplicial complex is the maximum dimension of any of its faces, and if each face is contained in a face of maximal dimension, then the complex is pure. A balanced weight function $m : X \rightarrow \mathbb{R}_+$ on a pure simplicial complex $X$ is a function such that for every $-1 \leq k < \dim(X)$ and every $\sigma \in X(k)$,

$$m(\sigma) = \sum_{\tau : \sigma \subseteq \tau \in X(k+1)} m(\tau).$$

The 1-skeleton of a simplicial complex $X$ with balanced weight function $m$ is the undirected weighted graph $(X(0), X(1), m)$ that has vertices $[n] = X(0)$, edges $X(1)$, and edge weights $m(e)$ for $e \in X(1)$. The weighted degree of a vertex $x$ in this graph is given by the weight $m(x)$.

This paper will restrict attention to pure weighted simplicial complexes with balanced weight functions. In this case, the faces and weight function may be defined only on faces of maximal dimension, then propagated downwards, and the following useful formula applies.

Lemma 2 ([18]). For every $H$-dimensional simplicial complex $X$, every $-1 \leq k \leq H$, and every $\sigma \in X(k)$,

$$m(\sigma) = (H-k)! \sum_{\tau : \sigma \subseteq \tau \in X(H)} m(\tau).$$

Just as ordinary expander graph families are specified to have bounded degree, we are interested in families of simplicial complexes satisfying an analogous notion:
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Definition 3. A family $\mathcal{X}$ of simplicial complexes has bounded degree if there exists some constant $\mathcal{D}$ such that for every $X \in \mathcal{X}$ and every vertex $x \in X(0)$, there are at most $\mathcal{D}$ faces in $X$ that contain $x$.

The local properties of a simplicial complex are captured by the links of faces, defined below.

Definition 4. For a simplicial complex $X$ with weight function $m$, the link $X_\sigma$ of any $\sigma \in X$ is the simplicial complex defined by $X_\sigma = \{ \tau \setminus \sigma : \sigma \subset \tau \in X \}$ with weight function $m_\sigma(\tau \setminus \sigma) = m(\tau)$.

A common theme in the study of high-dimensional expanders is the “local-to-global” paradigm, which uses bounds on the expansion of the 1-skeletons of links to prove global expansion properties. To state such local-to-global results, it is first necessary to define graph expansion.

Definition 5. For a graph $G$, the adjacency matrix is denoted $M_G$, the diagonal degree matrix is denoted $D_G$, and the random walk matrix is denoted $W_G = M_G D_G^{-1}$. The eigenvalues of the random walk matrix are denoted from greatest to least by $\omega_i(G) = \omega_i(W_G)$. The expansion, or spectral gap, of $G$ is the quantity $\nu_2(G) = \nu_2(W_G) = 1 - \omega_2(G)$.

For any $n$-vertex graph $G$, all eigenvalues $\omega_i(W_G)$ of the random walk matrix lie in $[-1, 1]$, and $\omega_1(W_G) = 1$, so $0 \leq \nu_2(G) \leq 1 + \frac{1}{n-1}$ because $\sum \omega_i(W_G) = \text{Tr}(W_G) \geq 0$. Graphs with spectral gaps closer to 1 are considered “better” expanders.

We now introduce a notion of expansion for simplicial complexes.

Definition 6. For $-1 \leq k \leq H - 2$, the $k$-dimensional local expansion of a simplicial complex $X$ with weight function $m$ is the value

$$\nu^{(k)}(X) = \min_{\sigma \in X^{(k)}} \nu_2(X_\sigma(0), X_\sigma(1), m_\sigma).$$

The local expansion of $X$ is the minimum of the $k$-dimensional local expansion over all $k \geq 0$, while the global expansion equals the $(-1)$-dimensional local expansion.

That is, the $k$-dimensional local expansion refers to the lowest expansion of the 1-skeleton of the link of any $k$-dimensional face. Note that the terminology $k$-dimensional local expansion is nonstandard, but will be useful here. The following result shows that good local expansion in higher dimensions implies good local expansion in lower dimensions.

Proposition 7 ([18]). Let $X$ be a simplicial complex in which all links of dimension $\geq 1$ are connected. Then for every $0 \leq k \leq \dim(X) - 2$,

$$\nu^{(k-1)}(X) \geq 2 - \frac{1}{\nu^{(k)}(X)}.$$

In particular, Proposition 7 implies that if $\nu^{(k)}(X) \geq 1 - \epsilon$, then $\nu^{(k-1)}(X) \geq 1 - O(\epsilon)$.

The definition below presents the high-order random walks on simplicial complexes.

Definition 8. Fix a pure $H$-dimensional simplicial complex $X$. For $-1 \leq k \leq H - 1$, define the up-step random walk operator $W_k^{\uparrow} \in \mathbb{R}^{X(k+1) \times X(k)}$ so that for $\sigma \in X(k), \tau \in X(k+1)$,

$$W_k^{\uparrow}(\tau, \sigma) = \begin{cases} \frac{m(\tau)}{m(\sigma)}, & \sigma \subset \tau \in X(k+1) \\ 0, & \text{otherwise} \end{cases}$$
For $0 \leq k \leq H$, define the down-step random walk operator $W^↓_k \in \mathbb{R}^{X(k-1) \times X(k)}$ so that for $\sigma \in X(k)$, $\tau \in X(k-1)$,

$$W^↓_k(\tau, \sigma) = \begin{cases} \frac{1}{\Delta(\tau)}, & \sigma \supset \tau \in X(k-1) \\ 0, & \text{otherwise}. \end{cases}$$

Define the up-down and down-up random walk operators by $W^{↑↓}_k = W^{↓}_k \circ W^{↑}_k$ and $W^{↓↑}_k = W^{↑}_k \circ W^{↓}_k$ respectively.

For context with this definition, consider a 1-dimensional simplicial complex $X$, which may be viewed as a weighted, undirected graph. Then the up-step operator $W^{↑}_0$ moves from a vertex to an adjacent edge with probability proportional to its weight, while the down-step operator $W^{↓}_0$ moves from an edge to either of its vertices with probability $\frac{1}{2}$. Thus $W^{↑↓}_0 = W^{↑}_0 \circ W^{↓}_0$ is the ordinary graph lazy random walk operator, with stationary probability $\frac{1}{2}$.

The nonzero elements of the spectra of $W^{↑↓}_k$ and of $W^{↓↑}_k$ are identical. Therefore when studying the expansion of these operators, we restrict attention without loss of generality to $W^{↑↓}_k$.

The spectral gap $\nu_2(W^{↑↓}_k)$ gives a measure of high-dimensional expansion. Local expansion, defined above, provides another notion of high-dimensional expansion. The following result, which follows the “local-to-global” paradigm, shows that these two notions are closely related.

**Theorem 9** ([1]). Let $X$ be an $H$-dimensional simplicial complex, and let $W^{↑↓}_k$ refer to the up-down walk operator on $X$. Then for every $0 \leq k \leq H - 1$,

$$\nu_2(W^{↑↓}_k) \geq \frac{1}{k + 2} \prod_{j=1}^{k-1} \nu^{(j)}(X).$$

Thus if a simplicial complex has good local expansion, then its high-order walks have large spectral gaps. We apply this result to show our main high-dimensional expansion bound.

The bound in Theorem 9 is nearly tight for good local expanders:

**Proposition 10** ([1]). Let $X$ be an $H$-dimensional simplicial complex with at least $2(H + 1)$ vertices, and let $W^{↑↓}_k$ refer to the up-down walk operator on $X$. Then for every $0 \leq k \leq H - 1$,

$$\nu_2(W^{↑↓}_k) \leq \frac{2}{k + 2}.$$

The main purpose of this paper is to present a construction of high-dimensional expander families, defined below.

**Definition 11.** A family $\mathcal{X}$ of $H$-dimensional simplicial complexes is an $H$-dimensional expander family if the following conditions hold:

1. For every $n \in \mathbb{N}$, there exists some $X \in \mathcal{X}$ with $|X(0)| \geq n$.
2. $\mathcal{X}$ has bounded degree.
3. For every $0 \leq k \leq H - 1$, there exists some $\nu_{\mathcal{X},k} > 0$ such that for every $X \in \mathcal{X}$, the $k$-dimensional up-down walk operator $W^{↑↓}_k$ on $X$ satisfies $\nu_2(W^{↑↓}_k) \geq \nu_{\mathcal{X},k}$.

We are interested in constructing high-dimensional expander families $\mathcal{X}$ of all dimensions $H$ with the up-down walk spectral gaps $\nu_{\mathcal{X},k}$ close to the upper bound in Proposition 10. By Theorem 9, item 3 in Definition 11 is implied by a uniform lower bound on the local expansion $\nu^{(k)}(X)$ of all $X \in \mathcal{X}$ for every $-1 \leq k \leq H - 1$. We use this fact in the analysis of our construction.
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3 Construction

The following definition introduces the simplicial complex $Z$ with weight function $m$ considered in this paper. The construction takes as input an $n$-vertex graph $G$, which will typically be chosen from a family of expanders, as well as a dimension $H$ and a parameter $s \geq H + 1$, the latter of which will typically be taken as $s = 2H$. The parameters $H$ and $s$ will typically be treated as fixed values, while $G$ and $n$ vary, so that the construction provides a family of $H$-dimensional simplicial complexes.

**Definition 12.** Let $G = (V(G), E(G), w_G)$ be any connected undirected graph on $n$ vertices with no self-loops. For positive integers $H$ and $s$, define the $H$-dimensional simplicial complex $Z$ with vertex set $V(G) \times [s]$ such that

$$Z(H) = \{(v_1, b_1), \ldots, (v_{H+1}, b_{H+1}) \in V(G) \times [s] : \exists (u, v) \in E(G) \text{ s.t. } \{v_1, \ldots, v_{H+1}\} = \{u, v\} \text{ and } b_1, \ldots, b_{H+1} \text{ are all distinct}\}.$$  

Define a weight function $m$ on $Z$ so that if $\sigma = \{(v_1, b_1), \ldots, (v_{H+1}, b_{H+1})\} \in Z(H)$ is such that $|\{i : v_i = u\}| = j$ and $|\{i : v_i = v\}| = H + 1 - j$ for some edge $(u, v) \in E(G)$, then let

$$m(\sigma) = \frac{w_G((u, v))}{\binom{H-1}{j-1}}.$$  

In words, the $H$-dimensional faces of $Z$ are those sets of the form $\{(v_1, b_1), \ldots, (v_{H+1}, b_{H+1})\}$ such that all $v_i$ are contained in a single edge of $G$, and such that all $b_i$ are distinct. If the above definition is modified so that the condition $\{v_1, \ldots, v_{H+1}\} = \{u, v\}$ is replaced with $\{v_1, \ldots, v_{H+1}\} \subset \{u, v\}$ and so that $m(\sigma) = 1$ for all $H$-dimensional faces $\sigma$, then the resulting simplicial complex $Q$ is exactly the construction of Liu et al. [13]. The difference between the weight functions of $Z$ and $Q$ lead to the key insights of this paper. Also note that here $G$ may be a weighted graph, whereas Liu et al. [13] only considered complexes $Q$ derived from unweighted graphs.

If $G$ is unweighted so that $w_G((u, v)) = 1$ for all $(u, v) \in E(G)$, then every $\sigma \in Z$ has $(H - 1)!m(\sigma) \in \mathbb{N}$. Thus $Z$ may be viewed as an unweighted simplicial complex, meaning that all $H$-dimensional faces have the same weight, but where multiple copies of faces are permitted.

The simplicial complex $Z$ may be viewed as a sort of high-dimensional tensor product of the graph $G$ and the $s$-vertex, $H$-dimensional complete complex $K_{[s]}$. In particular, the faces in $Z(H)$ are exactly those $(H+1)$-element subsets of $V(G) \times [s]$ for which the projection onto the first component gives an edge in $G$, and the projection onto the second component gives a face in $K_{[s]}(H)$. For comparison, an analogous property holds for the ordinary graph tensor product $G_1 \otimes G_2$, in which the edges are given by those pairs of elements of $V(G_1) \times V(G_2)$ whose projection onto either component gives an edge in the respective graph $G_1$ or $G_2$.

Note that as with $Q$, the simplicial complex $Z$ has bounded degree with respect to $n$ if $G$ has bounded degree. In particular, fix some values $H$ and $s$, and let $G$ be chosen from a family of bounded degree graphs. For every $(u, v) \in E(G)$ and $1 \leq j \leq H$, by definition

$$|\{\sigma = \{(v_1, b_1), \ldots, (v_{H+1}, b_{H+1})\} \in Z(H) : |\{i : v_i = u\}| = j\}| = \binom{s}{H + 1} \binom{H + 1}{j}. \quad (1)$$  

It follows by the definition of $m$ that both the maximum weight and the maximum number of faces containing any face in $Z$ are bounded by a constant. Furthermore, the number of faces in $Z$ grows as $O(n)$.
An additional consequence of Equation (1) is that while the cardinality of the set on the left hand side, which equals the sum of the weights of the faces in this set under the weight function of $Q$, has an exponential dependence on $j$, the sum of the weights of the faces in this set under the weight function of $Z$ is equal to $(\binom{H+1}{k+1})/(\binom{H-1}{j-1})$, which has only a quadratic dependence on $j$. This observation provides some initial intuition for the exponential speedup of high-order walks on $Z$ compared to $Q$.

From here on, the weight function $m$ and the operators $W_k^{↑↓}, W_k^{↓↑}, W_k^{↑}, W_k^{↓}$ will always refer to $Z$, unless explicitly stated otherwise.

### 3.1 Main result

Our main result, shown in Section 4, is stated below.

**Theorem 13 (Restatement of Corollary 19).** Let $W_k^{↑↓}$ be the up-down walk operator for the simplicial complex $Z$ of Definition 12. If $H \geq 2$, $s \geq 2H$, and $n \geq 4$, then for every $0 \leq k \leq H - 1$,

$$\nu_2(W_k^{↑↓}) \geq \frac{\nu_2(G)}{(1 + \log H)(k + 2)(k + 1)}.$$  

In contrast to this quadratic dependence on $k$, Alev and Lau [1] showed that the spectral gap of the $k$-dimensional up-down walk on $Q$ is at least $\nu_2(G)$, where $c = c(G, H) \in [1, 2]$ depends on the structure of $G$. The discussion in Section 3.3 below provides intuition for why this exponential dependence in $k$ arises for $Q$, and how the adjusted weights in $Z$ yield the improved quadratic dependence.

Theorem 3.1 implies that for any fixed $H$ with $s = 2H$, if $G$ is chosen from a family of bounded degree expanders with spectral gap $\nu > 0$, the resulting simplicial complexes $Z$ form a family of $H$-dimensional expanders with $k$-dimensional up-down walk spectral gap at least $\frac{\nu}{(1 + \log H)(k + 1)(k + 2)}$. For comparison, an optimal $H$-dimensional expander family, as is given by simplicial complexes with optimal local expansion by Theorem 9, achieves a spectral gap of $\Omega(\frac{1}{k^2})$ for the $k$-dimensional up-down walk.

### 3.2 Decomposition into permutation-invariant subsets

This section formalizes the intuitive notion that the construction of $Z$ treats elements of $[s]$ interchangeably, and introduces some notation to reflect this symmetry. For any $1 \leq k \leq H + 1$, the set of $(k - 1)$-dimensional faces $Z(k - 1)$ may be decomposed as follows. For any $\{u, v\} \in E(G)$ and $0 \leq j \leq k$,

$$Z((j, k-j)_{(u,v)}) = \{\{(v_1, b_1), \ldots, (v_k, b_k)\} \in Z(H) : \|i : v_i = u\| = j, \|i : v_i = v\| = k-j\}$$

be the set of all $(k - 1)$-dimensional faces in $Z$ that contain $j$ vertices in $\{u\} \times [s]$ and $k - j$ vertices in $\{v\} \times [s]$. To remove redundancy when $j = k$, let

$$Z((k)_{u}) = Z((k, 0)_{(u,v)}).$$

Then by construction,

$$Z(k - 1) = \bigcup_{u \in V(G)} Z((k)_{u}) \bigcup_{\{u, v\} \in E(G), 1 \leq j \leq k-1} Z((j, k-j)_{(u,v)}).$$

This decomposition simply partitions $Z$ into faces that differ only by permutations of $[s]$:
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**Lemma 14.** For every $1 \leq k \leq H + 1$, there is a group action of $S_n = \{ \text{permutations } \pi : [s] \to [s] \}$ on the set of faces of $Z$ given by

$$\pi(\{(v_1, b_1), \ldots, (v_k, b_k)\}) = \{(v_1, \pi(b_1)), \ldots, (v_k, \pi(b_k))\}.$$  

The orbits of this action are exactly the sets $Z((j, k - j)_{(u,v)})$. The action preserves weights, that is, $m \circ \pi = m$.

**Proof.** The construction of $Z$ directly implies that for all $\pi$, if $\sigma \in Z$ then $\pi(\sigma) \in Z$, so the group action on $Z$ is well defined. Similarly, for all $\pi$, the definition of $Z((j, k - j)_{(u,v)})$ directly implies that $\pi(Z((j, k - j)_{(u,v)})) = Z((j, k - j)_{(u,v)})$. For any $\sigma = \{(v_1, b_1), \ldots, (v_k, b_k)\}$, $\sigma' = \{(v'_1, b'_1), \ldots, (v'_k, b'_k)\} \in Z((j, k - j)_{(u,v)})$, if $\pi \in S_n$ is any permutation such that $\pi(\{b_i : v_i = u\}) = \{b'_i : v'_i = u\}$ and $\pi(\{b_i : v_i = v\}) = \{b'_i : v'_i = v\}$, then $\pi(\sigma) = \sigma'$. Thus $Z((j, k - j)_{(u,v)})$ is the orbit of $\sigma$ under the group action. For any $\pi$, to verify that $m \circ \pi = m$, note that by definition $m$ is constant over all values of $Z((j, H + 1 - j)_{(u,v)})$ for any given $0 \leq j \leq H + 1$ and $\{u, v\} \in E(G)$. Thus for all $\sigma \in Z(H)$, the characterization of the orbits above implies that $m(\pi(\sigma)) = m(\sigma)$. This equality then extends to $\sigma$ of any dimension by Lemma 2. ▶

Loosely speaking, Lemma 14 says that elements of $Z((j, k - j)_{(u,v)})$ may be treated interchangably, which in particular permits the following definition.

**Definition 15.** For all $1 \leq k \leq H + 1$, $0 \leq j \leq k$, and $\{u, v\} \in E(G)$, choose any $\sigma \in Z((j, k - j)_{(u,v)})$ and define $w_{(u,v)}^{(j,k-j)} = m(\sigma)$. This definition does not depend on the choice of $\sigma \in Z((j, k - j)_{(u,v)})$ by Lemma 14. To avoid redundancy, also define $w_{(u,v)}^{(k,0)} = w_{(u,v)}^{(j,k-j)}$.

Note that $m$ is defined by letting $w_{(u,v)}^{(j,H+1-j)} = w_G(\{u, v\})/(H-1)$. A basic property of these weights is that for any $1 \leq j \leq k - 1$, the ratio $w_{(u,v)}^{(j,k-j)}/w_G(\{u, v\})$ is independent of the choice of edge $\{u, v\} \in E(G)$, as is shown below.

**Lemma 16.** For all $2 \leq k \leq H + 1$, $1 \leq j \leq k - 1$, and $\{u, v\} \in E(G)$,

$$\frac{w_{(u,v)}^{(j,k-j)}}{w_G(\{u, v\})} = (H + 1 - k)! \sum_{\ell=0}^{H+1-k} \frac{s-k}{\ell} \frac{s-k-\ell}{H+1-k-\ell} \cdot \frac{1}{(H-\ell-1)!}.$$  

**Proof.** For any $\sigma \in Z((j, k - j)_{(u,v)})$, any $H$-dimensional face $\tau \supset \sigma$ must satisfy $\tau \in Z((j + \ell, H + 1 - j - \ell)_{(u,v)})$ for some $0 \leq \ell \leq H + 1 - k$. Therefore by Lemma 2,

$$\frac{m(\sigma)}{w_G(\{u, v\})} = \frac{(H + 1 - k)! \sum_{\ell=0}^{H+1-k} \sum_{\tau \supset \sigma \in Z((j + \ell, H + 1 - j - \ell)_{(u,v)})} m(\tau)}{w_G(\{u, v\})} = (H + 1 - k)! \sum_{\ell=0}^{H+1-k} \frac{s-k}{\ell} \frac{s-k-\ell}{H+1-k-\ell} \cdot \frac{1}{(H-\ell-1)!},$$  

where the final equality holds because there are exactly $\binom{s-k}{\ell} \binom{s-k-\ell}{H+1-k-\ell}$ elements $\tau \in Z((j + \ell, H + 1 - j - \ell)_{(u,v)})$ such that $\tau \supset \sigma$, and for each one $m(\tau) = w_{(u,v)}^{(j+\ell,H+1-j-\ell)} = w_G(\{u, v\})/(H-1)$ by definition. ▶
3.3 Relative weights of overlapping faces

The proposition below determines the relative weights of faces of $Z$ that intersect at all but one of their vertices. This result is used in Section 4 to determine the local expansion of $Z$.

**Proposition 17.** For all $1 \leq k \leq H$, $1 \leq j \leq k - 1$, and $\{u, v\} \in E(G)$, it holds that

$$\frac{w_{(u,v)}^{(j+1,k-j)}}{w_{(u,v)}^{(j,k-j+1)}} = \frac{j}{k-j}.$$ 

Furthermore,

$$\frac{w_{(u,v)}^{(k+1)}}{\sum_{v \in N(u)} w_{(u,v)}^{(k,1)}} = k \sum_{i=k+1}^{H} \frac{1}{i}.$$ 

**Proof.** Both statements are shown using induction. For the first equality, the base case $k = H$ follows by the definition of $w_{(u,v)}^{(j,H+1-j)} = w_C(\{u,v\})/(H+1)$, so that

$$\frac{w_{(u,v)}^{(j+1,H-j)}}{w_{(u,v)}^{(j,H-j+1)}} = \frac{(H-1)}{(H-j)} = \frac{j}{H-j}.$$ 

For the inductive step, assume for some $1 \leq k \leq H-1$ that it holds for all $1 \leq j \leq k$ that $w_{(u,v)}^{(j+1,k+1-j)}/w_{(u,v)}^{(j,k+2-j)} = j/(k+1-j)$. For any $1 \leq j \leq k-1$ and any $\sigma \in Z((j+1,k-j)_{(u,v)})$, by definition any $(k+1)$-dimensional face $\tau \supset \sigma$ is obtained from $\sigma$ by adding either a vertex in $\{u\} \times ([s] \setminus \Pi_{[s]}(\sigma))$ or in $\{v\} \times ([s] \setminus \Pi_{[s]}(\sigma))$. Therefore

$$w_{(u,v)}^{(j+1,k-j)} = m(\sigma) = \sum_{\sigma \subset \tau \in Z(k+1)} m(\tau) = \sum_{\sigma \subset \tau \in Z((j+2,k-j)_{(u,v)})} m(\tau) + \sum_{\sigma \subset \tau \in Z((j+1,k-j+1)_{(u,v)})} m(\tau) = (s-k-1)(w_{(u,v)}^{(j+2,k-j)} + w_{(u,v)}^{(j+1,k-j+1)}).$$

Applying the exact same reasoning to a face $\sigma' \in Z((j,k-j+1)_{(u,v)})$ gives that

$$w_{(u,v)}^{(j,k-j+1)} = m(\sigma') = (s-k-1)(w_{(u,v)}^{(j+1,k-j+1)} + w_{(u,v)}^{(j,k-j+2)}).$$

Therefore

$$\frac{w_{(u,v)}^{(j+1,k-j)}}{w_{(u,v)}^{(j,k-j+1)}} = \frac{(s-k-1)(w_{(u,v)}^{(j+1,k-j+1)} + w_{(u,v)}^{(j,k-j+2)})}{(s-k-1)(w_{(u,v)}^{(j+1,k-j+1)} + w_{(u,v)}^{(j+1,k-j+2)})} = \frac{w_{(u,v)}^{(j+1,k-j+1)}}{w_{(u,v)}^{(j,k-j+1)}} + 1 = \frac{w_{(u,v)}^{(j+2,k-j)} + w_{(u,v)}^{(j+1,k-j+1)}}{w_{(u,v)}^{(j+1,k-j+1)}} + 1 = \frac{(j+1)/(k-j) + 1}{1 + (k-j + 1)/j} = \frac{j}{k-j},$$

completing the inductive step; note that the third equality above holds by the inductive hypothesis.
To show the second equality in the proposition statement, first note that the base case $k = H$ holds immediately as $w^{(H+1)}(u) = 0$ because the definition of the complex $Z$ does not include, or equivalently assigns zero weight, to faces in $Z((H + 1)(u))$. For the inductive step, assume that for some $1 \leq k \leq H - 1$ it holds that $w^{(k+2)}(u) / \sum_{v \in N(u)} w^{(k+1,1)}(u,v) = (k + 1) \sum_{i=k+2}^H \frac{1}{i}$. For any $\sigma \in Z((k + 1)(u))$, by definition any $(k + 1)$-dimensional face $\tau \supset \sigma$ is obtained from $\sigma$ by adding either a vertex in $\{u\} \times ([s] \setminus \Pi_{[s]}(\sigma))$ or in $\{v\} \times ([s] \setminus \Pi_{[s]}(\sigma))$ for some $v \in N(u)$. Therefore

$$w^{(k+1)}(u) = m(\sigma) = \sum_{\tau \in Z(k+1)} m(\tau)$$

$$= \sum_{\tau \in Z((k+2)(u))} m(\tau) + \sum_{v \in N(u) \setminus \tau \in Z((k+1,1)(u,v))} m(\tau)$$

$$= (s - k - 1) \left( w^{(k+2)}(u) + \sum_{v \in N(u)} w^{(k+1,1)}(u,v) \right).$$

Applying (2) with $j = k - 1$ gives that

$$\sum_{v \in N(u)} w^{(k,1)}(u,v) = (s - k - 1) \left( \sum_{v \in N(u)} w^{(k+1,1)}(u,v) + \sum_{v \in N(u)} w^{(k,2)}(u,v) \right).$$

Therefore

$$w^{(k+1)}(u) = \frac{w^{(k+2)}(u) + \sum_{v \in N(u)} w^{(k+1,1)}(u,v)}{(s - k - 1) \left( \sum_{v \in N(u)} w^{(k+1,1)}(u,v) + \sum_{v \in N(u)} w^{(k,2)}(u,v) \right) + 1}$$

$$= \frac{w^{(k+2)}(u)}{(s - k - 1) \left( \sum_{v \in N(u)} w^{(k+1,1)}(u,v) \right) + 1} + 1$$

$$= \frac{(k + 1) \sum_{i=k+2}^H \frac{1}{i} + 1}{1 + 1/k}$$

$$= k \sum_{i=k+1}^H \frac{1}{i},$$

completing the inductive step; note that the third equality above holds by the inductive hypothesis, and because $w^{(k,2)}(u,v) = w^{(k+1,1)}(u,v) / k$ for all $v \in N(u)$ as was shown above.

Proposition 17 provides the key insight for understanding why the spectral gap of the up-down walk on $Z$ has a quadratic dependence in $k$, whereas that of $Q$ has an exponential dependence. For some $2 \leq k \leq H$, $1 \leq j \leq k - 1$, $\{u,v\} \in E(G)$, consider an element $\sigma \in Z((j,k-j)(u,v))$. Let $\sigma' \sim W_{k-1}^{k+1} \Pi_{\sigma}$ be the random variable for the face obtained by taking one step in the up-down walk starting at $\sigma$. Then $\sigma' \in Z((j',k-j')(u,v))$ for some $j' \in \{j + 1, j, j - 1\}$. Let $\Pi_{[s]}(\sigma)$ denote the subset of $[s]$ obtained by projecting the elements of $\sigma$ to their second components. If $j' = j + 1$, then the up step must add some vertex in $\{u\} \times ([s] \setminus \Pi_{[s]}(\sigma))$ and the down step must remove some vertex in $\{v\} \times ([s] \setminus \Pi_{[s]}(\sigma))$, while if $j' = j - 1$ then the up step must add some vertex in $\{v\} \times ([s] \setminus \Pi_{[s]}(\sigma))$ and the down step must remove some vertex in $\{u\} \times [s] \cap \sigma$. Thus by the definition of the up- and down-step
transition probabilities,\[
\begin{align*}
\Pr[j' = j + 1] &= \frac{w_{(u,v)}^{(j+1,k-j)}}{w_{(u,v)}^{(j+1,k-j)} + w_{(u,v)}^{(j,k-j+1)}} \frac{k-j}{k+1} \\
\Pr[j' = j - 1] &= \frac{w_{(u,v)}^{(j,k-j+1)}}{w_{(u,v)}^{(j+1,k-j)} + w_{(u,v)}^{(j,k-j+1)}} \frac{j}{k+1}.
\end{align*}
\]

For the construction $Q$ of Liu et al. [13], these same expressions hold, but $w_{(u,v)}^{(j+1,k-j)} = w_{(u,v)}^{(j,k-j+1)}$, so that when $j$ is close to 1 or close to $k$, the transition probabilities in (3) are heavily skewed to push $j'$ in the direction of $k/2$. It is this property that results in an exponential dependence on $k$ in the $k$th order up-down walk on $Q$; the up-down walk becomes “trapped” in the set of faces contained in $\{u, v\} \times [s]$, with the transition probabilities pushing away from the “exit routes” $Z((k)_{(u)})$ and $Z((k)_{(v)})$.

To understand why the weight function $m$ on $Z$ resolves this issue, observe that for $Z$, Proposition 17 implies that both probabilities in (3) equal $\frac{j(k-j)}{k(k+1)}$. Therefore the events $j' = j + 1$ and $j' = j - 1$ are equally likely. Thus the up-down walk moves across the sets $Z((j, k-j)_{(u,v)})$ for $1 \leq j \leq k-1$ as a lazy random walk on an unweighted, undirected, $(k-1)$-vertex path. The mixing time for such a walk grows quadratically in $k$, thereby providing intuition for the quadratic dependence in $k$ for the mixing time of $W_{k-1}^1$.

The intuition described above can be formalized to bound the mixing time of the high-order walks on $Z$. However, the following section takes a different approach by computing the local expansion of $Z$, which leads to tighter bounds on $\nu_2(W_{k-1}^1)$.

## 4 Local and global expansion

This section analyzes the local and global expansion of $Z$, which is then used to bound the mixing time of the up-down random walk using Theorem 9.

**Theorem 18.** If $H \geq 2$, $s \geq 2H$, and $n \geq 4$, then for every $0 \leq k \leq H-2$,

\[\nu^{(k)}(Z) = \frac{k+1}{k+2}.\]

Furthermore,

\[\nu^{(-1)}(Z) = \frac{\nu_2(G)}{\sum_{\ell=1}^{H} 1/\ell} \geq \frac{\nu_2(G)}{1 + \log H}.
\]

Note that the local expansion $\nu^{(k)}(Z)$ for $k \geq 0$ does not depend on $G$. This property stems from the fact that the structure of any given link in $Z$ depends only on the local structure of $G$, that is, on the weights of edges adjacent to a single vertex.

For comparison, the construction $Q$ of Liu et al. [13] has local expansion $\nu^{(k)}(Q) = \frac{1}{2}$ in each dimension $k \geq 0$, and has global expansion $\nu^{(-1)}(Q)$ approaching $\frac{1}{2}\nu_2(G)$ as $H$ grows large. It was posed as an open question in Liu et al. [13] whether $\frac{1}{2}$ is a natural barrier for local expansion in graph-product-based constructions. Theorem 18 gives a partial answer to this question, as although $Z$ sacrifices a factor of $O(\log H)$ in global expansion compared to $Q$, for all $k \geq 1$ the local expansion $\nu^{(k)}(Z) = \frac{k+1}{k+2}$ is an improvement on $\nu^{(k)}(Q) = \frac{1}{2}$.

Section 5 provides a discussion suggesting that further improvements in local expansion are not attainable with a similar graph-product-based construction.
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The result below applies Theorem 9, shown by Alev and Lau [1], to show that the improvement in local expansion of $Z$ compared to $Q$ for $k \geq 1$ results in an exponential improvement with respect to $k$ of the spectral gap of the $k$th order up-down walk.

**Corollary 19.** Let $W^+_k$ be the up-down walk operator for the simplicial complex $Z$. If $H \geq 2$, $s \geq 2H$, and $n \geq 4$, then for all $0 \leq k \leq H - 1$,

$$\nu_2(W^+_k) \geq \frac{\nu_2(G)}{(\sum_{\ell=1}^{H} 1/\ell)(k+2)(k+1)} \geq \frac{\nu_2(G)}{(1 + \log H)(k+2)(k+1)}.$$

**Proof.** Applying Theorem 9 with Theorem 18 gives that

$$\nu_2(W^+_k) \geq \frac{1}{k+2} \cdot \frac{\nu_2(G)}{\sum_{\ell=1}^{H} 1/\ell} \prod_{j=0}^{k-1} \frac{j+1}{j+2} = \frac{\nu_2(G)}{(\sum_{\ell=1}^{H} 1/\ell)(k+2)(k+1)}.$$

Because by definition $W^+_k$ has self loop probabilities of $1/(k+2)$, for all $i$ it holds that $\omega_i(W^+_k) \geq -k/(k+2)$. Therefore assuming that $G$ is chosen from a family of graphs with bounded ratio of maximum degree to minimum degree, then the mixing time of the random walk $W^+_k$ grows as $O\left(\frac{k^2}{\log H} \frac{\log n}{\nu_2(G)}\right)$.

In contrast, the spectral gap of the $k$th order random walk on the construction $Q$ of Liu et al. [13] was shown in Alev and Lau [1] to grow as $\Omega\left(\frac{\nu_2(G)}{k^2}\right)$, for a mixing time of $O\left(\frac{k^2 \log n}{\nu_2(G)}\right)$.

### 4.1 Proof of Theorem 18

To prove Theorem 18, we first compute the expansion of the 1-skeleton of every link in $Z$ in the following lemmas.

**Lemma 20.** For every $2 \leq k \leq H - 1$, $1 \leq j \leq k - 1$, and $(u,v) \in E(G)$, every face $\sigma \in Z((j,k-j)_{(u,v)})$ satisfies

$$\omega_2(Z_\sigma(0), Z_\sigma(1), m_\sigma) = \frac{1}{k+1}.$$

**Proof.** Following the method of Liu et al. [13], the proof will proceed by identifying the 1-skeleton of each link of $Z$ with a tensor product of two other graphs, whose spectra can be analyzed independently. For a face $\sigma \in Z((j,k-j)_{(u,v)})$, the link $Z_\sigma$ by definition has vertex set $Z_\sigma(0) = \{u,v\} \times ([s] \setminus \Pi_{\sigma}(\sigma))$ and edge set

$$Z_\sigma(1) = \{\tau \setminus \sigma : \sigma \subset \tau \in Z(k+1) \mid \{(v_1,b_1),(v_2,b_2)\} \subset Z_\sigma(0) : b_1 \neq b_2\}.$$

For such an edge $\{(v_1,b_1),(v_2,b_2)\}$, let $\tau = \sigma \cup \{(v_1,b_1),(v_2,b_2)\}$, so that the edge’s weight $m(\tau)$ may be one of three possible values:

- If $v_1 = v_2 = u$, then $\tau \in Z((j+2,k-j)_{(u,v)})$, so $m(\tau) = w_{(u,v)}^{(j+2,k-j)}$.
- If $v_1 = u, v_2 = v$, then $\tau \in Z((j+1,k-j+1)_{(u,v)})$, so $m(\tau) = w_{(u,v)}^{(j+1,k-j+1)}$.
- If $v_1 = v_2 = v$, then $\tau \in Z((j,k-j+2)_{(u,v)})$, so $m(\tau) = w_{(u,v)}^{(j,k-j+2)}$.

Therefore letting $P$ be the 2-vertex graph with adjacency matrix

$$M_P = \begin{pmatrix} w_{(u,v)}^{(j+2,k-j)} & w_{(u,v)}^{(j+1,k-j+1)} \\ w_{(u,v)}^{(j+1,k-j+1)} & w_{(u,v)}^{(j,k-j+2)} \end{pmatrix},$$

then the graph $(Z_\sigma(0), Z_\sigma(1), m_\sigma)$ described above is exactly given by $P \otimes K_{[s] \setminus \Pi_{\sigma}(\sigma)}$, where $K_V$ denotes the complete graph without self-loops on vertex set $V$. By Proposition 17, it holds
whose second eigenvalue is $1/(k + 1)$, with eigenvector $(1, -1)^T$. Thus because 1 is the only positive eigenvalue of $W_{K_s|\Pi_{(s)}}$, it follows that the second eigenvalue of $W_P \otimes W_{K_s|\Pi_{(s)}}$ is $1/(k + 1)$, as desired.

\[\textbf{Lemma 21.} \quad \text{If } s \geq 2H, \text{ then for every } 1 \leq k \leq H - 1 \text{ and } u \in V(G), \text{ every face } \sigma \in Z((k)_{(u)}) \text{ satisfies} \]

$$\omega_2(Z_\sigma(0), Z_\sigma(1), m_\sigma) = \frac{1}{k + 1}.$$ 

\textbf{Proof.} The proof will proceed similarly to that of Lemma 20. Consider a face $\sigma \in Z((k)_{(u)})$, and let $N(u) = \{v_1, \ldots, v_d\}$. The link $Z_\sigma$ then has vertex set $Z_\sigma(0) = (\{u\} \cup N(u)) \times ([s] \setminus \Pi_{(s)})$ and edge set

$$Z_\sigma(1) = \{\tau \setminus \sigma : \sigma \subset \tau \in Z(k + 1)\} = \{(v, b_1), (v', b_2)\} \subset Z_\sigma(0) : b_1 \neq b_2, |\{v, v'\}\setminus\{u\}| \leq 1\}.$$

For such an edge $\{(v, b_1), (v', b_2)\}$, let $\tau = \sigma \cup \{(v, b_1), (v', b_2)\}$, so that there are three possible cases for the edge’s weight $m(\tau)$:

- If $v = v' = u$, then $\tau \in Z((k + 2)_{(u)})$, so $m(\tau) = w_{(u)}^{(k+2)}$.
- If $v = u, v' = v_i$ for some $i$, then $\tau \in Z((k + 1)_{(u,v_i)})$, so $m(\tau) = w_{(u,v_i)}^{(k+1)}$.
- If $v = v' = v_i$ for some $i$, then $\tau \in Z((k, 2)_{(u,v_i)})$, so $m(\tau) = w_{(u,v_i)}^{(k+2)}$.

Therefore letting $S$ be the $(d + 1)$-vertex star graph with adjacency matrix

$$M_S = \begin{pmatrix}
  w_{(u)}^{(k+2)} & w_{(u,v_1)}^{(k+1)} & w_{(u,v_2)}^{(k+1)} & \cdots & w_{(u,v_d)}^{(k+1)} \\
  w_{(u,v_1)}^{(k+1)} & w_{(u,v_2)}^{(k+1)} & 0 & \cdots & 0 \\
  w_{(u,v_2)}^{(k+1)} & 0 & w_{(u,v_2)}^{(k+1)} & \cdots & 0 \\
  \vdots & \vdots & \ddots & \ddots & 0 \\
  w_{(u,v_d)}^{(k+1)} & 0 & \cdots & 0 & w_{(u,v_d)}^{(k+2)}
\end{pmatrix},$$

it follows that the graph $(Z_\sigma(0), Z_\sigma(1), m_\sigma)$ is exactly given by $S \otimes K_s |\Pi_{(s)}$. Let $x = w_{(u)}^{(k+2)} + \sum_{i=1}^d w_{(u,v_i)}^{(k+1)}$, so that by Proposition 17, the random walk matrix of $S$ is therefore

$$W_S = \begin{pmatrix}
  w_{(u)}^{(k+2)} / x & k/(k + 1) & k/(k + 1) & \cdots & k/(k + 1) \\
  w_{(u,v_1)}^{(k+1)} / x & 1/(k + 1) & 0 & \cdots & 0 \\
  w_{(u,v_2)}^{(k+1)} / x & 0 & 1/(k + 1) & \cdots & 0 \\
  \vdots & \vdots & \ddots & \ddots & 0 \\
  w_{(u,v_d)}^{(k+1)} / x & 0 & \cdots & 0 & 1/(k + 1)
\end{pmatrix},$$

Let $\delta_i \in \mathbb{R}^{d+1}$ denote the $i$th basis vector, so that by this expression for $W_S$, every vector in the codimension-2 subspace span$\{\mathbf{1}, \delta_i\}^\perp$ is an eigenvector with eigenvalue $1/(k + 1)$. The
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final eigenvector in \text{span}\{\vec{T}\}^\perp is then given by \((w_{(u)}^{(k+2)} - x, w_{(u,v_1)}^{(k+1,1)}, \ldots, w_{(u,v_d)}^{(k+1,1)})^T\), with eigenvalue

\[
\frac{1}{k + 1} - \frac{x - u_{(u)}^{(k+2)}}{x} = \frac{1}{k + 1} - \frac{1}{1 + (k + 1) \sum_{\ell=k+2}^{H} 1/\ell},
\]

where the equality above holds by Proposition 17. Thus \(\omega_2(S) = 1/(k + 1)\). Because \(s \geq 2H\) and \(k \leq H - 1\), it follows that \([|s| \setminus \Pi_{|s|}(\sigma)| = s - k \geq H + 1\). Therefore the eigenvalues of \(W_{K_{|s|}, \Pi_{|s|}(\sigma)}\) are \(1\) and \(-1/(s - k - 1),\) with \(0 \leq 1/(s - k - 1) \leq 1/H \leq 1/(k + 1)\), so it follows that all eigenvalues of \(W_{K_{|s|}, \Pi_{|s|}(\sigma)}\) that do not equal \(1\) must have absolute value at most \(1/(k + 1)\). Therefore it follows from \(\omega_2(S) = 1/(k + 1)\) that \(\omega_2(S \odot K_{|s|}, \Pi_{|s|}(\sigma)) = 1/(k + 1)\), as desired.

Lemma 22. For \(1 \leq i \leq n\), let

\[
\tilde{\omega}_i(G) = \frac{1}{\sum_{\ell=1}^{H} 1/\ell} \omega_i(G) + \left(1 - \frac{1}{\sum_{\ell=1}^{H} 1/\ell}\right)
\]

denote the eigenvalues of a lazy random walk on \(G\). Then

\[
\omega_2(Z(0), Z(1), m) = \max\{\tilde{\omega}_2(G), -\tilde{\omega}_n(G)/(s - 1)\}.
\]

Proof. Consider any \(\tau = \{(u, b_1), (v, b_2)\} \in Z(1)\). If \(u = v\) then \(\tau \in Z((2)_{(u)})\) so that \(m(\tau) = w_{(u)}^{(2)}\), while if \(u \neq v\) then \(\tau \in Z((1, 1)_{(u,v)})\) so that \(m(\tau) = w_{(u,v)}^{(1,1)}\). Therefore define \(\tilde{G}\) to be the undirected graph with \(V(\tilde{G}) = V(G), E(\tilde{G}) = E(G) \cup V(G)\), and with edge weight function \(w_{\tilde{G}}(\cdot)\) given for \(\{u, v\} \in E(\tilde{G})\) by \(w_{\tilde{G}}(\{u, v\}) = w_{(u,v)}^{(1,1)}\) and \(w_{\tilde{G}}(\{u\}) = w_{(u)}^{(2)}\).

Then the graph \((Z(0), Z(1), m)\) is exactly given by \(\tilde{G} \odot K_{|s|}\). Let \(W_{\tilde{G}}\) denote the random walk matrix of \(\tilde{G}\), and let \(W_{\tilde{G}}'\) denote \(W_{\tilde{G}}\) with all diagonal entries zeroed out, and let \(W_{\tilde{G}}''\) denote \(W_{\tilde{G}}\) with all non-diagonal entries zeroed out, so that \(W_{\tilde{G}} = W_{\tilde{G}}' + W_{\tilde{G}}''\). Then for any \(u \in V(G)\),

\[
W_{\tilde{G}}''(u, u) = \frac{w_{(u)}^{(2)}}{w_{(u)}^{(2)} + \sum_{v \in N(u)} w_{(u,v)}^{(1,1)}},
\]

where the final equality holds by Proposition 17. Therefore \(W_{\tilde{G}}'' = (\sum_{\ell=2}^{H} \frac{1}{\ell} / \sum_{\ell=1}^{H} \frac{1}{\ell})I\).

Furthermore, for any \(v \neq u\),

\[
\left(\sum_{\ell=1}^{H} \frac{1}{\ell}\right)W_{\tilde{G}}'(v, u) = \frac{w_{(u)}^{(2)}}{w_{(u)}^{(2)} + \sum_{v' \in N(u)} w_{(u,v')}^{(1,1)}},
\]

where the first equality above holds by Proposition 17, and the third equality by Lemma 16. Thus in summary,

\[
W_{\tilde{G}} = W_{\tilde{G}}' + W_{\tilde{G}}'' = \frac{1}{\sum_{\ell=1}^{H} 1/\ell} W_{\tilde{G}} + \left(1 - \frac{1}{\sum_{\ell=1}^{H} 1/\ell}\right)I,
\]
so $W_G$ is simply a lazy instance of the random walk $W_G$, and in particular for all $1 \leq i \leq n$,
$$
\omega_i(\tilde{G}) = \frac{1}{\sum_{\ell=1}^H 1/\ell} \omega_i(G) + \left(1 - \frac{1}{\sum_{\ell=1}^H 1/\ell}\right) = \tilde{\omega}_i(G).
$$

Because the eigenvalues of $K_{[a]}$ are 1 and $-1/(s - 1)$, it follows that
$$
\omega_2(\tilde{G} \otimes K_{[a]}) = \max\{\omega_2(\tilde{G}), -\omega_n(\tilde{G})/(s - 1)\},
$$
as desired.

**Proof of Theorem 18.** For every $0 \leq k \leq H - 2$, each $\sigma \in Z(k)$ by definition either lies in $Z((j, k + 1 - j)_{(u,v)})$ or in $Z((k + 1)_{(u,v)})$ for some $1 \leq j \leq k$ and $\{(u,v)\} \in E(G)$. Therefore Lemma 20 and Lemma 21 together imply that the link of every $\sigma \in Z(k)$ has expansion $\nu_2(Z_\sigma(0), Z_\sigma(1), m_\sigma) = \frac{k+1}{k+2}$, so
$$
\nu^{(k)}(Z) = \frac{k+1}{k+2}.
$$

For the global expansion statement, letting $\tilde{\omega}_G$ be defined as in (4), then by Lemma 22,
$$
\nu^{(-1)}(Z) = \nu_2(Z(0), Z(1), m) = 1 - \max\{\tilde{\omega}_2(G), -\tilde{\omega}_n(G)/(s - 1)\}.
$$

Now because $n \geq 4$, $H \geq 2$, and $s \geq 4$ by assumption, then $\omega_2(G) \geq -1/3$ and $\sum_{\ell=1}^H 1/\ell \geq 3/2$, which implies that $\tilde{\omega}_2(G) \geq 1/9$ and $\tilde{\omega}_n(G) \geq -1/3$, and thus $\tilde{\omega}_2(G) \geq -\tilde{\omega}_n(G)/(s - 1)$, so
$$
\nu^{(-1)}(Z) = 1 - \tilde{\omega}_2(G) = \frac{\nu_2(G)}{\sum_{\ell=1}^H 1/\ell} \geq \frac{\nu_2(G)}{1 + \log H}.
$$

# Discussion and future directions

Given the constructions of ordinary expanders using graph products (e.g. [19]), it seems natural to investigate simplicial complex product constructions that yield high-dimensional expanders. From this perspective, the construction $Q$ of Liu et al. [13] is quite interesting, as it may be viewed as a form of tensor product between a graph $G$ and the complete simplicial complex on $s$ vertices. The principal drawback with $Q$ lies in the exponential dependence of the spectral gap $\Omega(\frac{\log(G)}{k^2})$ of the up-down walk on the dimension $k$. By reducing this dependence to quadratic with a spectral gap of $\Omega(\frac{\nu_2(G)}{k^2 \log H})$, the construction $Z$ greatly improves the mixing time of high-dimensional up-down walks, while maintaining the product-based nature of the construction. However, the optimal spectral gap of the $k$th order up-down walk grows as $\Omega(\frac{1}{k})$, which is achieved by Ramanujan complexes and by the constructions based on coset geometries of Kaufman and Oppenheim [11] and Friedgut and Iluz [6]. It is therefore natural to ask whether the construction $Z$ can be further optimized to reduce the quadratic dependence on $k$ to linear. Below, we suggest a negative answer to this question, by analyzing the implications for local expansion.

The determination of the optimal local expansion for any “graph-product-based construction” was posed as an open question by Liu et al. [13], although no formal definition for a graph-product-based construction was proposed. For concreteness, fix a dimension $H$, and let a graph-product-based construction be one such as $Z$ that takes as input a graph $G$, and outputs an $H$-dimensional simplicial complex with the same faces as $Q$, but with
an arbitrary weight function. The following reasoning suggests that no such construction can improve upon the $k$-dimensional local expansion $\nu^{(k)}(Z) = \frac{k+1}{k+2}$ of $Z$. For if some graph-product-based construction $Z'$ were to satisfy $\nu^{(k)}(Z') > \frac{k+1+\epsilon}{k+2+\epsilon}$ for some $\epsilon > 0$ when $G$ is chosen from a family of $d$-regular expanders, then inductively applying Proposition 7 would imply that $\nu^{(j)}(Z') > \frac{j+1+\epsilon}{j+2+\epsilon}$ for all $j \leq k$, so that $\nu^{(-1)}(Z') > \frac{1+\epsilon}{1+\epsilon}$.

With $k$-dimensional local expansion $\nu^{(k)} = \frac{k+1}{k+2}$, the bound from Theorem 9 on the spectral gap of the $k$-dimensional up-down walk is at best $\frac{1}{(k-2)(k+1)}$. Indeed, a quadratic dependence on $k$ in mixing time also arose in the discussion in Section 3.3, which shows how for a given edge $(u, v) \in G$, the $k$-dimensional up-down walk on a graph-product-based construction such as $Z$ proceeds within the faces $\bigcup_{j=1}^{k} Z((j, k+1-j), (u, v))$ analogously to a random walk on a $k$-vertex path, which has a mixing time of $\Omega(k^3)$. These observations suggest that no graph-product-based construction obtains better than a quadratic dependence on $k$ in the spectral gap of the $k$-dimensional up-down walk. It is an interesting open problem to develop alternative combinatorial constructions of high-dimensional expanders that attain the optimal up-down walk spectral gap of $\Omega\left(\frac{1}{k}\right)$.
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1. The reasoning presented here also applies to more general constructions.

2. For graph-product-based constructions other than $Z$, the analogous path graph may have arbitrary edge weights. We believe that such paths have mixing time $\Omega(k^2)$, but we have not proven such a bound.
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We show that, for every $k \geq 2$, every $k$-uniform hypergraph of degree $\Delta$ and girth at least 5 is efficiently $(1 + o(1))(k - 1)(\Delta / \ln \Delta)^{1/(k-1)}$-list colorable. As an application we obtain the currently best deterministic algorithm for list-coloring random hypergraphs of bounded average degree.
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1 Introduction
In hypergraph coloring one is given a hypergraph $H(V, E)$ and the goal is to find an assignment of one of $q$ colors to each vertex $v \in V$ so that no hyperedge is monochromatic. In the more general list-coloring problem, a list of $q$ allowed colors is specified for each vertex. A graph is $q$-list-colorable if it has a list-coloring no matter how the lists are assigned to each vertex. The list chromatic number, $\chi_l(H)$, is the smallest $q$ for which $H$ is $q$-list colorable.

Hypergraph coloring is a fundamental constraint satisfaction problem with several applications in computer science and combinatorics, that has been studied for over 60 years. In this paper we consider the task of coloring locally sparse hypergraphs and its connection to coloring sparse random hypergraphs.

A hypergraph is $k$-uniform if every hyperedge contains exactly $k$ vertices. An $i$-cycle in a $k$-uniform hypergraph is a collection of $i$ distinct hyperedges spanned by at most $i(k - 1)$ vertices. We say that a $k$-uniform hypergraph has girth at least $g$ if it contains no $i$-cycles for $2 \leq i < g$. Note that if a $k$-uniform hypergraph has girth at least 3 then every two of its hyperedges have at most one vertex in common.

The main contribution of this paper is to prove the following theorem.
Theorem 1. Let $H$ by any $k$-uniform hypergraph, $k \geq 2$, of maximum degree $\Delta$ and girth at least 5. For all $\epsilon > 0$, there exist a positive constant $\Delta_{\epsilon,k}$ such that if $\Delta \geq \Delta_{\epsilon,k}$, then

$$\chi_{\ell}(H) \leq (1 + \epsilon)(k - 1) \left( \frac{\Delta}{\ln \Delta} \right)^{\frac{1}{k-1}}.$$  \hspace{1cm} (1)

Furthermore, if $H$ is a hypergraph on $n$ vertices then there exists a deterministic algorithm that constructs such a coloring in time polynomial in $n$.

Theorem 1 is interesting for a number of reasons. First, it generalizes a well-known result of Kim [20] for coloring graphs of degree $\Delta$ and girth 5, and it implies the classical theorem of Ajtai, Komlós, Pintz, Spencer and Szemerédi [4] regarding the independence number of $k$-uniform hypergraphs of degree $\Delta$ and girth 5. The latter is a seminal result in combinatorics, with applications in geometry and coding theory [21, 22, 24]. Second, Theorem 1 is tight up to a constant [8]. Note also that, without the girth assumption, the result of Kim [20] for coloring graphs of degree $\Delta$ is essentially equivalent to the task of coloring in the following section.

1.1 Application to coloring pseudo-random hypergraphs

The random $k$-uniform hypergraph $H(k,n,p)$ is obtained by choosing each of the $\binom{n}{k}$ $k$-element subsets of a vertex set $V$ ($|V| = n$) independently with probability $p$. The chosen subsets are the hyperedges of the hypergraph. Note that for $k = 2$ we have the usual definition of the random graph $G(n,p)$. We say that $H(k,n,p)$ has a certain property $A$ almost surely or with high probability, if the probability that $H \in H(k,n,p)$ has $A$ tends to 1 as $n \to \infty$.

In this paper we are interested in $H(k,n,d/\binom{n}{k-1})$, i.e., the family of random $k$-uniform hypergraphs of bounded average degree $d$. Specifically, we use Theorem 1 to prove the following theorem.

Theorem 2. For any constants $\delta \in (0,1)$, $k \geq 2$, there exists $d_{\delta,k} > 0$ such that for every constant $d \geq d_{\delta,k}$, almost surely, the random hypergraph $H(k,n,d/\binom{n}{k-1})$ can be $(1 + \delta)(k - 1)(d/\ln d)^{1/(k-1)}$-list-colored by a deterministic algorithm whose running time is polynomial in $n$.

Remark 3. Note that, for $k, d$ constants, a very standard argument reveals that distribution $H(k,n,d/\binom{n}{k-1})$ is essentially equivalent to $H(k,n,cdn)$, namely the uniform distribution over $k$-uniform hypergraphs with $n$ vertices and exactly $cdn$ hyperedges. Thus, Theorem 2 extends to that model as well.

We note that previous approaches [3, 23, 31] for list-coloring random $k$-uniform hypergraphs of bounded average degree $d$ are either randomized, or require significantly larger lists of colors per vertex in order to succeed. Indeed, to the best of our knowledge, current deterministic approaches require lists of size at least $O(k^4(d/\ln d)^{1/(k-1)})$. Moreover, it is believed that all efficient algorithms (including randomized ones) require lists of size at least $(1 + o(1))(k - 1)d/\ln d)^{1/(k-1)}$, as this bound corresponds to the so-called shattering...
threshold \cite{1, 7, 15} for coloring sparse random hypergraphs, which is also often referred to as the “algorithmic barrier” \cite{1}. This threshold arises in a plethora of random constraint satisfaction problems, and it corresponds to a precise phase transition in the geometry set of solutions. In all of these problems, we are not aware of any efficient algorithm that works beyond the algorithmic barrier, despite the fact that solutions exist for constraint-densities larger than the one in which the shattering phenomenon appears. We refer the reader to \cite{1, 33} for further details.

In order to prove Theorem 2, we show that random $k$-uniform hypergraphs of bounded average degree $d$ can essentially be treated as hypergraphs of girth 5 and maximum degree $d$ for the purposes of list-coloring, and then apply Theorem 1. In particular, we identify a pseudo-random family of hypergraphs which we call girth-reducible, and show that almost all $k$-uniform hypergraphs of bounded average degree belong in this class. Then we show that girth-reducible hypergraphs can be colored efficiently using Theorem 1.

Formally, a $k$-uniform hypergraph $H$ is $\kappa$-degenerate if the induced subhypergraph of all subsets of its vertex set has a vertex of degree at most $\kappa$. The degeneracy of a hypergraph $H$ is the smallest value of $\kappa$ for which $H$ is $\kappa$-degenerate. Note that it is known that $\kappa$-degenerate hypergraphs are $(\kappa + 1)$-list colorable and that the degeneracy of a hypergraph can be computed efficiently by an algorithm that repeatedly removes minimum degree vertices. Indeed, to list-color a $\kappa$-degenerate hypergraph we repeatedly find a vertex with (remaining) degree at most $\kappa$, assign to it a color that does not appear in any of its neighbors so far, and remove it from the hypergraph. Clearly, if the lists assigned to each vertex are of size at least $\kappa + 1$ this procedure always terminates successfully.

\textbf{Definition 4.} For $\delta \in (0, 1)$, we say that a $k$-uniform hypergraph $H(V, E)$ of average degree $d$ is $\delta$-girth-reducible if its vertex set can be partitioned in two sets, $U$ and $V \setminus U$, such that:

(a) $U$ contains all cycles of length at most 4, and all vertices of degree larger than $(1 + \delta)d$;
(b) subhypergraph $H[U]$ is \((\frac{d}{\ln d})^{\frac{1}{\ln 4}}\)-degenerate;
(c) every vertex in $V \setminus U$ has at most $\delta \left(\frac{d}{\ln d}\right)^{\frac{1}{\ln 4}}$ neighbors in $U$.

In words, a hypergraph is $\delta$-girth-reducible if its vertex set can be seen as the union of two parts: A “low-degeneracy” part, which contains all vertices of degree more than $(1 + \delta)d$ and all cycles of lengths at most 4, and a “high-girth” part, which induces a hypergraph of maximum degree at most $(1 + \delta)d$ and girth 5. Moreover, each vertex in the “high-girth” part has only a few neighbors in the “low-degeneracy” part.

Note that given a $\delta$-girth-reducible hypergraph we can efficiently find the promised partition $(U, V \setminus U)$ as follows. We start with $U := U_0$, where $U_0$ is the set of vertices that either have degree at least $(1 + \delta)d$, or they are contained in a cycle of length at most 4. Let $\partial U$ denote the vertices in $V \setminus U$ that violate property (c). While $\partial U \neq \emptyset$, update $U$ as $U := U \cup \partial U$. The correctness of the process lies in the fact that in each step we add to the current $U$ a set of vertices that must be in the low-degeneracy part of the hypergraph. Observe also that this process allows us to efficiently check whether a hypergraph is $\delta$-girth-reducible.

We prove the following theorem regarding the list-chromatic number of girth-reducible hypergraphs.

\textbf{Theorem 5.} For any constants $\delta \in (0, 1)$ and $k \geq 2$, there exists $d_{\delta, k} > 0$ such that if $H$ is a $\delta$-girth-reducible, $k$-uniform hypergraph of average degree $d \geq d_{\delta, k}$, then

$$\chi_l(H) \leq (1 + \epsilon)(k - 1) \left(\frac{d}{\ln d}\right)^{\frac{1}{\ln 4}},$$

where $\epsilon = 4\delta = O(\delta)$. Furthermore, if $H$ is a hypergraph on $n$ vertices then there exists a deterministic algorithm that constructs such a coloring in time polynomial in $n$.  
Proof of Theorem 5. Let $\epsilon = 4\delta$. Given lists of colors of size $(1 + \epsilon)(k - 1)\left(\frac{d}{\ln d}\right)^{-\frac{1}{k-1}}$ for each vertex of $H$, we first color the vertices of $U$ using the greedy algorithm which exploits the low degeneracy of $H[U]$. Now each vertex in $V - U$ has at most $\delta\left(\frac{d}{\ln d}\right)^{-\frac{1}{k-1}}$ forbidden colors in its list as it has at most that many neighbors in $U$. We delete these colors from the list. Observe that if we manage to properly color the induced subgraph $H[V \setminus U]$ using colors from the updated lists, then we are done since every hyperedge with vertices both in $U$ and $V \setminus U$ will be automatically “satisfied”, i.e., it cannot be monochromatic. Notice now that the updated list of each vertex still contains at least $(1 + 3\delta)(k - 1)\left(\frac{d}{\ln d}\right)^{-\frac{1}{k-1}}$ colors, for sufficiently large $d$. Since the induced subgraph $H[V \setminus U]$ is of girth at least 5 and of maximum degree at most $(1 + \delta)d$, it is efficiently $(1 + \delta)(k - 1)\left(\frac{(1+\delta)d}{\ln((1+\delta)m)}\right)^{\frac{1}{k-1}}$-list-colorable for sufficiently large $d$ per Theorem 1. This concludes the proof since $(1 + \delta)(1 + \delta)^{\frac{1}{k-1}} < (1 + 3\delta)$.

Moreover, we show that girth-reducibility is a pseudo-random property which is admitted by almost all sparse $k$-uniform hypergraphs.

\textbf{Theorem 6.} For any constants $\delta \in (0,1)$, $k \geq 2$, there exists $d_{\delta,k} > 0$ such that for every constant $d \geq d_{\delta,k}$, almost surely, the random hypergraph $H(k,n,d/\binom{n}{k-1})$ is $\delta$-girth-reducible.

Theorem 6 follows by simple, although somewhat technical, considerations on properties of sparse random hypergraphs, which are mainly inspired by the results of Alon, Krivelevich and Sudakov [6] and Łuczak [25]. Observe that combining Theorem 6 with Theorem 5 immediately implies Theorem 2.

Overall, the task of coloring locally sparse hypergraphs is inherently related to the average-case complexity of coloring. In particular, in this section we showed that Theorem 1 implies a robust algorithm for hypergraph coloring, namely a deterministic procedure that applies to worst-case $k$-uniform hypergraphs, while at the same using a number of colors that is only a $(k - 1)$-factor away from the algorithmic barrier for random instances (matching it for $k = 2$). We remark that this application is inspired by recent results that study the connection between local sparsity and efficient randomized algorithms for coloring sparse regular random graphs [26, 2, 10].

1.2 Technical overview

The intuition behind the proof of Theorem 1 comes from the following observation, which we explain in terms of graph coloring for simplicity. Let $G$ be a triangle-free graph of degree $\Delta$, and assume that each of its vertices is assigned an arbitrary list of $q$ colors. Fix a vertex $v$ of $G$, and consider the random experiment in which the neighborhood of $v$ is properly list-colored randomly. Since $G$ contains no triangles, this amounts to assigning to each neighbor of $v$ a color from its list randomly and independently. Assuming that $q \geq q^* := (1 + \epsilon)\Delta/\ln \Delta$, the expected number of available colors for $v$, i.e., the colors from the list of $v$ that do not appear in any of its neighbors, is at least $q(1 - 1/q)^\Delta = \omega(\Delta^{\epsilon/2})$. In fact, a simple concentration argument reveals that the number of available colors for $v$ in the end of this experiment is at least $\Delta^{\epsilon/2}$ with probability that goes to 1 as $\Delta$ grows. To put it differently, as long as $q \geq q^*$, the vast majority of valid ways to list-color the neighborhood of $v$ “leaves enough room” to color $v$ without creating any monochromatic edges.

A completely analogous observation regarding the ways to properly color the neighborhood of a vertex can be made for $k$-uniform hypergraphs. In order to exploit it we employ the so-called semi-random method, which is the main tool behind some of the strongest graph coloring results, e.g., [16, 17, 18, 19, 27, 32], including the one of Kim [20]. The idea is to
gradually color the hypergraph in iterations until we reach a point where we can finish the coloring with a simple, e.g., greedy, algorithm. In its most basic form, each iteration consists of the following simple procedure (using graph vertex coloring as a canonical example): Assign to each vertex a color chosen uniformly at random; then uncolor any vertex that receives the same color as one of its neighbors. Using the Lovász Local Lemma [11] and concentration inequalities, one typically shows that, with positive probability, the resulting partial coloring has useful properties that allow for the continuation of the argument in the next iteration. (In fact, using the Moser-Tardos algorithm [29] this approach yields efficient, and often times deterministic [9], algorithms.) Specifically, one keeps track of certain parameters of the current partial coloring and makes sure that, in each iteration, these parameters evolve almost as if the coloring was totally random. For example, recalling the heuristic experiment of the previous paragraph, one of the parameters we would like to keep track of in our case is a lower bound on the number of available colors of each vertex in the hypergraph: If this parameter evolves “randomly” throughout the process, then the vertices that remain uncolored in the end are guaranteed to have a non-trivial number of available colors.

Applications of the semi-random method tend to be technically intense and this is even more so in our case, where we have to deal with constraints of large arity. Large constraints introduce several difficulties, but the most important one is that our algorithm has to control many parameters that interact with each other. Roughly, in order to guarantee the properties that allow for the continuation of the argument in the next iteration, for each uncolored vertex \( v \), each color \( c \) in the list of \( v \), and each integer \( r \in [k-1] \), we should keep track of a lower bound on the number of adjacent to \( v \) hyperedges that have \( r \) uncolored vertices and \( k-1-r \) vertices colored \( c \). Clearly, these parameters are not independent of each other throughout the process, and so the main challenge is to design and analyze a coloring procedure in which all of them, simultaneously, evolve essentially randomly.

1.3 Organization of the paper

The paper is organized as follows. In Section 2 we present the necessary background. In Section 3 we present the algorithm and state the key lemmas for the proof of Theorem 1. (The proofs of these lemmas can be found in the full version of our paper). In Section 4 we prove Theorem 6.

2 Background and preliminaries

In this section we give some background on the technical tools that we will use in our proofs.

2.1 The Lovász Local Lemma

We will find useful the so-called lopsided version of the Lovász Local Lemma [11, 12].

\[ \text{Theorem 7. Consider a set } B = \{B_1, B_2, \ldots, B_m\} \text{ of (bad) events. For each } B \in B, \text{ let } D(B) \subseteq B \setminus \{B\} \text{ be such that } \Pr[B \mid \bigcap_{C \in D(B)} \overline{C}] \leq \Pr[B] \text{ for every } S \subseteq B \setminus (D(B) \cup \{B\}). \text{ If there is a function } x : B \rightarrow (0, 1) \text{ satisfying } \\
\Pr[B] \leq x(B) \prod_{C \in D(B)} (1 - x(C)) \text{ for all } B \in B, \tag{2} \]

then the probability that none of the events in \( B \) occurs is at least \( \prod_{B \in B}(1 - x(B)) > 0. \)
In particular, we will need the following two corollaries of Theorem 7. For their proofs, the reader is referred to Chapter 19 in [28].

**Corollary 8.** Consider a set \( B = \{B_1, \ldots, B_m\} \) of (bad) events. For each \( B \in B \), let \( D(B) \subseteq B \setminus \{B\} \) be such that \( \Pr[B \mid \bigcap_{S \subseteq B \setminus (D(B) \cup \{B\})} \leq \Pr[B] \) for every \( S \subseteq B \) if \( D(B) \). If for every \( B \in B \):

(a) \( \Pr[B] \leq \frac{1}{2} \);
(b) \( \sum_{C \in D(B)} \Pr[C] \leq \frac{1}{4} \),

then the probability that none of the events in \( B \) occurs is strictly positive.

**Corollary 9.** Consider a set \( B = \{B_1, B_2, \ldots, B_m\} \) of (bad) events such that for each \( B \in B \):

(a) \( \Pr[B] \leq p < 1 \);
(b) \( B \) is mutually independent of a set of all but at most \( \Delta \) of the other events.

If \( 4p\Delta \leq 1 \) then with positive probability, none of the events in \( B \) occur.

### 2.2 Talagrand’s inequality

We will also need the following version of Talagrand’s inequality [30] whose proof can be found in [28].

**Theorem 10.** Let \( X \) be a non-negative random variable, not identically 0, which is determined by \( n \) independent trials \( T_1, \ldots, T_n \), and satisfying the following for some \( c, r > 0 \):

1. changing the outcome of any trial can affect \( X \) by at most \( c \), and
2. for any \( s \), if \( X \geq s \) then there is a set of at most \( ws \) trials whose outcomes certify that \( X \geq s \),

then for any \( 0 \leq t \leq E[X] \),

\[
\Pr[|X - E[X]| > t + 60c\sqrt{wE[X]}] \leq 4e^{-\frac{X^2}{9E[X]}}.
\]

### 3 List-coloring high-girth hypergraphs

In this section we describe the algorithm of Theorem 1 and state the key lemmas behind its analysis. As we already explained, our approach is based on the semi-random method. For an excellent exposition both of the method and Kim’s result the reader is referred to [28].

We assume without loss of generality that \( \epsilon < \frac{1}{50} \). Also, it will be convenient to define the parameter \( \delta := (1 + \epsilon)(k - 1) - 1 \), so that the list of each vertex initially has at least \( (1 + \delta)(\frac{m}{m_k})^{1/\epsilon} \) colors.

We analyze each iteration of our procedure using a probability distribution over the set of (possibly improper) colorings of the uncolored vertices of \( H \) where, additionally, each vertex is either activated or deactivated. We call a pair of coloring and activation bits assignments for the uncolored vertices of hypergraph \( H \) a state.

Let \( V_i \) denote the set of uncolored vertices in the beginning of the \( i \)-th iteration. (Initially, all vertices are uncolored.) For each \( v \in V_i \) we denote by \( L_v = L_v(i) \) the list of colors of \( v \) in the beginning of the \( i \)-th iteration. Further, we say that a color \( c \in L_v \) is available for \( v \) in a state \( \sigma \) if assigning \( c \) to \( v \) does not cause any hyperedge whose initially uncolored vertices are all activated in \( \sigma \) to be monochromatic.

For each vertex \( v \), color \( c \in L_v \) and iteration \( i \), we define a few quantities of interest that our algorithm will attempt to control. Let \( \ell_i(v) \) be the size of \( L_v \). Further, for each \( r \in [k] \), let \( D_i^r(v, c) \) denote the set of hyperedges \( h \) that contain \( v \) and (i) exactly \( r \) vertices \( \{u_1, \ldots, u_r\} \subseteq h \setminus \{v\} \) are uncolored and \( c \in L_{u_j} \) for every \( j \in [r] \); (ii) the rest \( k - 1 - r \) vertices other than \( v \) are colored \( c \). We define \( t_i^r(v, c) = |D_i^r(v, c)| \).
As it is common in the applications of the semi-random method, we will not attempt to keep track of the values of \( \ell_i(v) \) and \( t_{i,r}(v,c) \), \( r \in [k-1] \), for every vertex \( v \) and color \( c \) but, rather, we will focus on their extreme values. In particular, we will define appropriate \( L_i, T_{i,r} \) such that we can show that, for each \( i \), the following property holds at the beginning of iteration \( i \):

**Property** \( P(i) \): For each vertex \( v \in V_i \), color \( c \in L_v \) and \( r \in [k-1] \),

\[
\ell_i(v) \geq L_i, \\
t_{i,r}(v,c) \leq T_{i,r}.
\]

As a matter of fact, it would be helpful for our analysis (though not necessary) if the inequalities defined in \( P(i) \) were actually tight. Given that \( P(i) \) holds, we can always enforce this stronger property in a straightforward way as follows. First, for each vertex \( v \) such that \( \ell_i(v) > L_i \) we choose arbitrarily \( \ell_i(v) - L_i \) colors from its list and remove them. Then, for each vertex \( v \) and color \( c \in L_i \) such that \( t_{i,r}(v,c) < T_{i,r} \) we add to the hypergraph \( T_{i,r} - t_{i,r}(v,c) \) new hyperedges of size \( r+1 \) that contain \( v \) and \( r \) new “dummy” vertices. (As it will be evident from the proof, we can always assume that \( L_i, T_{i,r} \) are integers, since our analysis is robust to replacing \( L_i, T_{i,r} \) with \( \lfloor L_i \rfloor \) and \( \lceil T_{i,r} \rceil \).) We assign each dummy vertex a list of \( L_i \) colors: \( L_i - 1 \) of them are new and do not appear in the list of any other vertex, and the last one is \( c \).

\[\textbf{Remark 11.}\] Dummy vertices are only useful for the purposes of our analysis and can be removed at the end of the iteration. Indeed, one could use the technique of “equalizing coin flips” instead. For more details see e.g., [28]. Overall, without loss of generality, at each iteration \( i \) our goal will be to guarantee that \( P(i+1) \) holds assuming \( Q(i) \).

**Property** \( Q(i) \): For each vertex \( v \in V_i \), color \( c \in L_v \) and \( r \in [k-1] \),

\[
\ell_i(v) = L_i, \\
t_{i,r}(v,c) = T_{i,r}.
\]

**An iteration.** For the \( i \)-th iteration we will apply the Local Lemma with respect to the probability distribution induced by assigning to each vertex \( v \in V_i \) a color chosen uniformly at random from \( L_v \) and activating \( v \) with probability \( \alpha = \frac{K}{m \cdot \Delta} \), where \( K = (100k^{3k})^{-1} \). That is, we will apply the Moser-Tardos algorithm in a configuration space consisting of \( 2|V_i| \) variables corresponding to the color and activation bit of each variable in \( V_i \). (We will define the family of bad events for each iteration shortly.)

When the execution of the Moser-Tardos algorithm terminates, we will uncolor some of the vertices in \( V_i \), to get a new partial coloring. In particular, the partial coloring of the hypergraph, set \( V_{i+1} \), and the lists of colors for each uncolored vertex in the beginning of iteration \( i+1 \) are induced as follows. Let \( \sigma \) be the output state of the application of the Moser-Tardos algorithm in the \( i \)-th iteration. The list of each vertex \( v \), \( L_v(i+1) \), is induced from \( L_v(i) \) by removing every non-available color \( c \in L_v(i) \) for \( v \) in \( \sigma \). We obtain the partial coloring \( \phi \) for the hypergraph and set \( V_{i+1} \) for the beginning of iteration \( i+1 \) by removing the color from every vertex \( v \in V_i \) which is either deactivated or is assigned a non-available for it color in \( \sigma \).

Overall, the \( i \)-th iteration of our algorithm can be described at a high-level as follows:

1. Apply the Moser-Tardos algorithm to the probability space induced by assigning to each vertex \( v \in V_i \) a color chosen uniformly at random from \( L_v(i) \), and activating \( v \) with probability \( \alpha \).
2. Let \( \sigma \) be the output state of the Moser-Tardos algorithm.
3. For each vertex \( v \in V_i \), remove any non-available color \( c \in L_v(i) \) in \( \sigma \) to get a list \( L_v(i+1) \).
4. Uncolor every vertex \( v \in V_i \) that has either received a non-available color or is deactivated in \( \sigma \), to get a new partial coloring \( \phi \).

**Controlling the parameters of interest.** Next we describe the recursive definitions for \( L_i \) and \( T_{i,r} \), which, as we already explained, will determine the behavior of the parameters \( \ell_i(v) \) and \( t_{i,r}(v,c) \), respectively.

Initially, \( L_1 = (1 + \delta) \left( \frac{\Delta}{\ln \Delta} \right)^{\frac{k}{k-1}} \), \( T_1,k-1 = \Delta \) and \( T_1,r = 0 \) for every \( r \in [k-2] \). Letting

\[
\text{Keep}_i = \prod_{r=1}^{k-1} \left( 1 - \left( \frac{\alpha}{L_i} \right)^{r} \right) T_{i,r},
\]

we define

\[
L_{i+1} = L_i \cdot \text{Keep}_i - L_i^{2/3}, \tag{4}
\]

\[
T_{i+1,r} = \sum_{j=r}^{k-1} \binom{j}{r} (\text{Keep}_i (1 - \alpha \text{Keep}_i))^r \left( \frac{\alpha \text{Keep}_i}{L_i} \right)^{j-r} T_{i,j} r^{2/3} + \sum_{j=r}^{k-1} \binom{j}{r} \alpha^{j-r} \frac{T_{i,j}}{L_i^{j-r}} \right)^{2/3}. \tag{5}
\]

To get some intuition for the recursive definitions (4), (5), observe that \( \text{Keep}_i \) is the probability that a color \( c \in L_v(i) \) is present in \( L_v(i+1) \) as well. Note further that this implies that the expected value of \( \ell_{i+1}(v,c) \) is \( L_i \cdot \text{Keep}_i \), a fact which motivates (4). Calculations of similar flavor for \( E[\ell_{i+1,v}(r,c)] \) motivate (5).

**The key lemmas.** We are almost ready to state the main lemmas that will guarantee that our procedure eventually reaches a partial list-coloring of \( H \) with favorable properties that will allow us to extend it to a full list-coloring. Before doing so, we need to settle a subtle issue that has to do with the fact that \( t_{i+1,r}(v,c) \) is not sufficiently concentrated around its expectation. To see this, notice for example that \( t_{i+1,1}(v,c) \) drops to zero if \( v \) is assigned \( c \). (Similarly, for \( r \in [2, \ldots, k-1] \), if \( v \) is assigned \( c \) then \( t_{i+1,r}(v,c) \) can be affected by a large amount.) To deal with this problem we will focus instead on variable \( t'_{i+1,r}(v,c) \), i.e., the number of hyperedges \( h \) that contain \( v \) and (i) exactly \( k-r-1 \) vertices of \( h \setminus \{v\} \) are colored \( c \) in the end of iteration \( i \); (ii) the rest \( r \) vertices of \( h \setminus \{v\} \) did not retain their color during iteration \( i \) and, further, \( c \) would be available for them if we ignored the color assigned to \( v \). Observe that if \( c \) is not assigned to \( v \) then \( t_{i+1,r}(v,c) = t'_{i+1,r}(v,c) \) and \( t'_{i+1,r}(v,c) \geq t_{i+1,r}(v,c) \) otherwise.

The first lemma that we prove estimates the expected value of the parameters at the end of the \( i \)-th iteration. Its proof can be found in the full version of our paper.

**Lemma 12.** Let \( S_i = \sum_{j=1}^{k-1} \frac{T_{i,j}}{L_i^{j-r}} \) and \( Y_{i,r} = \sum_{j=r}^{k-1} \frac{T_{i,j}}{L_i} \). If \( Q(i) \) holds and for all \( 1 < j < i, r \in [k-1], L_j \geq (\ln \Delta)^{20(k-1)}, T_{j,r} \geq (\ln \Delta)^{20(k-1)} \), then, for every vertex \( v \in V_{i+1} \) and color \( c \in L_v \):

(a) \( E[\ell_{i+1}(v)] = \ell_i(v) \cdot \text{Keep}_i \);

(b) \( E[t'_{i+1,r}(v,c)] \leq \sum_{j=r}^{k-1} \binom{j}{r} (\text{Keep}_i (1 - \alpha \text{Keep}_i))^r \left( \frac{\alpha \text{Keep}_i}{L_i} \right)^{j-r} T_{i,j} + 3k^r \alpha^{-r+1} L_i^r S_i + O(Y_i) \).
The next step is to prove strong concentration around the mean for our random variables per the following lemma. Its proof can be found in the full version of our paper.

**Lemma 13.** If $Q(i)$ holds and $L_i, T_{i,r} \geq (\ln \Delta)^{20(k-1)}$, $r \in [k-1]$, then for every vertex $v \in V_{i+1}$ and color $c \in L_v$,

\[
(a) \quad \Pr[|t_{i+1}(v) - E[t_{i+1}(v)]| < L_i^{2/3}] < \Delta^{-\ln \Delta};
\]

\[
(b) \quad \Pr[t'_{i+1,r}(v,c) - E[t'_{i+1,r}(v,c)] > \frac{1}{2} \left( \sum_{j=r}^{k-1} (j) \alpha^{j-r} \frac{T_{i,r}}{L_i^{j-r}} \right)^{2/3}] < \Delta^{-\ln \Delta}.
\]

Armed with Lemmas 12, 13, a straightforward application of the symmetric Local Lemma, i.e., Corollary 9, reveals the following.

**Lemma 14.** With positive probability, $P(i)$ holds for every $i$ such that for all $1 < j < i$:

$L_j, T_{j,r} \geq (\ln \Delta)^{20(k-1)}$ and $T_{j,k-1} \geq \frac{1}{100^r} L_j^{k-1}$.

The proof of Lemma 14 can be found in the full version of our paper.

In analyzing the recursive equations (4), (5), it would be helpful if we could ignore the “error terms”. The next lemma shows that this is indeed possible. Its proof can be found in the full version of our paper.

**Remark 16.** Note that $\text{Keep}_i$ in Lemma 15 is still defined in terms of $L_i, T_{i,r}$ and not $L_i', T_{i,r}'$. Note also that in the definition of $T_{i+1,r}'$, the second summand is a function of $T_{i,\ell}, L_i, \ell \in [r-1]$, and not $T_{i,\ell}', L_i'$.

Using Lemma 15 we are able to prove the following in the full version of our paper.

**Lemma 17.** There exists $i^* = O(\ln \Delta \ln \ln \Delta)$ such that

\[
(a) \quad \text{For all } 1 < i \leq i^*, T_{i,r} > (\ln \Delta)^{20(k-1)}, L_i \geq \Delta^{(2-k)/11+2/7}, \text{ and } T_{i,k-1} \geq \frac{1}{100^2} L_i^{k-1};
\]

\[
(b) \quad T_{i+1,r} \leq \frac{1}{100^2} L_i'^{k+1}, \text{ for every } r \in [k-1] \text{ and } L_i'+1 \geq \Delta^{(2-k)/11+2/7}.
\]

Lemmas 14, 17 and 18 imply Theorem 1.

**Lemma 18.** Let $\sigma$ be the state promised by Lemma 17. Given $\sigma$, we can find a full list-coloring of $H$ in polynomial time in the number of vertices of $H$. 

\[\text{APPROX/RANDOM 2021}\]
Proof of Theorem 1. We carry out \( i^* \) iterations of our procedure. If \( P(i) \) fails to hold for any iteration \( i \), then we halt. By Lemmas 14 and 17, \( P(i) \) (and, therefore, \( Q(i) \)) holds with positive probability for each iteration and so it is possible to perform \( i^* \) iterations. Further, the fact that our LLL application is within the scope of the so-called variable setting \([29]\) implies that the deterministic version of the Moser-Tardos algorithm \([29, 9]\) applies and, thus, we can perform \( i^* \) iterations in polynomial time.

After \( i^* \) iterations we can apply the algorithm of Lemma 18 and complete the list-coloring of the input hypergraph. □

### 3.1 Proof of Lemma 18

Let \( \mathcal{U}_\sigma \) denote the set of uncolored vertices in \( \sigma \), and \( \mathcal{U}_\sigma(h) \) the subset of \( \mathcal{U}_\sigma \) that belongs to a hyperedge \( h \). Our goal is to color the vertices in \( \mathcal{U}_\sigma \) to get a full list-coloring.

Towards that end, let \( L_v = L_v(\sigma) \) denote the list of colors for \( v \) at \( \sigma \), and \( D_r(v, c) := D_{r+1,r}(v, c \mathcal{U}_\sigma(h) \cap \mathcal{U}_\sigma(h') = \emptyset \), or \( c' \) is not in the list of colors of the (necessarily unique) uncolored vertex \( h \) and \( h' \) share. Notice that conditioning on any the non-occurrence of any set \( S \subseteq I(A_{h,c}) \) does not increase the probability of \( A_{h,c} \).

Let \( D(A_{h,c}) := A \setminus I(A_{h,c}) \). Lemma 18 follows from Corollary 8 (and can be made constructive using the deterministic version of the Moser-Tardos algorithm \([29, 9]\)) as, for every \( A_{h,c} \in A \):

\[
\sum_{A \in D(A_{h,c})} \mu(A) \leq \sum_{v \in \mathcal{U}_\sigma(h)} \sum_{c \in L_v} \sum_{k-1} \sum_{h' \in \mathcal{D}_r(v, c')} \mu(A_{h', c'}) \leq \sum_{v \in \mathcal{U}_\sigma(h)} \sum_{c \in L_v} \sum_{r=1}^{k-1} \frac{1}{\prod_{u \in \mathcal{U}_\sigma(h)} |L_u|} \leq \max_{v \in \mathcal{U}_\sigma(h)} \frac{k}{10k^2} \max_{v \in \mathcal{U}_\sigma(h)} \frac{|D_r(v, c')|}{|L_{r+1}|} \leq \frac{1}{10} < \frac{1}{4},
\]

for large enough \( \Delta \), concluding the proof. Note that in (6) we used the facts that every hyperedge has at most \( k \) vertices and \( L_{r+1} \geq \Delta \), and in (7) we used the fact that \( |D_r(v, c')| \leq T_{r+1} \leq \frac{1}{10k^2} L_{r+1} \).
4 A sufficient pseudo-random property for coloring

In this section we present the proof of Theorem 6. To do so, we build on ideas of Alon, Krivelevich and Sudakov [6] and show that the random hypergraph $H(k, n, d/(\binom{n}{k-1}))$ almost surely admits a few useful features.

The first lemma we prove states that all subgraphs of $H(k, n, d/(\binom{n}{k-1}))$ with not too many vertices are sparse and, therefore, of small degeneracy.

Lemma 19. For every constant $k \geq 2$, there exists $d_k > 0$ such that for any constant $d \geq d_k$, the random hypergraph $H(k, n, d/(\binom{n}{k-1}))$ has the following property almost surely:
Every $s \leq nd^{1/k-1}$ vertices of $H$ span fewer than $s \left(\frac{d}{\ln d}\right)^{1/k-1}$ hyperedges. Therefore, any subhypergraph of $H$ induced by a subset $V_0 \subset V$ of size $|V_0| \leq nd^{1/k-1}$, is $k\left(\frac{d}{\ln d}\right)^{1/k-1}$-degenerate.

Proof. Letting $r = \left(\frac{d}{\ln d}\right)^{1/k-1}$, we see that the probability that there exists a subset $V_0 \subset V$ which violates the statement of the lemma is at most

$$\sum_{i=r^{1/k-1}}^{nd^{1/k-1}} \binom{n}{i} \left(\frac{d}{\binom{n}{k-1}}\right)^i \leq \sum_{i=r^{1/k-1}}^{nd^{1/k-1}} \left[n \left(\frac{e d^{k-1}}{r}\right)^r \left(\frac{d}{\binom{n}{k-1}}\right)^r\right]^i$$

$$\leq \sum_{i=r^{1/k-1}}^{nd^{1/k-1}} \left[e^{1+1/r} (k-1) \left(\frac{d}{r}\right)^{1/r} \left(\frac{e d^{k-1} d}{r^{k-1}}\right)^r\right]^i$$

$$= o(1),$$

for sufficiently large $d$. Note that in the lefthand side of (9) we used the fact that any subset of vertices of size $s < r^{1/k-1}$ cannot violate the assertion of the lemma, since it can span at most $s^k < rs$ hyperedges. In deriving the final inequality we used that for any pair of integers $\alpha, \beta$, we have that $\binom{\alpha}{\beta} \geq \left(\frac{\alpha}{\beta}\right)^\beta$.

Next we show that, as far as the number of vertices of $H(k, n, d/(\binom{n}{k-1}))$ that have a constant degree $c$ is concerned, the degree of each vertex of $H$ is essentially a Poisson random variable with mean $d$.

Lemma 20. For constants $c \geq 1$, $k \geq 2$ and $d$, let $X_c$ denote the number of vertices of degree $c$ in $H(k, n, d/(\binom{n}{k-1}))$. Then, for $c = O(1)$, with high probability,

$$X_c \leq \frac{d^c e^{-d}}{c!} n \left(1 + O\left(\frac{\log d}{\sqrt{n}}\right)\right).$$
**Proof.** The lemma follows from standard ideas for estimation of the degree distribution of random graphs (see for example the proof of Theorem 3.3 in [13] for the case \( k = 2 \)). In particular, assume that the vertices of \( H(k, n, d/(k-1)) \) are labeled \( 1, 2, \ldots, n \). Then,

\[
E[X_c] = n \Pr[\deg(1) = c] \\
= n \binom{n-1}{k-1} \left( \frac{d}{n} \right)^c \left( 1 - \frac{d}{n} \right)^{n-1-c} \\
\leq n \binom{n-1}{c} \left( 1 + O \left( \frac{c^2}{(k-1)} \right) \right) \left( \frac{d}{(k-1)} \right)^c \exp \left( - \left( \frac{n-1}{k-1} - c \right) \frac{d}{(k-1)} \right) \\
\leq n \frac{d^c e^{-d}}{c!} \left( 1 + O \left( \frac{1}{n^{k-1}} \right) \right).
\]

To show concentration of \( X_c \) around its expectation, we will use Chebyshev’s inequality. In order to do so, we need to estimate \( \Pr[\deg(1) = \deg(2) = c] \). For \( \ell \in \{0, \ldots, c\} \), let \( E_{1,2}^\ell \) denote the event that there exist exactly \( \ell \) hyperedges that contain both vertices 1 and 2. Then, letting \( p = \frac{d}{(k-1)} \), we see that

\[
\Pr[\deg(1) = \deg(2) = c] \leq \sum_{\ell=0}^{c} \Pr [E_{1,2}^\ell] \left( \binom{n-1}{c - \ell} p^\ell (1-p)^{n-1-c} \right)^2 \\
= \sum_{\ell=0}^{c} \binom{n-2}{\ell} p^\ell (1-p)^{n-2-\ell} \left( \binom{n-1}{c - \ell} p^\ell (1-p)^{n-1-c} \right)^2 \\
= \Pr[\deg(1) = c] \cdot \Pr[\deg(2) = c] \left( 1 + O \left( \frac{1}{n^{k-1}} \right) \right).
\]

Therefore,

\[
\text{Var}[X_c] = \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \Pr[\deg(i) = c, \deg(j) = c] - \Pr[\deg(1) = c] \Pr[\deg(2) = c] \right) \\
\leq \sum_{i \neq j} O \left( \frac{1}{n^{k-1}} \right) + E[X_c] = An,
\]

for some constant \( A = A(c, d) \).

Finally, applying the Chebyshev’s inequality, we obtain that, for any \( t > 0 \),

\[
\Pr \left[ |X_c - E[X_c]| \geq t \sqrt{n} \right] \leq \frac{A}{t^2},
\]

and, thus, the proof is concluded by choosing \( t = \log n \). \( \blacksquare \)

Lemma 20 implies the following useful corollary.

**Corollary 21.** For any constants \( \delta \in (0, 1), k \geq 2, d > 0 \), let \( X = X(\delta, k, d) \) denote the random variable equal to the number of vertices in \( H(k, n, d/(k-1)) \) whose degree is in \([1 + \delta]d, 3(k-1)^{k-1}d \). There exists a constant \( d_\delta > 0 \) such that if \( d \geq d_\delta \) then, almost surely, \( X \leq \frac{n}{\pi^2} \).
Proof. Let $X_r$ denote the number of vertices of degree $r$ in $H(k, n, d/(\binom{n}{k-1}))$. Since $k, d$ are constants, using Lemma 20 and Stirling’s approximation we see that, almost surely,

$$
\sum_{r=(1+\delta)d}^{3(k-1)^{k-1}d} X_r \leq n \left(1 + O \left(\frac{\log n}{\sqrt{n}}\right)\right) \sum_{r=(1+\delta)d}^{3(k-1)^{k-1}d} \frac{d^r e^{-d}}{r!} \\
\leq n(1 + \delta) \sum_{r=(1+\delta)d}^{3(k-1)^{k-1}d} \frac{d^r e^{-d}}{\sqrt{2\pi r} \left(\frac{r}{e}\right)^r} \leq \frac{n}{d^2},
$$

for sufficiently large $d$ and $n$. ▶

Using Lemma 19 and Corollary 21 we show that, almost surely, only a small fraction of vertices of $H(k, n, d/(\binom{n}{k-1}))$ have degree that significantly exceeds its average degree.

Lemma 22. For every constants $k \geq 2$ and $\delta \in (0, 1)$, there exists $d_{k, \delta} > 0$ such that for any constant $d \geq d_{k, \delta}$, all but at most $\frac{2n}{d^2}$ vertices of the random hypergraph $H(k, n, d/(\binom{n}{k-1}))$ have degree at most $(1 + \delta)d$, almost surely.

Proof. Corollary 21 implies that the number of vertices with degree in the interval $[(1 + \delta)d, 3(k-1)^{k-1}d]$ is at most $\frac{2n}{d^2}$, for sufficiently large $d$.

Suppose now there are more than $\frac{2n}{d^2}$ vertices with degree at least $3(k-1)^{k-1}d$. Denote by $S$ a set containing exactly $\frac{2n}{d^2}$ such vertices. According to Lemma 19, almost surely, the induced subhypergraph $H[S]$ has at most

$$
e(H[S]) \leq \left(\frac{d}{\ln(d)^2}\right)^{\frac{1}{1-\delta}} |S| = \frac{n}{d^2 \cdot \frac{1}{1-\delta} \ln(d) \cdot \frac{1}{1-\delta}}
$$

hyperedges. Therefore, the number of hyperedges between the sets of vertices $S$ and $V \setminus S$ is at least

$$
3(k-1)^{k-1}d|S| - k\epsilon(H[S]) \geq \frac{2.9(k-1)^{k-1}n}{d} =: N.
$$

However, the probability that $H(k, n, d/(\binom{n}{k-1}))$ contains such a subhypergraph is at most

$$
\left(\frac{n^k}{\Delta N}\right) \left(\frac{d}{\binom{n}{k-1}}\right)^N \leq (en^2)^{\frac{2}{1-\delta}} \left(\frac{d^2 N}{\binom{n}{k-1}}\right)^N = o(1),
$$

for sufficiently large $d$. Note that in deriving the final equality we used that for any pair of integers $\alpha, \beta$, we have that $\begin{pmatrix} n \alpha \end{pmatrix} \geq \left(\frac{n}{\alpha}\right)^{\beta}$. Therefore, almost surely there are at most $\frac{2n}{d^2}$ vertices in $G$ with degree greater than $3(k-1)^{k-1}d$, concluding the proof. ▶

Finally, we show that the neighborhood of a typical vertex of $H(k, n, d/(\binom{n}{k-1}))$ is locally tree-like.

Lemma 23. For every constants $k \geq 2$, $\delta \in (0, 1)$, almost surely, the random hypergraph $H(k, n, d/(\binom{n}{k-1}))$ has a subset $U \subseteq V(H)$ of size at most $n^{1-\delta}$ such that the induced hypergraph $H[V \setminus U]$ is of girth at least 5.
Proof. Let $Y_2, Y_3, Y_4$, denote the number of 2-, 3- and 4-cycles in $H(n, k, d/(\binom{n}{k-1}))$, respectively. A straightforward calculation reveals that for $i \in \{2, 3, 4\}$:

$$E[Y_i] \leq \sum_{s=1}^{i(k-1)} \binom{n}{s} \binom{k-1}{i} i^i = O(1).$$

By Markov’s inequality this implies that $Y_2 + Y_3 + Y_4 \leq n^{1-\sqrt{2}}$ almost surely. Denote by $U$ the union of all 2-, 3- and 4-cycles in $H$. Then the induced subhypergraph $H[V \setminus U]$ has girth at least 5 and, almost surely, $|U| \leq n^{1-\delta}$.

We are now ready to prove Theorem 6.

Proof of Theorem 6. Our goal will be to find a subset $U \subset V$ of size $|U| \leq nd^{-\frac{1}{4k}}$ that (i) contains all cycles of length at most 4 and every vertex of degree more than $(1+\delta)d$; and (ii) such that, every vertex $v$ in $V \setminus U$ has at most $9k^2 \left(\frac{d}{(\ln d^2)^2}\right)^{\frac{1}{4k}} = o\left(\frac{d}{(\ln d)^2}\right)^{\frac{1}{4k}}$ neighbors in $U$. Note that in this case, according to Lemma 19, $H[U]$ is $k \left(\frac{d}{(\ln d)^2}\right)^{\frac{1}{4k}}$-degenerate, concluding the proof assuming $d$ is sufficiently large. A similar idea has been used in [5, 6, 25].

Towards that end, let $U_1$ be the set of vertices of degree more than $(1+\delta)d$, and $U_2$ the set of vertices that are contained in a 2-, 3- or 4-cycle. Notice that $U_1, U_2$, can be found in polynomial time and, according to Lemmas 22 and 23, the size of $U_0 := |U_1 \cup U_2|$ is at most $\frac{3n}{d}$ for sufficiently large $n$ and $d$.

We now start with $U := U_0$ and as long as there exists a vertex $v \in V \setminus U$ having at least $9k^2 \left(\frac{d}{(\ln d^2)^2}\right)^{\frac{1}{4k}}$ neighbors in $U$ do the following. Let $S_v = \{u_1, u_2, \ldots, u_N\}$ be the neighbors of $v$ in $U$. We choose an arbitrary hyperedge $h$ that contains $v$ and $u_1$ and update $U$ and $S_v$ by defining $U := U \cup h$ and $S_v := S_v \setminus h$. We keep repeating this operation until $S_v$ is empty.

This process terminates with $|U| < nd^{-\frac{1}{4k}}$ because, otherwise, we would get a subset $U \subset V$ of size $|U| = nd^{-\frac{1}{4k}}$ spanning more than

$$\frac{1}{k} \left(\frac{n}{d^{1/4k}} - |U_0|\right) \times 9k^2 \left(\frac{d}{(\ln d^2)^2}\right)^{\frac{1}{4k}} \times \frac{1}{k} \times \frac{n}{d^{1/4k}} \times \left(\frac{d}{(\ln d)^2}\right)^{\frac{1}{4k}}$$

hyperedges, for sufficiently large $d$. According to Lemma 19 however, $H$ does not contain any such set almost surely.

---
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Abstract
Let $M$ be an arbitrary $n \times n$ matrix of rank $n - k$. We study the condition number of $M$ plus a low-rank perturbation $UV^T$ where $U, V$ are $n \times k$ random Gaussian matrices. Under some necessary assumptions, it is shown that $M + UV^T$ is unlikely to have a large condition number. The main advantages of this kind of perturbation over the well-studied dense Gaussian perturbation, where every entry is independently perturbed, is the $O(nk)$ cost to store $U, V$ and the $O(nk)$ increase in time complexity for performing the matrix-vector multiplication $(M + UV^T)x$. This improves the $O(n^2)$ space and time complexity increase required by a dense perturbation, which is especially burdensome if $M$ is originally sparse. Our results also extend to the case where $U$ and $V$ have rank larger than $k$ and to symmetric and complex settings. We also give an application to linear systems solving and perform some numerical experiments. Lastly, barriers in applying low-rank noise to other problems studied in the smoothed analysis framework are discussed.

1 Introduction
The smoothed analysis framework as introduced by Spielman and Teng aims to explain the performance of algorithms on real world inputs through a hybrid of worse-case and average case analysis [25]. In this framework, we are given an arbitrary input that is then perturbed randomly according to some specified noise model. We apply this framework to study the condition number of a matrix perturbed with low-rank Gaussian noise. The condition number is of interest since it influences the behavior of many algorithms in numerical linear algebra, both in theory and in practice.

To give context to our result, recall that the condition number of a $n \times n$ matrix $M$ with singular values $s_1(M) \geq \cdots \geq s_n(M)$ is defined as the ratio $s_1(M)/s_n(M)$. Generally, a condition number is “well behaved” if $s_1(M)/s_n(M) = n^{O(1)}$. It can be shown that under very mild and natural conditions, we have $s_1(M) \leq n^{O(1)}$. For instance, this readily follows from Proposition 6 if the entries are not too large compared to the size of $M$ or if the entries have sufficient tail concentration far from the origin. Since our random variables are
Gaussians, this easily holds. Therefore, the bulk of the work lies in controlling the smallest singular value $s_n(M)$. Extending a result of Edelman [11], Sankar, Spielman and Teng showed the following result in [22]:

1. **Theorem 1.** There is a constant $C > 0$ such that the following holds. Let $M$ be an arbitrary matrix and let $N_n$ be a random matrix whose entries are iid Gaussian. Let $M_n = M + N_n$. Then for any $t > 0$,

$$P(s_n(M_n) \leq t) \leq C n^{1/2} t.$$

Later, Tao and Vu generalized the above result where the entries of $N_n$ are independent copies of a general class of random variables that have mean zero and bounded variance [32, 27].

1.1 Motivation for low-rank noise

The main drawback of these results is that every entry of $M$ must be perturbed by independent noise. This means that if such a perturbation was carried out in practice, we would need to first draw $n^2$ random numbers and store them. This is more problematic if $M$ is sparse to begin with and stored in a data structure utilized for sparse matrices. These observations lead us to ask if we can achieve well-conditioned matrices with less randomness and less space. Our results demonstrate the answer is yes by replacing the dense Gaussian ensemble $N_n$ with a low-rank matrix.

To further motivate our work, we note that in the context of smoothed analysis, Theorem 1 is used to explain the phenomenon that matrices encountered in practice frequently have “well behaved” condition number. For instance, many matrices can arise out of empirical observations or measurements which can be subject to some inherent noise.

Similarly, low-rank noise is also natural and arises in many scenarios. Low-rank noise has been studied as a noise model in least squares [33], compressed sensing [8, 18, 10], and imaging [15, 26] to name a few applications. In addition, low-rank noise also arises in many applied sciences model, for instance, see the examples in [1] and references therein where examples are given for the eigenvalue problem $M x = x + E x$, for a low rank matrix $E$, arising in scientific modelling. Furthermore, one of the most frequent properties that matrices in data science posses is having low rank (see [6, 7, 30, 19] and references within). Thus for these matrices, the traditional smoothed analysis viewpoint of having a dense perturbation cannot apply due to their low rank requirement.

Hence, an additional motivation of our work is that studying low-rank noise is a natural step in smoothed analysis which we initiate.

1.2 Our results

As stated before, we replace the dense Gaussian perturbation $N_n$ with a low-rank perturbation. Our main result is the following:

1. **Theorem 2 (Theorem 13 simplified).** Let $1 \leq k \leq n/2$ and $M$ be a matrix of rank $n - k$. Let $U, V$ be $n \times k$ matrices with i.i.d. $N(0, 1)$ entries. Then

$$P \left( s_n(M + UV^T) \leq \frac{\varepsilon}{n k} s_{n-k}(M) \right) \leq C \sqrt{\varepsilon} + \exp(-c n)$$

so long as $s_{n-k}(M) < n$ for absolute constants $C, c > 0$. 

---

**Smoothed Analysis of the Condition Number Under Low-Rank Perturbations**
Theorem 2 roughly states that if we add a rank \( k \) random perturbation to a rank \( n - k \) matrix, then the smallest \( k \) singular values of the matrix improve. The advantage of our approach is that the matrices \( U, V \) can be stored separately from \( M \) using \( O(nk) \) space. This is especially useful in the case that \( M \) is sparse to begin with and is stored using a data structure optimized for sparse matrices. Furthermore, a matrix vector product operation \((M + UV^T)x\) can be computed in \( \text{Time}(Mx) + O(nk) \) time where \( \text{Time}(Mx) \) is the time required to compute \( Mx \). For instance, when \( k = O(1) \), the extra increase in space and time complexity is only \( O(n) \). This is a significant improvement in both the space required to store a dense Gaussian random matrix \( G \) and computing \((M + G)x\) which are both \( \Omega(n^2) \).

We prove Theorem 2 in Section 3 and discuss the dependence on the terms \( s_{n-k}(M) \) and \( \sqrt{\varepsilon} \) which we show is unavoidable (see remarks 17, 18).

Theorem 2 can be generalized in a variety of ways. First, our result carries over to the case where we pick the columns of \( U, V \) to be from a rotationally invariant distribution, such as uniform vectors on the unit sphere. We show that our result also carries over to the case where \( M \) is symmetric and we pick \( U = V \) to preserve symmetry.

It is natural to ask if a broader family of random variables can be used in Theorem 2. In Section 3.1 we show that our result cannot hold if we pick the entries of \( U, V \) to be from the Rademacher distribution. This is in contrast to the dense perturbation case where Gaussian random variables can be replaced with a wide variety of other distributions such as sub-Gaussian random variables (which include Rademachers). On the other hand, we can get an analogous statement to Theorem 13 if we allow for complex Gaussian perturbations.

\textbf{Theorem 3 (Theorem 15 simplified).} Let \( 1 \leq k \leq n/2 \) and \( M \) be a matrix of rank \( n - k \). Let \( U, V \) be \( n \times k \) complex matrices with real and imaginary parts in each entry drawn independently from \( \mathcal{N}(0, 1/2) \). Then

\[
\mathbb{P} \left( s_n(M + UV^T) \leq \frac{\varepsilon}{n k} s_{n-k}(M) \right) \leq C\varepsilon + \exp(-cn) \]

so long as \( s_{n-k}(M) < n \) for absolute constants \( C, c > 0 \).

A further natural question to consider is if the low-rank noise model can be studied in other problems in smoothed analysis. In Section B, we highlight the challenges that arise when applying low-rank random perturbations to other well studied problems in smoothed analysis such as the simplex method and \( k \)-means clustering. We show that current analysis methods that work for dense random perturbations for these problems do not carry over to the low-rank case due to the lack of independence.

Lastly, we note that Theorem 2 requires that if the input matrix \( M \) has rank \( n - k \), then perturbation has rank exactly \( k \). This condition can be relaxed in a couple of ways; first, if we add a perturbation of rank less than \( k \) then the matrix will be singular so there is nothing to study in this case. On the other hand, adding a rank \( k' > k \) perturbation to a rank \( n - k \) matrix can be thought of as adding a rank \((k' - k)\) perturbation to a full rank matrix since the original matrix plus a rank \( k \) perturbation will be full rank with probability 1. Then as explained further in Section 4, we can obtain the following result in this case.

\textbf{Theorem 4 (Theorem 20 simplified).} Let \( M \) be a \( n \times n \) real matrix with rank \( \text{rank}(M) = n \), smallest singular value \( s_n \), and \( U, V \in \mathbb{R}^{n \times k} \) have independent \( \mathcal{N}(0, 1) \) coordinates. Then for all \( \varepsilon \in (0, 1) \),

\[
\mathbb{P} \left( s_n(M + UV^T) \leq \frac{\varepsilon}{\sqrt{n}} \right) \leq C \left( \sqrt{\varepsilon} \left( 1 + \frac{2nk}{s_n} \right) + \frac{1}{(2nk)^{9/4}} + \exp(-cnk) \right). 
\]
The second way to circumvent Theorem 2 is with the use of Weyl’s perturbation inequality. To see how it applies, consider the case of \(k = 1\). Decompose \(M = s_n(M)\ell_n r_n^T + M’\) where \(\ell_n\), \(r_n\) are the left and right singular vectors associated with \(s_n(M)\). Then we can view \(M + wv^T\) as a random perturbation of \(M’\) (which has rank \(n - 1\)), plus matrix \(s_n(M)\ell_n r_n^T\) whose operator norm is at most \(s_n\). We can then apply Theorem 2 to \(M’\) to bound \(s_n(M’ + UV^T)\) in terms of \(s_{n-1}(M’) = s_{n-1}(M)\), and then incur an additional additive \(s_n(M)\) error by Weyl’s inequality. Since our ideal use case is when \(s_n(M)\) is already negligible, the final bound that we get is comparable to the bound from Theorem 2.

Finally in Section 3.2, we discuss an application of low-rank perturbations to solving large sparse linear systems and in Section A, we present numerical evidence for our low-rank error model.

\[\text{Remark 5.}\] Note that Theorem 1 and the works of Tao and Vu in [32, 27] both prove a statement of the form \(P(s_n(M + E) \leq n^{-A}) \leq n^{-B}\) where \(E\) is the perturbation and \(A, B\) are parameters that depend on the random variables comprising the perturbation. Our statements in Theorem 2 is also of similar flavor since it shows that \(P(s_n(M + E) < s_{n-k}(M) n^{-A}) \leq n^{-B}\).

Since the theorems of Sankar, Spielman, and Teng and Tao and Vu have found other applications in smoothed analysis, such as in the analysis of the simplex method and beyond, we envision that our theorem could also find similar applications. We discuss barriers in applying the low-rank noise model to other smoothed analysis problems in Section B.

### 1.3 Previous techniques and our approach

In summary, it is difficult to apply previous techniques in our case since we have \emph{shared randomness} across different rows/columns of the matrix. In more detail, all of the previous techniques used to bound the singular values of a random matrix rely on the controlling the distance between a row to the span of the other rows. To see why this is relevant, imagine a singular matrix. In such a case, it is clear that there must exist a row that lies in the span of the other rows. Therefore, controlling the distance from a row to the span of the other rows gives control over the smallest singular value.

Controlling this geometric quantity boils down to understanding the dot product between a row and the normal vector of the hyperplane spanned by the other rows. Crucially if the rows are independent, we can treat the normal vector of the hyperplane as fixed so this question reduces to the well known Erdos-Littlewood-Offord anti-concentration inequality and its variants which are used in previous works such as [28, 32, 27].

To be more precise, let’s consider a high level overview of the proof of Sankar, Spielman, and Teng’s Theorem 1. Fix a vector \(x\) and note that from the identity \(s_n(M_n) = \|M_n^{-1}\|\), it suffices to give a tail bound on \(\|M_n^{-1}x\|\). By applying an orthogonal rotation and using the rotational invariance of the Gaussian, we can say that

\[
\|M_n^{-1}x\| = \|M_n^{-1}c_1\| = \|c_1\|
\]

where \(c_1\) is the first basis vector and \(c_1\) is the first column of \(M_n^{-1}\). From the equation \(M_n \cdot M_n^{-1} = I\), it follows that \(\|c_1\| = 1/|w^Tr_1|\) where \(r_1\) is the first row of \(M_n\) and \(w^T\) is the normal vector of the span of the rows \(r_2, \ldots, r_n\). Therefore, the proof reduces to understanding the dot product between a random vector \(r_1\), and another independent vector \(w\). In the more general case of Tao and Vu [32, 27], more elaborate dot product estimates using the Erdos-Littlewood-Offord inequality are needed.

In our case, if we add a rank 1 perturbation to a matrix, randomness is shared across all rows. Therefore, we cannot reduce our problem to understanding the dot product between a random vector and another independent vector since fixing a normal hyperplane of a span...
of a subset of rows automatically gives information about the rows not considered in the span due to the shared randomness. Hence, it is tricky to apply the spectrum of existing techniques in our case.

To overcome these barriers, we use a completely different method to prove Theorem 13. We first reduce our problem to adding noise to a diagonal matrix by using rotational invariance. Then we employ linear algebraic tools (rather than probabilistic tools), to get an “explicit” representation of the inverse of a matrix after adding rank $k$ noise. After arriving at an explicit representation of the inverse, we are able to compute a probabilistic bound on the smallest singular value. Our proof crucially uses the fact that our low-rank perturbations have Gaussian entries whereas the proofs of the dense perturbations carry over in other distributional settings as well. This is not a flaw of our method since it is simply not possible to prove an analogue of our theorems even if the entries of the low-rank perturbations come from sub-Gaussian distributions. We elaborate this point further in Section 3.1.

For Theorem 20 where we add a rank $k$ random noise to a rank $n$ matrix, we carefully adapt the geometric ideas utilized in previous approaches as explained above. However to get around the shared randomness between rows, we have to perform some careful conditioning which allows us better control the behavior of the random normal vector $w$.

1.4 Why would the perturbed matrix even be full rank?

We briefly address the question of why we even expect low-rank perturbations to improve the condition number. Consider the case where $D$ is a diagonal matrix of rank $n-1$ and we add a random rank 1 Gaussian perturbation $uv^T$. Recall the matrix determinant lemma which states that

$$\det(D + uv^T) = \det(D) + v^T \text{adj}(D)u$$

where $\text{adj}(D)$ is the adjugate matrix of $D$. In our case, we can assume that the first $n-1$ entries on the diagonal of $D$ are given by $s_1(D), \ldots, s_{n-1}(D)$ while the last entry is 0. Then, the adjugate matrix is the all zeros matrix except the bottom rightmost entry which is $s_1(D) \cdots s_{n-1}(D)$. Therefore,

$$\det(D) + v^T \text{adj}(D)u = (u_nv_n)(s_1(D) \cdots s_{n-1}(D))$$

which is non-zero with probability 1 since $u_nv_n \neq 0$ with probability 1. Thus, adding a random rank 1 perturbation results in $D$ not being singular which motivates the question of studying the smallest singular value after a random rank 1 (and more generally low-rank) perturbation.

1.5 Related works

The smoothed analysis framework has been applied to a variety of problems, most notably in analyzing optimization problems such as $k$-means [2, 3], the perceptron algorithm [5], and the simplex method [25, 9]. In all of these results, the goal is to show that after an input instance of the problem is suitably perturbed, the algorithm or heuristic runs in polynomial time (the time may depend on the properties of the noise). For a survey of results, see [29, 24, 16] and references within. The analysis used tends to be very problem specific and also heavily dependent on the type of noise added which for a vast majority of cases are dense Gaussian noise.
Zero preserving noise

The work that is closest in spirit to our work is the zero preserving noise model studied by Spielman, and Teng. It was shown in [22] that if $M$ is a symmetric matrix, then adding an independent Gaussian random variable $x_{ij}$ to each entry $M_{ij}$ such that $i \neq j$, $M_{ij} \neq 0$, and satisfying $x_{ij} = x_{ji}$ along with a Gaussian perturbation along the diagonal results in a “well behaved” condition number. However, the main drawback of this result is that it only holds for symmetric matrices and even in this case, a dense perturbation is required if $M$ is dense to begin with.

Other works

There are works that use sparse Gaussian perturbations, i.e, their perturbation model is a Gaussian times a Bernoulli random variable with a small parameter. If the Bernoulli random variable has sufficiently small parameter, then with high probability, most of the entries in the perturbation will be zero. The downsides of these methods are that many random variables still need to be drawn and it is not clear if they can show the resulting matrix is well conditioned. For example, Theorem 3.6 in [20] only shows that the singular values of the resulting matrix are separated from each other, not that the matrix is well conditioned. In fact, the study of these types of random matrices where entries are sub-Gaussian random variables multiplied by independent Bernoulli variables is still lacking. For instance, the smallest singular value of such family of random matrices was only recently resolved in the highly technical paper of Basak and Rudelson [4].

1.6 Notation

We use capital letters as $A, M$ to denote matrices and lower case letters such as $x$ for vectors. For a vector $x$, the norm $\|x\|$ is always the Euclidean norm whereas for a matrix $A$, the norm $\|A\|$ always refers to the operator norm (the largest singular value). For a matrix $A$, let $A_S$ denote the sub-matrix of $A$ which includes the $i$th row of $A$ if and only if $i \in S$. The relation $a \lesssim b$ denotes that $a$ is less than or equal to $b$ up to some fixed positive constant and similarly, $a \simeq b$ denotes that $a$ and $b$ are equal up to some fixed positive constant. Unless otherwise indicated, variables $C, c, C_1, C_2, \cdots$ denote positive constants.

2 Preliminaries

In this section we enumerate some useful results. First, we recall a classical estimate of the operator norm of a random matrix of Seginer [23]. The following proposition essentially shows that the top singular value of a random matrix is well behaved under mild assumptions. Alternatively, one can also bound the top singular value by the frobenius norm if the random variables populating the matrix have sufficient tail concentration.

\[ \mathbb{E}\|M\| = O\left(\mathbb{E}\max_{1 \leq i \leq n} \sum_{j=1}^{n} m_{ij}^2 + \mathbb{E}\max_{1 \leq j \leq n} \sum_{i=1}^{n} m_{ij}^2\right). \]

Next we establish tail bounds for the smallest and largest singular values of real and complex Gaussian matrices.
Lemma 7 (Theorem 1 reformulated.). Let $G \in \mathbb{R}^{k \times k}$ with all entries chosen i.i.d. from $\mathcal{N}(0,1)$. Then

$$\mathbb{P} \left( s_k(G) \leq t_1/\sqrt{k} \right) < C t_1,$$

for some absolute constant $C$.

Lemma 8 (Theorem 1.1 in [28]). Let $G \in \mathbb{C}^{k \times k}$ with all entries chosen with i.i.d. real and imaginary parts from $\mathcal{N}(0,1/2)$. Then

$$\mathbb{P} \left( s_k(G) \leq t_1/\sqrt{k} \right) < t_2^2,$$

for $t_2$ larger than some absolute constant, and $C_1, C_2$ absolute constants.

Lemma 9 (Proposition 2.3 in [21]). Let $G \in \mathbb{R}^{(n-k) \times k}$ for $k \leq n/2$ with all entries chosen i.i.d. from $\mathcal{N}(0,1)$. Then

$$\mathbb{P} \left( s_1(G) \geq t_2 \sqrt{n-k} \right) < C_1 e^{-C_2 t_2^2 n},$$

for $t_2$ larger than some absolute constant, and $C_1, C_2$ absolute constants.

Lemma 10. Let $G \in \mathbb{C}^{(n-k) \times k}$ for $k \leq n/2$ with all entries chosen with i.i.d. real and imaginary parts from $\mathcal{N}(0,1/2)$. Then

$$\mathbb{P} \left( s_1(G) \geq t_2 \sqrt{n-k} \right) < 2 C_1 e^{-C_2 t_2^2 n},$$

for $t_2, C_1, C_2$ as in Lemma 9.

Proof. Decompose $G = A + iB$ and bound $s_1(G) \leq s_1(A) + s_1(B)$. Then

$$\mathbb{P} \left( s_1(G) \geq t_2 \sqrt{2(n-k)} \right) \leq \mathbb{P} \left( s_1(A) + s_1(B) \geq t_2 \sqrt{2(n-k)} \right)$$

$$\leq \mathbb{P} \left( s_1(A) \geq \frac{t_2 \sqrt{2(n-k)}}{2} \right) + \mathbb{P} \left( s_1(B) \geq \frac{t_2 \sqrt{2(n-k)}}{2} \right)$$

$$\leq \mathbb{P} \left( s_1(\sqrt{2}A) \geq t_2 \sqrt{n-k} \right) + \mathbb{P} \left( s_1(\sqrt{2}B) \geq t_2 \sqrt{n-k} \right)$$

$$\leq 2 C_1 e^{-C_2 t_2^2 n}$$

where the last inequality follows by Lemma 9 since $\sqrt{2}A$ and $\sqrt{2}B$ have real i.i.d. $\mathcal{N}(0,1)$ entries.

The following lemma bounds the smallest singular value of a block matrix.

Lemma 11. Let

$$M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$$

be an $n \times n$ matrix. Then

$$s_n(M)^{-1} \leq \lVert A^{-1} \rVert + \lVert (M/A)^{-1} \rVert \left( 1 + \lVert A^{-1} B \rVert \right) \left( 1 + \lVert CA^{-1} \rVert \right)$$

where $(M/A) = D - CA^{-1}B$ is the Schur complement of $A$. 

\begin{flushright} $\Box$ \end{flushright}
Proof. We first use the Schur formula for the inverse of a block matrix:

\[
M^{-1} = \begin{bmatrix}
A^{-1} + A^{-1}B(M/A)^{-1}CA^{-1} & A^{-1}B(M/A)^{-1} \\
(M/A)^{-1}CA^{-1} & (M/A)^{-1}
\end{bmatrix}.
\]

The norm of \(M^{-1}\) is upper bounded by the sum of the norms of each of its blocks.

\[
s_n(M)^{-1} = \|M^{-1}\| \leq \|A^{-1}\| + \|A^{-1}B\|(M/A)^{-1}\|CA^{-1}\|
+ \|((M/A)^{-1})\|CA^{-1}\|
+ \|((M/A)^{-1})\|
= \|A^{-1}\| + \|((M/A)^{-1})\| (1 + \|A^{-1}B\|) \left(1 + \|CA^{-1}\|\right).
\]

Lastly, we recall that Gaussians are sufficiently anti-concentrated.

Proposition 12. Let \(x \sim \mathcal{N}(0,1)\). Then, \(\mathbb{P}(|x| \leq \varepsilon) = \Theta(\varepsilon)\) for \(\varepsilon\) sufficiently small.

3 Proof of main theorems

The goal of this section is to prove the following theorem and its complex and symmetric analogs.

Theorem 13. Let \(M\) be an arbitrary matrix of rank \(n - k \geq n/2\). Let \(U,V\) be \(n \times k\) matrices with i.i.d. \(\mathcal{N}(0,1)\) entries. Then

\[
\mathbb{P} \left( s_n(M + UV^T) \leq t_1 \right) \leq \frac{t_1^2}{k} \min \left( 1, \frac{s_{n-k}(M)}{4 \frac{s_n(M)}{n-k}} \right) \leq C_1 t_1 + C_2 \exp(-C_3 t_2^2 \frac{n}{2})
\]

for \(t_1 \leq C_4\) and \(t_2 \geq C_5\) for some absolute constants \(C_i, 1 \leq i \leq 5\).

Our strategy to prove Theorem 13 will reduce general \(M\) to the case of \(M\) nonnegative and diagonal, then express \(s_n(M + UV^T)\) in terms of the singular values of \(M\) and certain sub-matrices of \(U\) and \(V\), and finally apply tail bounds to said singular values. We start by proving a lemma that allows us to reduce to the case of \(M\) nonnegative and diagonal. As stated in Section 1.3, this is a completely different proof strategy than the one used in previous works.

Lemma 14. Let \(D = \text{diag}(s_n(M), \cdots, s_1(M))\). Let \(U,V\) be as in Theorem 13. Then the distributions of \(s_n(M + UV^T)\) and of \(s_n(D + UV^T)\) are identical.

Proof. Let \(LDR^T = M\) be the singular value decomposition of \(M\). Then

\[
M + UV^T = LDR^T + UV^T = L(D + L^TUV^TR)RT.
\]

Left- and right- multiplication by unitary matrices preserves singular values so

\[
s_n(M + UV^T) = s_n(D + L^TUV^TR).
\]

Finally, \(U\) and \(V\) are rotationally invariant, so \(L^TU\) and \(R^TV\) are distributed just as \(U\) and \(V\) are.

Now we proceed to the main proof.
Proof of Theorem 13. For any matrix $T$, recall that $T_S$ denotes the sub-matrix of $T$ which includes the $i$th row of $T$ if and only if $i \in S$. Lemma 14 shows that we may assume $M$ is nonnegative and diagonal without loss of generality. We may write $M$ and $M + UV^T$ in block form as

$$M = \begin{bmatrix} 0 & 0 \\ 0 & M' \end{bmatrix}$$

and

$$M + UV^T = \begin{bmatrix} U[k]V^T_{[k]} & U[k]V^T_{[n]\setminus[k]} \\ U_{[n]\setminus[k]}V^T_{[k]} & M' + U_{[n]\setminus[k]}V^T_{[n]\setminus[k]} \end{bmatrix}$$

where $M'$ has no zeros on the diagonal. We can use Lemma 11 to upper bound $s_n(M + UV^T)$. The factor corresponding to the Schur complement is

$$\| (M' - U_{[n]\setminus[k]} (I - V^T_{[k]}(U[k]V^T_{[k]})^{-1}U[k]) V^T_{[n]\setminus[k]} )^{-1} \| = \| M'^{-1} \| = s_{n-k}(M)^{-1}$$

since $I - V^T_{[k]}(U[k]V^T_{[k]})^{-1}U[k] = 0$. This is one of the key insights of our proof. Then the resulting bound is

$$s_n(M + UV^T)^{-1} \leq \frac{1}{s_k(U[k])s_k(V^T_{[k]})} + \frac{1}{s_{n-k}(M)} \left( 1 + \| (U[k]V^T_{[k]})^{-1}U[k]V^T_{[n]\setminus[k]} \| \right) \left( 1 + \| U_{[n]\setminus[k]}V^T_{[k]} \| \right)$$

Denote events

$$E_1 = \left( s_k(U_{[n]\setminus[k]}) \leq t_2 \sqrt{n - \tilde{k}} \text{ and } s_k(V_{[n]\setminus[k]}) \leq t_2 \sqrt{n - \tilde{k}} \right)$$

$$E_2 = \left( s_k(U[k]) \geq t_1 / \sqrt{k} \text{ and } s_k(V[k]) \geq t_1 / \sqrt{k} \right)$$

Conditioning on $E_1$ and $E_2$, the above bound becomes

$$s_n(M + UV^T)^{-1} \leq \frac{1}{s_{n-k}(M)} \left( 1 + \frac{t_2}{t_1} \sqrt{(n - \tilde{k}) k} \right)^2 + \frac{k}{t_1^2}$$

For sufficiently large $n$ (specifically $n \geq 6 \frac{t_2^2}{k}$), this becomes

$$s_n(M + UV^T)^{-1} \leq \frac{k}{t_1^2} \left( \frac{2 t_2^2 (n - k)}{s_{n-k}(M)} + 1 \right) \leq \frac{2k}{t_1^2} \max \left( \frac{2 t_2^2 (n - k)}{s_{n-k}(M)} , 1 \right)$$

Taking the reciprocal of both sides yields

$$s_n(M + UV^T) \geq \frac{t_1^2}{2k} \min \left( \frac{s_{n-k}(M)}{2 t_2^2 (n - \tilde{k})} , 1 \right)$$

The probability that this bound is violated is upper bounded by the probability that at least one of $E_1$ or $E_2$ fail. We may upper bound this quantity using the union bound:

$$\mathbb{P}(\neg E_1 \lor \neg E_2) \leq \mathbb{P}(\neg E_1) + \mathbb{P}(\neg E_2) \leq \mathbb{P}(s_k(U_{[n]\setminus[k]}) \geq t_2 \sqrt{n - \tilde{k}}) + \mathbb{P}(s_k(V_{[n]\setminus[k]}) \geq t_2 \sqrt{n - \tilde{k}}) + \mathbb{P}(s_k(U[k]) \leq t_1 / \sqrt{k}) + \mathbb{P}(s_k(V[k]) \leq t_1 / \sqrt{k}) \leq 2 C_1 t_1 + 2 C_2 e^{-C_1 \frac{t_2^2}{2k}} n.$$
Theorem 15. Let $M, t_1, t_2, C_2, C_3$ be as in theorem 13. Let $U, V$ be $n \times k$ complex matrices with real and imaginary parts drawn independently from $N(0, 1/2)$. Then
\[
P\left( s_n(M + UV^T) \leq t_1^2 \kappa \min \left( \frac{1}{2} \frac{s_{n-k}(M)}{4 t_2^2 (n-k)} \right) \right) \leq 2 t_1^2 + C_2 \exp(-C_3 t_2^2 n).
\]

Note that the first term on the righthand side is $2 t_1^2$ rather than $C_1 t_1$ as it was in Theorem 13.

Proof. The only place the proof differs from the proof of Theorem 13 is in the upper bound on $P(\bar{\mathcal{E}}_1)$. Instead of $C_1 t_1$, it is simply $t_1^2$ by Lemma 8.

Remark 16. Theorems 13 and 15 hold when instead of sampling $U$ and $V$ independently, simply set $U = V$.

Proof. The proof follows almost exactly as before with only a single modification: In Lemma 14, the left- and right- singular vectors of symmetric matrices are the same so $L = R$ (so $L^T U = R^T V$). Optionally, one may note that events $\mathcal{E}_1$ and $\mathcal{E}_2$ are redundant, so one reduces the bound on $P(\bar{\mathcal{E}}_1 \lor \bar{\mathcal{E}}_2)$ by a factor of 2.

Remark 17. Let us briefly mention why the term $s_{n-k}(M)$ is unavoidable in the statement of Theorem 13. For simplicity, consider $k = 1$ and suppose that $M$ is of rank $n - 1$ and suppose its smallest nonzero singular value is equal to $\delta$. After adding a rank 1 term $uv^T$ to $M$, its rank is $n$ with probability 1. However, if we consider the limit $\delta \to 0$, then $M + uv^T$ approaches a rank $n - 1$ matrix meaning $s_n(M + uv^T) \to 0$. Hence, any concentration bound such as (1) must depend on the term $s_{n-1}$.

Remark 18. The term $t_1$ on the right hand size of (1) is also unavoidable. For simplicity, consider the case that $M \in \mathbb{R}^{n \times n}$ is a diagonal matrix and all the entries are non zero except the last diagonal entry and consider a rank 1 symmetric update. Now after a symmetric rank 1 update, the perturbed matrix is $M + gg^T$ where $g \in \mathbb{R}^n$. The smallest singular value of a symmetric matrix is equivalent to the smallest absolute eigenvalue. From the Raleigh quotient characterization of eigenvalues, we have that
\[
P(s_n(M + gg^T) \leq t^2) \geq P(|e_n^T(M + gg^T)e_n| \leq t^2).
\]

Using the fact that $Me_n = 0$, we have
\[
P(|e_n^T(M + gg^T)e_n| \leq t^2) = P(z^2 \leq t^2)
\]
where $z \in \mathbb{R}$ is a standard normal. Finally, $P(z^2 \leq t^2) = P(|z| \leq t) = \Theta(t)$ from Proposition 12 for $t$ sufficiently small.

3.1 Sub-Gaussian perturbations

Just as Tao and Vu generalized Theorem 1 to the case where more general types of random perturbations beyond Gaussian are used, it is of interest to generalize Theorem 13 to the case where $U, V$ are from a general family of distributions. A standard choice are mean zero sub-Gaussian distributions since they encompass well known distributions such as the standard Gaussian and $\pm 1$ (Rademacher) random variables. Surprisingly, we show in this case that we cannot state a general statement like Theorem 13 unless extra assumptions about the fixed matrix $M$ is made.
Lemma 19. Let \( u, v \in \mathbb{R}^n \) be vectors with i.i.d. entries that are \( \pm 1 \) (Rademacher) with equal probability. There exists a rank \( n - 1 \) matrix \( M \) such that with constant probability, \( M + uv^T \) is singular.

Proof. As in the proof of Theorem 13, let \( M = LDR \) and we can say \( s_n(M + uv^T) = s_n(D + (L^T u)(v^T R)) \). In the case that \( u \) and \( v \) are Gaussian, rotational invariance implies that \( L^T u \) and \( v^T R \) are distributed as \( u, v \) respectively. However, this is no longer the case if \( u, v \) have entries coming from general sub-Gaussian distributions, such as \( \pm 1 \). Here, the properties of \( L, R \) can have substantial impact on \( s_n(M + uv^T) \).

Suppose that the top left entry of \( D \) is 0. Then, if the first row of \( L \) is sparse, i.e. has \( O(1) \) non zero entries, then it is possible that the first coordinate of \( L^T u \), \( (L^T u)_1 \), is 0 with constant probability and hence the first row of \( D + (L^T u)(v^T R) \) is all 0 which implies that \( M + uv^T \) is still rank \( n - 1 \) with constant probability.

Therefore, a general statement such as Theorem 13 in the case of sub-Gaussian distributions is impossible unless extra assumptions are made about the input matrix \( M \). However, we note that in the \( k = 1 \) case, if we assume every row of \( L, R \) are dense (say have at least a constant fraction of non-zero entries), then the proof of Theorem 13 carries through in the \( \pm 1 \) case since the two estimates we need (corresponding to the events \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) respectively) are the concentration of the norms of \( L^T u, v^T R \) and each entry being anti-concentrated from 0 which follows from Erdos-Littlewood-Offord type results. It is not clear when such an assumption is natural.

3.2 Application to linear systems

We briefly highlight the importance of the condition number in solving systems of linear equations. If we are interested in solving the system \( Ax = b \) where \( A \in \mathbb{R}^{n \times n} \) then the condition number of \( A \) influences both the stability and runtime of linear systems solving. Much of this material is standard and can be found in [31].

Stability: If \( \tilde{x} \) denotes the result computed by numerical algorithms to the equation \( Ax = b \) then it is known that the relative error quantity \( \|x - \tilde{x}\|/\|x\| \) satisfies

\[
\frac{\|x - \tilde{x}\|}{\|x\|} = O\left(\varepsilon_{\text{machine}} \cdot \frac{s_1(A)}{s_n(A)}\right)
\]

where \( \varepsilon_{\text{machine}} \) is the machine precision.

Runtime: One of the most widely used algorithms for solving systems of linear equations, especially large sparse ones that arise often in practice, is the conjugate gradient descent method. If the conjugate gradient descent method is run for \( k \) steps, then its convergence scales roughly as

\[
\left(\frac{\sqrt{s_1(A)/s_n(A)} - 1}{\sqrt{s_1(A)/s_n(A)} + 1}\right)^k \approx \left(1 - \frac{2}{\sqrt{s_1(A)/s_n(A)}}\right)^k.
\]

Therefore, a larger the condition number means more steps of the conjugate gradient descent method are required.

The usefulness of our low-rank error model is further supported by the conjugate gradient descent method. As mentioned previously, this iterative method is mainly used for large sparse systems. Thus, a low-rank perturbation that only requires additional linear space and incurs an additive linear increase in cost per iteration is desirable compared to a dense perturbation which makes the original problem infeasible for large systems.
4 Perturbation beyond rank $k$

In this section, we deal with the case that we add a rank $k'$ perturbation to a rank $n - k$ matrix for $k' > k$. In such a case, we simply ignore a rank $k$ portion of the noise and imagine that we are adding a rank $(k' - k)$ perturbation to a general full-rank matrix. This is valid since the original rank $k$ matrix plus the rank $k$ part of the noise will be full rank with probability 1. Our result then is the following.

**Theorem 20.** Let $M$ be a $n \times n$ real matrix with rank$(M) = n > 10$ with smallest singular value $s_n$. Let $U, V \in \mathbb{R}^{n \times k}$ have independent $\mathcal{N}(0, 1)$ coordinates. Then,

$$\mathbb{P}(s_n(M + U V^T) \leq 1/t) \leq C \left( \frac{\sqrt{n}}{x_2 \cdot t} \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{n} k}{s_n(M)} \right) + \exp \left( - \frac{x_1^2}{4} \right) + (2/\pi)^{k/2} x_2^k + \exp(-c x_3) \right)$$

for all $t > 0$, $x_1 \geq 3\sqrt{2 \log(2nk)}$, $x_3 \geq nk$, and $x_2 \leq 1$.

We obtain the following corollary under some natural parameter settings.

**Corollary 21.** Let $M$ be a $n \times n$ real matrix with rank$(M) = n$, and $U, V \in \mathbb{R}^{n \times k}$ have independent $\mathcal{N}(0, 1)$ coordinates. Then for all $\varepsilon \in (0, 1)$,

$$\mathbb{P}(s_n(M + U V^T) \leq \varepsilon / \sqrt{n}) \leq C \left( \varepsilon^2 \left( 1 + \frac{3nk \sqrt{\log(2nk)}}{s_n(M)} \right) + \frac{1}{(2nk)^{9/4}} + \exp(-cnk) \right).$$

**Proof.** Set $t = \sqrt{n}/\varepsilon$, $x_1 = 3\sqrt{\log(2nk)}$, $x_2 = \varepsilon$, $x_3 = nk$.

By setting $\varepsilon$ appropriately, we recover the common “theme” of $\mathbb{P}(s_n(M + U V^T) \leq n^{-A}) \leq n^{-B}$ as in the case of Theorem 1 and the works of Tao and Vu [32, 27].

We now proceed to prove Theorem 20. Denote $A = M + U V^T$ and note that rank$(A) = n$ with probability 1 so $A^{-1}$ exists. We observe that (2) reduces to bounding $\mathbb{P}(|A^{-1}| \geq t)$. Our proof is adapted from the proof of Theorem 1. However, we need to perform a careful conditioning argument to prove the most important part of the argument which is presented in Lemma 23.

We begin by handing the case of a single vector.

**Lemma 22.** For any unit vector $y$, we have

$$\mathbb{P}(\|A^{-1}y\|_2 \geq t) \leq C \left( \frac{1}{x_2 \cdot t} \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{n} k}{s_n(M)} \right) + \exp \left( - \frac{x_1^2}{4} \right) + (2/\pi)^{k/2} x_2^k + \exp(-c x_3) \right)$$

for all $t > 0$, $x_1 \geq 2\sqrt{\log n}$, $x_3 \geq nk$, and $x_2 \leq 1$.

**Proof.** Let $Q$ be a rotation that takes $y$ to $e_n$ and denote $QA$ as $A'$. Then,

$$\|A^{-1}y\|_2 = \|A^{-1}Q^T e_n\|_2 = \|(QA)^{-1} e_n\|_2 = \|c_n\|_2.$$

where $c_n$ be the last column of $(QA)^{-1}$. From the identity $A'A'^{-1} = I$, we have that $c_n$ is orthogonal to the first $n - 1$ rows of $A'$ and has dot product 1 with the last row of $A'$. Hence,

$$\|c_n\|_2 = \frac{1}{|\langle w, r^n \rangle|}$$

where $r^i$ is the $i$th row of $A'$ and $w$ is the unique unit vector orthogonal to the span of $\{r^1, \cdots, r^{n-1}\}$ (up to to sign). This means that

$$\mathbb{P}(\|A^{-1}y\|_2 \geq t) = \mathbb{P}(\|c_n\|_2 \geq t) = \mathbb{P}(|\langle w, r^n \rangle| \leq 1/t).$$
The last row \( r^n \) of \( A' \) is the sum of the last rows of \( QM \) and \( QUV^T \). Note that the inner product of \( w \) with the last row of \( QM \) is some fixed parameter; denote it \( r \). Then \( QU \) is distributed as \( U \) by the rotational invariance of the normal distribution, so the last row of \( QUV^T \) is distributed as \( Vu^n \) where \( u^n \in \mathbb{R}^k \) is a vector of independent Gaussians. Therefore, \( \langle w, r^n \rangle \) is distributed as \( \langle w, Vu^n \rangle + r \), so it suffices to bound the Levy concentration of \( \langle w, Vu^n \rangle \). Specifically, we want to show that

\[
\sup_{r \in \mathbb{R}} P(|\langle w, Vu^n \rangle + r| < 1/t) \leq C \left( \frac{1}{x_2 \cdot t} \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{n}k}{s_n(M)} \right) + \exp \left( -x_2^2/4 \right) + (2/\pi)^{k/2} x_2^k + \exp(-c x_3) \right)
\]

where the probability is over the realization of \( u^n \) and \( V \). This readily follows from Lemma 23.

\begin{flushright}
\textbf{Proof of Theorem 20.} Let \( s \) be a unit vector chosen uniformly at random from \( S^{n-1} \). By Lemma 22, we have
\[
P_{A,s} \left( \|A^{-1}s\|_2 \geq t/\sqrt{n} \right) \leq C \left( \frac{1}{x_2 \cdot t/\sqrt{n}} \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{n}k}{s_n(M)} \right) + \exp \left( -x_2^2/4 \right) + (2/\pi)^{k/2} x_2^k + \exp(-c x_3) \right).
\]

Now with probability 1, there exits a unique \( y \) such that \( \|A^{-1}y\|_2 = \|A^{-1}\| \). From Lemma 24, we see that

\[
\|A^{-1}s\|_2 \geq \|A^{-1}(y^T s)y\|_2 = \|y^T s\| A^{-1}\|.
\]

Therefore we have

\[
P_{A,s} \left( \|A^{-1}s\|_2 \geq t/\sqrt{n} \right) \geq P_{A,s} \left( \|A^{-1}\| \geq t \text{ and } |s^Ty| \geq 1/\sqrt{n} \right) = P(\|A^{-1}\| \geq t) \cdot P_{A,s} \left( |s^Ty| \geq 1/\sqrt{n} \mid \|A^{-1}\| \geq t \right).
\]

By the rotational invariance of \( s \), we have that

\[
P(\|A^{-1}\| \geq t) \cdot P_{A,s} \left( |s^Ty| \geq 1/\sqrt{n} \mid \|A^{-1}\| \geq t \right) = P(\|A^{-1}\| \geq t) \cdot P \left( |s^Te_1| \geq 1/\sqrt{n} \right).
\]

From Lemma 25, we have that

\[
P \left( |s^Te_1| \geq 1/\sqrt{n} \right) \geq P(\|Z\| \geq 1) - 1/n
\]

where \( Z \sim \mathcal{N}(0,1) \). Altogether, it follows that

\[
P(\|A^{-1}\| \geq t) \leq \frac{P_{A,s} \left( \|A^{-1}s\|_2 \geq t/\sqrt{n} \right)}{P(\|Z\| \geq 1) - 1/n} \leq C \left( \frac{1}{x_2 \cdot t/\sqrt{n}} \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{n}k}{s_n(M)} \right) + \exp \left( -x_2^2/4 \right) + (2/\pi)^{k/2} x_2^k + \exp(-c x_3) \right)
\]

for \( n > 10 \) as desired.

\begin{flushright}
\textbf{Lemma 23.} Let \( U, V \in \mathbb{R}^{n \times k} \) have independent \( \mathcal{N}(0,1) \) coordinates. Let \( M \in \mathbb{R}^{n \times n} \) be a matrix with singular values \( s_1 \geq \cdots \geq s_n \) and let \( w \) be a vector perpendicular to the first \( n-1 \) rows of \( M + UV^T \). Then for \( x_1 \geq 3\sqrt{\log(2nk)}, x_3 \geq nk, \) and \( x_2 \leq 1, \) and all \( t > 0, \)

\[
\sup_{r \in \mathbb{R}} P(|\langle w, Vu^n \rangle - r| < 1/t) \leq C \left( \frac{1}{x_2 \cdot t} \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{n}k}{s_n(M)} \right) + \exp \left( -x_2^2/4 \right) + (2/\pi)^{k/2} x_2^k + \exp(-c x_3) \right)
\]

for some \( C, c > 0 \) where \( u^n \) is the last row of \( U \).
Proof. Let \( m_1, \ldots, m^n \) be the rows of \( M \) and let \( u^1, \ldots, u^n \) be the rows of \( U \). Then the rows of \( A = M + UV^T \) are given by \( m^i + V u^i \). Let \( y \) be the unit vector orthogonal to the span of \( \{m^1, \ldots, m^{n-1}\} \). Consider the following three events:

\[ \mathcal{E}_1 = \text{event that every entry of } U \text{ is at most } x_1 \text{ in absolute value}, \]
\[ \mathcal{E}_2 = \text{event that } \|V^T y\| \text{ is at least } x_2, \]
\[ \mathcal{E}_3 = \text{event that } \|V\|^2 \text{ is at most } x_3, \]

for \( x_1 \geq 3\sqrt{\log(2nk)}/x_3 \geq nk \), and \( x_2 \leq 1 \). Denote \( \mathcal{E} = \mathcal{E}_1 \cup \mathcal{E}_2 \cup \mathcal{E}_3 \). We now show each of these occurs with high probability. By a standard concentration bound, the maximum of \( nk \) i.i.d. standard Gaussians is strongly concentrated around \( \sqrt{2\log(2nk)} \). In particular, \( \mathcal{E}_1 \) happens with probability at least \( 1 - 2\exp(-x_1^2/4) \). Next, each coordinate of \( V^T y \) is distributed as \( \mathcal{N}(0,1) \), and \( \|V^T y\| \geq \|V^T y\|_\infty \), so we may upper bound \( \mathbb{P}(\mathcal{E}_2) \) by \( \mathbb{P}(|g| < x_2)^k \) where \( g \) is \( \mathcal{N}(0,1) \). This means \( \mathcal{E}_2 \) occurs with probability at least \( 1 - (2/\pi)^{k/2}x_2^k \). Lastly, the event \( \mathcal{E}_3 \) happens with probability at least \( 1 - \exp(-\Omega(x_3)) \) by Lemma 9.

Now fix some realization of \( V \) and \( U \) such that \( \mathcal{E} \) occurs. Suppose for some parameter \( z < \sqrt{2} x_1 \sqrt{nk} \), that we have \( \|V^T w\| < z \). We will find a statement which this assumption implies, then take the contrapositive to obtain a lower bound on \( \|V^T w\| \). From definition of \( w \), we know

\[ \langle w, m^i \rangle + \langle w, V u^i \rangle = 0 \]

for \( 1 \leq i \leq n - 1 \). We may apply Cauchy-Schwarz to \( \langle w, V u^i \rangle = \langle V^T w, u^i \rangle \) and use event \( \mathcal{E}_1 \) to bound \( \|u^i\| \) and obtain

\[ |\langle w, m^i \rangle| \leq \|V^T w\| \cdot \|u^i\| \leq z \cdot x_1 \cdot \sqrt{k}. \]

Decompose \( w = w^\perp + w^\perp \) where \( w^\perp \) is in the span of \( m^1, \ldots, m^{n-1} \) and \( w^\perp \) is in the orthogonal complement. Write \( w^\perp = \sum_{i=1}^{n-1} \alpha_i m^i \) for some coefficients \( \alpha_i \). Then we have

\[ \|w^\perp\|^2 = |\langle w^\perp, w^\perp \rangle| \leq \sum_{i=1}^{n-1} |\alpha_i| \cdot |\langle m^i, w \rangle| \]
\[ \leq \|\alpha\|_1 \cdot z \cdot x_1 \cdot \sqrt{k} \]
\[ \leq \|\alpha\| \cdot z \cdot x_1 \cdot \sqrt{nk} \]
\[ \leq \|w^\perp\| \frac{z \cdot x_1 \cdot \sqrt{nk}}{s_n} \]

where \( \alpha \) is the vector of \( \alpha_i \)'s, and the last step follows since \( M \) is non-singular, making \( \alpha \) the unique solution to \( M^T \alpha = w^\perp \). Now, note that \( y \) and \( w^\perp \) are parallel, so

\[ \|w^\perp\| \|V^T y\| = \|V^T w^\perp\| \leq \|V^T w\| + \|V^T \|w^\perp\| \leq z + \|V\| \|w^\perp\| \leq z \left( 1 + \frac{x_1 \cdot x_3^{1/2} \cdot \sqrt{nk}}{s_n} \right) \]

where the last step follows from \( \mathcal{E}_3 \). From \( z < \sqrt{2} x_1 \sqrt{nk} \), we have

\[ \|w^\perp\| = \sqrt{1 - \|w^\perp\|^2} = \sqrt{1 - \left( \frac{z \cdot x_1 \cdot \sqrt{nk}}{s_n} \right)^2} > \frac{1}{2}. \]

Moving \( \|w^\perp\| \) to the right hand side and using \( \mathcal{E}_2 \) and the above bound, we arrive at

\[ x_2 \leq \|V^T y\| < 2z \left( 1 + x_1 \cdot x_3^{1/2} \cdot \sqrt{nk}/s_n \right). \]
We have thus established the syllogism
\[\|V^T w\| \leq z \leq \frac{\sqrt{3}}{2} s_n \frac{x_2^2 s_n}{x_1 \sqrt{nk}} \implies \frac{1}{2} s_n + x_1 \frac{x_3^{1/2}}{\sqrt{nk}} < z.\]
By taking the contrapositive and setting \(z = \frac{1}{2} s_n + x_1 \frac{x_3^{1/2}}{\sqrt{nk}}\), we see that one of the inequalities on the left must fail. It isn’t the second one since \(x_2 < \sqrt{3}, x_3^{1/2} > 1\), and \(s_n > 0\).
We therefore conclude our selection of \(z\) lower bounds \(\|V^T w\|\).
This leads to sufficient anti-concentration. For any fixed vector \(x\), the distribution of \(\langle x, u_n \rangle\) is the same as \(N(0, \|x\|^2)\). So, \(\langle V^T w, u_n \rangle\) for random \(V\) is a mixture of Gaussians, each of which have variance at least \(z^2\) when we condition on \(E\). The Levy concentration is thus easily bounded by
\[
\sup_{r \in \mathbb{R}} \mathbb{P}\left(|\langle w, V u_n \rangle + r| \leq \frac{1}{\ell} |E|\right) \leq \frac{\sqrt{2/\pi}}{z \cdot \ell}.
\]
The desired bound then follows by incorporating a probability bound on the complement of \(E\). ▶

The following lemmas follow easily from basic properties of the SVD and Gaussian random variables so we omit their proof.

▶ Lemma 24. Consider a \(n \times n\) matrix \(M\) and \(u \in S^{n-1}\) such that \(\|M\| = \|Mu\|_2\). Then for every \(v \in \mathbb{R}^n\), we have
\[
\|Mv\|_2 \geq |u^T v| \|M\|.
\]

▶ Lemma 25. Let \(x\) be a uniformly random vector in \(S^{n-1}\) and \(Z \sim N(0, 1)\). Then for every \(c > 0\),
\[
\mathbb{P}\left(|x^T e_1| \geq \sqrt{\frac{c}{n}}\right) \geq \mathbb{P}(|Z| \geq \sqrt{c}) - \frac{1}{n}.
\]
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Smoothed Analysis of the Condition Number Under Low-Rank Perturbations


In this section, we numerically demonstrate our theoretical results by giving an example of a sparse family of \( n \) by \( n \) matrices that are “poorly” conditioned and whose condition number improves significantly after adding a random Gaussian rank 1 perturbation. We show that this perturbation results in an improvement comparable to what is achieved after adding a dense Gaussian matrix while maintaining a low time complexity for matrix vector product operations.

Our family of \( n \) by \( n \) matrices will be constructed as follows: \( M_n \) will have ones on the anti-diagonal and the first and third off-diagonals above the anti-diagonal. For example, \( M_7 \) is displayed below.

\[
\begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
\]

It is shown in [13] that \( M_n \) is ill-conditioned by showing that the magnitude of the smallest eigenvalue of \( M_n \) is of the order \( O(n/C^n) \) where \( C \approx 1.47 \) which implies that the smallest singular value of \( M_n \) is also at most \( O(n/C^n) \). The second smallest eigenvalue on the other hand is a constant.
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Figure 1 (a) Smallest singular values of the original matrix compared against dense and rank 1 perturbations. (b) Time taken to perform a matrix vector product after a dense perturbation and a rank 1 perturbation. The cost for the dense perturbation has a quadratic scaling (slope = 2).

In Figure 1 (a), we show the smallest singular value of $M_n$ for a range of $n$ along with the smallest singular values after a dense and rank 1 perturbation. As we can see in the log-log plot, the original values are decaying exponentially while the smallest singular value after the rank 1 perturbation is within a few orders of magnitude of the corresponding value after a dense perturbation. In Figure 1 (b), we show the time taken to perform a matrix vector product after a dense and a rank 1 perturbation. For this task, we used the popular numerical libraries NumPy and SciPy. Since $M_n$ is sparse, it can be represented in a special sparse format to speed up computations. In the case of a rank 1 perturbation, we only need to store two additional vectors and a matrix vector product $(M_n + uv^T)x$ can be performed as

$$(M_n + uv^T)x = M_n x + (v^T x) \cdot u.$$  

However, in the case of a dense perturbation, we need to store a dense matrix $G$ and perform the matrix vector product operation with a vector and a dense matrix resulting in a much slower operation than in the rank 1 case. Indeed, note that the slope of the “Dense” curve in Figure 1 (b) is close to 2 signifying a quadratic increase in time. Overall, we see that in this case, a rank 1 update results in a comparable improvement of the condition number of $M_n$ while greatly improving the cost to perform a fundamental matrix operation.

B Low-rank noise model for other problems in smoothed analysis

In this section, we outline some of the challenges that arise when applying the rank 1 noise model in other popular problems studied in smoothed analysis. While not a comprehensive survey of all problems, we focus on two of the most studied applications of this framework outside of the condition number. These are the simplex method and $k$-means. For these problems, the standard noise model is the dense one where every entry of the input matrix or input set of points respectively, is independently perturbed by a random Gaussian. We highlight some of the challenges that arise when trying to carry out existing proof techniques for these problems using rank 1 noise. This ultimately shows that new ideas are required to bypass the lack of independence as we did for the condition number.
B.1 Simplex method

The simplex method is one of the most famous applications of the smoothed analysis framework. The goal is to solve a linear program of the form $\max c^T x$ subject to $Ax \leq b$ using the simplex method where the entries of $A \in \mathbb{R}^{m \times n}$ have been perturbed by random noise. Recall that the simplex method operates by moving among the vertices of the polytopes defined by the constrained matrix $A$. The geometric operation of moving from one vertex to another is called a pivot operation and the most commonly analyzed pivot operation with respect to smoothed analysis is the shadow vertex pivot method.

Without getting into technical details that will lead us too far afield, we note that the shadow vertex pivoting method requires us to calculate the following bound: let $a_i$ for $1 \leq i \leq m$ denote the rows of the matrix $A$ and let $W$ be a fixed two dimensional subspace. We wish to bound

$$E[\text{edges}(\text{conv}(a_1, \ldots, a_m) \cap W)]$$

where $\text{conv}(a_1, \ldots, a_m)$ is the convex hull of the rows (see [9] for more information).

To calculate the above bound, we essentially need to understand the probability that $a_j^T \theta \leq t$ for a range of values of $j$ and some $t \in \mathbb{R}$ (here $\theta$ represents the normal vector of the line connecting some two points $a_i, a_k$. For the pair $a_i, a_k$ to be on the convex hull, we need the rest of the points to be on one side of the line). In the case that we add independent noise across the rows, this bound is possible to compute due to independence across $a_j$. However, in the case that we add rank 1 noise $u^Tv$ (here $u \in \mathbb{R}^m, v \in \mathbb{R}^n$) to $A$, these probabilities become intractable using existing methods since $a_j$ satisfying $a_j^T \theta \leq t$ gives us information about all other $a_j'$ for $j' \neq j$ since randomness is shared across the rows.

Nevertheless, it is possible to get a weak result for the smoothed analysis of the simplex method in our low-rank noise model by using a different pivoting operation. It is shown in [12] that if the rows satisfy a certain geometric property, then using a random pivoting rule results in an expected polynomial number of steps for the simplex method to converge.

The geometric property is the following: For any $I \subseteq [m]$, and $j \in [m]$, if $a_j$ is not in the span generated by $a_i, i \in I$, then the distance from $a_j$ to this span is at least $\delta$. We note that the bound on the expected number of steps depends polynomially on $1/\delta$ and other parameters. This geometric property reduces to a singular value estimate as follows. For simplicity, let’s focus on $j = 1$ and $I = \{2, \ldots, n-1\}$. As in Section 1.3, it follows that $\|A^{-1}_{[m]} e_1\|$ is equal to $1/\|w^T a_1\|$ where $w$ is the normal vector of the span of the rows $a_2, \ldots, a_n$.

Thus, if $s_{n-1}(A_{[m]})$ is “not too small” then $\|A^{-1}_{[m]} e_1\|$ cannot be “too large” and consequently, the distance from $a_1$ to the span of $a_2, \ldots, a_n$ is “not too small” (we are intentionally leaving our specific relations for a high level overview). The caveat is that we need the geometric property to hold between $a_1$ and every set of $n-1$ other vectors. However, since the bound of Theorem 13 only gives us an inverse polynomial probability, we cannot afford the union bound of $\binom{m}{n}$ unless $m = n + C$ for some constant $C$, which is not a realistic scenario.

Lastly, empirical evidence shows that rank 1 perturbation may not be a suitable if the original simplex method (the Dantzig simplex method) is used. In Figure 2, we use the Klee-Minty lower bound [14] for the Dantzig simplex method and add either a dense Gaussian or a rank 1 perturbation to the constraint matrix. We then plot the average number of pivot steps taken over twenty independent trials. It can be seen that a rank 1 perturbation only slightly improves over the exponential number of pivot steps required by the Dantzig simplex method whereas dense perturbations help greatly.

We conclude our discussion with a major open problem.
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Figure 2 The Dantzig simplex method applied to the Klee-Minty lower bound and its random perturbations.

Open Problem 26. Is there a pivoting rule for the simplex method that runs in expected polynomial time if we add random rank 1 noise to the constraint matrix?

B.2 $k$-means clustering

Recall that in the $k$-means problem, we are given a set $X$ of $n$ points in $\mathbb{R}^d$ and our goal is to partition the points into $k$ sets $S_i$ to minimize the objective

$$\sum_{i=1}^{k} \sum_{x \in S_i} \|x - \mu_i\|^2$$

where $\mu_i$ is the mean of the points in $S_i$. A common heuristic for this problem, also confusingly known as the $k$-means algorithm, or Lloyd’s method, is to randomly pick an initial set of $k$ centers, assign each point in $X$ to its closest center, update the means accordingly, and repeat until convergence. In the smoothed analysis framework, it was shown that if each point in $X$ is perturbed by an independent Gaussian vector then convergence happens in polynomially many steps [3]. The existing analysis all crucially rely on the following geometric lemma.

Lemma 27. Let $x \in \mathbb{R}^d$ be drawn according to a $d$-dimensional Gaussian distribution of standard deviation $\sigma$, and let $B$ be the $d$-dimensional ball of radius $\varepsilon$ centered at the origin. Then $\mathbb{P}(x \in B) \leq (\varepsilon/\sigma)^d$.

This lemma roughly states that the probability of a random Gaussian being in any ball of radius $\varepsilon$ is at most $\varepsilon^d$, and is used to union bound over exponentially many events in the smoothed analysis of $k$-means.

Surprisingly, this lemma does not hold in our “rank 1” setting. More precisely, we can prove the following probabilistic bound which is a major impediment to understanding the smoothed complexity of the $k$-means problem with rank 1 noise.

Lemma 28. Let $x \in \mathbb{R}^d$ be drawn according to a standard $d$-dimensional Gaussian distribution and let $y \in \mathbb{R}$ be a scalar standard Gaussian random variable. If $B$ is the $d$-dimensional ball of radius $\varepsilon$ centered at the origin then $\mathbb{P}(yx \in B) = O(\varepsilon/\sqrt{d})$. 


Note that $yx \in \mathbb{R}^d$. We are considering random variables of this form because if a rank 1 perturbation was added to $X$, then each row is perturbed by a random vector of the form $yx \in \mathbb{R}^d$. Lemma 28 roughly states that the probability that the random vector $yx$ is in any ball of radius $\varepsilon$ only weakly depends on the dimension $d$. In particular, we do not get an exponentially small probability afforded by Lemma 27 that enables us to union bound over exponentially many events as in the arguments for the smoothed analysis of $k$-means under the standard noise model.

The intuition for Lemma 28 is as follows. First, note that from standard Gaussian concentration, we have $\|x\| \approx \sqrt{d}$. Treating this as fixed for now, this means that $y \|x\|$ is approximately distributed as a scalar Gaussian distribution with variance $d$. Therefore, from Proposition 12, it follows that $P(|y\| \|x\| \leq \varepsilon) = \Theta(\varepsilon/\sqrt{d})$. We now formalize this argument.

**Proof.** Note that $\|x\|^2_2$ is a chi-squared variable with $d$ degrees of freedom. From [34], we know that the density of the product $Z = \|yx\|^2_2 = y^2 \|x\|^2_2$ is given by

$$f_Z(z) \simeq \frac{1}{2^{d/2} \Gamma(d/2)} \int_0^\infty \left(x^{d/2-2} e^{-x/2}\right) \left(\frac{1}{\sqrt{z/x}} e^{-z/(2x)}\right) dx.$$ Remarkably,

Therefore,

$$P(\|yx\|^2_2 \leq \varepsilon^2) \simeq \frac{1}{2^{d/2} \Gamma(d/2)} \int_0^{\varepsilon^2} \int_0^\infty \left(x^{d/2-2} e^{-x/2}\right) \left(\frac{1}{\sqrt{z/x}} e^{-z/(2x)}\right) dx \, dz.$$ We now switch the order of summation which is valid since the integrand is positive. From the definition of the error function, we can check that

$$\int_0^{\varepsilon^2} \frac{1}{\sqrt{z/x}} e^{-z/(2x)} \, dz \simeq x \cdot \text{erf}(\varepsilon/\sqrt{x}).$$ We now use the estimate $\text{erf}(t) \leq 2t$ which holds for all $t \geq 0$. This gives us

$$\int_0^\infty x^{d/2-1} e^{-x/2} \text{erf}(\varepsilon/\sqrt{x}) \, dx \lesssim \varepsilon \int_0^\infty x^{d/2-3/2} e^{-x/2} \, dx = \varepsilon 2^{d/2-1/2} \Gamma(d/2 - 1/2).$$ Finally, noting that $\Gamma(d/2 - 1/2)/\Gamma(d/2) \lesssim 1/\sqrt{d}$ gives us our desired probability bound. ▶

Note that the above bound is the best that we can hope for. Indeed, we can say that $\|x\|^2_2 = \Omega(d)$ with probability $1/2$ so conditioning on this event, we have that $P(|y\| \|x\| \leq \varepsilon) = \Theta(\varepsilon/\sqrt{d})$. We note that Lemma 27 is also required for the smoothed analysis of other Euclidean problems such as a local search heuristic for Euclidean TSP [17].
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Abstract
We study the matroid intersection problem from the parallel complexity perspective. Given two matroids over the same ground set, the problem asks to decide whether they have a common base and its search version asks to find a common base, if one exists. Another widely studied variant is the weighted decision version where with the two matroids, we are given small weights on the ground set elements and a target weight $W$, and the question is to decide whether there is a common base of weight at least $W$. From the perspective of parallel complexity, the relation between the search and the decision versions is not well understood. We make a significant progress on this question by giving a pseudo-deterministic parallel (NC) algorithm for the search version that uses an oracle access to the weighted decision.

The notion of pseudo-deterministic NC was recently introduced by Goldwasser and Grossman [19], which is a relaxation of NC. A pseudo-deterministic NC algorithm for a search problem is a randomized NC algorithm that, for a given input, outputs a fixed solution with high probability. In case the given matroids are linearly representable, our result implies a pseudo-deterministic NC algorithm (without the weighted decision oracle). This resolves an open question posed by Anari and Vazirani [2].
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1 Introduction

Most often, a search problem can be efficiently solved using an oracle for a closely related decision problem. For example, if you have access to a decision oracle that tells you whether a given graph has a perfect matching, you can efficiently construct a perfect matching in a given graph using the decision oracle. Such search-to-decision reductions usually involve self-reducibility and make a linear number of oracle calls sequentially. However such reductions do not fit into the framework of parallel complexity, where one can make multiple oracle calls in parallel, but wants poly-logarithmic time complexity. For a more detailed discussion on the difference in parallel complexity of search and decision problems, see [25].
Graph matching and related problems like linear matroid intersection and linear matroid matching were one of the first problems to be studied from the parallel complexity perspective [26, 5]. The decision versions of these problems ask to decide the existence of the respective combinatorial substructures:

- Matching: Does a given graph contain a perfect matching – a set of disjoint edges that cover all the vertices in the graph?
- Linear Matroid Intersection: Given two sets of \( m \) vectors each, is there a set of indices \( B \subseteq [m] \) that corresponds to a basis set in each of the two sets?
- Linear Matroid Matching/Parity: Given a set of pairs of vectors, is there a subset of pairs whose union will give a basis for the union of all pairs?

The search versions of these problems ask for constructing the respective combinatorial substructures (if one exists). The matching problem in bipartite graphs is a special case of all the three problems above (see Figure 1). A bipartite graph is a graph whose vertices can be partitioned into two parts such that every edge connects a vertex from one part to one in the other part. Even in the special case of bipartite matching, the questions of the exact parallel complexity of decision and search and whether decision and search are equivalent in a parallel sense still remain unresolved.

![Figure 1](image)

**Figure 1** Reductions among the four problems. \( A \to B \) represents that problem \( A \) reduces to problem \( B \).

The first efficient randomized parallel algorithms for the three decision problems above followed from the results of Lovász [26]. Lovász gave randomized algorithms for these problems by first reducing these decision questions to testing whether the determinant of a certain symbolic matrix is nonzero, as a polynomial. Then he used the fact that the zeroness of a polynomial can be tested efficiently by just evaluating it at a random point [32, 36, 12, 29]. Hence, the questions were basically reduced to computing determinant of a randomly generated matrix. Interestingly, there are efficient parallel (NC) algorithms for computing the determinant of a matrix [3, 7, 4]. An NC algorithm is one which uses polynomially many parallel processors and takes only polylogarithmic time. Thus, the algorithms of Lovász [26] can be viewed as randomized parallel (RNC) algorithms for the three decision problems. However, this did not imply any parallel algorithms for the search versions.

Randomized parallel (RNC) algorithms for the search versions of these problems were obtained some years later [24, 27, 28]. However, these results did not go via a parallel search-to-decision reduction. Instead, they gave randomized parallel (RNC) reductions from the search version to a variant of the decision problem, namely **weighted decision**. For example, the weighted decision version for perfect matchings asks: given a graph with small weights on edges and a target weight \( W \), is there a perfect matching of weight at most \( W \) (or at least \( W \)). Here the weight of a perfect matching is defined to be the sum of the
weights of the edges in the perfect matching. It turns out that Lovász’s RNC algorithms can be appropriately modified to solve the weighted decision versions as well, when the given weights are small. The search-to-weighted-decision reductions together with the weighted decision algorithms implied randomized parallel search algorithms for the three problems. We elaborate a bit on the reductions.

**Reductions from search to weighted-decision**

Karp, Upfal and Wigderson [24] do not explicitly talk about weights, but their reduction is from finding a perfect matching to a subroutine that can be viewed as weighted decision with 0-1 weights on the edges. From the perspective of our current investigation, the result of Mulmuley, Vazirani, and Vazirani [27] is much more interesting. They showed that using the weighted decision oracle, one can compute a perfect matching with just two rounds of parallel calls to the oracle. The crucial ingredient in their algorithm was the powerful Isolation Lemma which states that if the edges of a graph are assigned random weights from a polynomially bounded range uniformly and independently then with high probability, there is a unique minimum weight perfect matching in the graph. Once we have such a weight assignment, we can first find the minimum weight \( w^* \) of a perfect matching by calling the weighted decision oracle for each possible target value \( W \) in a polynomially bounded range. Then for each edge \( e \) in parallel, delete \( e \) and ask the oracle if there is a perfect matching of weight at most \( w^* \). The answer will be no if and only if \( e \) is a part of the unique minimum weight perfect matching. Thus, in two rounds of polynomially many parallel oracle calls, we can compute the unique minimum weight perfect matching.

The amazing thing about the Isolation Lemma is that it applies to not just the family of perfect matchings in a graph, but to arbitrary families of subsets. Thus, the above described search-to-weighted-decision reduction of [27] can be made to work for any problem that admits a similar self-reducibility property. Narayan, Saran, and Vazirani [28] used the same Isolation Lemma based reduction to give RNC algorithms for the search versions of linear matroid intersection and linear matroid matching.

**Derandomization**

Since the work of Lovász [26], it has been a big open question to derandomize these results i.e., to find deterministic parallel (NC) algorithms for these problems. While derandomization results have been obtained for the matching problem in many special classes of graphs [11, 35, 10, 20, 1], the question remains open even for bipartite graphs. Only recently, there was a significant progress made when a quasi-NC algorithm was obtained for finding a perfect matching in a bipartite graph [16, 15]. A quasi-NC algorithm runs in polylogarithmic time but can use quasipolynomially \( (2^\log^{O(1)} n) \) many parallel processors, so this result brought the problem quite close to the class NC. Similar quasi-NC algorithms were later obtained for linear matroid intersection [22] and matching in general graphs [34] as well.

In the quest of understanding the deterministic parallel complexity of these problems, an interesting question one can ask is whether there is a deterministic parallel (NC) search-to-decision reduction. An easier question would be to ask for an NC reduction from search to weighted-decision, i.e., derandomizing the reductions of [27, 24, 28] described above. Soon after the quasi-NC result for bipartite matching [16], Goldwasser and Grossman [19] started quite an interesting line of enquiry, where they answered the above question positively for bipartite matching. They observed that the quasi-NC algorithm can be modified to give a deterministic parallel (NC) search-to-weighted-decision reduction for bipartite matching. Their main result was, what they call, a pseudo-deterministic NC algorithm for bipartite matching, which followed from this reduction.
Pseudo-determinism

The notion of pseudo-deterministic algorithms was introduced by Gat and Goldwasser [17] which is applicable only for search problems. For a given instance of a search problem, a randomized algorithm can possibly give different outputs for different choices of the random seed. Pseudo-deterministic algorithms are randomized algorithms which give a fixed output for a given input with high probability. Note that the earlier described RNC algorithm of [27] for matching is not pseudo-deterministic because for a given graph, it will output different perfect matchings for different possibilities of the randomly chosen weight assignment.

It is not hard to see that if one gives a deterministic reduction from a search problem to a decision problem that is known to have a randomized algorithm, then one immediately gets a pseudo-deterministic algorithm for the search problem (see [18, Theorem 2.2]). That is why the NC search-to-weighted-reduction for bipartite matching [19] implied a pseudo-deterministic NC algorithm for bipartite matching, i.e., an RNC algorithm that, for a given graph, outputs the same perfect matching with high probability. One interesting implication of this result is that if one finds an NC algorithm for the weighted-decision of bipartite matching, one will get an NC algorithm for the search version as well.

A natural question arises: can we similarly modify the quasi-NC algorithms for linear matroid intersection [22] and matching in general graphs [34] into NC search-to-weighted-decision reductions, and thus, get pseudo-deterministic NC algorithms for the search versions? It looks quite possible because one can can extract out an abstract framework from [19] for converting these quasi-NC algorithms into pseudo-deterministic NC algorithms. But as we discuss below, a straightforward application of this framework does not work out for linear matroid intersection or matching in general graphs. A key step in [19] is to compute a succinct description of the set of all (possibly exponentially many) minimum weight perfect matchings in a weighted bipartite graph in NC, given the weighted-decision oracle. However, it is not immediately clear how to solve the analogous question in NC for linear matroid intersection or matching in general graphs. Interestingly, in an earlier work in a different context, Cygan, Gabow, and Sankowski [9] had already solved this question for matching in general graphs. They had designed a procedure based on LP duality to compute a succinct description of the set of all minimum weight perfect matchings, via the weighted-decision oracle. Moreover, as observed in [30], this procedure can also be parallelized using standard techniques. Armed with this heavy hammer, Anari and Vazirani [2] give an NC search-to-weighted-decision reduction, and thus, get a pseudo-deterministic NC algorithm for perfect matching in general graphs. Anari and Vazirani [2] put it as an open question to obtain similar results for linear matroid intersection. In this work, we take up this challenge.

Our contributions

In the setting of linear matroid intersection, the analogue of a perfect matching is referred as a common base – a set of indices that corresponds to a basis in both the sets of vectors. For the weighted version, it is well understood how to succinctly describe the set of minimum or maximum weight common bases, i.e., the minimizing/maximizing face of the common base polytope; see e.g., [31, Chapter 41]. Any face of the common base polytope is characterized by its tight sets. Suppose that $M_1$ and $M_2$ are two matroids over the same ground set $E$. Then, a subset $S$ of $E$ is called a tight set for a maximizing face (of the common base polytope), if for some matroid $M_i$ the following holds: for every maximum weight common base $B$, the set $S \cap B$ spans the set $S$. Note that the number of tight sets of a maximizing face can be exponentially large. However, they are known to have succinct representations.

We give a randomized NC algorithm to compute a succinct and unique representation for the tight sets of a maximizing face.
Theorem 1 (Informal version of Theorem 5). There exists a randomized NC algorithm to compute a succinct and unique description for the tight sets of a maximizing face of the common base polytope, given the weighted-decision oracle.

For a maximizing face of the common base polytope, all the tight sets for some matroid $M_i$ forms a lattice family, and our description for tight sets is motivated by the succinct representation of lattice families based on the partial order of its prime subsets (also known as irreducible subsets). We construct a digraph in bottom-up fashion, using bases from the maximizing face of the common base polytope, such that it contains the necessary information regarding the tight sets of maximizing face. From this digraph we shall be able to compute the succinct description. See Section 3.1 for more details. Here, we would like to mention that the succinct representation of lattice families using the partial order of its prime subsets is well known and has been used in multiple previous algorithms [31, Chapter 49], [23, 14, 6]. However, all these applications do not fall in the category of parallel computation.

Note that the uniqueness of the description is important because then this RNC algorithm is by default pseudo-deterministic, as there is only one possible output. Once we have designed this heavy hammer, it is relatively easier to combine the procedure of [22] with the abstract framework provided by [19] and obtain a pseudo-deterministic NC search-to-weighted-decision reduction. This leads to our first main result.

Theorem 2. The search version of the linear matroid intersection problem has a pseudo-deterministic NC algorithm.

General Matroid Intersection

Our main technical contributions are applicable to not just linear matroid intersection but also to matroid intersection. In the general matroid intersection problem, instead of two sets of vectors, we are given two matroids on the same ground set and the goal is to find a set of elements that forms a base in each of the two matroids. In this problem, the matroids are not given explicitly but only via a independence or rank oracle. Thus, it does not makes sense to talk about NC or RNC algorithms for this problem. One can however consider a parallel oracle model where we can make polynomially many queries to the oracle in parallel (see [25]). To the best of our knowledge, there is no such parallel algorithm known for the decision or the search version of matroid intersection, even with sub-linear number of rounds of parallel oracle calls. This makes the question all the more interesting whether decision and search are equivalent in a parallel sense.

Interestingly, the search-to-weighted-decision reduction of [28] applies to general matroid intersection as well and can be said to be in RNC. Our results make a significant progress on this question by giving a pseudo-deterministic NC reduction from search to weighted decision. Formally, we can show the following.

Theorem 3. There is a pseudo-deterministic NC algorithm for finding a common base of two matroids $M_1$ and $M_2$ on the same ground set $E$, provided that the algorithm has an oracle access to the following decision question: given two matroids with polynomially bound (in $|E|$) weights on the ground set elements and a target weight $W$, is there a common base of weight at least $W$? Furthermore, the oracle calls need to be made only for the following pairs of matroids: $(M_1, M_2)$, $(M_1, M_1)$, and $(M_2, M_2)$.

Note that in the above theorem, as there is no explicit input, the ground set size is taken as the input size.
Discussion

There are many natural open questions that are highlighted by our work. The big question is whether there is an NC algorithm for linear matroid intersection. Going to the more general setting, is there some kind of parallel algorithm for matroid intersection? Another question which can generate some new ideas is whether there is an NC reduction from search to decision for linear matroid intersection. For general matroid intersection, it would be interesting to find a parallel search to decision reduction even with the use of randomization.

The third question mentioned in the beginning, that is, linear matroid matching is completely open, in the sense that not even a quasi-NC algorithm is known for it. Given the wide applicability of the Isolation Lemma, the randomized parallel search-to-weighted-decision reduction of Mulmuley, Vazirani, and Vazirani [27] would work for any combinatorial problem with an appropriate self-reducibility property, including NP-hard problems like maximum independent set. An intriguing meta-question is – what is the most general setting where we can find deterministic or pseudo-deterministic parallel search-to-weighted-decision reductions.

2 Previous works

We start by briefly describing the techniques of previous works [28, 22, 19] that will be helpful in both comprehending as well as describing our work. Wherever these works talk about a minimization problem, we will describe it in terms of maximization, just for convenience. We will be using the following notations for the two versions of the matroid intersection problem.

- **search-MI**: Given two matroids on a common ground set, compute a common base.
- **weighted-decision-MI**: Given two matroids on the same ground set, polynomially bounded weights on the ground set elements, and a target weight $W$, is there a common base of weight at least $W$?

Whenever we are in a setting where the matroids are not given explicitly, we will consider the ground set size as the input size.

The result of Narayanan, Saran, and Vazirani [28] can be interpreted as an RNC reduction from search-MI to weighted-decision-MI. The first step of this reduction is to assign weights to the ground set elements, randomly and independently from a small range. Then from the Isolation Lemma [27], one can say that there is a unique maximum weight common base of the two matroids, with high probability. Here, the weight of a common base is defined to be the sum of the weights of the elements in the common base. We can then find the maximum weight $w^*$ of a common base by calling the weighted-decision-MI oracle for each possible target value $W$ in a small range. Then for each ground set element $e$ in parallel, increase its weight by one and find out the new maximum weight. The maximum weight increases if and only if $e$ is a part of the unique maximum weight common base. This way we can find the unique maximum weight common base.

Note that the uniqueness property is crucial for this construction and that is the only place where randomness is needed. And this construction is not pseudo-deterministic because for different choices of random weights, we will get a different maximum weight common base. There has been several efforts to deterministically construct a weight assignment in NC that isolates a common base, i.e., ensures unique maximum weight common base, but this goal has not been achieved till now. A recent work [22] came quite close to this goal and constructed an isolating weight assignment in quasi-NC. This work generalizes the ideas used to do the same for bipartite matching in [16]. We build on their ideas to construct an isolating weight assignment in pseudo-deterministic NC. We first give a brief description of their result.
Isolating a common base in quasi-NC

Suppose that \( M_1 = (E, I_1) \) and \( M_2 = (E, I_2) \) are two matroids over the same ground set \( E \) where \( B_1 \) and \( B_2 \) are the family of bases of \( M_1 \) and \( M_2 \), respectively. Let \( m = |E| \) and \( r_1 \) and \( r_2 \) be the rank functions of the matroids. The main idea of [22] is to isolate a common base in \( \log m \) rounds, where in each round they significantly reduce the set of maximum weight common bases, and finally bring it down to just one maximum weight common base. In each of these rounds, they deterministically propose a set of \( \text{poly}(m) \) weight assignments, one of which will do the desired reduction in the set of maximum weight common bases. In a round, they have no way of figuring out which one out of these \( \text{poly}(m) \) weight assignments will do the job. So, they have to try all \( \text{poly}(m)^{\log m} \) combinations of these weight assignments. Moreover, for any particular combination, they have to combine the \( \log m \) weight assignments on different scales, which means their weights become as large as \( \text{poly}(m)^{\log m} \). Due to these two factors, their construction is in quasi-NC and not in NC.

To measure the progress in each round, they need a succinct way to describe the current set of maximum weight common bases. The most convenient way to understand the set of maximum weight common bases will always be the set of corners of a face of \( P(B_1 \cap B_2) \). This will do the desired reduction in the set of maximum weight common bases. In a round, their idea is to isolate a common base in quasi-NC which will do the desired reduction in the set of maximum weight common bases. In each of these rounds, they deterministically propose a set of \( \text{poly}(m) \) weight assignments, one of which will do the desired reduction in the set of maximum weight common bases. In a round, they have no way of figuring out which one out of these \( \text{poly}(m) \) weight assignments will do the job. So, they have to try all \( \text{poly}(m)^{\log m} \) combinations of these weight assignments. Moreover, for any particular combination, they have to combine the \( \log m \) weight assignments on different scales, which means their weights become as large as \( \text{poly}(m)^{\log m} \). Due to these two factors, their construction is in quasi-NC and not in NC.

To measure the progress in each round, they need a succinct way to describe the current set of maximum weight common bases. The most convenient way to understand the set of maximum weight common bases will always be the set of corners of a face of \( P(B_1 \cap B_2) \). This will do the desired reduction in the set of maximum weight common bases. In a round, their idea is to isolate a common base in quasi-NC which will do the desired reduction in the set of maximum weight common bases. In each of these rounds, they deterministically propose a set of \( \text{poly}(m) \) weight assignments, one of which will do the desired reduction in the set of maximum weight common bases. In a round, they have no way of figuring out which one out of these \( \text{poly}(m) \) weight assignments will do the job. So, they have to try all \( \text{poly}(m)^{\log m} \) combinations of these weight assignments. Moreover, for any particular combination, they have to combine the \( \log m \) weight assignments on different scales, which means their weights become as large as \( \text{poly}(m)^{\log m} \). Due to these two factors, their construction is in quasi-NC and not in NC.

Edmonds [13] gave a nice description of \( P(B_1 \cap B_2) \) using the rank functions \( r_1 \) and \( r_2 \). He showed that a point \( x \in \mathbb{R}^E \) is in \( P(B_1 \cap B_2) \) if and only if it satisfies the following constraints:

\[
\begin{align*}
    x_e & \geq 0 \quad \forall e \in E, \quad (1) \\
    x(S) & \leq r_i(S) \quad \forall S \subset E, \quad i = 1, 2, \quad (2) \\
    x(E) & = r_1(E) = r_2(E). \quad (3)
\end{align*}
\]

The construction in [22] crucially uses the description of the common base polytope \( P(B_1 \cap B_2) \). In terms of the polytope, their construction of the weight assignment is such that in each round, the maximum weight face of \( P(B_1 \cap B_2) \) gets significantly smaller and after \( \log m \) rounds, the maximum weight face is simply a corner point. The key notions they introduced to measure the improvement in each iteration are cycles with respect to a face and their circulations with respect to a weight assignment.

Suppose that \( F \) is a face of \( P(B_1 \cap B_2) \). A subset \( S \) of \( E \) is called a tight set of \( M_i \) with respect to \( F \) if the corresponding inequality in (2) is tight for \( F \) i.e., for all \( x \in F \), \( x(S) = r_i(S) \). Then [22] showed that for every face \( F \), we have two partitions of \( E \), denoted by \( \text{partition}_1[F] \) and \( \text{partition}_2[F] \), such that every tight set of \( M_i \) with respect to \( F \) is a union of the sets from \( \text{partition}_i[F] \). The partitions of \( E \) naturally induce a bipartite graph, denoted by \( \mathcal{G}[F] \), with the left vertex set \( \text{partition}_1[F] \), the right vertex set \( \text{partition}_2[F] \) and the edge set \( E \): the edge corresponding to an element \( e \in E \) is incident on the vertex corresponding to a set \( v \in \text{partition}_1[F] \) if and only if \( e \in v \). A sequence of distinct elements \( (e_1, \ldots, e_k) \) from \( E \) is called a cycle with respect to \( F \) if it forms a cycle in the graph \( \mathcal{G}[F] \).

Let \( C_F \) denotes the set of cycles with respect to a face \( F \) of \( P(B_1 \cap B_2) \). Then [22] showed that for face \( F \), if \( C_F = \emptyset \) then \( F \) is a corner point of the polytope \( P(B_1 \cap B_2) \). Their idea was to keep eliminating cycles via appropriate modification of the weight assignment and...
get smaller and smaller maximizing face of \(P(B_1 \cap B_2)\) to eventually reach a corner point. For a weight assignment \(\mathbf{w}\) on \(E\), define the circulation for a (even length) cycle as the absolute value of the difference of weights in the two sets of alternating edges. Let \(C\) be a cycle, say with respect to \(F = P(B_1 \cap B_2)\), and let \(\mathbf{w}\) be a weight assignment such that the circulation of \(C\) is non-zero w.r.t. \(\mathbf{w}\). Then they showed that the cycle \(C\) does not appear in the maximizing face with respect to \(\mathbf{w}\). Now if the weight assignment \(\mathbf{w}\) gives non-zero circulation to all the cycles in \(P(B_1 \cap B_2)\), then all the cycles in the maximizing face \(F\) will be eliminated, i.e. \(C_F = \emptyset\), and \(F\) will be a corner. However, with polynomially bounded weights, one cannot expect to give nonzero circulation to all the cycles at once, since the number of cycles can be exponentially large.

One of the key ideas in [22, 16] was to eliminate the cycles in rounds. In each round, they double the length of the eliminated cycles and reach to face of a smaller dimension. Thus, in \(\log m\) rounds, one can eliminate all the cycles and reach a corner point of \(P(B_1 \cap B_2)\). They used the fact that if in a graph all the cycles have length greater than \(2^r\), then there are at most \(m^4\) many cycles of length at most \(2^{r+1}\) [33]. This implies that, at each iteration, we have to give nonzero circulation to at most \(m^4\) many cycles. Using a hashing technique (for example see [16, Lemma 2.3]), one can give nonzero circulation for each of these \(m^4\) many cycles. Formally, Gurjar and Thierauf [21, Lemma 3.11 and 3.12] showed the following property for faces \(F\) (of \(P(B_1 \cap B_2)\)) having no cycle of length \(\leq r\).

\[\text{Lemma 4. Let } F \text{ be a face of the polytope } P(B_1 \cap B_2) \text{ such that } C_F \text{ has no cycle of length } r. \text{ Then one can construct a set of } O(m^6) \text{ many weight assignments with weights bounded by } O(m^6) \text{ in NC such that one of the weight assignment will give nonzero circulation to all the cycles in } C_F \text{ of length at most } 2r.\]

Now, as described earlier, we consider all possible combinations of weight assignments from different rounds to get a family of \(\text{poly}(m^{\log m})\) many weight assignments with weights bounded by \(\text{poly}(m^{\log m})\) such that for any two matroids on a ground set of size \(m\), at least one weight assignment isolates a common base.

In this paper, we give a pseudo-deterministic NC reduction from search-MI to weighted-decision-MI. This line of work was started by Goldwasser and Grossman [19]. One can extract an abstract framework from [19] with the following two steps to get a pseudo-deterministic NC search-to-weighted-decision reduction: 1) Like [16, 22], an iterative approach of designing an isolating weight assignment family, 2) Succinct representation of the maximum weight faces of the underlying polytope with an RNC algorithm to compute it, assuming the oracle access to the weighted decision. For example, a face of the bipartite matching polytope is completely described by the set edges that participate in some perfect matching in that face, and [19] gives an NC algorithm to compute it using the respective weighted decision oracle.

The faces of the perfect matching polytope for general graphs are more complicated than their bipartite counterpart. Here, any face is described by a maximal laminar family of tight odd cuts. The work of [8, 30] give an NC procedure, with the oracle access to the weight decision problem, to compute a maximal laminar family of tight odd cuts. This result supplies the second ingredient of the [19] framework, which helped [2] give an NC reduction from search to weighted decision for general perfect matching.

Our reduction also follows the abstract framework of [19]. We use the iterative approach developed by [22]. On top of that, we need an RNC algorithm (using the oracle access to weighted-decision-MI) to compute a succinct representation for a maximum weight face of the common base polytope \(P(B_1 \cap B_2)\). However, none of the previous ideas help to answer this question, and we need something completely new.
3 Proof techniques

In this section, we briefly describe the proof ideas of our results. Our proofs strongly rely on some structural properties of lattice families over finite sets. Therefore, we briefly discuss the necessary notations and facts about lattice families. For a finite set $E$, a family of subsets $\mathcal{L}$ of $E$ is called a lattice family over $E$ if it is closed under set union and intersection and for every element $a \in E$ there exists a set in $\mathcal{L}$ containing $a$. For every element $a \in E$ there exists a unique smallest set in $\mathcal{L}$ containing $a$. Such sets are called as prime sets of $\mathcal{L}$. All the sets in a lattice family can be written as a union of its prime sets. Every lattice family $\mathcal{L}$ over $E$ induces a unique partition $\mathcal{P}$ of $E$ such that every set in $\mathcal{L}$ is a disjoint union of sets in $\mathcal{P}$. Moreover, the sets in $\mathcal{P}$ can be written as a sequence $(S_1, \ldots, S_k)$ with the following property: for all $k \in [\ell]$, $\cup_{j=1}^{k} S_j$ is in $\mathcal{L}$. A family $\mathcal{L}' \subseteq \mathcal{L}$ is called a sublattice of $\mathcal{L}$, if $\mathcal{L}'$ is also a lattice family over $E$. The partition $\mathcal{P}$ is a refinement of the partition $\mathcal{P}'$ induced by $\mathcal{L}'$, that is for all $S \in \mathcal{P}'$, the sets in $\mathcal{P}$ having a nonempty intersection with $S$ form a partition of $S$. For proof of these properties, one can see Section 4.2 of the full version.

3.1 Proof Idea of Theorem 1

We discuss a succinct representation for the maximum weight face of the common base polytope and an RNC algorithm to compute it. First, we define some notations. Suppose that $M_1 = (E, I_1)$ and $M_2 = (E, I_2)$ are two matroids with $B_1$ and $B_2$ as their family of the bases and $r_1$ and $r_2$ as the rank functions, respectively. Let $n = |E|$. Let $P(B_1 \cap B_2)$ be the common base polytope of $M_1$ and $M_2$ defined by the equations (1), (2), (3), and $F$ be a face of $P(B_1 \cap B_2)$. Then a subset $S$ of $E$ is called a tight set for $M_i$ (with respect to $F$) if for all $x \in F$, $x(S) = r_i(S)$. For all $i \in [2]$, let tight-sets$_i[F]$ denote the family of all tight sets for $M_i$ with respect to the face $F$. Edmonds [13] showed that for all $i \in [2]$, tight-sets$_i[F]$ forms a lattice family over $E$.

Suppose that $w$ is a weight assignment on $E$. Let $F_w$ be the maximizing face of the common base polytope $P(B_1 \cap B_2)$, with respect to $w$. The face $F_w$ can be uniquely represented by tight-sets$_1[F_w]$ and tight-sets$_2[F_w]$. However, we can not compute them explicitly with our limited computational resources since the size of each family can be exponentially large. On the other hand, since tight-sets$_1[F_w]$ is a lattice family over $E$, each tight-sets$_1[F_w]$ has a succinct representation using partial order defined on its prime sets. More specifically, one can define a pre-order $\preceq_i$ (that is, reflexive and transitive) on $E$ as follows: for all $a, b \in E$, $a \preceq_i b$ if and only if in tight-sets$_i[F_w]$, the prime set containing $b$ is a subset of the prime set containing $a$. The pre-order $\preceq_i$ gives a succinct representation of tight-sets$_1[F_w]$, that is for every $S \subseteq E$, $S$ is in tight-sets$_1[F_w]$ if and only if $S$ is transitively closed under $\preceq_i$. Such succinct representation for lattice families is well known (see [31, Chapter 49]). For any $a \in E$, the transitive closure of $a$ in $\preceq_i$ is same as the prime set in tight-sets$_1[F_w]$ containing $a$. Also, the collection of all maximal subsets of $E$ which are symmetric under $\preceq_i$, is same as the partition $E$ induced by tight-sets$_1[F_w]$. If one consider the digraph representation of $\preceq_i$, (that is $(a, b)$ is an edge if and only if $a \preceq_i b$) then in tight-sets$_1[F_w]$, the prime set containing $a$ is same the set of vertices reachable from $a$ in the digraph and the partition of $E$ induced by tight-sets$_1[F_w]$ is same as the set of strongly connected components. Thus, the prime sets of tight-sets$_1[F_w]$ contain all the information.

\footnote{Our definition of $\preceq_i$, is exactly opposite to the definition used [31, Chapter 49], that is according to their definition, $a \preceq_i b$ if and only if the prime set containing $a$ is a subset of the prime set containing $b$.}
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Regarding it. In our context, we compute the following succint objects related to $F_w$: prime-sets$_i[F_w]$ and partition$_i[F_w]$ for all $i \in [2]$, where prime-sets$_i[F]$ be the set of all primes of the lattice family tight-sets$_i[F_w]$ and partition$_i[F_w]$ denote the partition of $E$ induced by tight-sets$_i[F]$. Recall from [22, Section 3.3] that the cycles of the bipartite graph induced by partition$_i[F_w]$ and partition$_2[F_w]$ define the cycles with respect to the face $F_w$. And, the tight constraints coming from sets in prime-sets$_i[F_w]$ serve as a basis for all the tight constraints from tight-sets$_i[F_w]$. Here, we would like to mention that basis forming families of tight sets are well studied (see [31]). However, to best of our knowledge, no efficient parallel algorithm is known to compute them. Also, the succinct representation of lattices using the partial order of its prime sets has been widely used to design algorithms for different optimization problems. For example, computing optimal stable matching [23], problems in computational geometry [14, 6], submodular function minimization [31, Chapter 49]. However, the context of these applications are very different from parallel computation.

With the above two objects, we also need the following characterization: for all $i \in [2]$, there exists a function $N^{F_w}_i$ from partition$_i[F_w]$ to $\mathbb{Z}_{\geq 0}$ such that a base $B \in B_1 \cap B_2$ is in the face $F_w$ if and only if for all $i \in [2]$ and $S \in \text{partition}_i[F_w]$, we have $|S \cap B| = N^{F_w}_i(S)$. Here, we would like to mention that both the notions of partition and the function $N^{F_w}_i$ and the criteria we just mentioned were already introduced in [22], but were a bit weaker in the following ways: Our criteria is an exact characterization, however, they showed it for one direction. Our partition has an additional “chain property” ensured by the structural properties of the lattice families. All these additional points will be useful in our proofs. For details see Section 4.5 of the full version and [22, Section 3.2].

Now we briefly discuss about our RNC algorithm to compute prime-sets$_i[F_w]$ and partition$_i[F_w]$ for all $i \in [2]$. One important point is that our algorithm is equipped with the oracle access to weighted-decision-MI. Our idea is the following: We first compute a random vertex, equivalently a random base, $B$ in the face $F_w$. The base $B$ can be computed in RNC using the oracle access to weighted-decision-MI. Then iteratively construct a chain of subsets of bases from $F_w$:

$$\{B\} = B_0 \subseteq B_1 \subseteq \cdots \subseteq B_\ell$$

such that the minimal face containing $B_\ell$ is same as $F_w$ and $\ell = \lceil \log m \rceil$. Next we briefly discuss how to construct the set $B_j$ from $B_{j-1}$ and compute prime-sets$_i[F_w]$ and partition$_i[F_w]$ from the set of common bases $B_j$.

For all $j \in \{0, \ldots, \ell\}$, let $F_j$ denotes the minimal face containing $B_j$. For all $j \in [\ell]$, the set $B_j$ contains the elements in $B_{j-1}$ with the following extra elements: For all $i \in [2]$, $A \in \text{partition}_i[F_{j-1}]$, we add a common base $B_{j,i}^{(A)}$ (if it exists) from the face $F_w$ with the property

$$|A \cap B_{j,i}^{(A)}| \neq N^{F_{j-1}}_i(A).$$

(4)

We know that for all $i \in [2] A \in \text{partition}_i[F_{j-1}]$, every base in $F_{j-1}$ contains exactly $N^{F_{j-1}}_i(A)$ many elements from $A$. However, our property on $B_{j,i}^{(A)}$ says that we want a base from $F_w$ which violates that condition, and if exists, we can compute such a base in RNC using the oracle access to weighted-decision-MI. Next, we discuss how to compute partition$_i[F_j]$ in NC. Note that, after computing partition$_i[F_j]$, $N^{F_j}_i$ can be computed in NC by computing $|B \cap A|$, for some $B \in B_j$, in parallel for all $A \in \text{partition}_i[F_j]$.

The set families tight-sets$_i[F_j]$ for all $i \in [2]$ form lattice families over $E$, and given $B_j$, we are interested to compute prime-sets$_i[F_j]$ and partition$_i[F_j]$ in NC. As we mentioned earlier, every lattice family has a digraph representation based on the partial order on primes
sets of lattice family. Given this digraph representation of tight-sets, \([F_j]\), one can compute prime-sets, \([F_j]\) and partition, \([F_j]\) in NC. However, given \(B_j\), it is not clear how to construct the digraph representation of the lattice family tight-sets, \([F_j]\) in NC. We show that, instead of this digraph, it would sufficient for us if we work with a subgraph \(G_i[B_j]\) defined as follows: the vertex set is same as the ground set \(E\) and for all \(a, b \in E\), \((a, b)\) is an edge of \(G_i[B_j]\) if and only if

\[
\text{there exists a base } B \in B_j \text{ such that } b \in B \text{ and } (B \setminus \{b\}) \cup \{a\} \text{ is also a base of } M_i.
\]

More specifically, we prove that for every \(a \in E\) the prime set in tight-sets, \([F_j]\) containing \(a\) is same as the set of vertices reachable from \(a\) in \(G_i[F_j]\) and partition, \([F_j]\) is same as the set of strongly connected components in \(G_i[B_j]\). Using this characterization, we can compute prime-sets, \([F_j]\) and partition, \([F_j]\) in NC, given the graph \(G_i[B_j]\). For more details see Section 6 of the full version. Also, using the weighted decision oracle we can compute \(G_i[B_j]\) in NC. Thus, given \(B_j\), prime-sets, \([F_j]\) and partition, \([F_j]\) are computable in NC. Here, we would like to mention that constructing directed graphs using base exchange property is a well known technique in matroid literature and has been used in various contexts. For example, one can see the augmenting path based algorithm for matroid intersection in \([31, \text{Section 41.2}], \text{and some other context in [31, Section 40.3}]\). The definition of \(G_i[B_j]\) is very close to the definition used in the second example.

At very high level, this part of our algorithm is doing exactly the opposite of the idea used to construct isolating weight assignment family in \([16, 22, 34]\). They start from a face of the polytope and iteratively move to the subfaces of smaller dimensions until a corner point is reached. On the other hand, we are starting from a corner point of the face and iteratively reaching bigger faces until we cover the whole face.

Now we give a very brief overview of the correctness of our algorithm. For all \(j \in \{0, 1, \ldots, \ell\}\), since \(F_j\) is a subface of \(F_w\), tight-sets, \([F_w]\) is a sublattice of tight-sets, \([F_j]\) for all \(i \in [2]\). Therefore partition, \([F_j]\) is a refinement of partition, \([F_w]\), that is for all \(S \in \text{partition, } [F_w]\), the sets in partition, \([F_j]\) having nonempty intersection with \(S\) create a partition of \(S\). Let \(W^{(S)}(i)\) denote the family of sets in partition, \([F_j]\) which have nonempty intersection with \(S \in \text{partition, } [F_w]\). As we move from \((j - 1)\text{th iteration to } j\text{th iteration, our algorithm satisfies the following property: either the size of the smallest sets in } W^{(S)}(i)\text{ satisfying the equation 4 becomes double, or if no such set exists in } W^{(S)}(i), \text{ it becomes equal to } (S)\text{. Thus, after } t\text{th iteration, partition, } [F_j] \text{ becomes equal to partition, } [F_w] \text{ for all } i \in [2]\). This leads us to prove that \(F_t = F_w\). Therefore, prime-sets, \([F_t]\) is also same as prime-sets, \([F_w]\). In Algorithm 1, we describe all the steps to compute prime-sets, \([F_w]\) and partition, \([F_w]\) for all \(i \in [2]\). For the detail analysis of the correctness and time complexity of our algorithm see Section 7 of the full version. From the above discussion, we can conclude that

\textbf{Theorem 5.} Let \(M_1 = (E, I_1)\) and \(M_2 = (E, I_2)\) be two matroids with \(B_1\) and \(B_2\) be the family of bases, respectively. Let \(w\) be a weight assignment on \(E\) with polynomially bounded weights, and \(F_w\) be the maximizing face of \(P(B_1 \cap B_2)\) with respect to \(w\). Then, given \(M_1\), \(M_2\) and \(w\) as inputs, Algorithm 1 computes prime-sets, \([F_w]\) and partition, \([F_w]\) for all \(i \in [2]\) in randomized NC, provided that the algorithm has an oracle access to weighted-decision-MI. Furthermore, for all positive integer \(c\), the success probability of the algorithm can be made at least \(1 - \frac{1}{m^c}\), where \(m = |E|\).
Algorithm 1: Computing prime sets and partitions corresponding to a max-weight face.

Input: Two matroids \( M_1 = (E, \mathcal{I}_1) \), \( M_2 = (E, \mathcal{I}_2) \), and a weight assignment \( \mathbf{w} : E \to \mathbb{Z}_{\geq 0} \).

Output: prime-sets, \( [F_w] \) and partition, \( [F_w] \) for all \( i \in [2] \), where \( F_w \) denotes the max-weight face.

Assumption: Oracle access to weighted-decision-MI.

1: Compute a base \( B \) in \( F_w \).
2: \( B_0 \leftarrow \{B\} \).
3: for all \( i \in [2] \) do in parallel
4: \hspace{1em} Compute the graph \( G_i[B_0] \).
5: \hspace{1em} Let \( F_0 \) be the minimal face containing \( B_0 \).
6: \hspace{1em} Compute prime-sets, \( [F_0] \), partition, \( [F_0] \) and \( N_i^{F_0} \).
7: end for
8: for \( j \leftarrow 1 \) to \([\log m]\) do
9: \hspace{1em} \( B_j \leftarrow B_{j-1} \).
10: for all \( i \in [2] \) do in parallel
11: \hspace{1em} for all \( A \in \text{partition,}[F_{j-1}] \) do in parallel
12: \hspace{2em} If exists, compute a base \( B_{ij}^{(A)} \) in \( F_w \) such that
13: \hspace{2em} \( |A \cap B_{ij}^{(A)}| \neq N_i^{F_{j-1}}(A) \).
14: \hspace{1em} end for
15: end for
16: for all \( i \in [2] \) do in parallel
17: \hspace{1em} Let \( F_j \) be the minimal face containing \( B_j \).
18: \hspace{1em} Compute the graph \( G_i[B_j] \).
19: \hspace{1em} Compute prime-sets, \( [F_j] \), partition, \( [F_j] \) and \( N_i^{F_j} \).
20: end for
21: end for
22: return prime-sets, \( [F_\ell] \) and partition, \( [F_\ell] \) for \( i \in [2] \) and \( \ell = [\log m] \).

3.2 Proof idea of Theorem 3

In this section, we give a proof overview of Theorem 3, which states that there is a pseudo-deterministic NC algorithm for the matroid intersection search problem that uses the weighted-decision oracle. Since the weighted-decision for linear matroid intersection can be solved in RNC \([28]\), we get a pseudo-deterministic NC algorithm for the search version of linear matroid intersection, that is, Theorem 2.

Suppose that \( M_1 = (E, \mathcal{I}_1) \) and \( M_2 = (E, \mathcal{I}_2) \) are two matroids with \( B_1 \) and \( B_2 \) as the family of bases, respectively. Let \( P(B_1 \cap B_2) \) be the common base polytope of \( M_1 \) and \( M_2 \). Let \( \mathbf{w}_0 \) be a weight assignment defined as \( \mathbf{w}_0(a) = 1 \) for all \( a \in E \). Then the maximizing face of \( P(B_1 \cap B_2) \) with respect to \( \mathbf{w}_0 \) is the polytope itself. Let \( m = |E| \) and \( \ell = [\log m] \). Now our idea is the following: We start from the weight assignment \( \mathbf{w}_0 \) and inductively construct a sequence of weight assignments

\[ \mathbf{w}_0, \mathbf{w}_1, \ldots, \mathbf{w}_\ell \]

such that for all \( j \in \{0,1,\ldots,\ell\} \), the weights in \( \mathbf{w}_j \) are bounded by \( O(m) \) and the length of the shortest cycle with respect to the face \( F_j \) is greater than \( 2^j \) where \( F_j \) denotes the
maximizing face with respect to \( w_j \). Therefore, the face \( F_\ell \) does not have any cycle, and from [22], it has a unique base. Now using the oracle access to \text{weighted-decision-MI} the base in \( F_\ell \) can be computed in NC. Next we discuss how to construct \( w_j \) from \( w_{j-1} \).

For all \( j \in \{0,1,\ldots,t\} \), let \( C_{F_j} \) denotes the set of all cycles with respect to the face \( F_j \).

From the induction hypothesis, for some \( j \), all the cycles in \( C_{F_j} \) have length greater than \( 2^j \). Then from [22], there are at most \( m^4 \) many cycles of length at most \( 2^{j+1} \). Let \( W \) be a polynomially large family of weight assignments with polynomially bounded weights such that one of the weight assignments in \( W \) gives nonzero circulation to all the cycles in \( C_{F_j} \) of length at most \( 2^{j+1} \). There are well known NC constructions of such a family \( W \) (see e.g., [16, Lemma 2.3]). For each \( w \in W \) we do the following in parallel: combine \( w_j \) and \( w \) in decreasing order of precedence. Let \( w' \) be the combined weight and \( F_{w'} \) is the maximizing face with respect to it. Now using our RNC algorithm discussed in the previous section, compute \text{prime-sets}_{1}[F_{w'}] \text{ and partition}_{1}[F_{w'}] \text{ for all } i \in [2].\) Now, construct the bipartite graph \( G[F_{w'}] \) from \text{partition}_{1}[F_{w'}] \text{ and partition}_{2}[F_{w'}] \text{ as defined in the description of [22].}\) The length of the shortest cycles in \( G[F_{w'}] \) can be computed in NC. Thus, in NC, we can compute the lexicographically smallest weight assignment \( w \in W \) such that the length of the shortest cycles in \( G[F_{w'}] \) is greater than \( 2^{j+1} \).

\begin{algorithm}[!ht]
\begin{algorithmic}[1]
\caption{Pseudo-deterministic NC algorithm for computing a common base of two matroids.}
\Statex \textbf{Input:} Two matroids \( M_1 = (E,T_1) \text{ and } M_2 = (E,T_2) \).
\Statex \textbf{Output:} A common base of \( M_1 \text{ and } M_2 \), if exists.
\Statex \textbf{Assumption:} Oracle access to \text{weighted-decision-MI}.
\State \( w_0 \leftarrow 1 \).
\For {\( j \leftarrow 1 \text{ to } \lceil \log m \rceil \)}
\State Compute a family of weight assignments \( W \) as promised by Lemma 4.
\For {all \( w \in W \) do in parallel}
\State Combine \( w_{j-1} \text{ and } w \) with descending order in precedence.
\State For a \( w \in W \), let \( w' \) be the combined weight.
\State Let \( F_{w'} \) be the maximizing face of \( P(B_1 \cap B_2) \) with respect to \( w' \).
\State For all \( i \in [2] \), compute \text{prime-sets}_{1}[F_{w'}] \text{ and partition}_{1}[F_{w'}] \text{ using Algorithm 1.}\)
\State Let \( G[F_{w'}] \) be the bipartite graph induced by \text{partition}_{1}[F_{w'}] \text{ and partition}_{1}[F_{w'}].\)
\State Compute the length of shortest cycle of \( G[F_{w'}] \).
\EndFor
\State Take some fixed ordering on \( W \), like lexicographic ordering.
\State Take the smallest \( w \) such that the length of the shortest cycle in \( G[F_{w'}] > 2^j \).
\State \( w_j \leftarrow \sum_{S \in \text{prime-sets}_{1}[F_{w'}]} 1_S.\)
\EndFor
\State Compute the unique common base maximizing \( w_{\lceil \log m \rceil} \) and output.
\end{algorithmic}
\end{algorithm}

Next we show how to compute \( w_{j+1} \) from \( w' \) such that weights in \( w_{j+1} \) are bounded by \( O(m) \). Define \( w_{j+1} \) as the following:

\[
  w_{j+1} = \sum_{i=1}^{2} \sum_{S \in \text{prime-sets}_{i}[F_{w'}]} 1_S,
\]

where \( 1_S \in \mathbb{R}^E \) denotes the indicator vector for the set \( S \). From the definition, it is clear that weights are bounded by \( 2m \), and can be computed in NC from \text{prime-sets}_{1}[F_{w'}] \text{ and prime-sets}_{2}[F_{w'}].\) Using the description of \( P(B_1 \cap B_2) \), we can show that every point \( x \) in
the maximizing face $F_{j+1}$ must satisfy $x(S) = r_i(S)$ for all $i \in [2], S \in \text{prime-sets}_{i}[F_w]$. This implies that $\text{prime-sets}_{i}[F_w]$ is a subset of $\text{tight-sets}_{i}[F_j+1]$. Thus $\text{tight-sets}_{i}[F_w]$ is a subset of $\text{tight-sets}_{i}[F_{j+1}]$ since all the sets in a lattice family can be written as a union of its prime sets. This helps us to show that $F_w$ is same as $F_{j+1}$. Also, one can verify that each step of our algorithm as has a unique answer, therefore it is pseudo-deterministic. In Algorithm 2, we describe the steps of our pseudo-deterministic NC reduction from search-MI to weighted-decision-MI. For the proof of correctness and time complexity analysis of our algorithm, see Section 8 of the full version.
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1 Introduction

1.1 Background and motivation

Representing Boolean functions $f : \{0,1\}^n \rightarrow \{0,1\}$ by polynomials is a tried-and-tested technique that has found uses in many areas of Theoretical Computer Science. In particular, such representations have led to important results in Complexity theory [8, 9], Learning theory [19, 11], and Algorithm Design [29].
There are many different kinds of polynomial representations that are useful in various applications. The most straightforward way to represent a Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ by a polynomial is by finding a $P \in \mathbb{R}[x_1, \ldots, x_n]^2$ such that $P(a) = f(a)$ for all $a \in \{0, 1\}^n$. It is a standard fact (say by Möbius Inversion or polynomial interpolation) that any $f$ has such a representation has degree at most $n$, and the smallest degree of such a $P$ is called the degree of $f$ (or sometimes the Fourier degree of $f$ because of its close relation to the Fourier spectrum of $f$ [22]), and denoted $\text{deg}(f)$.

The degree of $f$ is an important notion of complexity of the function $f$ and is closely related to a slew of combinatorial measures of Boolean function complexity such as Sensitivity, Decision Tree complexity, Quantum Query complexity, etc. (see, e.g., the survey of Buhrman and de Wolf [10] for a nice introduction). Given a complexity measure $\mu(\cdot)$ (such as $\text{deg}(\cdot)$) on Boolean functions, a natural question to ask is the following.

**Question 1.** How small can $\mu(f)$ be for a function $f$ on $n$ variables?

To make this question interesting, one must exclude trivial functions like the constant functions, and more generally, functions that depend on just a small subset of their input variables. This brings us to the following definition.

**Definition 2** (Truly $n$-variate Boolean function). We say that a Boolean function $f(x_1, \ldots, x_n)$ depends on its input variable $x_i$, or equivalently that $x_i$ is influential for $f$, if there is an input $a$ such that flipping the value of the $i$th variable at $a$ changes the value of $f$ (in this case, we also say that $x_i$ is influential for $f$ at $a$). We say that a Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is truly $n$-variate if it depends on all its $n$ variables.

A number of results have addressed questions regarding how small complexity measures can be for truly $n$-variate Boolean functions.

1. Motivated by problems in Learning theory and PRAM lower bounds, Nisan and Szegedy [21] showed that any truly $n$-variate function has degree at least $\log n - O(\log \log n)$. Recently, this was improved to $\log n - O(1)$ by Chiarelli, Hatami and Saks [13]. There are standard examples of Boolean functions (see, e.g., the Addressing function defined below) for which this is tight.

2. Ambainis and de Wolf [4] studied the same question for the approximate degree of $f$, which is defined to be the minimum degree of a polynomial $P$ such that $|P(a) - f(a)| < 1/3$ for all $a \in \{0, 1\}^n$. This complexity measure is closely related to the quantum query complexity of $f$ [10].

Ambainis and de Wolf [4] showed that any truly $n$-variate function has approximate degree (and also quantum query complexity) $\Omega(\log n / \log \log n)$. They also constructed variants of the Addressing function for which this bound is tight up to constant factors.

3. Such results are also known for more combinatorial complexity measures, such as the sensitivity of a Boolean function $f$, which is defined as follows. The sensitivity of $f$ at a point $a \in \{0, 1\}^n$ is the number of input variables to $f$ that are influential for $f$ at $a$. The sensitivity of $f$ is the maximum sensitivity of $f$ at any input.

Simon [25] showed that any truly $n$-variate $f$ has sensitivity at least $\log n - O(\log \log n)$. This is also tight up to the $O(\log \log n)$ additive term (say, for the Addressing function).

---

2 We can represent $f$ as a polynomial over any field, but in this paper, we will work over the reals.

3 The representation is in fact unique if we restrict $P$ to be multilinear, i.e. that no variable has degree more than 1 in $f$.

4 Such functions are also called non-degenerate Boolean functions in the literature [25].
We address Question 1 for another well-known polynomial-degree measure called the Probabilistic degree. We define this notion first.

Definition 3 (Probabilistic polynomial and Probabilistic degree). Given a Boolean function \( f : \{0,1\}^n \to \{0,1\} \) and an \( \varepsilon \geq 0 \), an \( \varepsilon \)-error probabilistic polynomial for \( f \) is a random polynomial \( P \) (with some distribution having finite support) over \( \mathbb{R}[x_1, \ldots, x_n] \) such that for each \( a \in \{0,1\}^n \),

\[
Pr_{P}[P(a) \neq f(a)] \leq \varepsilon.
\]

(Note that \( P(a) \) need not be Boolean when \( P(a) \neq f(a) \).

We say that the degree of \( P \), denoted \( \text{deg}(P) \), is at most \( d \) if the probability distribution defining \( P \) is supported on polynomials of degree at most \( d \). Finally, we define the \( \varepsilon \)-error probabilistic degree of \( f \), denoted \( \text{pdeg}_{\varepsilon}(f) \), to be the least \( d \) such that \( f \) has an \( \varepsilon \)-error probabilistic polynomial of degree at most \( d \).

In the special case \( \varepsilon = 1/3 \), we omit the subscript in the notation and simply use \( \text{pdeg}(f) \).

The probabilistic degree is a fundamentally important and well-studied complexity measure of Boolean functions. It was implicitly introduced (in the finite field setting) in a celebrated result of Razborov [23], who showed how to use it to construct low-degree polynomial approximations to small-depth circuits, and hence prove strong circuit lower bounds. The real-valued version was first studied by Beigel, Reingold and Spielman [7] and Tarui [27] who were motivated by other circuit lower bound questions and oracle separations. This measure has since found other applications in complexity theory [5, 8], Pseudorandom generator constructions [9], Learning theory [11], and Algorithm design [29, 1]. Further, in many of these applications (e.g., [5, 9, 1]) we need real-valued approximations.

Despite this, however, our understanding of probabilistic degree is much less developed than the other measures above. For instance, near-optimal lower bounds of \( n^{1-o(1)} \) on the probabilistic degree of an explicit Boolean function \( f : \{0,1\}^n \to \{0,1\} \) were proved only recently by Viola [28], and are only known for a function in the complexity class \( \text{E}^{\text{NP}} \); in comparison, the Parity function has degree and approximate degree \( n \), which is the largest possible. Another example is the OR function on \( n \) variables. It is trivial to estimate the degree of OR (which is \( n \)) and well-known that its approximate degree is \( \Theta(\sqrt{n}) \) [21, 15]. However, its probabilistic degree (over the reals) remains unknown: the best known upper bound is \( O(\log n) \) due to independent results of Beigel et al. [7] and Tarui [27], while the best lower bound is \( (\log n)^{1/2-o(1)} \) due to Harsha and the first author [16]. This indicates that we need better tools to understand probabilistic degree in general and over the reals in particular. This is one of the motivations behind this paper.

Another motivation is to understand the contrast between the setting of real-valued probabilistic polynomials and polynomials over constant-sized finite fields. At a high level, this helps us understand the contrast between circuit complexity classes \( \text{AC}^0 \) and \( \text{AC}^0[p] \), as the former class of circuits has low-degree probabilistic polynomials over the reals [7, 27], while the latter does not [26]. It is easy to show that there are truly \( n \)-variave Boolean functions of constant degree over finite fields (e.g., the parity function is a linear polynomial over the field \( \mathbb{F}_2 \)). It is interesting to ask to what extent such phenomena fail over the reals.

A final motivating reason is to understand more precisely the relationships between probabilistic degree and other complexity measures such as approximate degree. A recent conjecture of Golovnev, Kulikov and Williams [14] shows that porting results for approximate degree...
degree to probabilistic degree would have interesting consequences for De Morgan formula lower bounds. By proving results such as the one in this paper, we hope to be able to prove such connections and hopefully uncover others.

With these motivations in mind, we address Question 1 in the setting of Probabilistic degree. That is, what is the lowest possible probabilistic degree of a truly \( n \)-variate Boolean function? As far as we know, this question has not been addressed before. Putting together Simon’s bound on the sensitivity of a truly \( n \)-variate function with known probabilistic degree lower bounds \([16]\), one can show a lower bound of \((\log \log n)^{1/2 - o(1)}\). This is quite far from the best known upper bounds of \(O(\log n)\), which hold for say the OR function \([7, 27]\) and the Addressing function defined below in Section 1.3.

### 1.2 Results

Our aim is to prove a result characterizing the minimum possible probabilistic degree of a truly \( n \)-variate Boolean function. However, the gap even just in our understanding of the OR function (as mentioned above) tells us that this may not yet be within reach. What we are able to do is to give a near-complete characterization modulo the gap between known upper and lower bounds for \( \text{pdeg} \) (OR). Moreover, the answer is non-trivial: it is not simply \( \text{pdeg} \) (OR).

More precisely, our results are the following. Below, \( \text{OR}_n \) denotes the OR function on \( n \) variables. We assume that we have bounds of the form \( \text{pdeg}(\text{OR}_n) = (\log n)^{c+o(1)} \) for some \( c > 0 \).

- **Theorem 4.** Assume that \( \text{pdeg}(\text{OR}_n) \geq (\log n)^{c-o(1)} \) for some \( c > 0 \) and all large enough \( n \in \mathbb{N} \). Then, any truly \( n \)-variate Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) satisfies \( \text{pdeg}(f) \geq (\log n)^{(c/(c+1))-o(1)} \).

- **Theorem 5.** Assume that \( \text{pdeg}(\text{OR}_n) \leq (\log n)^{c+o(1)} \) for some \( c > 0 \) and all large enough \( n \in \mathbb{N} \). Then, there exists a truly \( n \)-variate Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) such that \( \text{pdeg}(f) \leq (\log n)^{(c/(c+1))+o(1)} \).

Thus, we get close-to-matching lower and upper bounds for truly \( n \)-variate Boolean functions assuming close-to-matching lower and upper bounds for the OR function. However, the above statements also imply *unconditional* lower and upper bounds on the probabilistic degrees of truly \( n \)-variate Boolean functions. Using known results that yield \((\log n)^{(1/2)-o(1)} \leq \text{pdeg}(\text{OR}_n) \leq O(\log n) \) \([7, 27, 16]\), we get

- **Corollary 6.** Any truly \( n \)-variate Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) satisfies \( \text{pdeg}(f) \geq (\log n)^{(1/3)-o(1)} \).

- **Corollary 7.** There exists a truly \( n \)-variate Boolean function \( f : \{0, 1\}^n \to \{0, 1\} \) such that \( \text{pdeg}(f) \leq (\log n)^{(1/2)+o(1)} \).

- **Remark 8.** The reader may wonder why we assume lower and upper bounds of the form \((\log n)^{c \pm o(1)} \) for \( \text{pdeg}(\text{OR}_n) \). This is because the gaps between the known upper and lower bounds are \((\log n)^{\Omega(1)} \), and so it makes sense to use a characterization that shrinks this gap to something relatively insignificant. Furthermore, the best known lower bound on \( \text{pdeg}(\text{OR}_n) \) is of the form \((\log n)^{1/2 - o(1)} \) \([16]\) (more precisely, it is \( \Omega((\log n)/(\log \log n)^{3/2}) \)).

If we instead assume a more precise characterization \( \text{pdeg}(\text{OR}_n) = \Theta((\log n)^c) \), then going through the proofs of the above theorems would yield a sharper lower bound of \( \Omega((\log n)^{c/(c+1)}/(\log \log n)^2) \) for any truly \( n \)-variate Boolean function and a better upper bound of \( O((\log n)^{c/(c+1)}) \) for some truly \( n \)-variate Boolean function.
1.3 Proof Outline

Our proof is motivated by two important examples. The first of these is the $OR_n$ function which has probabilistic degree at most $O(\log n)$ by results of [7, 27] and at least $(\log n)^{(1/2) - o(1)}$ by [16]. The second is the Addressing function, which we now define.

The Addressing function $\text{Addr}_r$ has $n = r + 2^r$ variables. We think of the input variables as being divided into two parts: there are $r$ “addressing” variables $y_1, \ldots, y_r$ and $2^r$ “addressed” variables $\{z_a \mid a \in \{0, 1\}^r\}$ (the latter part of the input is thus indexed by elements of $\{0, 1\}^r$). On an input $(a, A) \in \{0, 1\}^r \times \{0, 1\}^{2^r}$, the output of the function is defined to be $A_a$ (i.e. the $a$th co-ordinate of the vector $A$). The Addressing function satisfies $\deg(\text{Addr}_r) = r + 1 = O(\log n)$. This example is quite relevant to this line of work: in particular, it implies that the results of Nisan and Szegedy [21] and Chiarelli et al. [13] stated above are tight, and is also a tight example for Simon’s theorem [25].

We now describe the upper and lower bound proofs, starting with the less technical upper bound.

The Upper Bound

Given that we have two natural families of truly $n$-variate functions that have degree $O(\log n)$, one may suspect that this is the best possible. Indeed this was also our initial conjecture. However, using the ideas of Ambainis and de Wolf [4], we can do better. Ambainis and de Wolf showed that there are truly $n$-variate Boolean functions that have approximate degree $O(\log n \log \log n)$. Their construction uses a modified Addressing function, where the addressing variables are present in an “encoded” form. While this blows up the size of the first part of the input, this does not affect $n$ much as the addressing variables take up only a small part of the input. On the other hand, the advantage is that the “decoding” procedure can be performed approximately by a suitable low-degree polynomial: a proof of this uses two famous Quantum algorithms, the Bernstein-Vazirani algorithm and Grover search, along with the fact that efficient Quantum algorithms yield approximating low-degree polynomials [6]. Putting things together yields an improved approximate degree bound for some $n$-variate $f$.

We show how to port their construction to the probabilistic degree setting. The first observation is that Grover search, which is essentially an algorithm for computing $OR_n$, is much more “efficient” in the probabilistic degree setting, as $pdeg(OR_n) = O(\log n)$, while its approximate degree is $\Omega(\sqrt{n})$ [21]. The second observation is that the Bernstein-Vazirani algorithm, which can be thought of as a decoding algorithm for a suitable error-correcting code, can be replaced by polynomial interpolation. This gives a good idea of why we should also be able to use a similar construction in the probabilistic degree setting. In fact, the better probabilistic degree upper bound for $OR_n$ implies that we should be able to get a better bound than what is possible for approximate degree. Indeed this is true. By a similar construction, we show that we can construct a truly $n$-variate $f$ with probabilistic degree $O(\sqrt{\log n})$ unconditionally, which is quite a bit better than previous results for any of the above degree measures. If we assume, moreover, that $pdeg(OR_n) \leq (\log n)^{c + o(1)}$, the same construction yields a function with probabilistic degree $(\log n)^{c/(c+1) + o(1)}$.

---

6 They actually give two, slightly different, constructions. We use the second one here.
We show that this is true, up to a probabilistic degree upper bound for \( \Omega(n) \). The ideas behind this go back to a sampling argument used in the works of Beigel et al. Our aim is to generalize the above lower bounds enough to prove a lower bound for any \( n \)-variate function. Given that the upper bound construction uses the Addressing function as well as the OR function, it is only natural that the lower bound would use the lower bounds for these two families of functions. Our hypothesis already assumes a lower bound of \( \Omega(r) = \Omega(\log n) \). By setting the \( r \) addressed variables uniformly at random, we obtain a uniformly random function on the \( r \) addressing variables. By a counting argument, one can show that a uniformly random Boolean function \( F \) on \( r \) variables has probabilistic degree \( \Omega(r) \) with high probability. In particular, as setting some input variables to constants can only reduce probabilistic degree, this implies that \( \deg(\text{Addr}_r) = \Omega(r) = \Omega(\log n) \). Note that this is tight, as \( \deg(\text{Addr}_r) = r + 1 \).

Our aim is to generalize the above lower bounds enough to prove a lower bound for any truly \( n \)-variate \( f \). The first informal observation is that the \( \text{OR}_n \) function is the “simplest” function on \( n \) variables to have sensitivity \( n \). Therefore, it is intuitive that any Boolean function with sensitivity \( n \) should have probabilistic degree at least that of the \( \text{OR}_n \) function. We show that this is true, up to \( (\log n)^{o(1)} \) factors. More generally, we show that any Boolean function \( f \) with sensitivity \( s \) has probabilistic degree at least that of the OR function on \( s \) variables (up to \( (\log s)^{o(1)} \) factors). The proof of this is in the contrapositive: we use a probabilistic degree upper bound for \( f \) to construct a probabilistic polynomial for \( \text{OR}_s \). The ideas behind this go back to a sampling argument used in the works of Beigel et al. and Tarui [7, 27]. Viewing this argument more abstractly, we can use this to construct a reduction from \( \text{OR}_s \) to \( f \) (for any \( f \) of sensitivity \( s \)) in the probabilistic degree setting.

The above argument implies a strong lower bound for any \( n \)-variate \( f \) with large sensitivity. In particular, it implies that if \( f \) has sensitivity at least \( s = n^{\Omega(1)} \), then its probabilistic degree is almost that of the OR function. We now consider the case of functions with small sensitivity (specifically when \( s = n^{o(1)} \)), which is the most technical part of the proof. By a recent breakthrough result of Huang [18], we also know that \( f \) also has a decision tree (we
refer the reader to [10] for the definition of Decision trees) of depth $d = \text{poly}(s) = n^{o(1)}$.\footnote{Strictly speaking, we do not need to use Huang’s result as we could also use the known polynomial relationship between the decision tree height and the block sensitivity of a function [20]. But it is notationally easier to work with sensitivity.} The prototypical example of such an $f$ is the Addressing function which has a decision tree of depth $r + 1 = \lceil \log n \rceil + 1$, which we argued a lower bound for above. The idea, in general, is to find a copy of something like an Addressing function “inside” the function $f$.

We illustrate how this argument works by considering a special case of the problem, which is only a small variant of the Addressing function. Assume that a truly $n$-variate function $f$ is computed by a decision tree $T$ of depth $d = \text{poly}(\log n)$. Note that as the function depends on all its variables, each of the underlying $n$ variables appear in the tree $T$. To make things even simpler, assume that we have $n/2$ “addressing” variables $y_1, \ldots, y_{n/2}$ and $n/2$ “addressed” variables $z_1, \ldots, z_{n/2}$. The tree reads $d - 1$ addressing variables among $y_1, \ldots, y_{n/2}$ in some (possibly adaptive) fashion and then possibly queries one addressed variable, the value of which is output. (See Figure 1 (a).)

How do we argue a lower bound on $\text{pdeg}(f)$? We could try to proceed as above and set the addressed variables $z_1, \ldots, z_{n/2}$ as random to obtain a random function $F$ in $y_1, \ldots, y_{n/2}$. However, this function is not uniformly random, as it is sampled using only $n/2$ random bits, while the number of functions in $n/2$ variables is $2^{2^{n/2}}$. Nevertheless, we can observe that the function $F$ does take independent random values at at least $n/2$ distinct inputs, those which are consistent with $n/2$ distinct paths in $T$ leading to the various addressed variables. (See Figure 1 (a).) We could try to lower bound $\text{pdeg}(F)$ as above.

This leads to the following general question: given a random function $F : \{0, 1\}^n \rightarrow \{0, 1\}$ that takes independent and random values at $M$ distinct inputs in $\{0, 1\}^n$, what can we say about the probabilistic degree of $F$? By a more general counting argument, we are able to show that with high probability, the probabilistic degree of $F$ is at least $\Omega(\log M/\log r)$. This is easily seen to be tight in the case that $X$ is, say, a Hamming ball of radius $R \leq r^{1-o(1)}$. (In the case that $M = 2^r$, this leads to a bound of $\Omega(r/\log r)$, nearly matching the claim for random functions that we mentioned above. A tight bound can be obtained in the same way but is harder to state for general $M$.)

Given this bound for random functions, we can try to use it in the case of the function $f$ above. Unfortunately, in this case, both parameters $r$ and $M$ are $n/2$, and hence we do not get any non-trivial bound. However, we show that we can still reduce to a case where a non-trivial bound is possible (this is where the depth of $T$ comes in). More precisely, we reduce the number of addressing variables by projecting the $n/2$ addressing variables to a smaller set of $r'$ variables $Y' = \{y_1', \ldots, y_r'\}$. That is, we randomly set each variable $Y$ to a uniformly random variable in $Y'$ to get a different function in the variables $Y' \cup Z$. This has the effect of reducing the number of addressing variables to $r'$. But there is also a potential problem: the projection could also render some of the addressed variables irrelevant, as the paths that lead to them become inconsistent. (See Figure 1 (b).)

Nevertheless, if we choose $r'$ large enough (something like $r' = 4d^2$ is enough by the Birthday paradox), the variables of each path are sent to distinct variables in $Y'$ with high probability, which implies that each addressed variable remains relevant with high probability. In particular, there is a projection that maps $f$ to an “Addressing function” with only $\text{poly}(\log n)$ addressing variables and $\Omega(n)$ addressed variables. Now applying the argument for random functions, we get a probabilistic degree lower bound of $\Omega(\log n/\log \log n)$ for this
function, nearly matching what we obtained for the Addressing function. As projections do not increase probabilistic degree, the same bound holds for \( f \), concluding the proof in this special case.8

A similar argument can be carried out in the general case by first carefully partitioning the variables into the addressing and addressed variables. We do this by looking at the structure of the decision tree \( T \). These details are postponed to the formal proof. In general, this argument yields a lower bound of \( \Omega(n/\log s) \) on the probabilistic degree of a truly \( n \)-variate function \( f \) with sensitivity at most \( s \).

Using this lower bound along with the previous lower bound for functions of sensitivity at least \( s \), and optimizing our choice of \( s \), yields a lower bound of \( (\log n)^{c/(c+1)-o(1)} \) for any truly \( n \)-variate function \( f \).

## 2 Preliminaries

### Functions, Restrictions, Projections

Throughout, we work with real-valued functions \( f : \{0, 1\}^n \to \mathbb{R} \). Boolean functions (i.e. functions mapping \( \{0, 1\}^n \) to \( \{0, 1\} \)) are also treated as real-valued. We use boldface notation to denote random variables. A random function \( F \) is a probability distribution over functions.

A restriction on \( n \) variables is a map \( \rho : [n] \to \{0, 1, \ast\} \). Given a function \( f : \{0, 1\}^n \to \mathbb{R} \) and a restriction \( \rho \) on \( n \) variables, we have a natural restricted function \( f_\rho \) defined by setting the \( i \)-th input variable to \( 0, 1 \) or leaving it as is, depending on whether \( \rho(i) \) is \( 0, 1 \) or \( \ast \) respectively. Note that the function \( f_\rho \) now depends on \( |\rho^{-1}(\ast)| \) many variables. However, we sometimes also treat \( f_\rho \) as a function of all the original variables that only depends on (a subset of) the variables indexed by \( \rho^{-1}(\ast) \).

A projection from \( n \) variables to \( m \) variables is a map \( \nu : [n] \to [m] \). Given a function \( f : \{0, 1\}^n \to \mathbb{R} \) and a projection \( \nu \) from \( n \) variables to \( m \) variables, we get a function \( f_\nu : \{0, 1\}^m \to \mathbb{R} \) by identifying variables of \( f \) that map to the same image under \( \nu \).

### Some Boolean functions

For any positive integer \( n \), we use \( \text{OR}_n, \text{AND}_n \) and \( \text{Maj}_n \) to denote the OR, AND and Majority functions on \( n \) variables respectively.

1. (Interpolation) Any function \( f : \{0, 1\}^n \to \{0, 1\} \) has an exact multilinear polynomial representation of degree at most \( n \), i.e. \( \text{deg}(f) := \text{pdeg}_0(f) \leq n \).

2. (Shifts and Restrictions) Fix any \( f : \{0, 1\}^n \to \{0, 1\} \) and any \( \varepsilon \geq 0 \). Then the function \( g : \{0, 1\}^n \to \{0, 1\} \) defined by \( g(x) = f(x \oplus y) \) for a fixed \( y \in \{0, 1\}^n \) has the same probabilistic degree as \( f \), i.e., \( \text{pdeg}_\varepsilon(g) = \text{pdeg}_\varepsilon(f) \).

If \( g : \{0, 1\}^m \to \{0, 1\} \) is a restriction or a projection of \( f \), then \( \text{pdeg}_\varepsilon(g) \leq \text{pdeg}_\varepsilon(f) \).

3. (Error reduction [16]) For any \( \delta < \varepsilon \leq 1/3 \) and any Boolean function \( f \), if \( P \) is an \( \varepsilon \)-error probabilistic polynomial for \( f \), then \( Q = M(P_1, \ldots, P_k) \) is a \( \delta \)-error probabilistic polynomial for \( f \) where \( \ell = O(\log(1/\delta)/\log(1/\varepsilon)) \), \( M \) is the exact multilinear polynomial for \( \text{Maj}_n \) and \( P_1, \ldots, P_k \) are independent copies of \( P \). In particular, we have \( \text{pdeg}_\delta(f) \leq \text{pdeg}_\varepsilon(f) \cdot O(\log(1/\delta)/\log(1/\varepsilon)) \).

---

8 Random projections of this kind have been used recently to prove important results in circuit complexity [17, 12]. However, as far as we know, they have not been used to prove probabilistic degree lower bounds.
The main result of this section is the following lower bound on the probabilistic degrees of $f$.

The proof is made up of two lower bounds. We first prove a lower bound on $pdeg_B(f)$ and the block sensitivity $bs(f)$. We could also make do with a polynomial relationship between the decision tree height and the block sensitivity of a function. We then prove a lower bound on $pdeg_{ε+δ}(h)$ of the theorem statement.

We will need the following known upper and lower bounds on $pdeg(OR_n)$.

- **Theorem 10** ([7, 27]). $pdeg_ε(OR_n) = O(\log n \log(1/ε))$.
- **Theorem 11** ([16]). $pdeg(OR_n) \geq (\log n)^{1/2−o(1)}$.
- **Definition 12** (Some Complexity Measures of Boolean functions). Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be any Boolean function. We use $D(f)$ to denote the depth of the smallest Decision Tree computing $f$.

For $a \in \{0,1\}^n$, we use $s(f,a)$ to denote the number of $b \in \{0,1\}^n$ that can be obtained by flipping a single bit of $a$ and satisfying $f(a) \neq f(b)$. The Sensitivity of $f$, denoted $s(f)$, is defined to be the maximum value of $s(f,a)$ as $a$ ranges over $\{0,1\}^n$.

Huang [18] proved the following breakthrough result recently.

- **Theorem 13** (Huang’s Sensitivity theorem [18]). There is an absolute constant $c_0 > 0$ such that for all large enough $n$ and all functions $f : \{0,1\}^n \rightarrow \{0,1\}$, $D(f) \leq s(f)^{c_0}$.

Strictly speaking, we do not need to use Huang’s Sensitivity theorem in what follows as we could also make do with a polynomial relationship between the decision tree height and the block sensitivity$^9$ of $f$, which has been known for a long time [20]. However, it is notionally simpler to work with sensitivity.

## 3. The Lower Bound: Proof of Theorem 4

The proof is made up of two lower bounds. We first prove a lower bound on $pdeg(f)$ for any function $f$ that has large sensitivity $s(f)$; this is by a suitable reduction from the case of the OR function. We then prove a lower bound on $pdeg(f)$ for any function that depends on all its variables but has small sensitivity; this is by a suitable reduction from a kind of Addressing function. Optimizing over the parameters of the lower bounds will yield the lower bound of the theorem statement.

Throughout this section, we assume that $pdeg(OR_n) \geq (\log n)^{c−o(1)}$ for large enough $n$.

### 3.1 The case of large sensitivity

The main result of this section is the following lower bound on the probabilistic degrees of Boolean functions with large sensitivity.

- **Lemma 14.** Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be any Boolean function that has sensitivity $s$. Then, $pdeg(f) \geq (\log s)^{c−o(1)}$.

$^9$ The Block sensitivity of a function $f : \{0,1\}^n \rightarrow \{0,1\}$ is defined as follows. Given $a \in \{0,1\}^n$, define $bs(f,a)$ to be the maximum number of pairwise disjoint sets $B_1, \ldots, B_k \subseteq [n]$ such that flipping all the bits indexed by any $B_i$ in $a$ results in an input $b^{(i)}$ such that $f(a) \neq f(b^{(i)})$. Then, the block sensitivity of $f$ is defined to be the maximum value of $bs(f,a)$ over all inputs $a \in \{0,1\}^n$. 
The above lemma is proved via a probabilistic reduction from the OR function on \( s \) variables to the function \( f \). This is captured by the following lemma, which shows how a function that has large sensitivity can be used to obtain a probabilistic representation of a close copy of the OR function.

Recall from above that a Boolean function \( h : \{0, 1\}^s \rightarrow \{0, 1\} \) is a restriction of a Boolean function \( g : \{0, 1\}^s \rightarrow \{0, 1\} \) if \( h \) can be obtained by setting some inputs of \( g \) to constants. Though \( h \) no longer depends on the variables that are set to constants, here we still treat \( h \) as a function on all \( s \) variables.

\[ \text{Lemma 15.} \] Let \( g : \{0, 1\}^s \rightarrow \{0, 1\} \) be any Boolean function such that \( g(0^n) = 0 \) and \( g(x) = 1 \) for any \( x \) of Hamming weight 1. Then, there exist \( \ell = O(\log s) \) independent random restrictions \( g_1, \ldots, g_{\ell} \) of \( g \) such that for any \( a \in \{0, 1\}^s \),

\[ \Pr_{g_1, \ldots, g_{\ell}} [OR_{\ell}(g_1(a), \ldots, g_{\ell}(a)) \neq OR_s(a)] \leq \frac{1}{10}. \]

We interpret the random function \( OR_{\ell}(g_1(a), \ldots, g_{\ell}(a)) \) as a probabilistic representation of the \( OR_s \) function. The reader may be confused by the fact that the probabilistic representation itself uses an OR function; however, note that this OR function is defined on \( \ell \ll s \) variables and consequently is a much “simpler” function (in particular, for us, what is relevant is that \( \text{pdeg}(OR_{\ell}) = O(\log \ell) \) [7, 27] which is much smaller than \( \log s \)).

The proof of Lemma 15 is closely related to the argument for constructing a probabilistic polynomial for the OR function from [7, 27]. The observation here is that a similar argument can be used to give a probabilistic reduction from \( OR_s \) to any function \( g \) as above. Due to space constraints, we push the proof of Lemma 15 to the Appendix (Section A). Let us now prove Lemma 14.

\[ \text{Proof of Lemma 14.} \] We know that \( f \) has some input of sensitivity \( s \). Then we note that we may assume \( f(0^n) = 0 \) and \( f(0^{n-1}10^{n-j}) = 1 \) for \( j \in [s] \). For let \( a \in \{0, 1\}^n \) such that \( s(f, a) = s \). If \( f(a) = 1 \), we may replace \( f \) by \( 1 - f \). (Obviously, \( \text{pdeg}_s(f) = \text{pdeg}_s(1-f) \), for all \( \varepsilon \geq 0 \).)

So we may assume \( f(a) = 0 \). Now by permuting coordinates if required, we may assume that \( f(\tilde{a}^{(j)}) = 1 \), where \( \tilde{a}^{(j)} := (a_1, \ldots, a_{j-1}, 1 - a_j, a_{j+1}, \ldots, a_n) \) for all \( j \in [s] \). Further, if \( a \neq 0^n \), we may replace \( f \) by \( f' \), defined as \( f'(x) = f(x \oplus a) \), \( x \in \{0, 1\}^n \). By Fact 9 Item 2, \( \text{pdeg}_s(f') = \text{pdeg}_s(f) \), for all \( \varepsilon \geq 0 \). Clearly, we have \( f'(0^n) = 0 \) and \( f'(0^n10^{n-j}) = 1 \), for all \( j \in [s] \).

So now, by assumption, we have \( f(0^n) = 0 \) and \( f(0^{n-1}10^{n-j}) = 1 \) for \( j \in [s] \). Define \( g : \{0, 1\}^s \rightarrow \{0, 1\} \) as \( g(x) = f(x0^{n-s}) \). Then \( g \) satisfies the hypotheses of Lemma 15. Hence, by Lemma 15, there exist \( \ell = O(\log s) \) random restrictions \( g_1, \ldots, g_{\ell} \) of \( g \) such that

\[ \Pr_{g_1, \ldots, g_{\ell}} [OR_{\ell}(g_1(x), \ldots, g_{\ell}(x)) \neq OR_s(x)] \leq \frac{1}{10}, \quad \text{for all } x \in \{0, 1\}^s. \]

We use the above representation to devise a probabilistic polynomial for \( OR_s \).

Let \( O \) be any \((1/10)-\text{error} \) probabilistic polynomial for \( OR_{\ell} \) and \( G_1, \ldots, G_{\ell} \) be any \((1/10\ell)-\text{error} \) probabilistic polynomials for \( g_1, \ldots, g_{\ell} \) respectively. Then, by Fact 9 and (1), \( O(G_1, \ldots, G_{\ell}) \) is a \((1/3)-\text{error} \) probabilistic polynomial for \( OR_s \).

Note that by Theorem 10, we can choose \( O \) to have degree at most \( O(\log \ell) \). Further, by Fact 9, we have \( \text{pdeg}(g_i) \leq \text{pdeg}(g) \leq \text{pdeg}(f) \) for each \( i \in [\ell] \). In particular, this implies that we can choose \( G_i \) to have degree \( O(\text{pdeg}(f) \cdot \log \ell) \) for each \( i \in [\ell] \). This yields

\[ \text{pdeg}(OR_s) \leq \text{pdeg}(f) \cdot O(\log \ell)^2 = \text{pdeg}(f) \cdot O((\log \log s)^2) = \text{pdeg}(f) \cdot (\log s)^{o(1)}. \]

As \( \text{pdeg}(OR_s) \geq (\log s)^{c-o(1)} \) by assumption, we get the desired lower bound on \( \text{pdeg}(f) \). ▶
3.2 The case of small sensitivity

We prove the following lemma.

Lemma 16. Let \( f : \{0,1\}^n \rightarrow \{0,1\} \) be a function of sensitivity at most \( s \) that depends on all its \( n \) variables. Then, we have \( \text{pdeg}(f) = \Omega\left(\frac{\log(n/s^{O(1)})}{\log s}\right) \).

The proof of the lemma is in two steps. In the first step, we use a counting argument to prove a lower bound on the probabilistic degrees of random functions \( F : \{0,1\}^m \rightarrow \{0,1\} \) which are chosen from a distribution such that for a large subset \( X \subseteq \{0,1\}^m \), the random variables \( \{F(x) \mid x \in X\} \) are independently and uniformly chosen random bits. In the second step, we show how any \( f \) as in the statement of Lemma 16 can be randomly restricted to a random function \( F \) where the lower bound for random functions applies.

We now state the lower bound for random functions and use it to prove Lemma 16. The lower bound for random functions uses fairly standard ideas and is proved in the appendix (Section B).

Lemma 17 (Random function lower bound). The following holds for positive integer parameters \( m,M \) and \( d \) such that \( M > m^{10d} \). Let \( F : \{0,1\}^m \rightarrow \{0,1\} \) be a random function such that for some \( X \subseteq \{0,1\}^m \) with \( |X| = M \), the random variables \( \{F(x) \mid x \in X\} \) are independent and uniformly distributed random bits. Then, we have

\[
\Pr_{F}[\text{pdeg}_{1/10}(F) \leq d] < \frac{1}{10}.
\]

Let us see how to use Lemma 17 to prove Lemma 16. This proof again breaks into two smaller steps.

Step 1. Show that, after a projection, \( f \) turns into something similar to an addressing function, that we will call a Pseudoaddressing function.

Step 2. Show that any pseudoaddressing function has large probabilistic degree.

As any projection \( g \) of \( f \) satisfies \( \text{pdeg}(g) \leq \text{pdeg}(f) \) (Fact 9), the above implies a lower bound on \( \text{pdeg}(f) \), hence proving Lemma 16.

To make the above precise, we need the following definition. We say that a function \( g : \{0,1\}^{*+t} \rightarrow \{0,1\} \) is an \((r,t)\)-Pseudoaddressing function if the input variables to \( g \) can be partitioned into two sets \( Y = \{y_1, \ldots, y_r\} \) and \( Z = \{z_1, \ldots, z_t\} \) and \( g \) can be computed by a decision tree \( T \) with the following properties.

P1. For each \( z_j \in Z \), there are two root-to-leaf paths \( \pi^0_j \) and \( \pi^1_j \) in \( T \) that diverge at a node labeled \( z_j \) and lead to outputs 0 and 1 respectively.

P2. All the other nodes on these paths are labeled by variables in \( Y \), and further these variables take the same values on both paths. In particular, \( \pi^0_j \) and \( \pi^1_j \) differ only on the value of \( z_j \).

Example 18. Consider the standard Addressing function \( \text{Addr}_r \) on \( n = r + 2^r \) variables as defined in Section 1.3. This function is an \((r,2^r)\)-pseudoaddressing function as it can be computed by a decision tree of depth \( r + 1 \), which first queries all the addressing variables to determine \( a \in \{0,1\}^r \) and then queries and outputs the value of \( z_a \) (the two computational paths querying \( z_a \) give the desired root-to-leaf paths required in the definition above).

In analogy with the Addressing function, given an \((r,t)\)-pseudoaddressing function as above, we refer to the variables in \( Y \) as the addressing variables and the variables in \( Z \) as the addressed variables.

The two steps of the proof as outlined above can now be formalized as follows.
Figure 2 The decision tree on the left computes a truly 10-variate function \( f(x_1, \ldots, x_{10}) \). The paths obtained by concatenating \( \pi_b \) with \( \pi_w \) and \( \pi'_w \) are consistent with each other except for the value of \( x_8 \), the variable queried at node \( w \). After a projection \( \nu : [10] \rightarrow [9] \) defined by \( \nu(i) = i \) for \( i \leq 9 \) and \( \nu(10) = 4 \), we get a tree \( T \), which computes a \((4,5)\)-pseudoaddressing function \( g(y_1, \ldots, y_4, z_1, \ldots, z_5) \). Note that each path in \( T \) corresponds to a path in \( T_f \) but not every path in \( T_f \) survives in \( T \) (e.g. the path leading to 0 through the node querying \( x_{10} \) is pruned away, as it is inconsistent with \( \nu \)).

▷ Claim 19. Let \( f \) be as in the statement of Lemma 16. Then, there exist \( r \leq s^{O(1)} \) and \( t \geq n/s^{O(1)} \) and a projection \( \nu : [n] \rightarrow [r+t] \) such that \( g = f|_\nu \) is an \((r, t)\)-pseudoaddressing function.

▷ Claim 20. Let \( g \) be any \((r, t)\)-pseudoaddressing function. Then, \( \text{pdeg}(g) = \Omega(\log t / \log r) \).

As noted above, the above claims immediately imply Lemma 16. We now prove these claims.

Proof of Claim 19. We will first outline how to isolate a set of \( n/\text{poly}(s) \) variables that will (almost) be the set of addressed variables. A projection will then be applied to the remaining variables to create the pseudoaddressing function. Let us now see the details.

By Theorem 13, we know that \( f \) has a decision tree \( T_f \) of depth \( d \leq \text{poly}(s) \). Fix such a tree \( T_f \) of minimum size, i.e. with the smallest possible number of leaves. Let \( V = \{ x_1, \ldots, x_n \} \) denote the input variables of \( f \).

Any variable \( x_i \in V \) must be queried somewhere in the tree \( T_f \), as \( f \) depends on all its input variables by assumption. Fix any occurrence of this variable in the decision tree \( T_f \), and let \( w \) denote the node of \( T_f \) corresponding to this query. (Refer to Figure 2 (a) for an illustration.) Let \( \pi_i \) denote the path from the root of \( T_f \) to \( w \) and let \( T_0 \) and \( T_1 \) be the subtrees rooted at the left and right children of \( w \). The decision trees \( T_0 \) and \( T_1 \) both compute functions of the \( n' < n \) Boolean variables not queried in \( \pi_i \). Note that these decision trees compute distinct functions since otherwise the query made at the vertex \( w \) is unnecessary, and a smaller decision tree than \( T_f \) can be obtained by replacing the subtree rooted at \( w \) by \( T_0 \) or by \( T_1 \). This contradicts the minimality of the size of \( T_f \).

Thus, \( T_0 \) and \( T_1 \) compute distinct functions. In particular, there is an input \( a \in \{0,1\}^{n'} \) on which \( T_0 \) and \( T_1 \) have different outputs; w.l.o.g., assume \( T_0 \) and \( T_1 \) output 0 and 1 respectively on \( a \). Let \( \pi^0_w \) and \( \pi^1_w \) be the root-to-leaf paths followed on the input \( a \) in \( T_0 \) and
We have such a pair of paths $\pi_0^i$ and $\pi_1^i$ for each $x_i \in V$. Let $P_i$ denote the set of all $j \neq i$ such that $x_j$ is queried on $\pi_0^i$ or on $\pi_1^i$. Note that $|P_i| \leq 2d$.

We claim that we can choose a large subset $Z' \subseteq [n]$ such that for all $i \in Z'$, the set $P_i$ does not contain any $j$ where $j \in Z'$. To see this, define a graph $G$ with vertex $[n]$ and edges between vertices distinct $i, j \in [n]$ if and only if $P_i$ contains $j$ or vice-versa. Since each $|P_i| \leq 2d$, it is clear that this graph has average degree at most $2d$. By Turán’s theorem (see e.g. [3]), this implies that $G$ has an independent set $Z'$ of size at least $n/4d$. This set $Z'$ has the required property.

We are now ready to show that the required projection $\nu$ exists. Let $r = 10d^2$ and let $\nu' : [n] \setminus Z' \rightarrow [r]$ be a random map (i.e. the image of each element of the domain is independently and uniformly chosen from $[r]$). We say that an $i \in Z'$ is good if $\nu'$ is 1-1 on the set $P_i$. Let $\mathcal{G}$ be the set of all good $i$, with $t := |\mathcal{G}|$. Assume $\mathcal{G} = \{i_1, \ldots, i_t\}$. We use this to define a random projection $\nu : [n] \rightarrow [r + t]$ by

$$\nu(i) = \begin{cases} 
\nu'(i) & \text{if } i \not\in Z', \\
1 & \text{if } i \in Z' \setminus \mathcal{G}, \text{ (here, any } k \in [r] \text{ will do)} \\
r + j & \text{if } i \in \mathcal{G} \text{ and } i = i_j.
\end{cases}$$

The random projection defines a random Boolean function $g$ on $r + t$ variables. We now show that, with positive probability, $g$ is an $(r, n/\text{poly}(s))$-pseudaddressing function, where the first $r$ variables are the addressing variables. This will finish the proof. Note that the projection $\nu$ applied to the tree $T_f$ also defines a random decision tree $T$ computing $g$. We will in fact show that $T$ serves as a witness for the fact that $g$ is an $(r, n/\text{poly}(s))$-pseudaddressing function (with positive probability).

In fact, this happens whenever $t = |\mathcal{G}|$ is large enough. More precisely, note that

$$E[|Z'| - t] = \sum_{i \in Z'} P_i[\nu' \text{ is not 1-1 on } P_i] \leq \sum_{i \in Z'} \sum_{j \neq k \in P_i} P_i[\nu'(j) = \nu'(k)] \leq \sum_{i \in Z'} |P_i|^2 \cdot \frac{1}{r} \leq |Z'| \cdot \frac{(2d^2)}{r} \leq \frac{|Z'|}{2}.$$ 

In particular, there is a setting $\nu'$ of $\nu'$ such that the corresponding set of good variables $|\mathcal{G}|$ has size at least $|Z'|/2$. Fix this $\nu'$ and let $\mathcal{G}, t, \nu, g, T$ be the corresponding fixings of $\mathcal{G}, t, \nu, g, T$ respectively.

We have $g = g(y_1, \ldots, y_r, z_1, \ldots, z_t)$. Observe that each root-to-leaf path of $T$ can be identified with a root-to-leaf path of $T_f$. Further, a path $\pi$ of $T_f$ survives in $T$ exactly when it is consistent w.r.t. $\nu$, i.e., if two variables that are set to opposite values in $\pi$ are not mapped to the same variable by $\nu$ (see Figure 2 (b) for an example). In particular, if a path $\pi$ has the property that the variables queried along $\pi$ are mapped injectively by $\nu$, then the path $\pi$ survives in $T$. 
This implies that for any good $i_j \in \mathcal{G}$, the corresponding paths $\pi_j^0$ and $\pi_j^1$ survive in $T$. Moreover, as the projection $\nu$ is injective on the entire set $P_{i_j}$, these paths continue to agree with each other on all variables except the variable $z_j$ queried at the point of their divergence. This gives both properties Q1 and Q2 stated above. As this holds for each $i_j \in \mathcal{G}$, we see that $g$ is indeed an $(r, t)$-pseudoaddressing function. Note that $r = 10d^2 \leq \text{poly}(s)$ and $t \geq n/4d \geq n/\text{poly}(s)$. Hence, we have proved the claim.

Proof of Claim 20. The proof is via a reduction to Lemma 17.

Let $g(y_1, \ldots, y_t, z_1, \ldots, z_t)$ be an $(r, t)$-pseudoaddressing function. Consider the random function $F$ on $\{0, 1\}^r$ obtained by setting the addressed variables $z_1, \ldots, z_t$ to $b_1, \ldots, b_t \in \{0, 1\}$ chosen i.u.a.r.. We show that there is an $X \subseteq \{0, 1\}^{n/r}$ such that the random variables $(F(a) : a \in X)$ are independent and uniformly distributed bits. Then, Lemma 17 implies the statement of the claim.

Let us see how $X$ is defined. Let $T$ be the decision tree guaranteed for $g$ by virtue of the fact that it is an $(r, t)$-pseudoaddressing function. Further, for any $z_j$, let $\pi_j^0$ and $\pi_j^1$ be the paths satisfying P1 and P2 above. By P2, we can fix a setting $a^{(j)} \in \{0, 1\}^{r}$ to the $y$-variables that is consistent with both paths. We set $X = \{a^{(j)} \mid j \in [t]\}$.

To analyze $F(a^{(j)})$, note that setting the variables $z_1, \ldots, z_t$ to $b_1, \ldots, b_t$ in $T$ gives us a (random) decision tree $T'$ that computes $F$. In particular, the path followed by $T'$ on input $a^{(j)}$ is uniformly chosen among $\pi_j^0$ and $\pi_j^1$ depending on the value of $z_j$, and hence $F(a^{(j)})$ is either $b_j$ or $1 - b_j$ (exactly which depends on the value of $z_j$ that is consistent with $\pi_j^0$ and $\pi_j^1$). In either case, however, $F(a^{(j)})$ is a uniformly chosen random bit depending only on $b_j$. Hence, the random variables $(F(a^{(j)}) : j \in [t])$ are independent and uniformly distributed.

Thus, Lemma 17 implies that with positive probability, $\text{pdeg}_{1/10}(F) = \Omega(\log t / \log r)$. However, we know by Fact 9 that, as $F$ is a restriction of $g$, $\text{pdeg}_{1/10}(F) \leq \text{pdeg}_{1/10}(g)$. Hence, we obtain the same lower bound for $\text{pdeg}_{1/10}(g)$. Finally, by error reduction (Fact 9), the same lower bound (up to constant factors) holds for $\text{pdeg}_{1/3}(g) = \text{pdeg}(g)$.

3.3 Finishing the proof of Theorem 4

Lemma 16 and Lemma 14 imply that

$$ \text{pdeg}(f) = \Omega \left( \max \left\{ \log s e^{-o(1)}, \frac{\log(n/s^O(1))}{\log s} \right\} \right) $$

where $s$ denotes the sensitivity of $f$. The above is minimized for $s$ so that $(\log s)^{c+1} = \Theta(\log n)$ (note that this implies that $s = n^{o(1)}$). For this $s$, we get

$$ \text{pdeg}(f) = \Omega((\log n)^{c/(c+1)-o(1)}) \geq (\log n)^{c/(c+1)-o(1)}, $$

proving the theorem.

4 The Upper Bound: Proof of Theorem 5

The construction is motivated by and closely follows a construction of Ambainis and de Wolf [2], who used it to prove the existence of a truly $n$-variable Boolean function $f$ whose approximate degree is $O(\log n / \log \log n)$. The construction of [2] uses the fact that the approximate degree of the OR$_n$ function is $O(\sqrt{n})$ [15]. Using our assumption that the probabilistic degree of the OR$_n$ function is $(\log n)^{c+o(1)}$ we are able to prove a stronger degree upper bound for probabilistic degree. In particular, Theorem 10 allows us to prove an unconditional upper bound of $(\log n)^{(1/2)+o(1)}$ on the probabilistic degree of some $n$-variable function.
The construction is a variant of the Addressing function, where the addressing bits are replaced by elements of a larger alphabet $[s]$, which are themselves presented in an encoded form that allows them to be easily “decoded” by low-degree polynomials. More precisely, we construct the function as follows.

**Construction**

Let $s$ be a power of 2 and let $H \subseteq \{0, 1\}^s$ be the set of codewords of the Hadamard code. That is, assume $s = 2^t$ and identify elements of $\{0, 1\}^s$ with functions $h : \{0, 1\}^t \to \{0, 1\}$. Then $H$ consists of precisely those elements $h \in \{0, 1\}^s$ such that $h$ is a linear function when considered as a mapping from $\mathbb{F}_2^s$ to $\mathbb{F}_2$ in the natural way. The set $H$ contains precisely $s$ elements, say $\{h_1, \ldots, h_s\}$.

We define a Boolean function $f$ on $n = sr + s^r + 1$ bits as follows. Any input $a$ is parsed as $a = (g_1, \ldots, g_r, T, b)$, where $g_1, \ldots, g_r : \{0, 1\}^t \to \{0, 1\}$, $T : [s]^r \to \{0, 1\}$ and $b$ is a single bit. We define $f$ by

$$f(a) = \begin{cases} T(i_1, \ldots, i_r) & \text{if } g_1, \ldots, g_r \in H \text{ and } \begin{array}{l} g_1 = h_{i_1}, \ldots, g_r = h_{i_r}, \\ \text{otherwise.} \end{array} \\ b \end{cases}$$

**Analysis**

We have

$$f(g_1, \ldots, g_r, T, b) = \sum_{i_1, \ldots, i_r \in [s]} 1(g_1 = h_{i_1}, \ldots, g_r = h_{i_r}) \cdot T(i_1, \ldots, i_r) + (1 - 1(g_1, \ldots, g_r \in H)) \cdot b.$$ (2)

Here $1(\mathcal{E})$ for a Boolean predicate $\mathcal{E}$ takes the value 1 when the Boolean predicate is satisfied and 0 otherwise.

The above implies, in particular, that the function $f$ is truly $n$-variate. To see this, say the variables of $f$ are

- $x_{j, \alpha}$ ($j \in [r], \alpha \in \{0, 1\}^t$) encoding the entries of the truth tables of $g_1, \ldots, g_r$. More formally, the variable $x_{j, \alpha}$ is set to $g_j(\alpha)$.
- $y_{i_1, \ldots, i_r}$ encoding the entries of $T$, and
- $y_0$ which gives the value of $b$.

Any variable $x_{j, \alpha}$ is influential at an input $(g_1, \ldots, g_r, T, b)$ where $g_1, \ldots, g_r$ are $h_{i_1}, \ldots, h_{i_r} \in H$ respectively, and $b \neq T(i_1, \ldots, i_r)$, which implies that flipping the value of $x_{j, \alpha}$ at this point changes the output from $T(i_1, \ldots, i_r)$ to $b$. The variable $y_{i_1, \ldots, i_r}$ is also influential at the same point. The variable $y_0$ is influential at any input where not all the $g_i$ are in $H$. Thus, we see that $f$ is indeed $n$-variate.

Now, we will show an upper bound on $\text{pdeg}(f)$. This will be done by constructing two polynomials.

- A $1/3$-error probabilistic polynomial $Q(x_{j, \alpha} : j \in [r], \alpha \in \{0, 1\}^t)$ for the Boolean function $1(g_1, \ldots, g_r \in H)$.
- For each $i_1, \ldots, i_r \in [s]$, a polynomial $R_{i_1, \ldots, i_r}(x_{j, \alpha} : j \in [r], \alpha \in \{0, 1\}^t)$ such that at input $(g_1, \ldots, g_r) \in H^r$, $R_{i_1, \ldots, i_r}(g_1, \ldots, g_r) = 1$ if $g_1 = h_{i_1}, \ldots, g_r = h_{i_r}$, and 0 otherwise. (In other words, $R_{i_1, \ldots, i_r}$ computes a $\delta$-function on inputs from $H^r$. Note that we do not claim anything if $(g_1, \ldots, g_r) \notin H^r$.)
Given the above constructions, the following yields a probabilistic polynomial $P$ for $f$.

$$
P = Q \cdot \left( \sum_{i_1, \ldots, i_r \in \{0,1\}^s} R_{i_1, \ldots, i_r} \cdot g_{i_1, \ldots, i_r} \right) + (1 - Q) \cdot g_0 \tag{3}
$$

(The two copies of $Q$ are chosen with the same randomness and are not independent of each other.) To see that this works, fix any input $a = (g_1, \ldots, g_r, T, b)$. If $(g_1, \ldots, g_r) \in H^r$, the term in the parenthesis evaluates to $T(i_1, \ldots, i_r)$ with probability 1. Further, $Q(g_1, \ldots, g_r)$ evaluates to 1 with probability 2/3. Hence, $P(a) = T(i_1, \ldots, i_r) = f(a)$ with probability at least 2/3. On the other hand, if $(g_1, \ldots, g_r) \notin H^r$, then $Q(g_1, \ldots, g_r)$ evaluates to 0 with probability 2/3. When this event occurs, the first summand evaluates to 0 and the second summand evaluates to $b$. Hence, $P(a) = b = f(a)$ with probability at least 2/3.

It remains to construct the polynomials $Q$ and $R_{i_1, \ldots, i_r}$. We start with $Q$. Recall that a function $g : \{0,1\}^t \to \{0,1\}$ lies in $H$ when it is linear over $F_2$, or equivalently if $g(\alpha) \odot g(\beta) = g(\alpha) \oplus g(\beta) = 0$ for every $\alpha, \beta \in \{0,1\}^t$. Thus, the condition that $g_1, \ldots, g_r \in H$ can be rewritten as

$$
\bigwedge_{j=1}^r \bigwedge_{\alpha, \beta \in \{0,1\}^t} (1 \oplus g_j(\alpha \oplus \beta) \oplus g_j(\alpha) \oplus g_j(\beta)).
$$

Let $g(z_1, z_2, z_3)$ be a constant-degree polynomial of 3 Boolean variables that evaluates to 1 at $z_1 \odot z_2 \odot z_3$. Then, the above can be rewritten as $\bigwedge_{j=1}^r \bigwedge_{\alpha, \beta \in \{0,1\}^t} g_j(\alpha)(g_j(\beta), g_j(\alpha \oplus \beta))$. Thus, we can define the probabilistic polynomial to be

$$
Q(x_{j,\alpha} : j \in [r], \alpha \in \{0,1\}^t) = Q_1(g(x_{j,\alpha}, x_{j,\beta}, x_{j,\alpha \oplus \beta}) : j \in [r], \alpha, \beta \in \{0,1\}^t),
$$

where $Q_1$ is any probabilistic polynomial for the AND$_{r^2}$ function. By assumption, $\pdeg(\text{OR}_{r,2})$ and hence, by DeMorgan’s laws, $\pdeg(\text{AND}_{r,2})$ is at most $\log(rs^2)^{c+o(1)} = (\log r + \log s)^{c+o(1)}$.

We now see how to construct $R_{i_1, \ldots, i_r}$ for any fixed $i_1, \ldots, i_r \in [s]$. Recall the standard fact (see, e.g. [22]) that for $h_{i_1} \neq h_{i_2} \in H$, the functions $h_{i_1}, h_{i_2} : \{0,1\}^t \to \{-1,1\}$ defined by $h_{i_1}(\alpha) = 1 - 2h_{i_1}(\alpha)$, for all $\alpha \in \{0,1\}^t$ and $b \in \{1,2\}$, are orthogonal to one another, i.e., $\sum_{\alpha} h_{i_1}(\alpha) h_{i_2}(\alpha) = 0$. Based on this observation, we define the polynomial as follows.

$$
R_{i_1, \ldots, i_r}(x_{j,\alpha} : j \in [r], \alpha \in \{0,1\}^t) = \frac{1}{s} \prod_{j=1}^r \left( \sum_{\alpha \in \{0,1\}^t} \hat{h}_{i_j}(\alpha)(1 - 2x_{j,\alpha}) \right).
$$

Let us see that this polynomial has the desired properties. Consider input $(g_1, \ldots, g_r) \in H^r$. Assume $g_j = h_{i_j}$ for each $j \in [r]$. Then, we have

$$
R_{i_1, \ldots, i_r}(g_1, \ldots, g_r) = \frac{1}{s} \prod_{j=1}^r \left( \sum_{\alpha \in \{0,1\}^t} \hat{h}_{i_j}(\alpha)(1 - 2h_{i_j}(\alpha)) \right) = \frac{1}{s^r} \prod_{j=1}^r \left( \sum_{\alpha \in \{0,1\}^t} \hat{h}_{i_j}(\alpha)\hat{h}_{i_j}(\alpha) \right)
$$

and the latter quantity can be seen to be 1 if $i_j = i_j$ for all $j \in [r]$ and 0 otherwise. Thus, $R_{i_1, \ldots, i_r}$ behaves as stipulated. Note that $\deg(R_{i_1, \ldots, i_r}) = r$.

This concludes the construction of the probabilistic polynomial for $f$. The degree of the polynomial thus constructed is at most $\deg(Q) + \max_{i_1, \ldots, i_r} \deg(R_{i_1, \ldots, i_r})$, which is equal to $O((\log r + \log s)^{c+o(1)} + r) = O((\log s)^{c+o(1)} + r)$.

**Parameters**

We set $r = (\log s)^c = t^c$. This gives a truly $n$-variate Boolean function on $n = O(s^r) = O(2^{r^{1+\epsilon}})$ variables with probabilistic degree $t^{c+o(1)} = (\log n)^{(c/(c+1)) + o(1)}$. 
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We will only use restrictions $g'$ of $g$ obtained by setting some inputs of $g$ to 0. The basic observation [7, 27] is the following. For any such restriction $g' = g_ρ$, the function $g'$ always agrees with OR$_s$ at the all-zero input. Moreover, if $a$ is non-zero and has weight $t > 0$, then $g'(a) = OR_s(a) = 1$ as long as exactly $t - 1$ of the variables that are set to 1 in $a$ are fixed to 0 by $ρ$ (this follows from the fact that $g$ accepts any input of weight exactly 1). While we cannot always choose a single restriction that does this for all possible $a$, it is possible to choose a small number of restrictions randomly such that for each non-zero $a$, at least one of them is guaranteed to work with high probability. We now see the details.

For $i \in [\log s]$, let $D_i$ be the distribution over subsets of $[s]$ where we pick each element independently to be in the set with probability $2^{-i}$. For a (constant) parameter $p$ to be chosen later, let $S_1^{i}, \ldots, S_p^{i}$ be independent random subsets picked from distribution $D_i$. Each such set $S_j^i$ is associated with the restriction $g_j^i$ where each variable is set to 0 if it does not belong to $S_j^i$, and left alive (i.e. set to *) otherwise. Note that $g_j^i := g_ρ_j$ is a random restriction of $g$. Also observe that the total number of such restrictions is $ℓ := p\log s = O(\log s)$. The final probabilistic representation is the OR of all these $g_j^i$'s.
We now prove correctness. Consider any $a \in \{0, 1\}^s$. The case when $a = 0^s$ is easy, as each $g_i^j$ is obtained by setting some inputs of $g$ to 0 and hence $g_i^j(a) = 0$ with probability 1. The same is therefore true for the OR of these functions.

Now assume that $a \neq 0$. Thus $|a| = t \in [s]$. Fix $i \in \log s$ such that $t \in (2^{i-1}, 2^i]$. We will show that, with probability at least 0.9, some $g_i^j$ evaluates to 1. This will finish the proof.

To see this, let $S \subseteq [s]$ be the set of coordinates where $a$ takes value 1. Note that $g_i^j(a) = g(b^j)$ where $b^j$ denotes the indicator vector of $S^j \cap S$. As $g(0) = 1$ for any input $b$ of weight 1, we see that $g_i^j(a) = 1$ if $|S^j \cap S| = 1$. Hence, we have

$$\Pr_{g_i^j, \ldots, g_p^j} [g_i^j(a) = \cdots = g_p^j(a) = 0] \leq \Pr_{S^j_1, \ldots, S^j_p} \left[ \bigwedge_{j=1}^p |S^j_1 \cap S| \neq 1 \right] = \prod_{j=1}^p \Pr_{S^j} [|S^j \cap S| \neq 1],$$

where the last equality follows from the independence of the $S^j$'s.

Finally, note that for any $j$,

$$\Pr_{S^j} [|S_j^j \cap S| = 1] = \sum_{k \in S} \Pr_{S^j} \left[ k \in S^j_j \land \bigwedge_{k' \in S \setminus k} k' \not\in S^j_j \right] = t \cdot \frac{1}{2^t} \cdot \left( 1 - \frac{1}{2^t} \right)^{t-1} \geq \frac{1}{2^t} \left( 1 - \frac{1}{2^t} \right)^{2^t-1} \geq \frac{1}{2e},$$

where the first inequality follows from the fact that $t \in (2^{i-1}, 2^i]$ and the second from the standard fact that $(1 - 1/n)^n \geq 1/e$. Plugging the above into (4), we get

$$\Pr_{g_i^j, \ldots, g_p^j} [g_i^j(a) = \cdots = g_p^j(a) = 0] \leq \left( 1 - \frac{1}{2e} \right)^p \leq \frac{1}{10},$$

for a large enough constant $p$. In particular, for this $p$, the probability that OR$_d(g_i^j : i \in [t], j \in [p])$ evaluates to 0 is at most 1/10, completing the proof of the lemma.

**B Proof of the Random function lower bound (Lemma 17)**

The proof is via a counting argument.

We start with a standard argument, which follows from a simple averaging argument. If $F : \{0, 1\}^m \to \{0, 1\}$ has $(1/10)$-error probabilistic degree $d$, then for any probability distribution $\mu$ over $\{0, 1\}^m$, there is a polynomial $P$ of degree at most $d$ such that

$$\Pr_{a \sim \mu} [P(a) = F(a)] \geq \frac{9}{10}. \quad (5)$$

Conversely, if there is a probability distribution $\mu$ such that (5) does not hold for any polynomial of degree at most $d$, then $\mathrm{pdeg}(F) > d$. We will take the hard distribution to be the uniform distribution over $X$.

More precisely, call a function $g : X \to \{0, 1\}$ bad if there is a polynomial $P$ of degree at most $d$ that agrees with $g$ on at least $9|X|/10 = 9M/10$ points of $X$. Let $B$ be the set of bad functions. The reasoning above tells us that

$$\Pr_{F} [\mathrm{pdeg}_{1/10}(F) \leq d] \leq \Pr_{F} [F|_X \in B] = \frac{|B|}{2^{3M}}. \quad (6)$$

where for the latter inequality we have used the fact that the random variables $(F(x) : x \in X)$ are independently and uniformly distributed. Hence, it will suffice to bound $|B|$ to prove the lemma.
To bound the size of $\mathcal{B}$, it will suffice to give a short encoding of each element of $\mathcal{B}$. Fix any $g \in \mathcal{B}$ and a polynomial $P$ that agrees with $g$ on a set $X' \subseteq X$ such that $|X'| \geq 9M/10$. Note that $g$ can be specified by
1. The set $X'$.
2. The set of values of $g$ on $X \setminus X'$ (in some pre-determined order).
3. A polynomial $Q$ of degree at most $d$ that agrees with $g$ on $X'$ (specified as a list of coefficients of monomials).

Note that the number of choices for $X'$ is at most $\binom{M}{\geq 9M/10}$, which is bounded by $2^{H(1/10)M}$, where $H(\cdot)$ denotes the binary entropy function. Further, the number of possibilities for $g$ on $X \setminus X'$ is at most $2^{|X \setminus X'|} \leq 2^{M/10}$.

It remains to bound the number of possibilities for $Q$. A priori, it is not completely clear how to bound the number of $Q$ as the coefficients of $Q$ could be arbitrary real numbers. However, we note that if there is a polynomial $P$ that agrees with $g$ on $X'$, then there is also a $Q$ that satisfies this property, and furthermore, the coefficients of $Q$ are rational numbers of small bit complexity.

Formally, we will use the following lemma, which is an easy consequence of [24, Corollary 3.2d].

\[ \textbf{Lemma 21.} \text{ Consider a system of linear equations } Ax = b \text{ over the rational numbers, where } A \text{ is an } p \times q \text{ Boolean matrix, and } b \in \{0,1\}^p. \text{ Then, if the system has a real solution, it has a rational solution that can be specified (as a list of numerator-denominator pairs in binary) by at most } 10q^3 \text{ bits.} \]

To use the above lemma, consider the problem of finding a polynomial $Q$ of degree at most $d$ that agrees with $g$ at all points in $X'$. The coefficients of such a polynomial $Q$ solve a linear system of $p := |X'|$ many linear equations in $q := \binom{M}{\leq d}$ variables. By the existence of the polynomial $P$, this system has a solution. Thus by Lemma 21, we know that there is a solution of bit-complexity at most $10q^3 \leq m^d < M/10$. Therefore, we may always choose $Q$ from the set $\mathcal{Q}$ of polynomials of bit-complexity (as specified above) at most $M/10$. Note that $|\mathcal{Q}| \leq 2^{M/10}$ by definition.

Overall, this gives a complete specification of any given $g \in \mathcal{B}$. More precisely, we have given a 1-1 map $\tau : \mathcal{B} \rightarrow \mathcal{X} \times S \times \mathcal{Q}$, where $\mathcal{X}$ is the collection of subsets of $X$ of size at least $9M/10$, $S$ is the set of Boolean tuples of length $M/10$, and $\mathcal{Q}$ is the set of polynomials of degree at most $d$ of bit-complexity at most $M/10$. Hence, $|\mathcal{B}| \leq |\mathcal{X}| \cdot |S| \cdot |\mathcal{Q}| \leq 2^M(H(1/10)+1/10+1/10) \leq 2^{9M/10}$. Plugging this into (6), we get

\[ \Pr_{\mathcal{F}}[\text{deg}_{d/10}(\mathcal{F}) \leq d] \leq \frac{2^{9M/10}}{2^M} < \frac{1}{10}. \]

This finishes the proof of the lemma.
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1 Introduction

Spin systems are idealized models of a physical system in equilibrium which are utilized in statistical physics to study phase transitions. A phase transition occurs when there is a dramatic change in the macroscopic properties of the system resulting from a small (infinitesimal in the limit) change in one of the parameters defining the spin system. The macroscopic properties of the system manifest with the persistence (or lack thereof) of long-
range influences. There is a well-established mathematical theory connecting the absence of these influences to the fast convergence of Markov chains. In this paper, we study this connection on the regular tree, known as the Bethe lattice in statistical physics [7, 27].

The most well-studied example of a spin system is the ferromagnetic q-state Potts model, which contains the Ising model (q = 2) as a special case. The Potts model is especially important as fascinating phase transitions (first-order vs. second-order) are now understood rigorously in various contexts [5, 21, 20, 17, 18].

Given a graph $G = (V, E)$, configurations of the Potts model are assignments of spins $[q] = \{1, 2, \ldots, q\}$ to the vertices of $G$. The parameter $\beta > 0$ (corresponding to the inverse of the temperature of the system) controls the strength of nearest-neighbor interactions, and the probability of a configuration $\sigma \in [q]^V$ in the Gibbs distribution is such that

$$\mu(\sigma) = \mu_G(\sigma) = \frac{e^{-\beta D(\sigma)}}{Z},$$

where $D(\sigma) = \{\{v, w\} \in E : \sigma(v) \neq \sigma(w)\}$ denotes the set of bi-chromatic edges in $\sigma$, and $Z$ is the normalizing constant known as the partition function.

The Glauber dynamics is the simplest example of a Markov chain for sampling from the Gibbs distribution; it updates the spin at a randomly chosen vertex in each step. In many settings, as we detail below, the Glauber dynamics converges exponentially slow at low temperatures (large $\beta$) due to the local nature of its transitions and the long-range correlations in the Gibbs distribution. Of particular interest are thus “global” Markov chains such as the Swendsen-Wang (SW) dynamics [49, 23], which update a large fraction of the configuration in each step, thus potentially overcoming the obstacles that hinder the performance of the Glauber dynamics, and with steps that can be efficiently parallelized [4].

The SW dynamics utilizes a close connection between the Potts model and an alternative representation known as the random-cluster model. The random-cluster model is defined on subsets of edges and is not a spin system as the weight of a configuration depends on the global connectivity properties of the corresponding subgraph. The transitions of the SW dynamics take a spin configuration, transform it to a “joint” spin-edge configuration, perform a step in the joint space, and then map back to a Potts configuration. Formally, from a Potts configuration $\sigma_t \in [q]^V$, a transition $\sigma_t \to \sigma_{t+1}$ is defined as follows:

1. Let $M_t = M(\sigma_t) = E \setminus D(\sigma_t)$ denote the set of monochromatic edges in $\sigma_t$.
2. Independently for each edge $e = \{v, w\} \in M_t$, keep $e$ with probability $p = 1 - \exp(-\beta)$ and remove $e$ with probability $1 - p$. Let $A_t \subseteq M_t$ denote the resulting subset.
3. In the subgraph $(V, A_t)$, independently for each connected component $C$ (including isolated vertices), choose a spin $s_C$ uniformly at random from $[q]$ and assign to each vertex in $C$ the spin $s_C$. This spin assignment defines $\sigma_{t+1}$.

There are two standard measures of the convergence rate of a Markov chain. The mixing time is the number of steps to get within total variation distance $\leq 1/4$ of its stationary distribution from the worst starting state. The relaxation time is the inverse of the spectral gap of the transition matrix of the chain and measures the speed of convergence from a “warm start”. For approximate counting algorithms the relaxation time is quite useful as it corresponds to the “resample” time [30, 37, 35, 34]; see Section 2 for precise definitions and how these two notions relate to each other.

There has been great progress in formally connecting phase transitions with the convergence rate of the Glauber dynamics. Notably, for the $d$-dimensional integer lattice $\mathbb{Z}^d$, a series of works established that a spatial mixing property known as strong spatial mixing (SSM)
implies $O(n \log n)$ mixing time of the Glauber dynamics [39, 15, 22]. Roughly speaking, SSM says that correlations decay exponentially fast with the distance and is also known to imply optimal mixing and relaxation times of the SW dynamics on $\mathbb{Z}^d$ [9, 8]. These techniques utilizing SSM are particular to the lattice and do not extend to non-amenable graphs (i.e., those whose boundary and volume are of the same order). The $d$-ary complete tree, which is the focus of this paper, is the prime example of a non-amenable graph.

On the regular $d$-ary tree, there are two fundamental phase transitions: the uniqueness threshold $\beta_u$ and the reconstruction threshold $\beta_r$. The smaller of these thresholds $\beta_u$ corresponds to the uniqueness/non-uniqueness phase transition of the Gibbs measure on the infinite $d$-ary tree, and captures whether the worst-case boundary configuration (i.e., a fixed configuration on the leaves of a finite tree) has an effect or not on the spin at the root (in the limit as the height of the tree grows). The second threshold $\beta_r$ is the reconstruction/non-reconstruction phase transition, marking the divide on whether or not a random boundary condition (in expectation) affects the spin of the root.

There is a large body of work on the interplay between these phase transitions and the speed of convergence of the Glauber dynamics on the complete $d$-ary tree [41, 40, 6], and more generally on bounded degree graphs [44, 28, 13]. Our main contributions in this paper concern instead the speed of convergence of the SW dynamics on trees, how it is affected by these phase transitions, and the effects of the boundary condition.

Martinelli, Sinclair, and Weitz [40, 41] introduced a pair of spatial mixing (decay of correlation) conditions called Variance Mixing (VM) and Entropy Mixing (EM) which capture the exponential decay of point-to-set correlations. More formally, the VM and EM conditions hold when there exist constants $\ell > 0$ and $\varepsilon = \varepsilon(\ell)$ such that, for every vertex $v \in T$, the influence of the spin at $v$ on the spins of the vertices at distance $\geq \ell$ from $v$ in the subtree $T_v$ rooted at $v$ decays by a factor of at least $\varepsilon$. For the case of VM, this decay of influence is captured in terms of the variance of any function $g$ that depends only on the spins of the vertices in $T_v$ at distance $\geq \ell$ from $v$; specifically, when conditioned on the spin at $v$, the conditional variance of $g$ is (on average) a factor $\varepsilon$ smaller than the unconditional variance; see Definition 7 in Section 3 for the formal definition. EM is defined analogously, with variance replaced by entropy; see Definition 15.

It was established in [40, 41] that VM and EM imply optimal bounds on the convergence rate of the Glauber dynamics on trees. We obtain optimal bounds for the speed of convergence of the SW dynamics under the same VM and EM spatial mixing conditions.

- **Theorem 1.** For all $q \geq 2$ and $d \geq 3$, for the $q$-state ferromagnetic Ising/Potts model on an $n$-vertex complete $d$-ary tree, Variance Mixing implies that the relaxation time of the Swendsen-Wang dynamics is $\Theta(1)$.

- **Theorem 2.** For all $q \geq 2$ and $d \geq 3$, for the $q$-state ferromagnetic Ising/Potts model on an $n$-vertex complete $d$-ary tree, Entropy Mixing implies that the mixing time of the Swendsen-Wang dynamics is $O(\log n)$.

The VM condition is strictly weaker (i.e., easier to satisfy) than the EM condition, but, at the moment, EM is known to hold in the same parameter regimes as VM. The relaxation time bound in Theorem 1 is weaker than the mixing time bound in Theorem 2. We also show that the mixing time in Theorem 2 is asymptotically the best possible.

- **Theorem 3.** For all $q \geq 2$, $d \geq 3$ and any $\beta > 0$, the mixing time of the SW dynamics on an $n$-vertex complete $d$-ary tree is $\Omega(\log n)$ for any boundary condition.

We remark that the mixing time lower bound in Theorem 3 applies to all inverse temperatures $\beta$ and all boundary conditions.
The VM and EM conditions are properties of the Gibbs distribution induced by a specific boundary condition on the leaves of the tree; this contrasts with other standard notions of decay of correlations such as SSM on $\mathbb{Z}^d$. This makes these conditions quite suitable for understanding the speed of convergence of Markov chains under different boundary conditions. For instance, [40, 41] established VM and EM for all boundary conditions provided $\beta < \max\{\beta_u, \frac{1}{2} \ln\left(\frac{\sqrt{d} + 1}{\sqrt{d} - 1}\right)\}$ and for the monochromatic (e.g., all-red) boundary condition for all $\beta$. Consequently, we obtain the following results.

**Theorem 4.** For all $q \geq 2$ and $d \geq 3$, for the $q$-state ferromagnetic Ising/Potts model on an $n$-vertex complete $d$-ary tree, the relaxation time of the Swendsen-Wang dynamics is $\Theta(1)$ and its mixing time is $\Theta(\log n)$ in the following cases:

1. the boundary condition is arbitrary and $\beta < \max\{\beta_u, \frac{1}{2} \ln\left(\frac{\sqrt{d} + 1}{\sqrt{d} - 1}\right)\}$;

2. the boundary condition is monochromatic and $\beta$ is arbitrary.

Part (i) of this theorem provides optimal mixing and relaxation times bounds for the SW dynamics under arbitrary boundaries throughout the uniqueness region $\beta < \beta_u$. In fact, $\beta_u < \frac{1}{2} \ln\left(\frac{\sqrt{d} + 1}{\sqrt{d} - 1}\right)$ when $q \leq 2(\sqrt{d} + 1)$ and thus our bound extends to the non-uniqueness region for many combinations of $d$ and $q$. We note that while the value of the uniqueness threshold $\beta_u$ is known, it does not have a closed form (see [31, 10]). In contrast, the reconstruction threshold $\beta_r$ is not known for the Potts model [47, 43], but one would expect that part (i) holds for all $\beta < \beta_r$; analogous results are known for the Glauber dynamics for other spin systems where more precise bounds on the reconstruction threshold have been established [6, 45, 48].

Previously, only a poly$(n)$ bound was known for the mixing time of the SW dynamics for arbitrary boundary conditions [50, 6]. This poly$(n)$ bound holds for every $\beta$, but the degree of the polynomial bounding the mixing time is quite large (grows with $\beta$); our bound in part (i) is thus a substantial improvement.

In regards to part (ii) of the theorem, we note that our bound holds for all $\beta$, including the whole low-temperature region. The only other case where tight bounds for the SW dynamics are known for the full low-temperature regime is on the geometrically simpler complete graph [25, 12].

Previous (direct) analysis of the speed of convergence of the SW dynamics on trees focused exclusively on the special case of the free boundary condition [33, 16], where the dynamics is much simpler as the corresponding random-cluster model is trivial (reduces to independent bond percolation); this was used by Huber [33] to establish $O(\log n)$ mixing time of the SW dynamics for all $\beta$ for the special case of the free boundary condition.

We comment briefly on our proof methods next; a more detailed exposition of our approach is provided later in this introduction. The results in [40, 41] use the VM and EM condition to deduce optimal bounds for the relaxation and mixing times of the Glauber dynamics; specifically, they analyze its spectral gap and log-Sobolev constant. Their methods do not extend to the SW dynamics. It can be checked, for example, that the log-Sobolev constant for the SW dynamics is $\Theta(n^{-1})$, and thus the best possible mixing time one could hope to obtain with such an approach would be $O(n \log n)$. For Theorem 2, we utilize instead new tools introduced by Caputo and Parisi [14] to establish a (block) factorization of entropy. This factorization allows to get a handle on the modified log-Sobolev constant for the SW dynamics. For Theorem 1, the main novelty in our approach is a new spectral interpretation of the VM condition that facilitates a factorization of variance, similar to the factorization of entropy from [14]. Lastly, the lower bound from Theorem 3 is obtained by adapting the framework of Hayes and Sinclair [32] to the SW setting using recent ideas from [8].
Finally, we mention that part (ii) of Theorem 4 has interesting implications related to the speed of convergence of random-cluster model Markov chains on trees under the wired boundary condition. That is, all the leaves are connected through external or “artificial” wirings. The case of the wired boundary condition is the most studied version of the random-cluster model on trees (see, e.g., [31, 36]) since, as mentioned earlier, the model is trivial under the free boundary. The random-cluster model, which is parameterized by \( p \in (0, 1) \) and \( q > 0 \) (see [24, 1] for its definition), is intimately connected to the ferromagnetic \( q \)-state Potts model when \( q \geq 2 \) is an integer and \( p = 1 - \exp(-\beta) \). In particular, there is a variant of SW dynamics for the random-cluster model (by observing the edge configuration after the second step of the chain).

Another standard Markov chain for the random-cluster model is the heat-bath (edge) dynamics, which is the analog of the Glauber dynamics on spins for random-cluster configurations. Our results for the random-cluster dynamics are the following.

\[ \text{Theorem 5.} \quad \text{For all integer } q \geq 2, \quad p \in (0, 1), \quad \text{and } d \geq 3, \quad \text{for the random-cluster model on an } n \text{-vertex complete } d \text{-ary tree with wired boundary condition, the mixing time of the Swendsen-Wang dynamics is } O(\log n). \quad \text{In addition, the mixing time of the heat-bath edge dynamics for the random-cluster model is } O(n \log n). \]

To prove these results, we use a factorization of entropy in the joint spin-edge space, as introduced in [8]; they cannot be deduced from the mixing time bounds for the Glauber dynamics for the Potts model in [40, 41].

Our final result shows that while random-cluster dynamics mix quickly under the wired boundary condition, there are random-cluster boundary conditions that cause an exponential slowdown for both the SW dynamics and the heat-bath edge dynamics for the random-cluster model.

\[ \text{Theorem 6.} \quad \text{For all } q \geq 2, \quad \text{all } d \geq 3, \quad \text{consider the random-cluster model on an } n \text{-vertex complete } d \text{-ary tree. Then, there exists } p \in (0, 1) \quad \text{and a random-cluster boundary condition such that the mixing times of the Swendsen-Wang dynamics and of the heat-bath edge dynamics is } \exp(\Omega(\sqrt{n})). \]

We prove this result extending ideas from [11]. In particular, we prove a general theorem that allows us to transfer slow mixing results for the edge dynamics on other graphs to the tree, for a carefully constructed tree boundary condition and a suitable \( p \). To proof this results we use the random-cluster boundary condition to embed an arbitrary graph \( G \) on the tree; a set with bad conductance for the chain on \( G \) is then lifted to the tree. Theorem 6 then follows from any of the known slow mixing results for the edge dynamics [29, 26, 50].

Our techniques. Our first technical contribution is a reinterpretation and generalization of the VM condition as a bound on the second eigenvalue of a certain stochastic matrix which we denote by \( P_{\uparrow}P_{\downarrow} \). The matrices \( P_{\uparrow} \) and \( P_{\downarrow} \) are distributional matrices corresponding to the distribution at a vertex \( v \) given the spin configuration of the set \( S_v \) of all its descendants at distance at least \( \ell \) and vice versa. These matrices are inspired by the recent results in [2, 3] utilizing high-dimensional expanders; see Section 3 for their precise definitions.

Our new spectral interpretation of the VM condition allows us to factorize it and obtain an equivalent global variant we call Parallel Variance Mixing (PVM). While the VM condition signifies the exponential decay with distance of the correlations between a vertex \( v \) and the set \( S_v \) (and is well-suited for the analysis of local Markov chains), the PVM condition captures instead the decay rate of set-to-set correlations between the set of all the vertices.
at a fixed level of the tree and the set of all their descendants at distance at least \( \ell \). The PVM condition facilitates the analysis of a block dynamics with a constant number of blocks each of linear volume. We call this variant of block dynamics the *tiled block dynamics* as each block consists of a maximal number of non-intersecting subtrees of constant size (i.e., a *tiling*); see Figure 1. We use the PVM condition to show that the spectral gap of the tiled block dynamics is \( \Omega(1) \), and a generic comparison between the block dynamics and the SW dynamics yields Theorem 1.

Our proof of Theorem 2 follows a similar strategy. We first obtain a global variant of the EM condition, analogous to the PVM condition but for entropy. For this, we use a recent result of Caputo and Parisi [14]. From this global variant of the EM condition we deduce a factorization of entropy into the even and odd subsets of vertices. (The parity of a vertex is that of its distance to the leaves of the tree.) The even-odd factorization of entropy was recently shown in [8] to imply \( O(\log n) \) mixing of the SW on general bipartite graphs.

**Paper organization.** The rest of the paper is organized as follows. Section 2 contains some standard definitions and facts we use in our proofs. In Sections 3 and 4 we prove Theorems 1 and 2, respectively. Our general comparison result between the SW dynamics and the block dynamics, our results for the random-cluster model dynamics, and our lower bound for the SW dynamics (Theorem 3) are proved in the full version of this paper [1].

## 2 Preliminaries

We introduce some notations and facts that are used in the remainder of the paper.

**The Potts model on the \( d \)-ary tree.** For \( d \geq 2 \), let \( T^d = (V, E) \) denote the rooted infinite \( d \)-ary tree in which every vertex (including the root) has exactly \( d \) children. We consider the complete finite subtree of \( T^d \) of height \( h \), which we denote by \( T = T_h^d = (V(T), E(T)) \). We use \( \partial T \) to denote the external boundary of \( T \); i.e., the set of vertices in \( V \setminus V(T) \) incident to the leaves of \( T \). We identify subgraphs of \( T \) with their vertex sets. In particular, for \( A \subseteq V(T) \) we use \( E(A) \) for the edges with both endpoints in \( A \), \( \partial A \) for the external boundary of \( A \) (i.e., the vertices in \((T \cup \partial T) \setminus A \)) adjacent to \( A \), and, with a slight abuse of notation, we write \( A \) also for the induced subgraph \((A, E(A))\). When clear from context, we simply use \( T \) for the vertex set \( V(T) \).

A configuration of the Potts model is an assignment of spins \([q] = \{1, \ldots, q\} \) to the vertices of the graph. For a fixed spin configuration \( \tau \) on the infinite tree \( T^d \), we use \( \Omega^\tau = [q]^{T \cup \partial T} \) to denote the set of configurations of \( T \) that agree with \( \tau \) on \( \partial T \). Hence, \( \tau \) specifies a boundary condition for \( T \). More generally, for any \( A \subseteq T \) and any \( \eta \in \Omega^\tau \), let \( \Omega_A^\tau \subseteq \Omega^\tau \) denote the set of configurations of \( T \) that agree with \( \eta \) on \((T \cup \partial T) \setminus A \). We use \( \mu_A^\eta \) to denote the Gibbs distribution over \( \Omega_A^\tau \), so for \( \sigma \in \Omega_A^\tau \) we have

\[
\mu_A^\eta(\sigma) := \frac{1}{Z} \exp \left( -\beta \sum_{\{u,v\} \in E(A \cup \partial A)} \mathbb{1}(\sigma_u \neq \sigma_v) \right),
\]

where \( Z \) is a normalizing constant (or partition function). For \( \sigma \notin \Omega_A^\tau \), we set \( \mu_A^\eta(\sigma) = 0 \).

**The tiled block dynamics.** Let \( U = \{U_1, \ldots, U_r\} \) be a collection of subsets (or blocks) such that \( T = \bigcup U_i \). The (heat-bath) block dynamics with blocks \( U \) is a standard Markov chain for the Gibbs distribution \( \mu_U^\tau \). If the configuration at time \( t \) is \( \sigma_t \), the next configuration \( \sigma_{t+1} \) is generated as follows:
We consider a special choice of blocks, where each block is a disjoint union of small subtrees with blocks \( B(v, \ell) \). The set \( T_j \) of vertices of \( T \) that are distance exactly \( i \) from the boundary \( \partial T \); in particular, \( L_0 = \emptyset \) and \( L_{h+1} = L \) contains only the root of \( T \). (It will be helpful to define \( L_i = \emptyset \) for \( i < 0 \) or \( i > h+1 \).) Let \( F_i = \bigcup_{j \leq L_i} \) be the set of vertices at distance at most \( i \) from \( \partial T \); then \( F_0 = \emptyset \) and \( F_{h+1} = T \). We further define \( F_i = \emptyset \) for \( i < 0 \) and \( F_i = T \) for \( i > h+1 \). For each \( i \in \mathbb{N}^+ \) let

\[
B_i^j = F_i \setminus F_{i-\ell} = \bigcup_{i-\ell < j \leq i} L_j. \tag{2}
\]

In words, \( B_i^j \) is the collection of all the subtrees of \( T \) of height \( \ell - 1 \) with roots at distance exactly \( i \) from \( \partial T \); see Figure 1(b). Finally, for each \( 1 \leq j \leq \ell + 1 \), we define

\[
T_j^\ell = \bigcup_{0 \leq k \leq \ell+k+1} B_j^k. \tag{3}
\]

The set \( T_j^\ell \) contains all the subtrees of \( T \) whose roots are at distance \( j + k(\ell + 1) \) from \( \partial T \) for some non-negative integer \( k \); the height of each subtree (except the top and bottom ones) is \( \ell - 1 \). Also notice that all the subtrees in \( T_j^\ell \) are at (graph) distance at least 2 from each other, and thus they create a tiling pattern over \( T \). Therefore, we call the block dynamics with blocks \( \mathcal{U} = \{ T_1^\ell, \ldots, T_{\ell+1}^\ell \} \) the tiling block dynamics; see Figure 1(c). The transition matrix of the tiled block dynamics is denoted by \( P^\tau \).

**Mixing and relaxation times.** Let \( P \) be the transition matrix of an ergodic Markov chain over a finite set \( \Phi \) with stationary distribution \( \nu \). We use \( P^t(X_0, \cdot) \) to denote the distribution of the chain after \( t \) steps starting from \( X_0 \in \Phi \). The mixing time of \( P \) is defined as

\[
\tau_{\text{mix}}(P) = \max_{\lambda_0 \in \Phi} \min\{ t \geq 0 : \| P^t(X_0, \cdot) - \nu \|_{TV} \leq 1/4 \},
\]

where \( \| \cdot \|_{TV} \) denotes total variation distance.

When \( P \) is reversible, its spectrum is real and we let \( 1 = \lambda_1 > \lambda_2 \geq \ldots \geq \lambda_{|\Phi|} \geq -1 \) denote its eigenvalues (1 > \( \lambda_2 \) when \( P \) is irreducible). The absolute spectral gap of \( P \) is defined by \( \text{gap}(P) = 1 - \lambda^* \), where \( \lambda^* = \max\{ |\lambda_2|, |\lambda_{|\Phi|}| \} \). If \( P \) is ergodic (i.e., irreducible and aperiodic), then \( \text{gap}(P) > 0 \), and it is a standard fact that if \( \nu_{\min} = \min_{x \in \Phi} \nu(x) \), then

\[
(\text{gap}(P)^{-1} - 1) \log 2 \leq \tau_{\text{mix}}(P) \leq \text{gap}(P)^{-1} \log (4\nu_{\min}^{-1}); \tag{4}
\]

see [38]. The relaxation time of the chain is defined as \( \text{gap}(P)^{-1} \).
Analytic tools. We review next some useful tools from functional analysis; we refer the reader to [42, 46] for more extensive background. We can endow $\mathbb{R}^\Phi$ with the inner product $(f, g)_\nu = \sum_{x \in \Phi} f(x)g(x)\nu(x)$ for two functions $f, g : \Phi \to \mathbb{R}$. The resulting Hilbert space is denoted by $L_2(\nu) = (\mathbb{R}^\Phi, (\cdot, \cdot)_\nu)$ and $P$ defines an operator from $L_2(\nu)$ to $L_2(\nu)$.

Let $1 : \Phi \to \mathbb{R}$ be the constant “all 1” function (i.e., $1(x) = 1 \forall x \in \Phi$) and let $I$ denote the identity mapping over all functions (i.e., $If = f$ for all $f : \Phi \to \mathbb{R}$). We then define:

$$E_\nu(f) = \sum_{x \in \Phi} f(x)\nu(x) = (f, 1)_\nu,$$

$$\text{Var}_\nu(f) = E_\nu(f^2) - E_\nu(f)^2 = (f, (I - 1\nu)f)_\nu$$

as the expectation and variance of the function $f$ with respect to (w.r.t.) the measure $\nu$. Likewise, for a function $f : \Omega \to \mathbb{R}_{\geq 0}$ we define the entropy of $f$ with respect to $\nu$ as $\text{Ent}_\nu(f) = E_\nu[f \log \left(\frac{f}{E_\nu(f)}\right)]$.

Often, we will consider $\nu$ to be the conditional Gibbs distribution $\nu^A_\eta$ for some $A \subseteq T$ and $\eta \in \Omega$. In those cases, to simplify the notation, we shall write $E_\nu^A(f)$ for $E_{\nu^A_\eta}(f)$, $\text{Var}_\nu^A(f)$ for $\text{Var}_{\nu^A_\eta}(f)$, and $\text{Ent}_\nu^A(f)$ for $\text{Ent}_{\nu^A_\eta}(f)$.

The Dirichlet form of a reversible Markov chain with transition matrix $P$ is defined as

$$\mathcal{E}_P(f, g) = (f, (I - P)f)_\nu = \frac{1}{2} \sum_{x, y \in \Phi} \nu(x)P(x, y)(f(x) - f(y))^2,$$

for any $f : \Phi \to \mathbb{R}$. We say $P$ is positive semidefinite if $(f, Pf)_\nu \geq 0$ for all functions $f : \Phi \to \mathbb{R}$. In this case $P$ has only nonnegative eigenvalues. If $P$ is positive semidefinite, then the absolute spectral gap of $P$ satisfies

$$\text{gap}(P) = 1 - \lambda_2 = \inf_{f : \Phi \to \mathbb{R} \setminus \{1\}} \frac{\mathcal{E}_P(f, f)}{\text{Var}_\nu(f)}.$$

### 3 Variance Mixing implies fast mixing: Proof of Theorem 1

We start with the formal definition of the Variance Mixing (VM) condition introduced by Martinelli, Sinclair and Weitz [40]. Throughout this section, we consider the Potts model on the $n$-vertex $d$-ary complete tree $T = T^n_d$ with a fixed boundary condition $\tau$; hence, for ease of notation we set $\mu := \nu^\tau_\eta$ and $\Omega := \Omega^\tau$.

For $v \in T$, let $T_v$ denote the subtree of $T$ rooted at $v$. For boundary condition $\eta \in \Omega$ and a function $g : \Omega^\tau_v \to \mathbb{R}$, we define the function $g_v : [q] \to \mathbb{R}$ as the conditional expectation

$$g_v(a) = E_{T_v}^\eta[g \mid \sigma_v = a] = \sum_{\sigma \in \Omega^\tau_v, \sigma_v = a} \mu^\tau_{T_v}(\sigma \mid \sigma_v = a)g(\sigma).$$

In words, $g_v(a)$ is the conditional expectation of the function $g$ under the distribution $\mu^\tau_{T_v}$, given that the root of $T_v$ (i.e., the vertex $v$) is set to spin $a \in [q]$. We also consider the expectation and variance of $g_v$ w.r.t. the projection of $\mu^\tau_{T_v}$ on $v$. In particular,

$$E_{T_v}^\eta[g_v] = \sum_{a \in [q]} \mu^\tau_{T_v}(\sigma_v = a)g_v(a) = E_{T_v}^\eta[g],$$

$$\text{Var}_{T_v}^\eta[g_v] = E_{T_v}^\eta[g_v^2] - E_{T_v}^\eta[g_v]^2.$$

For an integer $\ell \geq 1$, we define $B(v, \ell)$ as the set of vertices of $T_v$ that are at distance less than $\ell$ from $v$; see Figure 1(a). We say that the function $g : \Omega^\tau_v \to \mathbb{R}$ is independent of the configuration on $B(v, \ell)$ if for all $\sigma, \sigma' \in \Omega^\tau_v$ such that $\sigma(B(v, \ell)) \neq \sigma'(B(v, \ell))$ and $\sigma(T_v \setminus B(v, \ell)) = \sigma'(T_v \setminus B(v, \ell))$, we have $g(\sigma) = g(\sigma')$. We can now define VM.
Definition 7 (Variance Mixing (VM)). The Gibbs distribution $\mu = \mu_T^\tau$ satisfies VM($\ell, \varepsilon$) if for every $v \in T$, every $\eta \in \Omega$, and every function $g : \Omega^2_{v,T} \to \mathbb{R}$ that is independent of the configuration on $B(v, \ell)$, we have $\text{Var}_{T}^{\eta} (g_v) \leq \varepsilon \cdot \text{Var}_{T}^{\eta} (g)$. We say that the VM condition holds if there exist constants $\ell$ and $\varepsilon = \varepsilon(\ell)$ such that VM($\ell, \varepsilon$) holds.

The VM condition is a spatial mixing property that captures the rate of decay of correlations, given by $\varepsilon = \varepsilon(\ell)$, with the distance $\ell$ between $v \in T$ and the set $T_v \setminus B(v, \ell)$. To see this, note that, roughly speaking, $\text{Var}_{T}^{\eta} (g_v)$ is small when $g_v(a) = \mathbb{E}_{T}^{\eta} [g | \sigma_v = a]$ is close to $g_v(b) = \mathbb{E}_{T}^{\eta} [g | \sigma_v = b]$ for every $a \neq b$. Since $g$ is independent of the configuration on $B(v, \ell)$, this can only happen if the spin at $v$, which is at distance $\ell$ from $T_v \setminus B(v, \ell)$, has only a small influence on the projections of the conditional measures $\mu_{T,a}^\tau (\cdot | \sigma_v = a)$, $\mu_{T,b}^\tau (\cdot | \sigma_v = b)$ to $T_v \setminus B(v, \ell)$.

It was established in [40, 41] that VM implies optimal mixing of the Glauber dynamics; this was done by analyzing a block dynamics that updates one random block $B(v, \ell)$ in each step. This block dynamics behaves similarly to the Glauber dynamics since all blocks are of constant size, and there are a linear number of them; see [40, 41] for further details.

Our goal here is to establish optimal mixing of global Markov chains, and thus we require a different spatial mixing condition that captures decay of correlations in a more global manner. For this, we introduce the notion of Parallel Variance Mixing (PVM). Recall that for $0 \leq i \leq h + 1$, $L_i$ is the set all vertices at distance exactly $i$ from the boundary $\partial T$, $F_i = \bigcup_{j \leq i} F_j$, and $B^\ell_i = F_i \setminus F_{i-\ell}$; see Figures 1(b) and 1(c).

For $1 \leq i \leq h + 1$, $\eta \in \Omega$ and $g : \Omega_{v,F}^\eta \to \mathbb{R}$, consider the function $g_{L,i} : [q]^{L_i} \to \mathbb{R}$ given by

$$g_{L,i}(\xi) = \mathbb{E}_{F_i}^\eta [g | \sigma_{L_i} = \xi] = \sum_{\sigma \in \Omega_{F_i}^\eta, \sigma_{L_i} = \xi} \mu_{F_i}^\eta (\sigma | \sigma_{L_i} = \xi) g(\sigma),$$

for $\xi \in [q]^{L_i}$. That is, $g_{L,i}(\xi)$ is the conditional expectation of function $g$ under the distribution $\mu_{F_i}^\eta$ conditioned on the configuration of the level $L_i$ being $\xi$. Thus, we may consider the expectation and variance of $g_{L,i}$ w.r.t. the projection of $\mu_{F_i}^\eta$ to $L_i$; namely, $\mathbb{E}_{F_i}^\eta [g_{L,i}] = \mathbb{E}_{F_i}^\eta [g]$ and $\text{Var}_{F_i}^\eta [g_{L,i}] = \mathbb{E}_{F_i}^\eta [g_{L,i}^2] - \mathbb{E}_{F_i}^\eta [g_{L,i}]^2$. The PVM condition is defined as follows.

Definition 8 (Parallel Variance Mixing (PVM)). The Gibbs distribution $\mu = \mu_T^\tau$ satisfies PVM($\ell, \varepsilon$) if for every $1 \leq i \leq h + 1$, every $\eta \in \Omega$, and every function $g : \Omega_{v,F}^\eta \to \mathbb{R}$ that is independent of the configuration on $B^\ell_i$, we have $\text{Var}_{F_i}^\eta (g_{L,i}) \leq \varepsilon \cdot \text{Var}_{F_i}^\eta (g)$. The PVM condition holds if there exist constants $\ell$ and $\varepsilon = \varepsilon(\ell)$ such that PVM($\ell, \varepsilon$) holds.

PVM is a natural global variant of VM since $F_i = \bigcup_{v \in L_i} T_v$, and $B^\ell_i = \bigcup_{v \in L_i} B(v, \ell)$. We can show that the two properties are actually equivalent.

Theorem 9. For every $\ell \in \mathbb{N}^+$ and $\varepsilon \in (0, 1)$, the Gibbs distribution $\mu$ satisfies VM($\ell, \varepsilon$) if and only if $\mu$ satisfies PVM($\ell, \varepsilon$).

In order to show the equivalence between VM and PVM, we introduce a more general spatial mixing condition which we call General Variance Mixing (GVM). We define GVM for general product distributions (see Definition 12) and reinterpret VM and PVM as special cases of this condition. This alternative view of VM and PVM in terms of GVM is quite useful since we can recast the GVM condition as a bound on the spectral gap of a certain Markov chain; this is one key insight in the proof of Theorem 5 and is discussed in detail in Section 3.1.

Now, while VM implies optimal mixing of the Glauber dynamics, we can show that PVM implies a constant bound on the spectral gap of the tiled block dynamics. Recall that this is the heat-bath block dynamics with block collection $\mathcal{U} = \{T^\ell_1, \ldots, T^\ell_{h+1}\}$ defined in Section 2.
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**Theorem 10.** If there exist $\ell \in \mathbb{N}^+$ and $\delta \in (0,1)$ such that $\mu = \mu_\ell^\gamma$ satisfies $\text{PVM}(\ell, \varepsilon)$ for $\varepsilon = \frac{1-\gamma}{2(\ell+1)}$, then the relaxation time of the tiled block dynamics is at most $2(\ell+1)/\delta$.

To prove Theorem 10, we adapt the methods from [40, 41] to our global setting. Our result for the spectral gap of the SW dynamics (Theorem 1) is then obtained through comparison with the tiled block dynamics. We prove the following comparison result between the SW dynamics and a large class of block dynamics, which could be of independent interest.

**Theorem 11.** Let $\mathcal{D} = \{D_1, \ldots, D_m\}$ be such that $D_i \subseteq T$ and $\cup_{i=1}^m D_i = T$. Suppose that each block $D_k$ is such that $D_k = \cup_{j=1}^{k_2} D_{kj}$ where $\text{dist}(D_{kj}, D_{kj'}) \geq 2$ for every $j \neq j'$ and let $\text{vol}(\mathcal{D}) = \max_{k,j} |D_{kj}|$. Let $\mathbf{B}_\mathcal{D}$ be the transition matrix of the (heat-bath) block dynamics with blocks $\mathcal{D}$ and let $\text{SW}$ denote the transition matrix for the SW dynamics. Then, $\text{gap} (\text{SW}) \geq \exp(-O(\text{vol}(\mathcal{D}))) \cdot \text{gap} (\mathbf{B}_\mathcal{D})$.

The blocks of the tiled block dynamics satisfy all the conditions in this theorem, and, in addition, $\text{vol}(\mathcal{D}) = O(1)$. Hence, combining all the results stated in this section, we see that Theorem 1 from introduction follows.

**Proof of Theorem 1.** Follows from Theorems 9–11.

### 3.1 Equivalence between VM and PVM: Proof of Theorem 9

In this section we establish the equivalence between VM and PVM. We start with the definition of General Variance Mixing (GVM). Let $\Phi$ and $\Psi$ be two finite sets and let $\rho(\cdot, \cdot)$ be an arbitrary joint distribution supported on $\Phi \times \Psi$. Denote by $\nu$ and $\pi$ the marginal distributions of $\rho$ over $\Phi$ and $\Psi$, respectively. That is, for $x \in \Phi$ we have $\nu(x) = \sum_{y \in \Psi} \rho(x, y)$, and for $y \in \Psi$ we have $\pi(y) = \sum_{x \in \Phi} \rho(x, y)$. We consider two natural matrices associated to $\rho$. For $x \in \Phi$ and $y \in \Psi$, define

$$
P^\uparrow(x,y) = \frac{\rho(x,y)}{\nu(x)}, \quad \text{and} \quad P^\downarrow(y,x) = \frac{\rho(x,y)}{\pi(y)}; \quad (8)
$$

$P^\uparrow$ is a $|\Phi| \times |\Psi|$ matrix while $P^\downarrow$ is a $|\Psi| \times |\Phi|$ matrix. In addition, observe that $P^\uparrow P^\downarrow$ and $P^\downarrow P^\uparrow$ are transition matrices of Markov chains reversible w.r.t. $\nu$ and $\pi$, respectively.

**Definition 12 (GVM for $\rho$).** We say that the joint distribution $\rho$ satisfies $\text{GVM}(\varepsilon)$ if for every function $f : \Phi \to \mathbb{R}$ we have $\text{Var}_\nu(P^\downarrow f) \leq \varepsilon \cdot \text{Var}_\nu(f)$.

One key observation in our proof is that the GVM condition can be expressed in term of the spectral gaps of the matrices $P^\uparrow P^\downarrow$ and $P^\downarrow P^\uparrow$.

**Lemma 13.** The joint distribution $\rho$ satisfies $\text{GVM}(\varepsilon)$ if and only if $\text{gap}(P^\uparrow P^\downarrow) = \text{gap}(P^\downarrow P^\uparrow) \geq 1 - \varepsilon$.

Before providing the proof of Lemma 13, we recall the definition of the adjoint operator. Let $S_1$ and $S_2$ be two Hilbert spaces with inner products $\langle \cdot, \cdot \rangle_{S_1}$ and $\langle \cdot, \cdot \rangle_{S_2}$ respectively, and let $K : S_2 \to S_1$ be a bounded linear operator. The adjoint of $K$ is the unique operator $K^* : S_1 \to S_2$ satisfying $\langle f, Kg \rangle_{S_2} = \langle K^*f, g \rangle_{S_2}$ for all $f \in S_1$ and $g \in S_2$. When $S_1 = S_2$, $K$ is called self-adjoint if $K = K^*$. We can now provide the proof of Lemma 13.

**Proof of Lemma 13.** It is straightforward to check that $P^\uparrow 1 = 1$, $P^\downarrow 1 = 1$, $\nu P^\uparrow = \pi$, $\pi P^\downarrow = \nu$, and that the operator $P^\uparrow : L_2(\pi) \to L_2(\nu)$ is the adjoint of the operator $P^\downarrow : L_2(\nu) \to L_2(\pi)$. Hence, both $P^\uparrow P^\downarrow$ and $P^\downarrow P^\uparrow$ are positive semidefinite and have the same multiset of non-zero eigenvalues. Now, for $f : \Phi \to \mathbb{R}$, we have

$$
\text{Var}_\pi(P^\downarrow f) = \langle P^\downarrow f, (I - 1\pi)P^\downarrow f \rangle_\pi = \langle f, P^\uparrow(I - 1\pi)P^\downarrow f \rangle_\nu = \langle f, P^\uparrow P^\downarrow f \rangle_\nu - \langle f, 1\nu f \rangle_\nu.
$$
Therefore, \( \text{Var}_\nu(P^i f) \leq \varepsilon \cdot \text{Var}_\nu(f) \) holds if and only if
\[
\langle f, P^i P^i f \rangle_\nu - \langle f, 1 \nu f \rangle_\nu \leq \varepsilon \cdot \langle (f, f) \rangle_\nu - \langle f, 1 \nu f \rangle_\nu
\]
\[
\iff \langle f, (I - P^i P^i) f \rangle_\nu \geq (1 - \varepsilon) \cdot \langle f, (I - 1 \nu) f \rangle_\nu
\]
\[
\iff \varepsilon P^i P^i(f, f) \geq (1 - \varepsilon) \cdot \text{Var}_\nu(f).
\]
The lemma then follows from (6).

We provide next the proof of Theorem 9, which follows from Lemma 13 and interpretations of VM and PVM by GVM. Given \( F = A \cup B \subseteq T \) and \( \eta \in \Omega \), let \( P^i = (P^i_B)_{A \setminus B} \) denote the \( q^{[A \setminus B]} \times q^{[B \setminus A]} \) stochastic matrix indexed by the configurations on the sets \( A \setminus B \) and \( B \setminus A \), such that for \( \xi \in [q]^{A \setminus B} \) and \( \xi' \in [q]^{B \setminus A} \) we have \( P^i(\xi, \xi') = P^i_B(\sigma_{A \setminus B} = \xi' \mid \sigma_{A \setminus B} = \xi) \).

In words, \( P^i \) corresponds to the transition matrix that given the configuration \( \xi \) in \( A \setminus B \) updates the configuration in \( B \setminus A \) from the conditional distribution \( P^i_B(\cdot \mid \xi) \).

We define in a similar manner the \( q^{[B \setminus A]} \times q^{[A \setminus B]} \) stochastic matrix \( P^i_A = (P^i_A)^{B \setminus A} \) where for \( \xi' \in [q]^{B \setminus A} \) and \( \xi \in [q]^{A \setminus B} \) we have \( P^i(\xi', \xi) = P^i_A(\sigma_{B \setminus A} = \xi' \mid \sigma_{B \setminus A} = \xi) \).

If we set \( \rho \) to be the marginal of \( \mu_B(\cdot \mid \xi) \) on \( A \setminus B \cup (B \setminus A) \), then \( \Phi = [q]^{A \setminus B}, \Psi = [q]^{B \setminus A}, \) and \( \nu \) and \( \pi \) are the marginals of \( \mu_B^{\rho} \) on \( A \setminus B \) and \( B \setminus A \), respectively. Therefore, according to Definition 12, GVM(\(\varepsilon\)) holds for the marginal of \( \mu_B^{\rho} \) on \( A \setminus B \cup (B \setminus A) \) if \( \text{Var}_\mu(\rho P^i f) \leq \varepsilon \cdot \text{Var}_\nu(f) \) for every function \( f : \Phi \to \mathbb{R} \).

Now, note that a function \( g : \Xi_B^{\rho} \to \mathbb{R} \) independent of \( B \) only depends on the configuration on \( A \setminus B \). Thus, for fixed \( g \), \( \eta \) induces a function \( f : \Phi \to \mathbb{R} \); in particular, \( \text{Var}_\nu(g) = \text{Var}_\nu(f) \).

Moreover, letting \( g_B^{\rho}(\xi) := E_\mu^{\rho}[g \mid \sigma_{B \setminus A} = \xi] \), we have \( g_B^{\rho}(\xi) = P^i f(\xi) \) for every \( \xi \in \Psi = [q]^{B \setminus A} \), and so \( \text{Var}_\nu(g_B^{\rho}) = \text{Var}_\nu(f) \). Consequently, we arrive at the following equivalences between VM, PVM and GVM.

\textbf{Proposition 14.}

1. The Gibbs distribution \( \mu \) satisfies VM(\(\ell, \varepsilon\)) if and only if for every \( v \in T \) and \( \eta \in \Omega \), GVM(\(\varepsilon\)) holds for the marginal of \( \mu_B^{\rho} \) on \( (T_v \setminus (B(v) \setminus \{v\})) \cup \{v\} \).

2. The Gibbs distribution \( \mu \) satisfies PVM(\(\ell, \varepsilon\)) if and only if for every \( i \) such that \( 1 \leq i \leq h+1 \) and \( \eta \in \Omega \), GVM(\(\varepsilon\)) holds for the marginal of \( \mu_B^{\rho} \) on \( (F_i \setminus \cup_{v \in L_i} B(v, \ell)) \cup L_i \).

To see part 1 simply note that in the notation above, we can set \( F = T_v, A = T_v \setminus v \) and \( B = B(v, \ell) \). For part 2, we set \( F = F_i, A = F_{i-1} \) and \( B = B_i \).

\textbf{Proof of Theorem 9.} From Proposition 14 and Lemma 13, VM(\(\ell, \varepsilon\)) holds if and only if \( \text{gap}(Q_v) \geq 1 - \varepsilon \) for every \( v \in T \) and \( \eta \in \Omega \), where \( Q_v = (P^i_B)_{B(v, \ell) \cup (T_v \setminus \{v\})} (P^i_B)^{T_v \setminus \{v\}} \cup B(v, \ell) \).

Similarly, \( \mu \) satisfies PVM(\(\ell, \varepsilon\)) if and only if \( \text{gap}(Q_v) \geq 1 - \varepsilon \) for every \( i \) such that \( 1 \leq i \leq h+1 \) and \( \eta \in \Omega \), where \( Q_v = (P^i_B)_{F_i \setminus F_{i-1}} (P^i_B)^{F_{i-1} \setminus B_i} \).

Since \( F_i \cup \cup_{v \in L_i} T_v \) and the \( T_v \)'s are at distance at least two from each other, \( \mu_B^{\rho}(\sigma_{L_i} = \cdot) \) is a product distribution; in particular \( \mu_B^{\rho}(\sigma_{L_i} = \cdot) = \prod_{v \in L_i} \mu_B^{\rho}(\sigma_v = \cdot) \) and the chain with transition matrix \( Q_v \) is a product Markov chain where each component corresponds to \( Q_v \) for some \( v \in L_i \). A standard fact about product Markov chains, see, e.g., [9, Lemma 4.7], then implies that \( \text{gap}(Q_v) = \min_{v \in L_i} \text{gap}(Q_v) \) and the result follows.

\section{Entropic Mixing: Proof of Theorem 2}

Let \( E \subseteq T \) denote the set of all even vertices of the tree \( T \), where a vertex is called even if its distance to the leaves is even; let \( O = T \setminus E \) be the set of all odd vertices. We show that EM (i.e., entropic mixing) as defined in [40] implies a factorization of entropy into even and odd parts.
odd subsets of vertices. This even-odd factorization was recently shown to imply $O(\log n)$ mixing of the SW dynamics on bipartite graphs [8].

We start with the definition of EM, which is the analog of the VM condition for entropy. Let $\tau$ be a fixed boundary condition and again set $\mu := \mu_{\tau}$ and $\Omega := \Omega^\tau$ for ease of notation. Recall that for $v \in T$, we use $T_v$ for the subtree of $T$ rooted at $v$. Recall that for $\eta \in \Omega$ and $g : \Omega_{T_v}^\eta \to \mathbb{R}$, we defined the function $g_v(a) = E_{T_v}[g \mid \sigma_v = a]$ for $a \in [\eta]$; see (7).

▶ **Definition 15 (Entropy Mixing (EM)).** The Gibbs distribution $\mu = \mu_{\tau}$ satisfies EM($\ell$, $\varepsilon$) if for every $v \in T$, every $\eta \in \Omega$, and every function $g : \Omega_{T_v}^\eta \to \mathbb{R}$ that is independent of the configuration on $B(v, \ell)$, we have $\text{Ent}_{T_v}^\eta(g_v) \leq \varepsilon \cdot \text{Ent}_{T_v}^\eta(g)$. The EM condition holds if there exist constants $\ell$ and $\varepsilon = \varepsilon(\ell)$ such that EM($\ell$, $\varepsilon$) holds.

Extending our notation from the previous section for the variance functional, for $A \subseteq T$ and a function $f : \Omega \to \mathbb{R}_{\geq 0}$, we use $\text{Ent}_A(f)$ for the conditional entropy of $f$ w.r.t. $\mu$ given a spin configuration in $T \setminus A$; i.e., for $\xi \in \Omega$ we have

$$(\text{Ent}_A(f))(\xi) = \text{Ent}_A^\xi(f) = \text{Ent}_{\mu}[f \mid \sigma_{T \setminus A} = \xi_{T \setminus A}].$$

In particular, we shall write $\text{Ent}(f) = \text{Ent}_T(f) = \text{Ent}_\mu(f)$. Notice that $\text{Ent}_A(f)$ can be viewed as a function from $[\eta]_{T \setminus A}$ to $\mathbb{R}_{\geq 0}$ and $\mathbb{E}[\text{Ent}_A(f)]$ denotes its mean, averaging over the configuration on $T \setminus A$. We state next our even-odd factorization of entropy.

▶ **Theorem 16.** If there exist $\ell \in \mathbb{N}^+$ and $\varepsilon \in (0, 1)$ such that $\mu = \mu_{\tau}$ satisfies EM($\ell$, $\varepsilon$), then there exists a constant $C_{\text{eo}} = C_{\text{eo}}^\ell(\varepsilon)$ independent of $n$ such that for every function $f : \Omega \to \mathbb{R}_{\geq 0}$ we have $\text{Ent}(f) \leq C_{\text{eo}}(\mathbb{E}[\text{Ent}_E(f)] + \mathbb{E}[\text{Ent}_O(f)])$.

Theorem 2 follows immediately.

**Proof of Theorem 2.** By Theorem 16, EM implies the even-odd factorization of entropy, and the results in [8] imply that the mixing time of the SW dynamics is $O(\log n)$. ▶

Our main technical contribution in the proof Theorem 2 is thus Theorem 16; namely, that EM implies the even-odd factorization of entropy. To prove Theorem 16, we will first establish entropy factorization for the tiled blocks defined in (3) and (2); see also Figures 1(b) and 1(c). From the tiled block factorization of entropy we then deduce the desired even-odd factorization. This approach is captured by the following two lemmas.

▶ **Lemma 17.** If there exist $\ell \in \mathbb{N}^+$ and $\varepsilon \in (0, 1)$ such that $\mu = \mu_{\tau}$ satisfies EM($\ell$, $\varepsilon$), then there exists a constant $C_{\text{tb}} = C_{\text{tb}}^\ell(\varepsilon)$ independent of $n$ such that, for every function $f : \Omega \to \mathbb{R}_{\geq 0}$, $\text{Ent}(f) \leq C_{\text{tb}} \cdot \sum_{j=1}^{\ell} \mathbb{E}[\text{Ent}_{T_j}(f)]$.

▶ **Lemma 18.** If for every function $f : \Omega \to \mathbb{R}_{\geq 0}$ we have $\text{Ent}(f) \leq C_{\text{tb}} \cdot \sum_{j=1}^{\ell+1} \mathbb{E}[\text{Ent}_{T_j}(f)]$, then there exists $C_{\text{eo}} = C_{\text{eo}}(C_{\text{tb}}, \ell)$ such that for every function $f : \Omega \to \mathbb{R}_{\geq 0}$ we have

$$\text{Ent}(f) \leq C_{\text{eo}}(\mathbb{E}[\text{Ent}_E(f)] + \mathbb{E}[\text{Ent}_O(f)]).$$

**Proof of Theorem 16.** Follows directly from Lemmas 17 and 18. ▶

We proved a version of Lemma 17 for the variance functional as part of the proof of Theorem 10, and the same argument can then be easily adapted to entropy. We provide next the proof of Lemma 18, which contains the main novelty in our proof of Theorem 16.
Proof of Lemma 18. First, we claim that there exists a constant $C' = C'(\ell)$ such that for every function $f: \Omega^n_{B(v, \ell)} \to \mathbb{R}_{\geq 0}$ one has the following inequality:

$$\text{Ent}_{B(v, \ell)}^n(f) \leq C' \left( \mathbb{E}_{B(v, \ell)}^n[\text{Ent}_{B(v, \ell) \cap E}(f)] + \mathbb{E}_{B(v, \ell)}^n[\text{Ent}_{B(v, \ell) \cap O}(f)] \right).$$

To deduce (9), consider the even-odd block dynamics $M$ in $B(v, \ell)$ with boundary condition $\eta$ and blocks $U = \{ E \cap B(v, \ell), O \cap B(v, \ell) \}$. A simple coupling argument implies that the spectral gap of $\eta$ and blocks $\eta'$ depends exponentially on $|B(v, \ell)|$, but it is still independent of $n$.

Next, notice that, for any $\eta \in \Omega$, $\mu^n_{T_j}$ is the product of a collection of distributions on (disjoint) subsets $B(v, \ell)$. Lemma 3.2 from [14] allows us to lift the “local” even-odd factorization in each $B(v, \ell)$ from (9) to a “global” even-odd factorization in $\mu^n_{T_j}$. Specifically, for every function $f: \Omega^n_{T_j} \to \mathbb{R}_{\geq 0}$ we obtain

$$\text{Ent}_{T_j}^n(f) \leq C' \left( \mathbb{E}_{T_j}^n[\text{Ent}_{T_j \cap E}(f)] + \mathbb{E}_{T_j}^n[\text{Ent}_{T_j \cap O}(f)] \right).$$

Taking expectation over $\eta$, we get

$$\mathbb{E}[\text{Ent}_{T_j}(f)] \leq C' \left( \mathbb{E}[\text{Ent}_{T_j \cap E}(f)] + \mathbb{E}[\text{Ent}_{T_j \cap O}(f)] \right) \leq C' \left( \mathbb{E}[\text{Ent}_{E}(f)] + \mathbb{E}[\text{Ent}_{O}(f)] \right);$$

the last inequality follows from the fact that $\text{Ent}_{E}(f) = \mathbb{E}_{T_j}^n[\text{Ent}_{T_j \cap E}(f)] + \mathbb{E}_{T_j}^n[\text{Ent}_{T_j \cap O}(f)]$. Summing up over $j$,

$$\sum_{j=1}^{\ell+1} \mathbb{E}[\text{Ent}_{T_j}(f)] \leq C'(\ell + 1) \left( \mathbb{E}[\text{Ent}_{E}(f)] + \mathbb{E}[\text{Ent}_{O}(f)] \right),$$

and the result follows by taking $C_{\ell_0} = C'(\ell + 1)$.

---
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1 Introduction

Measuring similarity between entities using a distance function has been a major area of focus in computer science in general and computational geometry in particular [9, 8, 20, 19, 7]. Distance computations require access to the entire data and thus cannot escape computations that are linear in time complexity. In this era of big data, seeing the entire data may be too much of an ask and trading precision for a time efficient algorithm is a vibrant area of study in property testing [22]. Testing properties of binary images with sub-linear time algorithms has been a focus of property testing algorithms [27, 26, 11, 24, 10]. Matrices are ubiquitous in the sense that they represent or abstract a whole gamut of structures like adjacency matrices of geometric graphs and visibility graphs, images, experimental data involving 0-1 outcomes, etc. Pairwise distance computations between such matrices is a much-needed programming primitive in image processing and computer vision applications.
so much so that the widely used commercial toolbox MATLAB of MathWorks® [1] has an inbuilt function call named pdist2(·, ·) [2] for it. Other open source based software packages also have similar primitives [3]. For all these primitives, the matrices need to be known. But in all situations where access to the matrices are restricted (say, because of security, privacy or communication issues) except for an oracle access, we want to know how much the two matrices differ in their entries. Keeping in line with the above, we focus on distance estimation problem between two matrices whose dimensions are known to the algorithm but the entries are unknown; the access to the matrices will be through an oracle. This oracle, though linear algebraic in flavor, has a geometric connotation to it. We hold back the discussion on the motivation of the oracle till Section 1.1.

Notations

In this paper, we denote the set \{1, \ldots, t\} by \([t]\) and \{0, \ldots, t\} by \([t]\). For a matrix \(A\), \(A(i, j)\) denotes the element in the \(i\)-th row and \(j\)-th column of \(A\). Unless stated otherwise, \(A\) will be a matrix with real entries. \(A(i,*)\) and \(A(*, j)\) denote the \(i\)-th row vector and \(j\)-th column vector of the matrix \(A\), respectively. Throughout this paper, the number of rows or columns of a square matrix \(A\) will be \(n\). Vectors are matrices of order \(n \times 1\) and will be represented using bold face letters. Without loss of generality, we consider \(n\) to be a power of 2. The \(i\)-th coordinate of a vector \(x\) will be denoted by \(x_i\). We will denote by \(1\) the vector with all coordinates 1. Let \(\{0, 1\}^n\) denote the set of \(n\)-dimensional vectors with entries either 0 or 1. By \(\langle x, y \rangle\), we denote the standard inner product of \(x\) and \(y\), that is, \(\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i\). \(P\) is a \((1 \pm \epsilon)\)-approximation to \(Q\) means \(|P - Q| \leq \epsilon \cdot Q\). The statement with high probability means that the probability of success is at least \(1 - \frac{1}{n^c}\), where \(c\) is a positive constant. \(\tilde{O}(\cdot)\) and \(O(\cdot)\) hides a \(\log(n, \frac{1}{\epsilon})\) term in the upper bound. \(|\cdot|_p\) denotes the usual \(\ell_p\) distance.

1.1 Query oracle definition and motivation, problem statements and our results

Definition 1.1 (Matrix distance). The matrix-distance between two matrices \(A\) and \(B\) of size \(n \times n\) is the number of pairwise mismatches and is denoted and defined as

\[
D_M(A, B) = |\{(i, j) : i, j \in [n], A(i, j) \neq B(i, j)\}|. 
\]

As alluded to earlier, the matrices cannot be accessed directly, the sizes of the matrices are known but the entries are unknown. We will refer to the problem as the matrix distance problem. We consider the following query models to solve the matrix distance problem in this paper.

Query oracles for unknown matrix \(A \in \mathbb{R}^{n \times n}\)

The main query oracle access used in this work is based on the inner product of two vectors and is defined as follows:

\begin{itemize}
  \item Inner Product (IP): Given a row index \(i \in [n]\) (or, a column index \(j \in [n]\)) and a vector \(v \in \{0, 1\}^n\), the IP query to \(A\) reports the value of \(\langle A(i, \cdot), v \rangle\) (\(\langle A(\cdot, j), v \rangle\)). If the input index is for row (column), we refer the corresponding query as row (column) IP query.
\end{itemize}

This linear algebraic oracle access has a geometric connotation to it in terms of projection onto Hamming vectors – we exploit this understanding in our work. This oracle access is also motivated from a practical angle. A dot product operation is a fit case for parallelization.
using a *Single Instruction Multiple Data* (SIMD) architecture [23]. Modern day GPU processors provide instruction level parallelism. In effect, NVIDIA GPUs that are built on CUDA architecture, provide dot product between two vectors as a single API call [28, 4]. Thus, there exists practical implementation of the query oracle access that we use. There are also examples of programming languages supporting SIMD intrinsics that can compute dot product [5]. There is a caveat though – in terms of resource, more processors are used. For us, in this work, the query complexity is the number of calls to the IP. As mentioned, modern day architectures allow us to convert each IP query to a one cycle computation with more processors used in parallel.

In the power hierarchy of matrix based query oracles, IP surely yields some power vis-a-vis solving certain problems [14] \(^1\). An obvious question that confronts an algorithm designer is whether a weaker oracle can do the same job at hand (here, computing matrix distance). With that in mind, we define the following two oracles and show that their query complexity lower bounds on the matrix distance problem match the trivial upper bounds. That shows the justification for use of IP.

**Matrix Element** (ME): Given two indices \(i,j \in [n]\), the ME query to \(A\) returns the value of \(A(i,j)\).

**Decision Inner Product** (Dec-IP): Given a row index \(i \in [n]\) (or, a column index \(j \in [n]\)) and a vector \(v \in \{0,1\}^n\), the Dec-IP query to \(A\) reports whether \(\langle A(i,*), v \rangle = 0\) (\(\langle A(*,j), v \rangle = 0\)). If the input index is for row (column), we refer the corresponding query as row (column) Dec-IP query.

The following remark highlights the relative power of the query oracles.

**Remark 1.** Each ME query can be simulated by using one Dec-IP oracle, and each Dec-IP oracle can be simulated by using one IP query.

**Our results**

Our main result is an algorithm for estimating the distances between two unknown matrices using IP, and the result is formally stated as follows. Unless otherwise mentioned, all our algorithms are randomized.

**Theorem 1.2** (Main result: Estimating the distance between two arbitrary matrices). There exists an algorithm that has IP query oracle access to unknown matrices \(A\) and \(B\), takes an \(\varepsilon \in (0,1)\) as an input, and returns a \((1 \pm \varepsilon)\) approximation to \(D_M(A,B)\) with high probability, and makes \(O \left( \left( \frac{n}{\sqrt{D_M(A,B)}} \right) \text{poly}(\log n, \frac{1}{\varepsilon}) \right) \) IP queries.

We also show that our algorithm (corresponding to the above theorem) is optimal, if we ignore the \(\text{poly}(\log n, \frac{1}{\varepsilon})\) term, by showing (in Theorem 4.1) that any algorithm that estimates \(D_M(A,B)\) requires \(\Omega \left( \frac{n}{\sqrt{D_M(A,B)}} \right) \) IP queries. For the sake of completeness in understanding the power of IP, we study the matrix distance problem also using two weaker oracle access – ME and Dec-IP. Our results are summarized in Table 1 and they involve both upper and almost matching lower bounds in terms of the number of queries needed. Note that all of our lower bounds hold even if one matrix (say \(A\)) is known and both matrices (\(A\) and \(B\)) are symmetric binary matrices.

\(^1\) But the IP defined in this paper is weaker than that defined in [14] – in their case, one is allowed to query for inner product of rows/columns of matrices with vectors in \(\mathbb{R}^n\).
We prove Theorem 1.2 (in Section 1.1) through a sequence of results. To prove Theorem 1.2, we refer to Remark 2. Note that an IP query to a matrix $A$ answers inner product of a specified row (column) with a given binary vector. However, we will describe subroutines (of the algorithm for estimating the distance between two matrices) that ask for inner product of a specified row (column) with a given vector $r \in \{-1, 1\}^n$. This is not a problem as $\langle A(i, \ast), r \rangle$ can be computed by using two IP queries (with binary vectors) $^2$. For simplicity, we refer $\langle A(i, \ast), r \rangle$ ($\langle A(\ast, j), r \rangle$) also as IP query in our algorithm.

### 1.2 Related work

There are works in property testing and sub-linear geometric algorithms [15, 18, 17, 16]. In the specific problem that we deal with in this paper, to the best of our knowledge, Raskhodnikova [26] started the study of property testing of binary images in the dense image model, where the number of 1-pixels is $\Omega(n^2)$. The notion of distance between matrices of the same size is defined as the number of pixels (matrix entries) on which they differ. The relative distance is the ratio of the distance and the number of pixels in the image. In this model, Raskhodnikova studies three properties of binary images – connectivity, convexity, and being a half-plane – in the property testing framework. Ron and Tsur [27] studied property testing algorithms in the sparse binary image model (the number of 1-pixels is $O(n)$) for connectivity, convexity, monotonicity, and being a line. The distance measure in this model is defined by the fraction of differing entries taken with respect to the actual number of 1’s in the matrix. As opposed to treating binary images as discrete images represented using pixels as in [27, 26], Berman et al. in [10] and [12] treated them as continuous images and studied the problem of property testing for convexity of 2-dimensional figures with only uniform and independent samples from the input. To the best of our knowledge, computing distances between binary images has not been dealt with in the sub-linear time framework.

### Organization of the paper

We prove Theorem 1.2 (in Section 1.1) through a sequence of results. To prove Theorem 1.2, we need a result that estimates the distance between two arbitrary matrices, we need a result that estimates the distance between two symmetric matrices (Lemma 2.1 in Section 2) that in turn needs a result on the estimation of the distance between two symmetric matrices with respect to a parameter $T$ (Lemma 2.2 in Section 2). Lemma 2.2 is the main technical lemma that uses dimensionality reduction via Johnson Lindenstrauss lemma crucially. The technical overview including the proof idea of Lemma 2.2 is in Section 2.1. The detailed proof idea is in Section 2.2. Using communication complexity, we prove our lower bound results in Section 4. The proof of lemma marked with $\ast$ can be found in the full version of the paper [13].

---

1. There are works in property testing and sub-linear geometric algorithms [15, 18, 17, 16].
2. For $r \in \{-1, 1\}^n$, consider $v_1, v_{-1} \in \{0, 1\}^n$ indicator vectors for $+1$ and $-1$ coordinates in $r \in \{-1, 1\}^n$, respectively. Then $\langle A(i, \ast), r \rangle = \langle A(i, \ast), v_1 \rangle - \langle A(i, \ast), v_{-1} \rangle$. So, $\langle A(i, \ast), r \rangle$ can be computed with two IP queries $\langle A(i, \ast), v_1 \rangle$ and $\langle A(i, \ast), v_{-1} \rangle$. Similar argument also holds for $\langle A(\ast, j), r \rangle$. 

---

**Table 1** Our results. In this table, $D = D_M(A, B)$.

<table>
<thead>
<tr>
<th>Query Oracle</th>
<th>ME</th>
<th>DEC-IP</th>
<th>IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Bound</td>
<td>$O\left(\frac{n^2}{\sqrt{T}}\right)$ (Trivial)</td>
<td>$O\left(\frac{n^2}{\sqrt{T}}\right)$ (Trivial)</td>
<td>$\tilde{O}\left(\frac{n}{\sqrt{T}}\right)$ (Theorem 4.1)</td>
</tr>
<tr>
<td>Lower Bound</td>
<td>$\Omega\left(\frac{n^2}{\sqrt{T}}\right)$ (Corollary 4.3)</td>
<td>$\Omega\left(\frac{n^2}{\sqrt{T}}\right)$ (Theorem 4.1)</td>
<td>$\Omega\left(\frac{n}{\sqrt{T}}\right)$ (Theorem 4.2)</td>
</tr>
</tbody>
</table>
2 Matrix-Distance between two symmetric matrices

This section builds up towards a proof of Theorem 1.2 by first giving an algorithm that estimates the matrix-distance between two unknown symmetric matrices (instead of arbitrary matrices as in Theorem 1.2) with high probability. The result is formally stated in Lemma 2.1. In Section 3, we will discuss how this result (stated in Lemma 2.1) can be used to prove Theorem 1.2.

Lemma 2.1 (Estimating the distance between two symmetric matrices). There exists an algorithm Dist-Sym-Matrix(A, B, \(\varepsilon\)), that has IP query access to unknown symmetric matrices A and B, takes an \(\varepsilon \in (0, \frac{1}{2})\) as an input, and returns a \((1 \pm \varepsilon)\)-approximation to \(D_M(A, B)\) with high probability, making \(\tilde{O}(n/\sqrt{D_M(A, B)})\) IP queries.

First, we prove a parameterized version of the above lemma in Lemma 2.2 where we are given a parameter \(T\) along with an \(\varepsilon \in (0, \frac{1}{2})\) and we can obtain an approximation guarantee on \(D_M(A, B)\) as a function of both \(T\) and \(\varepsilon\). One can think of \(T\) as a guess for \(D_M(A, B)\).

Lemma 2.2 ((\(\ast\)) Estimating the distance between two symmetric matrices w.r.t. a parameter \(T\)). There exists an algorithm Dist-Sym-Mat-Guess(A, B, \(\varepsilon, T\)), that has IP query access to unknown symmetric matrices A and B, takes parameters \(T\) and \(\varepsilon \in (0, \frac{1}{2})\) as inputs, and returns \(\tilde{d}\) satisfying \((1 - \frac{\varepsilon}{10})D_M(A, B) - \frac{\varepsilon}{100}T \leq \tilde{d} \leq (1 + \frac{\varepsilon}{10})D_M(A, B)\) with high probability, and makes \(\tilde{O}(n/\sqrt{T})\) queries. Note that here \(T\) is at least a suitable polynomial in \(\log n\) and \(1/\varepsilon\).

In Section 2.1, we discuss some preliminary results to prove Lemma 2.2. The proof of Lemma 2.2 is given in Section 2.2. If the guess \(T \leq D_M(A, B)\), Dist-Sym-Mat-Guess(A, B, \(\varepsilon, T\)) (as stated in Lemma 2.2) returns a \((1 \pm \varepsilon)\)-approximation to \(D_M(A, B)\) with high probability. However, this dependence on \(T\) can be overcome to prove Lemma 2.1 by using a standard technique in property testing.

2.1 Technical preliminaries to prove Lemma 2.2

The matrix distance \(D_M(A, B)\) can be expressed in terms of the notion of a distance between a row (column) of matrix A and a row (column) of matrix B as follows:

**Definition 2.3 (Distance between two rows (columns)).** Let A and B be two matrices of order \(n \times n\). The distance between the \(i\)-th row of A and the \(j\)-th row of B is denoted and defined as

\[d_H(A(i, *), B(j, *)) = |\{k \in [n]: A(i, k) \neq B(j, k)\}|,\]

Similarly, \(d_H(A(*, i), B(*, j))\) is the distance between the \(i\)-th column of A and the \(j\)-th column of B.

**Observation 2.4 (Expressing \(D_M(A, B)\) as the sum of distance between rows (columns)).** Let A and B be two \(n \times n\) matrices. The matrix distance between A and B is given by

\[D_M(A, B) = \sum_{i=1}^{n} d_H(A(i, *), B(i, *)) = \sum_{i=1}^{n} d_H(A(*, i), B(*, i)).\]

For a given \(i \in [n]\), we can approximate \(d_H(A(i, *), B(i, *))\) and \(d_H(A(*, i), B(*, i))\) using IP queries as stated in Lemma 2.5. This can be shown by an application of the well-known Johnson-Lindenstrauss Lemma [6].
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Lemma 2.5 (Estimating the distance between rows of A and B). Consider IP access to two \( n \times n \) (unknown) matrices \( A \) and \( B \). There is an algorithm \( \text{DIST-BET-ROWS}(i, \alpha, \delta) \), that takes \( i \in [n] \) and \( \alpha, \delta \in (0,1) \) as inputs, and reports a \((1 \pm \alpha)\)-approximation to \( d_H(A(i, *), B(i, *)) \) with probability at least \( 1 - \delta \), and makes \( O\left(\frac{\log n}{\alpha^2} \log \frac{1}{\delta}\right) \) IP queries to both \( A \) and \( B \).

As it is sufficient for our purpose, in the above lemma, we discussed about estimating the distance between rows of \( A \) and \( B \) with the same index. However, we note that, a simple modification to the algorithm corresponding to Lemma 2.5 also works for estimating the distance between any row and/or column pair.

Proposition 2.6 (Johnson-Lindenstrauss Lemma). Let us consider any pair of points \( u, v \in \mathbb{R}^N \). For a given \( \epsilon \in (0,1) \) and \( \delta \in (0,1) \), there is a map \( f: \mathbb{R}^N \rightarrow \mathbb{R}^d \) such that \( d = \Theta\left(\frac{1}{\epsilon^2} \log \frac{1}{\delta}\right) \) satisfying the following bound with probability at least \( 1 - \delta \):

\[
(1 - \epsilon)||u - v||_2 \leq ||f(u) - f(v)||_2 \leq (1 + \epsilon)||u - v||_2.
\]  

Remark 3 (An explicit mapping in Johnson-Lindenstrauss Lemma). An explicit mapping \( f: \mathbb{R}^n \rightarrow \mathbb{R}^d \) satisfying Equation 1 is as follows. Consider \( r_1, \ldots, r_d \in \{-1,1\}^n \) such that each coordinate of every \( r_i \) is taken from \( \{-1,1\} \) uniformly at random. Then for each \( u \in \{0,1\}^n \),

\[
f(u) = \frac{1}{\sqrt{d}} \left( \langle u, r_1 \rangle, \langle u, r_2 \rangle, \ldots, \langle u, r_d \rangle \right).
\]

Identity testing between two rows

Now, let us discuss an algorithm where the objective is to decide whether the \( i \)-th row vectors of matrices \( A \) and \( B \) are identical. Observe that \( ||A(i, *) - B(j, *)||_2 = 0 \) if and only if \( d_H(A(i, *), B(j, *)) = 0 \). Also notice that, for a function \( f: \mathbb{R}^n \rightarrow \mathbb{R}^d \) satisfying Equation 1, \( ||u - v||_2 = 0 \) if and only if \( ||f(u) - f(v)||_2 = 0 \). This discussion along with Proposition 2.6 and Remark 3 imply an algorithm (described inside Observation 2.9) that can decide whether corresponding rows of \( A \) and \( B \) are identical. Observation 2.9 is stated in a more general form than discussed here. Note that the general form will be needed to show Lemma 2.5. For this purpose, we define the notion of projecting a vector in \( \{-1,1\}^n \) onto a set \( S \subseteq [n] \) as defined below and an observation (Observation 2.8) about evaluating the projection using an IP query.

Definition 2.7 (Vector projected onto a set). Let \( A \) be an \( n \times n \) matrix and \( i \in [n] \). For a subset \( S \subseteq [n] \), \( A(i, *) \mid S \in \mathbb{R}^n \) is defined as the vector having \( \ell \)-th coordinate equals to \( A(i, \ell) \) if \( \ell \in S \), and 0, otherwise. Also consider \( r \in \{-1,1\}^n \) and a set \( S \subseteq [n] \). Then the vector \( r \) projected onto \( S \) is denoted by \( r \mid S \in \{-1,0,1\}^n \) and defined as follows: For \( \ell \in [n] \), the \( \ell \)-th coordinate of \( r \mid S \) is same as that of \( r \) if \( \ell \in S \), and 0, otherwise.

Observation 2.8. Let \( A \) be a \( n \times n \) matrix, \( i \in [n] \), \( r \in \{-1,1\}^n \) and \( S \subseteq [n] \). Then \( \langle A(i, *), r \mid S \rangle = \langle A(i, *), r \rangle \mid S \). That is, \( (A(i, *), r \mid S) \) can be evaluated by using a IP query \( \langle A(i, *), r \rangle \mid S \) to matrix \( A \).

Observation 2.9 (Identity testing between rows of \( A \) and \( B \)). Consider IP access to two \( n \times n \) (unknown) matrices \( A \) and \( B \). There is an algorithm \( \text{IDENTITY}(S, i, \delta) \) that takes \( i \in [n] \), \( S \subseteq [n] \) and \( \delta \in (0,1) \) as inputs, and decides whether \( d_H(A(i, *) \mid S, B(i, *) \mid S) = 0 \) with probability at least \( 1 - \delta \), and makes \( O\left(\log \frac{1}{\delta}\right) \) IP queries to both \( A \) and \( B \).
Proof. Let the vectors $r_1, \ldots, r_d \in \{-1,1\}^n$ be such that each coordinate of every $r_j$, $j = 1, \ldots, d$, is taken from $\{-1,1\}$ uniformly at random where $d = \Theta\left(\log \frac{1}{\delta}\right)$. Then the algorithm finds $a_j = (A(i,*)|S, r_j)$ and $b_j = (B(i,*)|S, r_j)$ by making one IP query to each of $A$ and $B$. This is possible by Observation 2.8. The algorithm makes $d$ IP queries to each of the matrices $A$ and $B$. Take $a = \frac{1}{\sqrt{d}}(a_1, \ldots, a_d) \in \mathbb{R}^d$ and $b = \frac{1}{\sqrt{d}}(b_1, \ldots, b_d) \in \mathbb{R}^d$. By Proposition 2.6 and Remark 3, $\|a - b\|_2 = 0$ if and only if $\|A(i,*)\|_S, B(i,*)\|_S = 0$. By the definition of distance between a row of one matrix and a row of another matrix (Definition 2.3), note that, $\|A(i,*)\|_S - B(j,*)\|_S = 0$ if and only if $d_H(A(i,*)\|_S, B(j,*)\|_S) = 0$. So, the algorithm finds $\|a - b\|_2$ and, reports $\|a - b\|_2 = 0$ if and only if $d_H(A(i,*)\|_S, B(i,*)\|_S) = 0$. The correctness and query complexity of the algorithm follows from the description itself.

Estimating the distance between rows induced by a set

Now, consider the algorithm corresponding to Lemma 2.5 (Dist-Bet-Rows($\cdot, \cdot, \cdot$)) that can estimate the distance between a row of $A$ and a row of $B$. It makes repeated calls to IDENTITY($\cdot, \cdot, \cdot$) in a non-trivial way. Also, algorithm Dist-Bet-Rows($\cdot, \cdot, \cdot$) can be generalized to estimate the distance between a row of $A$ and the corresponding row of $B$ projected onto the same set $S \subseteq [n]$, as stated in the following Lemma.

Lemma 2.10 ($\ast$) Estimating the distance between rows of $A$ and $B$ induced by a set $S \subseteq [n]$.

Consider IP access to two $n \times n$ (unknown) matrices $A$ and $B$. Restrict-Dist-Bet-Rows($S, i, \alpha, \delta$) algorithm, takes $S \subseteq [n], i \in [n]$ and $\alpha, \delta \in (0,1)$ as inputs, and reports a $(1 \pm \alpha)$-approximation to $d_H(A(i,*)\|_S, B(i,*)\|_S)$ with probability at least $1 - \delta$, and makes $O\left(\frac{\log n}{\alpha \cdot \log \frac{1}{\delta}}\right)$ IP queries to both $A$ and $B$.

Observe that Lemma 2.5 is a special case of Lemma 2.10 when $S = [n]$. Algorithm Dist-Bet-Rows($i, \alpha, \delta$) (corresponding to Lemma 2.5) is directly called as a subroutine from Dist-Symm-Matrix-Guess($A, B, \varepsilon, T$). Restrict-Dist-Bet-Rows($S, i, \alpha, \delta$) is indirectly called from a subroutine to sample mismatched element almost uniformly as explained below.

Sampling a mismatched element almost uniformly

For a row $i \in [n]$, let $\text{NEQ}(A, B, i) = \{j : A(i,j) \neq B(i,j)\}$ denote the set of mismatches. Apart from estimating the distance between a row (column) of $A$ and the corresponding row (column) of $B$, we can also sample element from $\text{NEQ}(A, B, i)$ almost uniformly for any given $i \in [n]$.

Definition 2.11 (Almost uniform sample). Let $X$ be a set and $\alpha \in (0,1)$. A $(1 \pm \alpha)$-uniform sample from $X$ is defined as the sample obtained from a distribution $p$ satisfying $(1 - \alpha)\frac{1}{|X|} \leq p(x) \leq (1 + \alpha)\frac{1}{|X|}$ for each $x \in X$, where $p(x)$ denotes the probability of getting $x$ as a sample.

Lemma 2.12 ($\ast$) Sampling a mismatched element almost uniformly. Consider IP access to two $n \times n$ (unknown) matrices $A$ and $B$. There exists an algorithm Approx-Sample($i, \alpha, \delta$), that takes $i \in [n]$ and $\alpha, \delta \in (0,1)$ as input, and reports a $(1 \pm \alpha)$-uniform sample from the set $\text{NEQ}(A, B, i)$ with probability at least $1 - \delta$, and makes $O\left(\frac{\log^2 n}{\alpha} \log \frac{1}{\delta}\right)$ IP queries to both $A$ and $B$.

Note that algorithm Approx-Sample($\cdot, \cdot, \cdot$) calls repeatedly Restrict-Dist-Bet-Rows ($\cdot, \cdot, \cdot, \cdot$). We now have all the ingredients – Dist-Bet-Rows($i, \alpha, \delta$), Dist-Symm-Matrix-Guess($A, B, \varepsilon, T$), Approx-Sample($i, \alpha, \delta$) – to design the final algorithm Dist-Symm-Matrix($A, B, \varepsilon$).  

}\vspace{5pt}
Overview of the algorithm

Algorithm \textsc{Dist-Symm-Matrix}(\cdot, \cdot, \cdot) calls \textsc{Dist-Symm-Matrix-Guess}(\cdot, \cdot, \cdot, \cdot) with reduced value of guesses \(O(\log n)\) times to bring down the approximation error of matrix distance within limits. Algorithm \textsc{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T) discussed in Lemma 2.2 mainly uses subroutines \textsc{Dist-Bet-Rows}(\cdot, \cdot, \cdot) and \textsc{Approx-Sample}(\cdot, \cdot, \cdot) in a nontrivial way. Both of these subroutines use Johnson-Lindenstrauss lemma.

Observe that \textsc{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T) estimates \(D_M(A, B)\) where the approximation guarantee is parameterized by \(T\). By Observation 2.4, we have \(D_M(A, B) = \sum_{i=1}^n d_H(A(i, *), B(i, *))\), the sum of the distances among corresponding rows. To estimate \(\sum_{i=1}^n d_H(A(i, *), B(i, *))\), our algorithm \textsc{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T) considers a partition of the row indices \([n]\) into buckets such that the row indices \(i\)'s in the same bucket have roughly the same \(d_H(A(i, *), B(i, *))\) values. Now the problem boils down to estimating the sizes of the buckets. To do so, \textsc{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T) finds a random sample \(\Gamma\) having \(\tilde{O}\left(\frac{n}{\sqrt{T}}\right)\) indices from \([n]\), calls \textsc{Dist-Bet-Rows}(\cdot, \cdot, \cdot) for each of the sample in \(\Gamma\) and partitions \(\Gamma\) into buckets such that \(i\)'s in the same bucket have roughly the same \(d_H(A(i, *), B(i, *))\) values. A large bucket is one that contains more than a fixed number of row indices. These steps ensure that the sizes of the large buckets are approximated well. Recall that \textsc{Approx-Sample}(i, \alpha, \delta) takes \(i \in [n]\) and \(\alpha, \delta \in (0, 1)\) as input, and reports a \((1 \pm \alpha)\)-uniform sample from the set \(\text{NEQ}(A, B, i)\) with probability at least \(1 - \delta\). To take care of the small buckets, \textsc{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T) calls \textsc{Approx-Sample}(\cdot, \cdot, \cdot) for suitable number of \(i\)'s chosen uniformly from each large bucket and decides whether the output indices of \textsc{Approx-Sample}(\cdot, \cdot, \cdot) belong to large or small buckets. See the the following section for the technical description of our algorithm.

2.2 Proof of Lemma 2.2

Let us consider the following oracle that gives a probabilistic approximate estimate to the distance between the two corresponding rows of \(A\) and \(B\): \(A\) and \(B\) are two unknown \(n \times n\) matrices.

\begin{definition}[Oracle function on the approximate distance between rows] Let \(\beta, \eta \in (0, 1)\). Oracle \(O_{\beta, \eta} : [n] \to \mathbb{N}\), which when queried with an \(i \in [n]\), reports \(O_{\beta, \eta}(i)\).

Moreover,

\[\mathbb{P}(\text{for every } i \in [n], O_{\beta, \eta}(i) \text{ is a } (1 \pm \beta)\text{-approximation to } d_H(A(i, *), B(i, *)) \geq 1 - \eta).\]

Take \(\beta = \varepsilon/50\) and \(\eta = 1/poly(n)\) and consider an oracle \(O_{\beta, \eta}\) as defined above. Also, consider a partitioning of the indices in \([n]\) into \(t = \Theta\left(\log\varepsilon/50\ n\right)\) many buckets with respect to \(O_{\beta, \eta}\) such that the \(i\)'s in the same bucket have \(\text{roughly same}\) \(O_{\beta, \eta}(i)\) values. Let \(Y_1, \ldots, Y_t \subseteq [n]\) be the resulting buckets with respect to \(O_{\beta, \eta}\). Formally, for \(k \in [t]\), \(Y_k = \{i \in [n] : \left(1 + \frac{\varepsilon}{50}\right)^{k-1} \leq O_{\beta, \eta}(i) < \left(1 + \frac{\varepsilon}{50}\right)^k\}\). From the definition of \(O_{\beta, \eta}\) and the way we are bucketing the elements of \([n]\), the following observation follows.

\begin{observation}[Bucketing according to an oracle function] Let \(\beta = \varepsilon/50\) and \(\eta \in (0, 1)\). Consider any oracle \(O_{\beta, \eta} : [n] \to \mathbb{R}\) as defined in Definition 2.13. Let \(Y_1, \ldots, Y_t\) be the buckets with respect to \(O_{\beta, \eta}\). Then

\[\left(1 - \frac{\varepsilon}{50}\right)D_M(A, B) \leq \sum_{k=1}^t |Y_k| \left(1 + \frac{\varepsilon}{50}\right)^k \leq \left(1 + \frac{\varepsilon}{50}\right)^2 D_M(A, B)\]

holds with probability at least \(1 - \eta\).
\end{observation}
Proof. From Observation 2.4, $D_M(A, B) = \sum_{i=1}^{n} d_H(A(i, *), B(i, *))$. So, by the definition of $O_{\beta, \eta}$ along with $\beta = \varepsilon/50$, we have

$$\mathbb{P}\left(\left(1 - \frac{\varepsilon}{50}\right) D_M(A, B) \leq \sum_{i=1}^{n} O_{\beta, \eta}(i) \leq \left(1 + \frac{\varepsilon}{50}\right) D_M(A, B)\right) \geq 1 - \eta. \tag{2}$$

As $Y_1, \ldots, Y_t$ are the buckets with respect to $O_{\beta, \eta}$, for $k \in [t]$, $Y_k = \{i \in [n] : (1 + \frac{\varepsilon}{50})^{k-1} \leq O_{\beta, \eta}(i) < (1 + \frac{\varepsilon}{50})^k\}$. So,

$$\sum_{i=1}^{n} O_{\beta, \eta}(i) \leq \sum_{k=1}^{t} |Y_k| \left(1 + \frac{\varepsilon}{50}\right)^k \leq \left(1 + \frac{\varepsilon}{50}\right) \sum_{i=1}^{n} O_{\beta, \eta}(i) \tag{3}$$

From Equations 2 and 3, the following holds with probability at least $1 - \eta$.

$$\left(1 - \frac{\varepsilon}{50}\right) D_M(A, B) \leq \sum_{k=1}^{t} |Y_k| \left(1 + \frac{\varepsilon}{50}\right)^k \leq \left(1 + \frac{\varepsilon}{50}\right)^2 D_M(A, B). \blacktriangle$$

The above observation roughly says that $D_M(A, B)$ can be estimated if we can approximate $|Y_k|$'s.

The existence of the oracle

Before the description of the algorithm, we note that our algorithm does not need to know the specific oracle $O_{\beta, \eta} : [n] \to \mathbb{R}$. The existence of some oracle function $O_{\beta, \eta} : [n] \to \mathbb{R}$ with respect to which $[n]$ can be partitioned into buckets $Y_1, \ldots, Y_t$ suffices. Our algorithm calls Dist-Bet-Rows$(i, \beta, \eta)$ for some $i$'s but at most once for each $i \in [n]$. Note that Dist-Bet-Rows$(i, \beta, \eta)$ is the algorithm (as stated in Lemma 2.5) that returns a $(1 \pm \beta)$-approximation to $d_H(A(i, *), B(i, *))$ with probability at least $1 - \eta$. So, we can think of $O_{\beta, \eta} : [n] \to \mathbb{R}$ such that $O_{\beta, \eta}(i) = \hat{a}_i$, where $\hat{a}_i$ is the value returned by Dist-Bet-Rows$(i, \beta, \eta)$, if the algorithm Dist-Bet-Rows$(i, \beta, \eta)$ is called (once). Otherwise, $O_{\beta, \eta}(i)$ is set to some $(1 \pm \beta)$-approximation to $d_H(A(i, *), B(i, *))$.

Random sample and bucketing

As has been mentioned in the overview of the algorithm in Section 2.1, the problem of estimating matrix distance boils down to estimating the sizes of the buckets $Y_k$, $k = 1, \ldots, t$ and our subsequent action depends on whether the bucket is of large or small size. But as $|Y_k|$'s are unknown, we define a bucket $Y_k$ to be large or small depending on the estimate $|\hat{Y}_k|$ obtained from a random sample. So, our algorithm starts by taking a random sample $\Gamma \subseteq [n]$ with replacement, where $|\Gamma| = \tilde{O}\left(n/\sqrt{T}\right)$, where $T$ is a guess for $D_M(A, B)$. Now, $\hat{Y}_k = Y_k \cap \Gamma$, the projection of $Y_k$ on $\Gamma$.

For each $i$ in the random sample $\Gamma$, we call Dist-Bet-Rows$(i, \beta, \eta)$ (as stated in Lemma 2.5) and let $\hat{\phi}_i$ be the output. By Lemma 2.5, for each $i \in \Gamma$, $\hat{\phi}_i$ is a $(1 \pm \frac{\varepsilon}{50})$-approximation to $D_M(A(i, *), B(i, *))$ with high probability. Based on the values of $\hat{\phi}_i$'s, we partition the indices in $\Gamma$ into $t$ many buckets $\hat{Y}_1, \ldots, \hat{Y}_t$ such that $i \in \Gamma$ is put into $\hat{Y}_t$ if and only if $(1 + \frac{\varepsilon}{50})^{k-1} \leq \hat{\phi}_i < (1 + \frac{\varepsilon}{50})^k$. We define a bucket $Y_k$ to be large or small depending on $|\hat{Y}_k| \geq \tau$ or not, where $\tau = \frac{|\Gamma|}{\sqrt{T}} \cdot \frac{50}{\varepsilon}$. 

---

3 This instantiation, for $O_{\beta, \eta}(i)$'s for which Dist-Bet-Rows$(i, \beta, \eta)$'s are never called is to complete the description of function $O_{\beta, \eta}$. This has no bearing on our algorithm as well as its analysis.
So, if \(|Y_k|\) is large (roughly say at least \(\sqrt{\varepsilon T/t}\)), then it can be well approximated from \(\hat{Y}_k\). However, it will not be possible to estimate \(|Y_k|\) from \(\hat{Y}_k\) if \(|Y_k|\) is small. We explain how to take care of \(Y_k\)’s with small \(|Y_k|\).

Let \(L \subseteq [t]\) and \(S \subseteq [t]\) denote the set of indices for large and small buckets, that is, \(L = \{k : Y_k \text{ is large}\}\) and \(S = [t] \setminus L\). Also, let \(I_L \subseteq [n]\) and \(I_S \subseteq [n]\) denote the set of indices of rows present in large and small buckets, respectively. From Observation 2.4, \(D_{\text{M}}(A, B) = \sum_{i=1}^{n} d_H(A(i, *), B(i, *))\). Let us divide the sum \(\sum_{i=1}^{n} d_H(A(i, *), B(i, *))\) into two parts, based on \(I_L\) and \(I_S\), \(d_L\)
\[
d_L = \sum_{i \in I_L} d_H(A(i, *), B(i, *)) + \sum_{k \in L} \sum_{i \in Y_k} d_H(A(i, *), B(i, *))
\]
and \(d_S = \sum_{i \in I_S} d_H(A(i, *), B(i, *)) + \sum_{k \in S} \sum_{i \in Y_k} d_H(A(i, *), B(i, *))\).

That is, \(D_{\text{M}}(A, B) = d_L + d_S\). In what follows, we describe how our algorithm approximates \(d_L\) and \(d_S\) separately. A pseudocode for algorithm \(\text{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T)\) can be found in the full version of this paper [13].

**Approximating \(d_L\), the contribution from large buckets**

We can show in Lemma A.1 (i) and (ii), for each \(k \in L\), \(\frac{p}{|H|} \hat{Y}_k\) is a \((1 \pm \frac{\varepsilon}{50})\)-approximation to \(|Y_k|\) with high probability. Recall that \(d_L = \sum_{k \in L} \sum_{i \in Y_k} d_H(A(i, *), B(i, *))\), where \(L\) denotes the set of indices present in large buckets. Our algorithm \(\text{Dist-Symm-Matrix-Guess}(A, B, \varepsilon, T)\) sets \(\hat{d}_L = \frac{p}{|H|} \sum_{k \in L} \hat{Y}_k \left(1 + \frac{\varepsilon}{50}\right)^k\) as an estimate for \(d_L\). Putting everything together, we show in Lemma A.2 that the following holds with high probability.

\[
\left(1 - \frac{\varepsilon}{50}\right) d_L \leq \hat{d}_L \leq \left(1 + \frac{\varepsilon}{50}\right) d_L.
\] (4)

**Approximating \(d_S\), the contribution from small buckets**

\(d_S = \sum_{i \in I_S} d_H(A(i, *), B(i, *))\) can not be approximated directly as in the case of \(d_L\). To get around the problem of estimating the contribution of small buckets, we partition \(\sum_{i \in I_S} d_H(A(i, *), B(i, *))\) into two parts by projecting row vectors \(A(i, *)\)'s and \(B(i, *)\)'s onto \(I_L\) and \(I_S\):

\(d_{SL} = \sum_{i \in I_S} d_H(A(i, *)|I_L, B(i, *)|I_L)\) and \(d_{SS} = \sum_{i \in I_S} d_H(A(i, *)|I_S, B(i, *)|I_S)\).

So, \(d_S = d_{SL} + d_{SS}\).

As \(A\) and \(B\) are symmetric, \(d_{SL} = d_{LS} = \sum_{i \in I_L} d_H(A(i, *)|I_L, B(i, *)|I_S)\). Hence, \(d_S = d_{LS} + d_{SS}\). We approximate \(d_S\) by arguing that (i) \(d_{SS}\) is small, and (ii) \(d_{LS}\) can be approximated well. Informally speaking, the quantity \(d_{SL}\) is all about looking at the large buckets from the small buckets. But as handling small buckets is problematic as opposed to large buckets, we look at the small buckets from the large buckets. Now, as the matrix is symmetric, these two quantities are the same.

(i) \(d_{SS}\) is small: Observe that \(d_{SS}\) can be upper bounded, in terms of \(|I_S|\), as follows:

\[
d_{SS} = \sum_{i \in I_S} d_H(A(i, *)|I_S, B(i, *)|I_S) = |\{(i, j) \in I_S \times I_S : A(i, j) \neq B(i, j)\}| \leq |I_S|^2.
\]
By the definition of $I_S$, it is the set of indices present in small buckets ($Y_k$’s with $|Y_k| \leq \tau$).

With high probability, for any small bucket $Y_k$, we can show that $|Y_k| \leq \sqrt{\varepsilon T / 40t}$. As there are $t$ many buckets, with high probability, $|I_S| = \sum_{k \in S} |Y_k| \leq \frac{n}{n \tau} \varepsilon T \leq \frac{\sqrt{T}}{40t}$. So, with high probability,

$$d_{SS} \leq \frac{\varepsilon T}{1600}.$$  \hspace{1cm} (5)

The formal proof of the above equation will be given in Claim A.5.

(ii) Approximating $d_{LS}$: For $k \in L$, the set of indices corresponding to large buckets, let $d_{LS}^k$ be the contribution of bucket $Y_k$ to $d_{LS}$, that is, $d_{LS}^k = \sum_{i \in Y_k} d_{H}(A(i,*)|I_k, B(i,*)|I_k)$. So, $d_{LS} = \sum_{k \in L} d_{LS}^k$, and $d_{LS}$ can be approximated by approximating $d_{LS}^k$ for each $k \in L$. To approximate $d_{LS}^k$, for each $k \in L$, we define $\zeta_k = d_{LS}^k / (\sum_{i \in Y_k} d_{H}(A(i,*)|I_k, B(i,*)|I_k))$. We have already argued that $d_{LS}^k = \sum_{i \in L} d_{LS}^k$ and recall that $\sum_{k \in L} \sum_{i \in Y_k} d_{H}(A(i,*)|I_k, B(i,*)|I_k) = d_L$. So, intuitively, $\zeta_k$ denotes the ratio of the contribution of bucket $Y_k$ to $d_{LS}$ and the contribution of bucket $Y_k$ to $d_L$. By our bucketing scheme, for each $i \in Y_k$, $(1 - \frac{\varepsilon}{50})^{l - 1} \leq d_{H}(A(i,*)|I_k, B(i,*)|I_k) \leq (1 + \frac{\varepsilon}{50})^{l - 1}$, that is, $d_{H}(A(i,*)|I_k, B(i,*)|I_k)$’s are roughly the same for each $i \in Y_k$. So, any $d_{LS}^k$ can be approximated by approximating its corresponding $\zeta_k$. To do so, we express $d_{LS}^k$ combinatorially as follows:

$$d_{LS}^k = |\{(i, j) : A(i,j) \neq B(i,j) \text{ such that } i \in Y_k \text{ and } j \in I_S\}|.$$

For each $k \in L$, our algorithm finds a sample $Z_k$ of size $|\hat{Y}_k|$ many indices from $\hat{Y}_k$ with replacement. Then for each $i \in Z_k$, our algorithm calls APPROX-SAMPLE($i, \beta, \eta$). Recall that APPROX-SAMPLE($i, \beta, \eta$) (as stated in Lemma 2.12) takes $i \in [n]$ and $\beta, \eta \in (0, 1)$ as inputs and returns a $(1 \pm \beta)$-uniform sample from the set NEQ($A, B, i$) with probability at least $1 - \eta$. Let $j \in [n]$ be the output of NEQ($A, B, i$). Then we check whether $j \in I_S$.

Let $C_k$ be the number of elements $i \in Z_k$ whose corresponding call to APPROX-SAMPLE($i, \beta, \eta$) returns a $j$ with $j \in I_S$. Our algorithm takes $\hat{\zeta}_k = \frac{C_k}{|Y_k|}$ as an estimate for $\zeta_k$. We can show that, (in Lemma A.1 (i) and (ii)), for each $k \in L$, $\frac{n}{n \tau} \frac{|\hat{Y}_k|}{|Y_k|}$ is a $(1 \pm \frac{\varepsilon}{50})$-approximation to $Y_k$. Also, when $T$ is at least a suitable polynomial in $\log n$ and $\frac{1}{\varepsilon}$, we show in Lemma A.1 (iii) and (iv) the followings, respectively:

- $\hat{\zeta}_k \geq \frac{\varepsilon}{50}$, then $\hat{\zeta}_k$ is a $(1 \pm \frac{\varepsilon}{50})$-approximation to $\zeta_k$ with high probability.
- $\hat{\zeta}_k \leq \frac{\varepsilon}{50}$, then $\hat{\zeta}_k$ is a $(1 \pm \frac{\varepsilon}{50})$-approximation to $\zeta_k$ with high probability.

Hence, $\hat{d}_{LS} = \frac{1}{n \tau} \sum_{k \in L} \hat{\zeta}_k |\hat{Y}_k| (1 + \frac{\varepsilon}{50})^{l - 1}$ satisfies $(1 - \frac{\varepsilon}{15}) d_{LS} - \frac{\varepsilon}{25} d_L \leq \hat{d}_{LS} \leq (1 + \frac{\varepsilon}{15}) d_{LS} + \frac{\varepsilon}{25} d_L$ with high probability. Note that the additive factor in terms of $d_L$ is due to the way $\hat{\zeta}_k$’s are defined.

In fact our algorithm DIST-SYMM-MATRIX-GUESS($A, B, \varepsilon, T$) sets $\hat{d}_{SS} = \hat{d}_{LS}$. The intuition behind setting $\hat{d}_{SS} = \hat{d}_{LS}$ is that $d_S = d_{LS} + d_{SS}$ and $d_{SS}$ is small. So, with high probability,

$$\left(1 - \frac{\varepsilon}{15}\right) d_{LS} - \frac{\varepsilon}{25} d_L \leq \hat{d}_{LS} \leq \left(1 + \frac{\varepsilon}{15}\right) d_{LS} + \frac{\varepsilon}{25} d_L.$$  \hspace{1cm} (6)

4 The reason for checking $j \in I_S$ can be observed from the definition of $d_{LS}^k = |\{(i, j) : A(i,j) \neq B(i,j) \text{ such that } i \in Y_k \text{ and } j \in I_S\}|.$
The above will be formally proved in Claim A.6. By Equations 6 and 5, we get $d_S$ is an estimate for $d_S$ that satisfies the following with high probability.

$$\left(1 - \frac{\epsilon}{15}\right)d_S - \frac{\epsilon T}{1600} - \frac{\epsilon}{25}d_L \leq d_S \leq \left(1 + \frac{\epsilon}{15}\right)d_S + \frac{\epsilon}{25}d_L \tag{7}$$

We will formally show the above equation in Lemma A.3.

**Final output returned by our algorithm** DIST-SYMM-MATRIX-GUESS($A, B, \epsilon, T$)

Finally, our algorithm returns $\hat{d} = d_L + d_S$ as an estimation for $D_M(A, B)$. Recall that $D_M(A, B) = d_S + d_L$. From Equations 4 and 7, $\hat{d}$ satisfies, with high probability,

$$\left(1 - \frac{\epsilon}{10}\right)D_M(A, B) - \frac{\epsilon}{1600}T \leq \hat{d} \leq \left(1 + \frac{\epsilon}{10}\right)D_M(A, B).$$

**The query complexity analysis of algorithm** DIST-SYMM-MATRIX-GUESS($A, B, \epsilon, T$)

Note that the discussed algorithm works when $T$ is at least a suitable polynomial in $\log n$ and $1/\epsilon$. Moreover, the algorithm calls each of DIST-BET-ROWS$(i, \beta, \eta)$ and APPROX-SAMPLE$(i, \beta, \eta)$ for $\tilde{O}\left(n/\sqrt{T}\right)$ times. Note that $\beta = \epsilon/50$ and $\eta = 1/poly(n)$.

So, the number of IP queries, made by each call to DIST-BET-ROWS$(i, \beta, \eta)$ as well as APPROX-SAMPLE$(i, \beta, \eta)$, is $\tilde{O}(1)$ by Lemma 2.5 and 2.12. Hence, the number of IP queries made by our algorithm is $\tilde{O}\left(n/\sqrt{T}\right)$. The formal proof of the correctness of DIST-SYMM-MATRIX-GUESS($A, B, \epsilon, T$) is in Appendix A.

3 Distance between two arbitrary matrices

In this Section, we prove our main result (stated as Theorem 1.2 in Section 1).

**Theorem 3.1 (Theorem 1.2 restated).** There exists an algorithm that has IP query access to unknown matrices $A$ and $B$, takes an $\epsilon \in (0, 1)$ as an input, and returns a $(1 \pm \epsilon)$ approximation to $D_M(A, B)$ with high probability, and makes $O\left(\frac{n}{\sqrt{D_M(A, B)}}\ poly (\log n, \frac{1}{\epsilon})\right)$ queries.

To prove the above theorem, we use Lemma 2.1 for estimating $D_M(A, B)$ when both $A$ and $B$ are symmetric. Let $\Delta^A$ be a matrix defined as $\Delta^A(i, j) = A(i, j)$ if $i \leq j$, and $\Delta^A(i, j) = A(j, i)$, otherwise. Also, let $\Delta_A$ be a matrix defined as $\Delta_A(i, j) = A(i, j)$ if $i \geq j$, and $\Delta_A(i, j) = A(j, i)$, otherwise. Similarly, we can also define $\Delta^B$ and $\Delta_B$ similarly. Observe that $\Delta^A, \Delta_A, \Delta^B$ and $\Delta_B$ are symmetric matrices, and

$$D_M(A, B) = \frac{1}{2} [D_M(\Delta_A, \Delta_B) + D_M(\Delta^A, \Delta^B)].$$

So, we can report a $(1 \pm \epsilon)$-approximation to $D_M(A, B)$ by finding a $(1 \pm \frac{\epsilon}{2})$-approximation to both $D_M(\Delta_A, \Delta_B)$ and $D_M(\Delta^A, \Delta^B)$ with high probability. This is possible, by Lemma 2.1, if we have IP query access to matrices $\Delta_A, \Delta_B, \Delta^A$ and $\Delta^B$. But we do not have IP query access to $\Delta_A, \Delta_B, \Delta^A$ and $\Delta^B$ explicitly. However, we can simulate IP query access to matrices $\Delta_A$ and $\Delta^A$ (as $\Delta_B$ and $\Delta^B$) with IP query access to matrix $A$ (B), respectively as stated and proved in the observation below. Hence, we are done with the proof of Theorem 3.1
Observation 3.2. An IP query to matrix $\Delta_A$ ($\Delta^A$) can be answered by using two IP queries to matrix $A$. Also, an IP query to $\Delta_B$ ($\Delta^B$) can be answered by using two IP queries to matrix $B$.

Proof. We prove how an IP query to matrix $\Delta_A$ can be answered by using two IP queries to matrix $A$. Other parts of the statement can be proved similarly.

Consider an IP query $\langle \Delta_A(i, *), r \rangle$ to $\Delta_A$, where $i \in [n]$ and $r = (r_1, \ldots, r_n) \in \mathbb{R}^n$. Let $r^{\le i}$ and $r^{> i}$ in $\mathbb{R}^n$ be two vectors defined as follows: $r^{\le i}_j = r_j$ if $j \le i$, and $r^{\le i}_j = 0$, otherwise. $r^{> i}_j = r_j$ if $j > i$, and $r^{> i}_j = 0$, otherwise. Now, we can deduce that

$$
\langle \Delta_A(i, *), r \rangle = \sum_{j=1}^i \Delta_A(i, j)r_j + \sum_{j=i+1}^n \Delta_A(i, j)r_j
$$

$$
= \sum_{j=1}^i A(i, j)r_j + \sum_{j=i+1}^n A(j, i)r_j
$$

$$
= \sum_{j=1}^n A(i, j)r^{\le i}_j + \sum_{j=1}^n A(j, i)r^{> i}_j
$$

From the above expression, it is clear that an IP query of the form $\langle \Delta_A(i, *), r \rangle$ to matrix $\Delta_A$ can be answered by making two IP queries of the form $\langle A(i, *), r^{\le i} \rangle$ and $\langle A(*, i), r^{> i} \rangle$ to matrix $A$. ▶

4 Lower bound results

In this Section, if we ignore polylogarithmic term, we show that (in Theorem 4.1) our algorithm to estimate $D_M(A, B)$ using IP query is tight. Apart from Theorem 4.1, we also prove that (in Theorem 4.2) the query complexity of estimating $D_M(A, B)$ using Dec-IP is quadratically larger than that of using IP. The results are formally stated as follows. The lower bounds hold even if the matrices $A$ and $B$ are symmetric matrices, and one matrix (say $A$) is known and one matrix (say $B$) is unknown.

Theorem 4.1. Let $A$ and $B$ denote the known and unknown (symmetric) matrices, respectively. Also let $T \in \mathbb{N}$. Any algorithm having IP query access to matrix $B$, that distinguishes between $D_M(A, B) = 0$ or $D_M(A, B) \ge T$ with probability $2/3$, makes $\Omega\left(\frac{n}{T^2}\right)$ queries to $B$.

Theorem 4.2. Let $A$ and $B$ denote the known and unknown matrices, respectively. Also let $T \in \mathbb{N}$. Any algorithm having Dec-IP query access to matrix $B$, that distinguishes between $D_M(A, B) = 0$ or $D_M(A, B) \ge T$ with probability $2/3$, makes $\Omega\left(\frac{n^2}{T^2}\right)$ queries to $B$.

Recall that every ME query to a matrix can be simulated by using a Dec-IP. Hence, the following corollary follows.

Corollary 4.3. Let $A$ and $B$ denote the known and unknown matrices, respectively. Also let $T \in \mathbb{N}$. Any algorithm having ME query access to matrix $B$, that distinguishes between $D_M(A, B) = 0$ or $D_M(A, B) \ge T$ with probability $2/3$, makes $\Omega\left(\frac{n^2}{T^2}\right)$ queries to $B$.

We prove Theorems 4.1 and 4.2 by using a reduction from a problem known as DISJOINTNESS in two party communication complexity (See Appendix B).
4.1 Proof of Theorem 4.1

Without loss of generality, assume that $\sqrt{T}$ is an integer that divides $N$. We prove the (stated lower bound) by a reduction from DISJOINTNESS_N where $N = n/\sqrt{T}$. Let $x$ and $y$ in $\{0, 1\}^N$ be the inputs of Alice and Bob, respectively. Now consider matrix $B$, that depends on both $x$ and $y$, described as follows.

![Figure 1](image-url) A pictorial illustration of a block matrix $B$ considered in the proof of Theorem 4.2, where $N = 3$.

**Description of matrices $A$ and $B$**

(i) matrix $A$ is the null matrix;
(ii) matrix $B$ is a block diagonal matrix where $B_1, \ldots, B_N$ are diagonal blocks of order $\sqrt{T} \times \sqrt{T}$ (See Figure 2 for an illustration);
(iii) Consider $k \in [N]$. If $x_k = y_k = 1$, then $B_k(i, j) = 1$ for each $i, j \in [\sqrt{T}]$, that is, $B_k$ is an all-one matrix. Otherwise, $B_k$ is a null matrix.

From the description, matrices $A$ and $B$ are symmetric matrices. Moreover, if $x$ and $y$ are disjoint, then all of the $N$ block matrices are null matrices, that is, $B$ is also a null matrix. If $x$ and $y$ are not disjoint, then there is a $k \in [N]$ such that $B_k$ is an all-one matrix, that is, matrix $B$ has at least $T$ many 1s. Recall that here $A$ is a null matrix. Hence, $D_M(A, B) = 0$ if $x$ and $y$ are disjoint, and $D_M(A, B) \geq T$ if $x$ and $y$ are not disjoint.

Observe that we will be done with the proof for the stated lower bound by arguing that Alice and Bob can generate the answer to any IP query, to matrix $B$, with 2 bits of communication. Consider a row IP query $(B(i, \cdot), r)$ to $B$ for some $i \in [n]$ and $r \in \{0, 1\}^n$.

From the construction of the matrix $B$, there exists a matrix $B_j$, for some $j \in [N]$, that completely determines $B(i, \cdot)$. Also, observe that, $B_j$ depends on $x_j$ and $y_j$ only. So, Alice and Bob can determine $B_j$ (hence $B(i, \cdot)$) with 2 bits of communication. As $B$ is a symmetric matrix, there is no need to consider column IP queries as such queries can be answered by using row IP queries.

4.2 Proof of Theorem 4.2

Here also, we assume that $\sqrt{T}$ is an integer and $\sqrt{T}$ divides $N$, and prove the stated lower bound by a reduction from DISJOINTNESS_N where $N = n^2/T$. Let $x$ and $y$ in $\{0, 1\}^N$ be the inputs of Alice and Bob, respectively. Now consider matrix $B$, that depends on both $x$ and $y$, described as follows. In the following description, consider a cannonical mapping $\phi : [N] \rightarrow \left[\frac{n}{\sqrt{T}}\right] \times \left[\frac{n}{\sqrt{T}}\right]$. Note that $\phi$ is known to both Alice and Bob apriori.

---

5 The proof goes through even if $r \in \mathbb{R}^n$. 
Description of matrices $A$ and $B$

(i) matrix $A$ is an all 1 matrix;

(ii) matrix $B$ is a block matrix where $B_{ij}$'s ($i,j \in [\sqrt{T}]$) are blocks of order $\sqrt{T} \times \sqrt{T}$ (See Figure 1 for an illustration);

(iii) Consider $k \in [N]$. If $x_k = y_k = 1$, then $B_{\phi(k)} = 0^6$ for each $i,j \in [\sqrt{T}]$, that is, $B_{\phi(k)}$ is an all 0 matrix. Otherwise, $B_{\phi(k)}$ is an all 1 matrix.

From the description, matrices $A$ and $B$ are symmetric matrices. Moreover, if $x$ and $y$ are disjoint, then all of the $N$ block matrices are all 1 matrices, that is, $B$ is also an all 1 matrix. If $x$ and $y$ are not disjoint, then there is (exactly) one $k \in [N]$ such that $B_k$ is a null matrix, that is, matrix $B$ has exactly $T$ many 0s. Recall that here $A$ is a null matrix. Hence, $D_M(A, B) = 0$ if $x$ and $y$ are disjoint, and, $D_M(A, B) = T$ if $x$ and $y$ are not disjoint.

Observe that we will be done with the proof for the stated lower bound by arguing that Alice and Bob can generate the answer to any Dec-IP query, to matrix $B$, with 2 bits of communication. Consider a row Dec-IP query $\langle B(i, \ast), r \rangle$ to $B$ for some $i \in [n]$ and $r \in \{0, 1\}^n$. Without loss of generality, assume that $r$ is not a null matrix, as in this case Alice and Bob can decide $\langle B(i, \ast), r \rangle = 0$ trivially without any communication. Consider a partition of $r$ into $N/\sqrt{T}$ subvectors $r_1, \ldots, r_n/\sqrt{T} \in \{0, 1\}^{\sqrt{T}}$ in the natural way (See Figure 1 for an illustration). Now we analyze by making two cases. If two of the $r_j$s are not null vectors, from the construction of the matrix $B$, then $\langle B(i, \ast), r \rangle > 0$. So, in this case, Alice and Bob report $\langle B(i, \ast), r \rangle \neq 0$ without any communication between them. Now consider the case when exactly one of the $r_j$ is not a null vector. Once again, from the construction of $B$, deciding whether $\langle B(i, \ast), r \rangle = 0$ is equivalent to deciding whether a particular block (say $B_{xy}$) is a null matrix. It is because $r$ is not a null vector, and each block in $B$ is either a null matrix or an all 1 matrix. Let $k \in \left[ \frac{n}{\sqrt{T}} \right]$ be such that $\phi(k) = (x, y)$. Note that $B_{xy}$ is a null matrix if and only if $x_k = y_k = 1$. So, Alice and Bob can determine whether $\langle B(i, \ast), r \rangle = 0$ with 2 bits of communication. As $B$ is a symmetric matrix, there is no need to consider column Dec-IP queries as such queries can be answered by using row IP queries.

---

*Here we abuse the notation slightly. If $\phi(k) = (i, j)$, we denote $B_{ij}$ by $B_{\phi(k)}$.*/
5 Conclusion

Recall that in an IP as well as in Dec-IP queries, a vector \( v \in \{0, 1\}^n \) is given as input along with an index for row or column of an unknown matrix. Let \( \text{IP}_\mathbb{R} \) and \( \text{Dec-IP}_\mathbb{R} \) be the extension of IP and Dec-IP when \( v \) is a vector in \( \mathbb{R}^n \). Now let us have a look into Table 1. The lower bound of \( \Omega(\frac{n}{\sqrt{D}}) \), on the number of IP queries to estimate \( D = D_M(A, B) \), also holds even when we have an access to \( \text{IP}_\mathbb{R} \) oracle. This also implies a lower bound of \( \Omega(\frac{n}{\sqrt{D}}) \) on the number of Dec-IP queries to solve the problem at hand. But our lower bound proof of \( \Omega(\frac{n^2}{D}) \) on the number of Dec-IP queries does not work when we have access to \( \text{IP}_\mathbb{R} \) oracle. So, we leave the following problem as open.

Open problem

What is the query complexity of estimating \( D_M(A, B) \) when we have Dec-IP\_\mathbb{R} access to matrices \( A \) and \( B \)?
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A  Formal correctness proof of DIST-SYMM-MATRIX-GUESS(A, B, ε, T)

From the above discussion, we need to only prove for the case when T is at least a suitable polynomial in \( \log n \) and \( \frac{1}{2} \). The proof (of correctness) is based on the following lemma that can be proved by mainly using Chernoff bound (See Appendix C) and some specific details of the algorithm.

Lemma A.1 (Intermediate Lemma needed to prove the correctness). Let \( \varepsilon \in (0, \frac{1}{2}) \), \( \beta = \frac{\varepsilon}{50} \) and \( \eta = \frac{1}{\text{poly}(n)} \). Consider an oracle \( \mathcal{O}_{\beta, \eta} : [n] \to \mathbb{R} \), as defined in Definition 2.13, with respect to which algorithm DIST-SYMM-MATRIX-GUESS(A, B, ε, T) found \( \hat{Y}_1, \ldots, \hat{Y}_t \subseteq \Gamma \).

Let \( Y_1, \ldots, Y_t \) be the buckets into which \( [n] \) is partitioned w.r.t. \( \mathcal{O}_{\beta, \eta} \). Then, for \( k \in [t] \),

(i) if \( |Y_k| = \frac{\sqrt{\varepsilon t}}{1000} \), then \( \Pr \left( \left| |\hat{Y}_k| - |Y_k| \right| \geq \frac{\varepsilon}{50} |Y_k| \right) \leq \frac{1}{\text{poly}(n)} \);

(ii) if \( |Y_k| \leq \frac{\sqrt{\varepsilon t}}{1000} \), then \( \Pr \left( \left| |\hat{Y}_k| - |Y_k| \right| \geq \frac{\varepsilon}{100} |Y_k| \right) \leq \frac{1}{\text{poly}(n)} \);

(iii) if \( \zeta_k \geq \frac{\varepsilon}{50} \), then \( \Pr \left( \left| \hat{\zeta}_k - \zeta_k \right| \geq \frac{\varepsilon}{100} \zeta_k \right) \leq \frac{1}{\text{poly}(n)} \);

(iv) if \( \zeta_k \leq \frac{\varepsilon}{50} \), then \( \Pr \left( \left| \hat{\zeta}_k \right| \geq \frac{\varepsilon}{100} \right) \leq \frac{1}{\text{poly}(n)} \).

The proof of the above lemma is presented in the full version of this paper [13]. Here, we prove the correctness of algorithm DIST-SYMM-MATRIX(A, B, ε, T) via two claims stated below.

Lemma A.2 (Approximating \( d_L \)). \( (1 - \frac{\varepsilon}{50}) d_L \leq \hat{d}_L \leq (1 + \frac{\varepsilon}{50}) d_L \) with high probability.

Lemma A.3 (Approximating \( d_S \)). \( (1 - \frac{\varepsilon}{50}) d_S - \frac{\varepsilon T}{1000} \leq \hat{d}_S \leq (1 + \frac{\varepsilon}{50}) d_S + \frac{\varepsilon}{25} d_L \) holds with high probability.

Recall that \( D_M(A, B) = d_L + d_S \). Assuming that the above two claims hold, \( \hat{d} = \hat{d}_L + \hat{d}_S \) satisfies \( (1 - \frac{\varepsilon}{10}) D_M(A, B) - \frac{\varepsilon T}{1000} \leq \hat{d} \leq (1 + \frac{\varepsilon}{10}) D_M(A, B) \) with high probability. Note that \( \hat{d} \) satisfies the requirement for an estimate of \( D_M(A, B) \) as stated in Lemma 2.2. Now, it remains to show Lemma A.2 and A.3. We first prove the following claim that follows from our bucketing scheme and will be used in the proofs of Lemma A.2 and A.3. The following claim establishes the connection between the size of a bucket with the sum of the distances between rows (with indices in the same bucket) of matrices \( A \) and \( B \).

Claim A.4. \( \forall k \in [t], \)

\[
\sum_{i \in Y_k} d_H(A(i, *), B(i, *)) \leq |Y_k| \left( 1 + \frac{\varepsilon}{50} \right)^k \leq \left( 1 + \frac{\varepsilon}{50} \right) \sum_{i \in Y_k} d_H(A(i, *), B(i, *)) \leq \left( 1 + \frac{\varepsilon}{50} \right) \sum_{i \in Y_k} \mathcal{O}_{\beta, \eta}(i)
\]
holds with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

Proof. \( Y_1, \ldots, Y_t \subseteq [n] \) be the buckets into which \( [n] \) is partitioned, where

\[
Y_k = \{ i \in [n] : \left( 1 + \frac{\varepsilon}{50} \right)^{k-1} \leq \mathcal{O}_{\beta, \eta}(i) < \left( 1 + \frac{\varepsilon}{50} \right)^k \}.
\]

So, \( \forall k \in [t], \)

\[
\sum_{i \in Y_k} \mathcal{O}_{\beta, \eta}(i) \leq |Y_k| \left( 1 + \frac{\varepsilon}{50} \right)^k \leq \left( 1 + \frac{\varepsilon}{50} \right) \sum_{i \in Y_k} \mathcal{O}_{\beta, \eta}(i)
\]

(8)

Here \( \beta = \frac{\varepsilon}{50} \) and \( \eta = \frac{1}{\text{poly}(n)} \).

Oracle \( \mathcal{O}_{\beta, \eta} : [n] \to \mathbb{R} \) is a function, as defined in Definition 2.13, such that \( \mathcal{O}_{\beta, \eta}(i) \) equals to \( \hat{a}_i \), the value returned by DIST-BET-ROWS(\( i, \beta, \eta \)), if the algorithm
As
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Then we show that

with probability at least

\[ \Pr[ |Y_L| \geq (1 - \frac{\epsilon}{50}) d_L] \geq 1 - \frac{1}{\text{poly}(n)}. \]

Now we will show Lemma A.2.

Proof of Lemma A.2. Note that

\[ d_L = \sum_{i \in I_L} d_{H_i} (A(i, *), B(i, *)) \]

and

\[ \hat{d}_L = \frac{n}{|I|} \sum_{k \in L} |Y_k| \left(1 + \frac{\epsilon}{50}\right)^k. \]

By the definition of \( d_L \) as well as Claim A.4, we get

\[ \Pr \left( d_L \leq \sum_{k \in L} |Y_k| \left(1 + \frac{\epsilon}{50}\right)^k \leq \left(1 + \frac{\epsilon}{50}\right) d_L \right) \geq 1 - \frac{1}{\text{poly}(n)}. \] (9)

Recall that, for \( k \in [t] \) in the set \( L \) of large buckets, \( \hat{Y}_k \geq \tau \). Here \( \tau = \frac{|Y_k|}{n} \frac{\sqrt{\ln n}}{\epsilon}. \) By Lemma A.1 (ii) and (i), for each \( k \in L \), \( \frac{n}{|I|} |Y_k| \) is a \((1 \pm \frac{\epsilon}{50})\)-approximation to \(|Y_k|\) with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

So, the following holds with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

\[ \left(1 - \frac{\epsilon}{50}\right) d_L \leq \frac{n}{|I|} \sum_{k \in L} |Y_k| \left(1 + \frac{\epsilon}{50}\right)^k \leq \left(1 + \frac{\epsilon}{50}\right)^2 d_L. \] (10)

By the definition of \( \hat{d}_L \) along with taking \( \epsilon \in (0, \frac{1}{2}) \), we conclude that

\[ \Pr \left( \left(1 - \frac{\epsilon}{20}\right) d_L \leq \hat{d}_L \leq \left(1 + \frac{\epsilon}{20}\right) d_L \right) \geq 1 - \frac{1}{\text{poly}(n)}. \] \( \blacksquare \)

Proof of Lemma A.3. Recall that

\[ d_S = \sum_{i \in I_S} d_{H_i} (A(i, *), B(i, *)) \]

and

\[ \hat{d}_S = \frac{n}{|I|} \sum_{k \in L} \hat{c}_k \left(1 + \frac{\epsilon}{50}\right)^k. \] Moreover, \( d_S = d_{SL} + d_{SS} \), where

\[ d_{SL} = \sum_{i \in I_L} d_{H_i} (A(i, *)|I_L, B(i, *)|I_L) \]

and \( d_{SS} = \sum_{i \in I_S} d_{H_i} (A(i, *)|I_S, B(i, *)|I_S) \).

Also, as \( A \) and \( B \) are symmetric matrices, \( d_{SL} = d_{LS} = \sum_{i \in I_L} d_{H_i} (A(i, *)|I_L, B(i, *)|I_L) \).

First we show that

\[ \text{Claim A.5.} \quad \Pr \left( d_{SS} \leq \frac{\epsilon T}{1000} \right) \geq 1 - \frac{1}{\text{poly}(n)}. \]

Then we show that

\[ \text{Claim A.6.} \quad \Pr \left( \left(1 - \frac{\epsilon}{15}\right) d_{LS} - \frac{\epsilon T}{1000} d_L \leq \hat{d}_S \leq \left(1 + \frac{\epsilon}{15}\right) d_{LS} + \frac{\epsilon T}{1000} d_L \right) \geq 1 - \frac{1}{\text{poly}(n)}. \]

As \( d_S = d_{SS} + d_{LS} \), the above two claims imply the Lemma, that is, the following holds with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

\[ \left(1 - \frac{\epsilon}{15}\right) d_S - \frac{\epsilon T}{1000} - \frac{\epsilon}{25} d_L \leq \hat{d}_S \leq \left(1 + \frac{\epsilon}{15}\right) d_S + \frac{\epsilon T}{1000} + \frac{\epsilon}{25} d_L. \]

So, it remains to show Claims A.5 and A.6.
Proof of Claim A.5. Note that

\[ d_{SS} = \sum_{i \in I_S} d_H(A(i, \cdot)|I_S, B(i, \cdot)|I_S) = |\{(i, j) \in I_S \times I_S : A(i, j) \neq B(i, j)\}|, \]

where \( I_S \) denotes the set of indices in the \( Y_k \)'s with \( k \in S \) and \( S \) is the set of small buckets. So, \( |I_S| = \sum_{k \in S} |Y_k| \). By the definition of \( S \), for every \( k \in S \), \( \bar{Y}_k < \tau = \frac{\sqrt{\epsilon T}}{40} \). By Lemma A.1 (i), we have \( |Y_k| \leq \left(1 + \frac{\epsilon}{50}\right) \frac{n}{|I|} \bar{Y}_k \leq \frac{\sqrt{\epsilon T}}{40} \) with probability at least \( 1 - \frac{1}{poly(n)} \). This implies that \( |I_S| = \sum_{k \in S} |Y_k| \leq \frac{\sqrt{\epsilon T}}{40} \) with probability at least \( 1 - \frac{1}{poly(n)} \). Hence, by the definition of \( d_{SS} \), we have the following with probability at least \( 1 - \frac{1}{poly(n)} \).

\[ d_{SS} = \sum_{i \in I_S} d_H(A(i, \cdot), B(i, \cdot)) \leq |I_S|^2 \leq \frac{\epsilon T}{1600}. \]

Proof of Claim A.6. Note that \( d_{LS} = \sum_{k \in L} d_H(A(i, \cdot)|I_k, B(i, \cdot)|I_k) \). Recall that \( d_{LS} = \sum_{k \in L} d_{LS}^k \), where \( d_{LS}^k = \sum_{i \in Y_k} d_H(A(i, \cdot)|I_k, B(i, \cdot)|I_k) \). Also, recall that \( \zeta_k = \sum_{i \in Y_k} d_H(A(i, \cdot), B(i, \cdot)) \). Hence,

\[ d_{LS} = \sum_{k \in L} \zeta_k \sum_{i \in Y_k} d_H(A(i, \cdot), B(i, \cdot)). \]  \( \text{(11)} \)

By Claim A.4, the following holds with probability at least \( 1 - \frac{1}{poly(n)} \).

\[ \forall k \in [l], \zeta_k \sum_{i \in Y_k} d_H(A(i, \cdot), B(i, \cdot)) \leq \zeta_k |Y_k| \left(1 + \frac{\epsilon}{50}\right)^k \leq \zeta_k \left(1 + \frac{\epsilon}{50}\right) \sum_{i \in Y_k} d_H(A(i, \cdot), B(i, \cdot)). \]

Taking sum over all \( k \in L \) and then applying Equation 11, the following holds with probability at least \( 1 - \frac{1}{poly(n)} \).

\[ \mathbb{P}\left( d_{LS} \leq \sum_{k \in L} \zeta_k |Y_k| \left(1 + \frac{\epsilon}{50}\right)^k \leq \left(1 + \frac{\epsilon}{50}\right) d_{LS} \right) \geq 1 - \frac{1}{poly(n)}. \]

Recall that, for \( k \in [l] \) in the set \( L \) of large buckets, \( \bar{Y}_k \geq \tau \). Here \( \tau = \frac{\sqrt{\epsilon T}}{40} \). By Lemma A.1 (ii) and (i), for each \( k \in L \), \( \frac{n}{|I|} \bar{Y}_k \) is a \( (1 \pm \frac{\epsilon}{50}) \)-approximation to \( |Y_k| \) with probability at least \( 1 - \frac{1}{poly(n)} \). So,

\[ \mathbb{P}\left( (1 - \frac{\epsilon}{50}) d_{LS} \leq \frac{n}{|I|} \sum_{k \in L} \zeta_k \bar{Y}_k \left(1 + \frac{\epsilon}{50}\right)^k \leq \left(1 + \frac{\epsilon}{50}\right) d_{LS} \right) \geq 1 - \frac{1}{poly(n)}. \]  \( \text{(12)} \)

Having the above equation, consider \( \hat{d}_S = \frac{n}{|I|} \sum_{k \in L, \zeta_k \geq \frac{n}{|I|}} \hat{\zeta}_k \bar{Y}_k \left(1 + \frac{\epsilon}{50}\right)^k \) whose upper and lower bound is to be proved as stated in Claim A.6. Breaking the sum into two parts depending the values of \( \hat{\zeta}_k \)'s, we have

\[ \hat{d}_S = \frac{n}{|I|} \sum_{k \in L, \zeta_k \geq \frac{n}{|I|}} \hat{\zeta}_k \bar{Y}_k \left(1 + \frac{\epsilon}{50}\right)^k + \frac{n}{|I|} \sum_{k \in L, \zeta_k < \frac{n}{|I|}} \hat{\zeta}_k \bar{Y}_k \left(1 + \frac{\epsilon}{50}\right)^k. \]  \( \text{(13)} \)

We prove the desired upper and lower bound on \( \hat{d}_S \) separately by using the following observation about upper and lower bounds of the two terms in Equation 13.
Observation A.7.  

(i) \( \frac{n}{|L|} \sum_{k \in L : \zeta_k \geq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k \leq (1 + \frac{\epsilon}{40}) d_{LS} \) with probability \( 1 - \frac{1}{\text{poly}(n)} \).

(ii) \( \frac{n}{|L|} \sum_{k \in L : \zeta_k < \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{25}\right)^k \leq \frac{\epsilon}{25} d_L \) with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

(iii) \( \frac{n}{|L|} \sum_{k \in L : \zeta_k \geq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k \geq (1 - \frac{\epsilon}{15}) d_{LS} - \frac{\epsilon}{25} d_L \) with probability \( 1 - \frac{1}{\text{poly}(n)} \).

Proof.  

(i) By Lemma A.1 (iii), for each \( k \in [t] \) with \( \zeta_k \geq \frac{50}{40} \), \( \hat{c}_k \) is a \( \left(1 \pm \frac{\epsilon}{50}\right) \)-approximation to \( \zeta_k \) with probability at least \( 1 - \frac{1}{\text{poly}(n)} \). So, with probability at least \( 1 - \frac{1}{\text{poly}(n)} \), we can derive the following.

\[
\frac{n}{|L|} \sum_{k \in L : \zeta_k \geq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{40}\right)^k \leq \left(1 + \frac{\epsilon}{40}\right) \frac{n}{|L|} \sum_{k \in L : \zeta_k \geq \frac{50}{40}} \zeta_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k.
\]

\[
\leq \left(1 + \frac{\epsilon}{40}\right) \left(1 + \frac{\epsilon}{50}\right)^2 d_{LS} \quad (: \text{By Equation 12})
\]

\[
\leq \left(1 + \frac{\epsilon}{15}\right) d_{LS}.
\]

(ii) By Lemma A.1 (iv), for each \( k \in [t] \) with \( \zeta_k < \frac{50}{40} \), \( \hat{c}_k \) is at most \( \frac{\epsilon}{30} \) with probability at least \( 1 - \frac{1}{\text{poly}(n)} \). Hence, the following derivations hold with probability \( 1 - \frac{1}{\text{poly}(n)} \).

\[
\frac{n}{|L|} \sum_{k \in L : \zeta_k < \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k \leq \frac{\epsilon}{30} \frac{n}{|L|} \sum_{k \in L : \zeta_k < \frac{50}{40}} \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k
\]

\[
\leq \frac{\epsilon}{30} \left(1 + \frac{\epsilon}{50}\right)^2 d_L \quad ( \text{By Equation 10})
\]

\[
\leq \frac{\epsilon}{25} d_L.
\]

(iii) Note that

\[
\frac{n}{|L|} \sum_{k \in L : \zeta_k \geq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k \geq \frac{n}{|L|} \sum_{k \in L} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k - \frac{n}{|L|} \sum_{k \in L : \zeta_k \leq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k.
\]

By Lemma A.1 (iii), for each \( k \in [t] \) with \( \zeta_k \geq \frac{50}{50} \), \( \hat{c}_k \) is a \( \left(1 \pm \frac{\epsilon}{50}\right) \)-approximation to \( \zeta_k \) with probability at least \( 1 - \frac{1}{\text{poly}(n)} \). Also, by Observation A.7 (iii),

\[
\frac{n}{|L|} \sum_{k \in L : \zeta_k \leq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k \leq \frac{\epsilon}{25} d_L \) with probability at least \( 1 - \frac{1}{\text{poly}(n)} \). So, we can derive the following with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

\[
\frac{n}{|L|} \sum_{k \in L : \zeta_k \geq \frac{50}{40}} \hat{c}_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k \geq \left(1 - \frac{\epsilon}{40}\right) \frac{n}{|L|} \sum_{k \in L} \zeta_k \left| \hat{Y}_k \right| \left(1 + \frac{\epsilon}{50}\right)^k - \frac{\epsilon}{25} d_L
\]

\[
\geq \left(1 - \frac{\epsilon}{40}\right)^2 d_{LS} - \frac{\epsilon}{25} d_L \quad ( \text{By Equation 12})
\]

\[
\geq \left(1 - \frac{\epsilon}{15}\right) d_{LS} - \frac{\epsilon}{25} d_L.
\]

Considering the expression for \( \hat{d}_S \) in Equation 13 along with Observation A.7 (i) and (ii), we can derive the desired upper bound on \( \hat{d}_S \) (as follows) that holds with probability at least \( 1 - \frac{1}{\text{poly}(n)} \).

\[
\hat{d}_S \leq \left(1 + \frac{\epsilon}{15}\right) d_{LS} + \frac{\epsilon}{25} d_L.
\]
For the lower bound part of $\hat{d}_S$, again consider the expression for $\hat{d}_S$ in Equation 13 along with Observation A.7 (iii). We have the following with probability at least $1 - \frac{1}{\text{poly}(n)}$:

$$\hat{d}_S \geq \left(1 - \frac{\varepsilon}{15}\right) d_{LS} - \frac{\varepsilon}{25} d_L.$$ 

\[\Box\]

### B Communication complexity

In two-party communication complexity there are two parties, Alice and Bob, that wish to compute a function $P : \{0, 1\}^N \times \{0, 1\}^N \rightarrow \{0, 1\}$. Alice is given $x \in \{0, 1\}^N$ and Bob is given $y \in \{0, 1\}^N$. Let $x_i (y_i)$ denote the $i$-th bit of $x (y)$. While the parties know the function $P$, Alice does not know $y$, and similarly, Bob does not know $x$. Thus they communicate bits following a pre-decided protocol $\mathcal{P}$ in order to compute $P(x, y)$. We say a randomized protocol $\mathcal{P}$ computes $P$ if for all $(x, y) \in \{0, 1\}^N \times \{0, 1\}^N$ we have $\Pr[\mathcal{P}(x, y) = P(x, y)] \geq 2/3$. The model provides the parties access to common random string of arbitrary length. The cost of the protocol $\mathcal{P}$ is the maximum number of bits communicated, where maximum is over all inputs $(x, y) \in \{0, 1\}^N \times \{0, 1\}^N$. The communication complexity of the function is the cost of the most efficient protocol computing $P$. For more details on communication complexity, see [25]. We now define DISJOINTNESS function on $N$ bits and state its two-way randomized communication complexity.

\[\checkmark\] **Definition B.1.** Let $N \in \mathbb{N}$. The DISJOINTNESS$_N$ on $N$ bits is a function $\text{DISJOINTNESS}_N : \{0, 1\}^N \times \{0, 1\}^N \rightarrow \{0, 1\}$ such that $\text{DISJOINTNESS}_N(x, y) = 0$ if there exists an $i \in [N]$ such that $x_i = y_i = 1$, and 1, otherwise.

\[\checkmark\] **Proposition B.2.** [25] The randomized communication complexity of DISJOINTNESS$_N$ is $\Omega(N)$ even if it is promised that there exists at most one $i \in [n]$ such that $x_i = y_i = 1$.

### C Probability Results

\[\checkmark\] **Lemma C.1 (See [21]).** Let $X = \sum_{i \in [n]} X_i$, where $X_i, i \in [n]$, are independent random variables, $X_i \in [0, 1]$ and $E[X]$ is the expected value of $X$. Then for $\epsilon \in (0, 1)$, $\Pr[|X - E[X]| > \epsilon E[X]] \leq \exp \left(-\frac{\epsilon^2}{2} E[X] \right)$.

\[\checkmark\] **Lemma C.2 (See [21]).** Let $X = \sum_{i \in [n]} X_i$, where $X_i, i \in [n]$, are independent random variables, $X_i \in [0, 1]$ and $E[X]$ is the expected value of $X$. Suppose $\mu_L \leq E[X] \leq \mu_H$, then for $0 < \epsilon < 1$,

(i) $\Pr[X > (1 + \epsilon)\mu_H] \leq \exp \left(-\frac{\epsilon^2}{2} \mu_H \right)$.

(ii) $\Pr[X < (1 - \epsilon)\mu_L] \leq \exp \left(-\frac{\epsilon^2}{2} \mu_L \right)$. 
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Greedy decision tree learning heuristics are mainstays of machine learning practice, but theoretical justification for their empirical success remains elusive. In fact, it has long been known that there are simple target functions for which they fail badly (Kearns and Mansour, STOC 1996).

Recent work of Brutzkus, Daniely, and Malach (COLT 2020) considered the smoothed analysis model as a possible avenue towards resolving this disconnect. Within the smoothed setting and for targets \( f \) that are \( k \)-juntas, they showed that these heuristics successfully learn \( f \) with depth-\( k \) decision tree hypotheses. They conjectured that the same guarantee holds more generally for targets that are depth-\( k \) decision trees.

We provide a counterexample to this conjecture: we construct targets that are depth-\( k \) decision trees and show that even in the smoothed setting, these heuristics build trees of depth \( 2^{\Omega(k)} \) before achieving high accuracy. We also show that the guarantees of Brutzkus et al. cannot extend to the agnostic setting: there are targets that are very close to \( k \)-juntas, for which these heuristics build trees of depth \( 2^{\Omega(k)} \) before achieving high accuracy.
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1 Introduction

Greedy decision tree learning heuristics are among the earliest and most basic algorithms in machine learning. Well-known examples include ID3 [28], its successor C4.5 [29], and CART [6], all of which continue to be widely employed in everyday ML applications. These simple heuristics build a decision tree for labeled dataset \( S \) in a greedy, top-down fashion. They first identify a “good” attribute to query as the root of the tree. This induces a partition of \( S \) into \( S_0 \) and \( S_1 \), and the left and right subtrees are built recursively using \( S_0 \) and \( S_1 \) respectively.

In more detail, each heuristic is associated with an impurity function \( \mathcal{I} : [0, 1] \to [0, 1] \) that is concave, symmetric around \( \frac{1}{2} \), and satisfies \( \mathcal{I}(0) = \mathcal{I}(1) = 0 \) and \( \mathcal{I}(\frac{1}{2}) = 1 \). Examples include the binary entropy function \( \mathcal{I}(p) = H(p) \) that is used by ID3 and C4.5, and the Gini
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Impurity function \(f(p) = 4p(1-p)\) that is used by CART; Kearns and Mansour [21] proposed and analyzed the function \(f(p) = 2\sqrt{p(1-p)}\). For a target function \(f : \mathbb{R}^n \rightarrow \{0,1\}\) and a distribution \(D\) over \(\mathbb{R}^n\), these heuristics build a decision tree hypothesis for \(f\) as follows:

1. **Split:** Query \(\mathbb{I}\{x_i \geq \theta\}\) as the root of the tree, where \(x_i\) and \(\theta\) are chosen to (approximately) maximize the purity gain with respect to \(f\):

   \[
   \text{gain}_{D}(f, x_i) := \mathbb{E}[f] - (\mathbb{P}[x_i \geq \theta] \cdot \mathbb{E}[f_{x_i \geq \theta}] + \mathbb{P}[x_i < \theta] \cdot \mathbb{E}[f_{x_i < \theta}])
   \]

   where the expectations and probabilities above are with respect to randomly drawn labeled examples \((x, f(x))\) where \(x \sim D\), and \(f_{x_i \geq \theta}\) denotes the restriction of \(f\) to inputs satisfying \(x_i \geq \theta\) (and similarly for \(f_{x_i < \theta}\)).

2. **Recurse:** Build the left and right subtrees by recursing on \(f_{x_i \geq \theta}\) and \(f_{x_i < \theta}\) respectively.

3. **Terminate:** The recursion terminates when the depth of the tree reaches a user-specified depth parameter. Each leaf \(\ell\) of the tree is labeled by \(\text{round}(\mathbb{E}[f_\ell])\), where we associate \(\ell\) with the restriction corresponding to the root-to-\(\ell\) path within the tree and \(\text{round}(p) := \mathbb{I}\{p \geq \frac{1}{2}\}\).

Given the popularity and empirical success of these heuristics\(^1\), it is natural to seek theoretical guarantees on their performance:

Let \(f : \mathbb{R}^n \rightarrow \{0,1\}\) be a target function and \(D\) be a distribution over \(\mathbb{R}^n\). Can we obtain a high-accuracy hypothesis for \(f\) by growing a depth-\(k'\) tree using these heuristics, where \(k'\) is not too much larger than \(k\), the optimal decision tree depth for \(f\)?

\(^1\) CART and C4.5 were named as two of the “Top 10 algorithms in data mining” by the International Conference on Data Mining (ICDM) community [33]; other algorithms on this list include \(k\)-means, \(k\)-nearest neighbors, Adaboost, and PageRank, all of whose theoretical properties are the subjects of intensive study. C4.5 has also been described as “probably the machine learning workhorse most widely used in practice to date” [32].

1.1 Background and prior work

A simple and well-known impossibility result

Unfortunately, it has long been known [21, 20] that no such guarantee is possible even under favorable feature and distributional assumptions. Consider the setting of binary features (i.e. \(f : \{0,1\}^n \rightarrow \{0,1\}\)) and the uniform distribution \(U\) over \(\{0,1\}^n\), and suppose \(f\) is the parity of two unknown features \(x_i \oplus x_j\) for \(i,j \in [n]\). It can be easily verified that for all impurity functions \(\mathcal{S}\), all features have the same purity gain: \(\text{gain}_{U}(f, x_i) = 0\) for all \(\ell \in [n]\), regardless of whether \(\ell \in \{i,j\}\). Therefore, these heuristics may build a tree of depth \(\Omega(n)\), querying irrelevant variables \(x_\ell\) where \(\ell \notin \{i,j\}\), before achieving any nontrivial accuracy. This is therefore an example where the target \(f\) is computable by a decision tree of depth \(k = 2\), and yet these heuristics may build a tree of depth \(k' = \Omega(n)\) before achieving any nontrivial accuracy.

Smoothed analysis

In light of such impossibility results, a line of work has focused on establishing provable guarantees for restricted classes of target functions [13, 25, 7, 3, 2]; we give an overview of these results in Section 1.3.
The focus of our work is instead on smoothed analysis as an alternative route towards evading these impossibility results, an approach that was recently considered by Brutzkus, Daniely, and Malach [8]. Smoothed analysis is by now a standard paradigm for going beyond worst-case analysis. Roughly speaking, positive results in this model show that “hard instances are pathological.” Smoothed analysis has been especially influential in accounting for the empirical effectiveness of algorithms widely used in practice, a notable example being the simplex algorithm for linear programming [31]. The idea of analyzing greedy decision tree learning heuristics through the lens of smoothed analysis is therefore very natural.

A smoothed product distribution over \{0, 1\}^n, a notion introduced by Kalai, Samrodnitsky, and Teng [19], is obtained by randomly and independently perturbing the bias of each marginal of a product distribution. For smoothed product distributions, Brutzkus et al. proved strong guarantees on the performance of greedy decision tree heuristics when run on targets that are juntas, functions that depend only on a small number of its features. For a given impurity function $G$, let us write $A_G$ to denote the corresponding decision tree learning heuristic.

\[\Box\text{Theorem 1 (Performance guarantee for targets that are $k$-juntas [8]). For all impurity functions $G$ and for all target functions $f : \{0, 1\}^n \to \{0, 1\}$ that are $k$-juntas, if $A_G$ is trained on examples drawn from a smoothed product distribution, it learns a decision tree hypothesis of depth $k$ that achieves perfect accuracy.}\\

(Therefore Theorem 1 shows that the smoothed setting enables one to circumvent the impossibility result discussed above, which was based on targets that are 2-juntas.)

Every $k$-junta is computable by a depth-$k$ decision tree, but a depth-$k$ decision tree can depend on as many as $2^k$ variables. Brutzkus et al. left as an open problem of their paper a conjecture that the guarantees of Theorem 1 hold more generally for targets that are depth-$k$ decision trees:

\[\Box\text{Conjecture 2 (Performance guarantee for targets that are depth-$k$ decision trees). For all impurity functions $G$ and for all target functions $f : \{0, 1\}^n \to \{0, 1\}$ that are depth-$k$ decision trees, if $A_G$ is trained on examples drawn from a smoothed product distribution, it learns a decision tree hypothesis of depth $O(k)$ that achieves high accuracy.}\\

In other words, Conjecture 2 states that for all targets $f : \{0, 1\}^n \to \{0, 1\}$, the sought-for guarantee ($\Box$) holds if the heuristics are trained on examples drawn from a smoothed product distribution.

### 1.2 This work: Lower bounds in the smoothed setting

Our main result is a counterexample to Conjecture 2. We construct targets that are depth-$k$ decision trees for which all greedy impurity-based heuristics, even in the smoothed setting, may grow a tree of depth $2^{O(k)}$ before achieving high accuracy. This lower bound is close to being maximally large since Theorem 1 implies an upper bound of $O(2^k)$. Our result is actually stronger than just a lower bound in the smoothed setting: our lower bound holds with respect to any product distribution that is balanced in the sense that its marginals are not too skewed.

\[\Box\text{Theorem 3 (Our main result: a counterexample to Conjecture 2; informal). Conjecture 2 is false: For all $k = k(n)$, there are target functions $f : \{0, 1\}^n \to \{0, 1\}$ that are depth-$k$ decision trees such that for all impurity functions $G$, if $A_G$ is trained on examples drawn from any balanced product distribution, its decision tree hypothesis does not achieve high accuracy unless it has depth $2^{O(k)}$.}\\
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By building on our proof of Theorem 3, we also show that the guarantees of Brutzkus et al. for $k$-juntas cannot extend to the agnostic setting:

**Theorem 4** (Theorem 1 does not extend to the agnostic setting; informal). For all $\varepsilon$ and $k = k(n)$, there are target functions $f : \{0, 1\}^n \to \{0, 1\}$ that are $\varepsilon$-close to a $k$-junta such that for all impurity functions $G$, if $A^*_G$ is trained on examples drawn from any balanced product distribution, its decision tree hypothesis does not achieve high accuracy unless it has depth $\varepsilon \cdot 2^\Omega(k)$.

In particular, there are targets that are $2^{-\Omega(k)}$-close to $k$-juntas, for which these heuristics have to construct a decision tree hypothesis of depth $2^\Omega(k)$ before achieving high accuracy. Taken together with the positive result of Brutzkus et al., Theorems 3 and 4 add to our understanding of the strength and limitations of greedy decision tree learning heuristics.

Our lower bounds are based on new generalizations of the addressing function. Since the addressing function is often a useful extremal example in a variety of settings, we are hopeful that these generalizations and our analysis of them will see further utility beyond the applications of this paper.

### 1.3 Related Work

As mentioned above, there has been a substantial line of work on establishing provable guarantees for greedy decision tree heuristics when run in restricted classes of target functions. Fiat and Pechyony [13] considered the class of read-once DNF formulas and halfspaces; the Ph.D. thesis of Lee [25] considered the class of monotone functions; Brutzkus, Daniely, and Malach [7] considered conjunctions and read-once DNF formulas; recent works of [3, 2] build on the work of Lee and further studied monotone target functions. (All these works focus on the case of binary features and product distributions over examples.)

Kearns and Mansour [21], in one of the first papers to study these heuristics from a theoretical perspective, showed that they can be viewed as boosting algorithms, with internal nodes of the decision tree hypothesis playing the role of weak learners. Their subsequent work with Dietterich [11] provide experimental results that complement the theoretical results of [21]; see also the survey of Kearns [20].

Finally, we mention that decision trees are one of the most intensively studied concept classes in learning theory. The literature on this problem is rich and vast (see e.g. [12, 30, 5, 15, 9, 24, 4, 16, 22, 26, 18, 27, 14, 23, 19, 19, 17, 10, 1]), studying it from a variety of perspectives and providing both positive and negative results. However, the algorithms developed in these works do not resemble the greedy heuristics used in practice, and indeed, most of them are not proper (in the sense of returning a hypothesis that is itself a decision tree).

### 2 Preliminaries

Recall that an impurity function $G : [0, 1] \to [0, 1]$ is concave, symmetric with respect to $\frac{1}{2}$, and satisfies $G(0) = G(1) = 0$ and $G(\frac{1}{2}) = 1$. We further quantify the concavity and smoothness of $G$ as follows:

---

2 Quoting [21], “it seems fair to say that despite their other successes, the models of computational learning theory have not yet provided significant insight into the apparent empirical success of programs like C4.5 and CART.”
When learning\footnote{\textit{Impurity functions}. $\mathcal{G}$ is an $(\alpha, L)$-impurity function if $\mathcal{G}$ is $\alpha$-strongly concave and $L$-smooth, i.e., $\mathcal{G}$ is twice-differentiable and $\mathcal{G}''(x) \in [-L, -\alpha]$ for every $x \in [0, 1]$.}

For a boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and index $i \in [n]$, we write $f_{x_i=0}$ and $f_{x_i=1}$ to denote the restricted functions obtained by fixing the $i$-th input bit of $f$ to either 0 or 1. Formally, each $f_{x_i=b}$ is a function over $\{0, 1\}^n$ defined as $f_{x_i=b}(x) = f(x^{i\leftarrow b})$, where $x^{i\leftarrow b}$ denotes the string obtained by setting the $i$-th bit of $x$ to $b$. More generally, a restriction $\pi$ is a list of constraints of form “$x_i = b$” in which every index $i$ appears at most once. For restriction $\pi = (x_{i_1} = b_1, x_{i_2} = b_2, \ldots)$, the restricted function $f_\pi : \{0, 1\}^n \rightarrow \{0, 1\}$ is similarly defined as $f_\pi(x) = f(x^{i_1\leftarrow b_1, i_2\leftarrow b_2, \ldots})$.

\textbf{Definition 6 (Purity gain).} Let $\mathcal{D}$ be a distribution over $\{0, 1\}^n$ and $p_i = \Pr_{x \sim \mathcal{D}}[x_i = 1]$. The $\mathcal{G}$-purity gain of querying variable $x_i$ on boolean function $f$ is defined as

$$\mathcal{G}\text{-purity\-gain}_\mathcal{D}(f, x_i) := \mathcal{G}\left(\mathbb{E}_{x \sim \mathcal{D}}[f(x)]\right) - p_i \mathcal{G}\left(\mathbb{E}_{x \sim \mathcal{D}}[f_{x_i=1}(x)]\right) - (1 - p_i) \mathcal{G}\left(\mathbb{E}_{x \sim \mathcal{D}}[f_{x_i=0}(x)]\right).$$

In a decision tree, each node $v$ naturally corresponds to a restriction $\pi_v$ formed by the variables queried by the ancestors of $v$ (excluding $v$ itself). We use $f_v$ as a shorthand for $f_{\pi_v}$. We say that a decision tree learning algorithm is \textit{impurity-based} if, in the tree returned by the algorithm, every internal node $v$ queries a variable that maximizes the purity gain with respect to $f_v$.

\textbf{Definition 7 (Impurity-based algorithms).} A decision tree learning algorithm is $\mathcal{G}$-impurity-based if the following holds for every $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and distribution $\mathcal{D}$ over $\{0, 1\}^n$:

When learning $f$ on $\mathcal{D}$, the algorithm outputs a decision tree such that for every internal node $v$, the variable $x_i$ that is queried at $v$ satisfies $\mathcal{G}\text{-purity\-gain}_\mathcal{D}(f_v, x_i) \geq \mathcal{G}\text{-purity\-gain}_\mathcal{D}(f_v, x_j)$ for every $j \in [n]$.

The above definition assumes that the algorithm exactly maximizes the $\mathcal{G}$-purity gain at every split, while in reality, the purity gains can only be estimated from a finite dataset. We therefore consider an idealized setting that grants the learning algorithm with infinitely many training examples, which, intuitively, strengthens our lower bounds. (Our lower bounds show that in order for an algorithm to recover a good tree – a high-accuracy hypothesis whose depth is close to that of the target – it would need to query a variable that has exponentially smaller purity gain than that of the variable with the largest purity gain. Hence, if purity gains are estimated using finitely many random samples as is done in reality, the strength of our lower bounds imply that with extremely high probability, impurity-based heuristics will fail to build a good tree; seeRemark 15 for a detailed discussion.)

When a decision tree queries variable $x_i$ on function $f$, it naturally induces two restricted functions $f_{x_i=0}$ and $f_{x_i=1}$. The following lemma states that the purity gain of querying $x_i$ is roughly the squared difference between the averages of the two functions, up to a factor that depends on the impurity function $\mathcal{G}$ and the data distribution $\mathcal{D}$. We say that a product distribution over $\{0, 1\}^n$ is $\delta$-balanced if the expectation of each of the $n$ coordinates is in $[\delta, 1 - \delta]$.

\textbf{Lemma 8.} For any $f : \{0, 1\}^n \rightarrow \{0, 1\}$, $\delta$-balanced product distribution $\mathcal{D}$ over $\{0, 1\}^n$ and $(\alpha, L)$-impurity function $\mathcal{G}$, it holds for $\kappa = \max\left(\frac{2}{\pi \sqrt{1 - \delta}}, \frac{\alpha / L}{\pi \sqrt{1 - \delta}}\right)$ and every $i \in [n]$ that

$$\frac{1}{\kappa} \leq \frac{\mathcal{G}\text{-purity\-gain}_\mathcal{D}(f, x_i)}{[\mathbb{E}_{x \sim \mathcal{D}}[f_{x_i=0}(x)] - \mathbb{E}_{x \sim \mathcal{D}}[f_{x_i=1}(x)]]^2} \leq \kappa.$$
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### Proof of Lemma 8.
Let \( p_i = \Pr_{x \sim \mathcal{D}} [x_i = 1] \) and \( \mu_b = \mathbb{E}_{x \sim \mathcal{D}} \left[ f_{x_i = b}(x) \right] \) respectively. Then, we have \( \mathbb{E}_{x \sim \mathcal{D}} [f(x)] = p_i \mu_1 + (1-p_i) \mu_0 \), and the purity gain can be written as

\[
\mathcal{G}\text{-purity-gain}_\mathcal{D}(f, x_i) = \mathcal{G}(p_i \mu_1 + (1-p_i) \mu_0) - p_i \mathcal{G}(\mu_1) - (1-p_i) \mathcal{G}(\mu_0) .
\]

Since \( \mathcal{G} \) is \( \alpha \)-strongly concave and \( L \)-smooth, the above is bounded between \( \frac{\alpha}{2} \cdot \frac{p_i (1-p_i) \cdot (\mu_0 - \mu_1)^2}{(\mu_0 - \mu_1)^2} \) and \( \frac{\alpha}{2} \cdot \frac{p_i (1-p_i) \cdot (\mu_0 - \mu_1)^2}{(\mu_0 - \mu_1)^2} \). Since \( \mathcal{D} \) is \( \delta \)-balanced, we have \( \delta (1-\delta) \leq p_i (1-p_i) \leq \frac{1}{4} \).

It follows that

\[
\frac{\alpha}{2} \cdot \delta (1-\delta) \leq \frac{\alpha}{2} \cdot \frac{p_i (1-p_i)}{(\mu_0 - \mu_1)^2} \leq \frac{L}{2} \cdot p_i (1-p_i) \leq \frac{L}{8} .
\]

Thus, the ratio is bounded between \( 1/\kappa \) and \( \kappa \).

Our lower bounds hold with respect to all \( \delta \)-balanced product distributions. We compare this to the definition of a \( c \)-smoothened \( \delta \)-balanced product distribution from [8].

#### Definition 9 (Smooth distributions).
A \( c \)-smoothened \( \delta \)-balanced product distribution is a random product distribution over \( \{0, 1\}^n \) where the marginal for the \( i \)-th bit is 1 with probability \( \hat{p}_i + \Delta_i \) for fixed \( \hat{p}_i \in (\delta + c, 1-\delta - c) \) and \( \Delta_i \) drawn i.i.d. from Uniform([-c, c])

Since our lower bounds hold against all \( \delta \)-balanced product distributions, it also holds against all \( c \)-smoothened \( \delta \)-balanced product distributions.

### 3 Proof overview and formal statements of our results

Our goal is to construct a target function that can be computed by a depth-\( k \) decision tree, but on which impurity-based algorithms must build to depth \( 2^{\Omega(k)} \) or have large error. To do so, we construct a decision tree target \( T \) where the variables with largest purity gain are at the bottom layer of \( T \) (adjacent to its leaves). Intuitively, impurity-based algorithms will build their decision tree hypothesis for \( T \) by querying all the variables in the bottom layer of \( T \) before querying any of the variables higher up in \( T \). Our construction will be such that until the higher up variables are queried, it is impossible to approximate the target with any nontrivial error. Summarizing informally, we show that impurity-based algorithms build its decision tree hypothesis for our target by querying variables in exactly the “wrong order”.

The starting point of our construction is the well known addressing function. For \( k \in \mathbb{N} \), the addressing function \( f : \{0, 1\}^{k+2^k} \to \{0, 1\} \) is defined as follows: Given “addressing bits” \( z \in \{0, 1\}^k \) and “memory bits” \( y \in \{0, 1\}^{2^k} \), the output \( f(y, z) \) is the \( z \)-th bit of \( y \), where \( \sim z \)-th bit” is computed by interpreting \( z \) as a base-2 integer. Note that the addressing function is computable by a decision tree of depth \( k+1 \) that first queries the \( k \) addressing bits, followed by the appropriate memory bit.

For our lower bound, we would like the variables with the highest purity gain to be the memory bits. However, for smoothed product distributions, the addressing bits might have higher purity gain than the memory bits, and impurity-based algorithms might succeed in learning the addressing function. We therefore modify the addressing function by making each addressing bit the parity of multiple new bits. We show that by making each addressing bit the parity of sufficiently many new bits, we can drive the purity gain of these new bits down to the point where the memory bits have the highest purity gain as desired — in fact, larger than the addressing bits by a multiplicative factor of \( e^{\Omega(k)} \). (Making each addressing bit the parity of multiple new bits increases the depth of the target, so this introduces technical challenges we have to overcome in order to achieve the strongest parameters.)

Our main theorem is formally restated as follows.
Theorem 10 (Formal version of Theorem 3). Fix $L \geq \alpha > 0$ and $\delta \in (0, \frac{1}{2}]$. There are boolean functions $f_1, f_2, \ldots$ such that: (1) $f_k$ is computable by a decision tree of depth $O(k/\delta)$; (2) For every $\delta$-balanced product distribution $\mathcal{D}$ over the domain of $f_k$ and every $(\alpha, L)$-impurity function $\mathcal{J}$, any $\mathcal{J}$-impurity based decision tree heuristic, when learning $f_k$ on $\mathcal{D}$, returns a tree that has either depth $\geq 2^k$ or an $\Omega(\delta)$ error.

An extension of our construction and its analysis shows that the guarantees of Brutzkus et al. for targets that are $k$-juntas cannot extend to the agnostic setting. Roughly speaking, while our variant of the addressing function from Theorem 10 is far from all $k$-juntas, it can be made close to one by fixing most of the memory bits. We obtain our result by showing that our analysis continues to hold under such a restriction.

Theorem 11 (Formal version of Theorem 4). Fix $L \geq \alpha > 0$, $\delta \in (0, \frac{1}{2}]$ and $\varepsilon \in (0, 1]$. There are boolean functions $f_1, f_2, \ldots$ such that for every $\delta$-balanced product distribution $\mathcal{D}$ over the domain of $f_k$: (1) $f_k$ is $\varepsilon$-close to an $O(k/\delta)$-junta with respect to $\mathcal{D}$; (2) For every $(\alpha, L)$-impurity function $\mathcal{J}$, any $\mathcal{J}$-impurity based decision tree heuristic, when learning $f_k$ on $\mathcal{D}$, returns a tree that has either a depth of $\Omega(\varepsilon \cdot 2^k)$ or an $\Omega(1)$ error.

4 Warm-Up: A Weaker Lower Bound

We start by giving a simplified construction that proves a weaker version of Theorem 10, in which the $O(k/\delta)$ depth in condition (1) is relaxed to $O(k^2/\delta)$. For integers $c, k \geq 1$, we define a boolean function $f_{c,k} : \{0,1\}^{ck^2 + 2^k} \rightarrow \{0,1\}$ as follows. The input of $f_{c,k}$ is viewed as two parts: $ck^2$ addressing bits $x_{i,j}$ indexed by $i \in [k]$ and $j \in [ck]$, and $2^k$ memory bits $y_a$ indexed by $a \in \{0,1\}^k$. The function value $f_{c,k}(x,y)$ is defined by first computing $z_i(x) = \bigoplus_{j=1}^{ck^2} x_{i,j}$ for every $i \in [k]$, and then assigning $f_{c,k}(x,y) = y_{z_i(x)}$.

In other words, $f_{c,k}$ is a disjoint composition of the $k$-bit addressing function and the parity function over $ck$ bits. Given addressing bits $x$ and memory bits $y$, the function first computes a $k$-bit address by taking the XOR of the addressing bits in each group of size $ck$, and then retrieves the memory bit with the corresponding address. Clearly, $f_{c,k}$ can be computed by a decision tree of depth $ck^2 + 1$ that first queries all the $ck^2$ addressing bits and then queries the relevant memory bit in the last layer.

4.1 Address is Almost Uniform

Drawing input $(x,y)$ from a distribution $\mathcal{D}$ naturally defines a distribution over $\{0,1\}^k$ of the $k$-bit address $z(x) = (z_1(x), z_2(x), \ldots, z_k(x))$. The following lemma states that when $\mathcal{D}$ is a $\delta$-balanced product distribution, the distribution of $z(x)$ is almost uniform in the $\ell_\infty$ sense. Furthermore, this almost uniformity holds even if one of the addressing bits $x_{i,j}$ is fixed.

Lemma 12. Suppose that $c \geq \frac{\ln k}{\varepsilon}$ and $\mathcal{D}$ is a $\delta$-balanced product distribution over the domain of $f_{c,k}$. Then,

$$\left| \Pr_{(x,y) \sim \mathcal{D}}[z(x) = a] - 2^{-k} \right| \leq 5^{-k}, \forall a \in \{0,1\}^k.$$

Furthermore, for every $i \in [k]$, $j \in [ck]$ and $b \in \{0,1\}$,

$$\left| \Pr_{(x,y) \sim \mathcal{D}}[z(x) = a|x_{i,j} = b] - 2^{-k} \right| \leq 5^{-k}, \forall a \in \{0,1\}^k.$$

The proof of Lemma 12 uses the following simple fact, which states that the XOR of independent biased random bits is exponentially close to an unbiased coin flip.

...
Lemma 13. Suppose that $x_1, x_2, \ldots, x_n$ are independent Bernoulli random variables, each with an expectation between $\delta$ and $1 - \delta$. Then, $\Pr\left[ x_1 \oplus x_2 \oplus \cdots \oplus x_n = 1 \right] - \frac{1}{2} \leq \frac{1}{2}(1 - 2\delta)^n \leq \frac{1}{2} \exp(-2\delta n)$.

Proof of Lemma 12. Since $z_i(x) = \bigoplus_{j=1}^{ck} x_{i,j}$ and $D$ is $\delta$-balanced, Lemma 13 gives

$$\Pr_{(x,y) \sim D} [z_i(x) = 1] - \frac{1}{2} \leq \frac{1}{2} \exp(-2\delta ck) \leq \frac{1}{2} \cdot 5^{-k}.$$

Note that the bits of $z(x)$ are independent, so $\Pr_{(x,y) \sim D} [z(x) = a]$ is given by

$$\prod_{i=1}^{k} \Pr_{(x,y) \sim D} [z_i(x) = a_i] \leq \left( \frac{1}{2} + \frac{1}{2} \cdot 5^{-k} \right)^k = 2^{-k} \cdot (1 + 5^{-k})^k \leq 2^{-k} \cdot (1 + (2/5)^k) = 2^{-k} + 5^{-k},$$

where the third step applies $x \cdot k \leq 1 + 2^k x$ for $x \in [0,1]$ and integers $k \geq 1$. Similarly,

$$\Pr_{(x,y) \sim D} [z(x) = a] \geq \left( \frac{1}{2} - \frac{1}{2} \cdot 5^{-k} \right)^k \geq 2^{-k} \cdot (1 - k \cdot 5^{-k}) \geq 2^{-k} - 5^{-k},$$

where the last two steps apply $(1 - x)^k \geq 1 - kx$ and $k \cdot 2^{-k} \leq 1$. This proves the first part.

The proof of the “Furthermore” part is essentially the same, except that conditioning on $x_{i,j} = b, z_i(x)$ becomes the XOR of $ck - 1$ independent bits and $b$. By Lemma 13, we have

$$\Pr_{(x,y) \sim D} [z_i(x) = 1 | x_{i,j} = b] - \frac{1}{2} \leq \frac{1}{2} \exp(-2\delta (ck - 1)) \leq \frac{1}{2} \exp(-\delta c k) \leq \frac{1}{2} \cdot 5^{-k},$$

and the rest of the proof is the same.

4.2 Memory Bits are Queried First

The following technical lemma states that the purity gain of $f_{c,k}$ is maximized by a memory bit, regardless of the impurity function and the data distribution. Therefore, when an impurity-based algorithm (in the sense of Definition 7) learns $f_{c,k}$, the root of the decision tree will always query a memory bit. Furthermore, this property also holds for restrictions of $f_{c,k}$ as long as the restriction only involves the memory bits.

Lemma 14. Fix $L \geq 3 > 0$ and $\delta \in (0, \frac{1}{2})$. Let $c_0 = \frac{\ln 5}{L}$ and $k_0 = \frac{\ln(2c_0) + 1}{\ln(1/4)}$, where $k$ is chosen as in Lemma 8. The following holds for every function $f_{c,k}$ with $c \geq c_0$ and $k \geq k_0$: For any $(\alpha, L)$-impurity function $\mathcal{I}$, $\delta$-balanced product distribution $D$ and restriction $\pi$ of size $< 2^k$ that only contains the memory bits of $f_{c,k}$, the purity gain $\mathcal{I}$-purity-gain$_D((f_{c,k})_{\pi}, \cdot)$ is maximized by a memory bit.

Proof of Lemma 14. Fix $c \geq c_0$ and $k \geq k_0$ and shorthand $f$ for $f_{c,k}$. We will prove a stronger claim: with respect to $f$, every memory bit (that is not in $\pi$) gives a much higher purity gain than every addressing bit does.

Purity gain of the memory bits

Fix a memory bit $y_a$ ($a \in \{0, 1\}^k$) that does not appear in restriction $\pi$. Let $\mu_b = \mathbb{E}_{(x,y) \sim D} [f_{\pi, y_a = b}(x,y)]$ for $b \in \{0, 1\}$. By the law of total expectation,

$$\mu_b = \Pr_{(x,y) \sim D} [z(x) = a] \cdot \mathbb{E}_{(x,y) \sim D} [f_{\pi, y_a = b}(x,y) | z(x) = a] + \Pr_{(x,y) \sim D} [z(x) \neq a] \cdot \mathbb{E}_{(x,y) \sim D} [f_{\pi, y_a = b}(x,y) | z(x) \neq a] = \Pr_{(x,y) \sim D} [z(x) = a] \cdot b + \Pr_{(x,y) \sim D} [z(x) \neq a] \cdot \mathbb{E}_{(x,y) \sim D} [f_{\pi}(x,y) | z(x) \neq a].$$
Here the second step follows since $f_{\pi,y_a=b}(x,y)$ evaluates to $b$ when the address $z(x)$ equals $a$, and $f_{\pi,y_a=a}$ agrees with $f_{\pi}$ when $z(x) \neq a$. Since only the first term above depends on $b$, we have

$$|\mu_0 - \mu_1| = \Pr_{(x,y) \sim \mathcal{D}}[z(x) = a] \geq 2^{-k} - 5^{-k} \geq \frac{1}{2} \cdot 2^{-k},$$

where the second step follows from $c \geq c_0$ and Lemma 12. Finally, by Lemma 8, $\mathcal{G}$-purity-gain$_\mathcal{D}(f_{\pi}, y_a) \geq \frac{1}{\kappa} (\mu_0 - \mu_1)^2 \geq \frac{1}{4\kappa} \cdot 2^{-2k}$.

**Purity gain of the addressing bits**

Similarly, we fix an addressing bit $x_{i,j}$ and define the average $\mu_b = \mathbb{E}_{(x,y) \sim \mathcal{D}}[f_{\pi,x_{i,j}=b}(x,y)]$. Since $\mathcal{D}$ is a product distribution, $\mu_b$ is equal to the conditional expectation $\mathbb{E}_{(x,y) \sim \mathcal{D}}[f_{\pi}(x,y)|x_{i,j} = b]$. Then, by the law of total expectation, we can write $\mu_b$ as

$$\mu_b = \sum_{a \in \{0,1\}^k} \Pr_{(x,y) \sim \mathcal{D}}[z(x) = a|x_{i,j} = b] \cdot \mathbb{E}_{(x,y) \sim \mathcal{D}}[f_{\pi}(x,y)|z(x) = a, x_{i,j} = b]$$

$$= \sum_{a \in \{0,1\}^k} \Pr_{(x,y) \sim \mathcal{D}}[z(x) = a|x_{i,j} = b] \cdot \mathbb{E}_{(x,y) \sim \mathcal{D}}[f_{\pi}(x,y)|z(x) = a].$$

Here the second step holds since $f_{\pi}(x,y)$ and $x_{i,j}$ are independent conditioning on the address $z(x)$: in other words, once we know the value of $z(x)$, it doesn’t matter how $x$ is set in determining the output of $f$.

Let $c_a$ denote $\mathbb{E}_{(x,y) \sim \mathcal{D}}[f_{\pi}(x,y)|z(x) = a]$, and let $\mathcal{P}_b$ be the distribution of $z(x)$ conditioning on $x_{i,j} = b$. Then, $\mu_b$ is exactly given by $\mathbb{E}_{a \sim \mathcal{P}_b}[c_a]$. Since each $c_a$ is in $[0,1]$, $|\mu_0 - \mu_1|$ is upper bounded by the total variation distance between $\mathcal{P}_0$ and $\mathcal{P}_1$:

$$|\mu_0 - \mu_1| \leq \frac{1}{2} \sum_{a \in \{0,1\}^k} |\mathcal{P}_0(a) - \mathcal{P}_1(a)|$$

$$\leq \frac{1}{2} \sum_{a \in \{0,1\}^k} (|\mathcal{P}_0(a) - 2^{-k}| + |\mathcal{P}_1(a) - 2^{-k}|)$$

$$\leq \frac{1}{2} \cdot 2^k \cdot 2^{-5^{-k}} = (2/5)^k. \quad \text{(Lemma 12)}$$

Finally, applying Lemma 8 shows that $\mathcal{G}$-purity-gain$_\mathcal{D}(f_{\pi}, x_{i,j}) \leq \kappa (\mu_0 - \mu_1)^2 \leq \kappa \cdot (2/5)^{2k}$.

Recall that $k \geq k_0 > \frac{\ln(2\kappa)}{\ln(2/5)}$, so we have $\kappa \cdot (2/5)^{2k} < \frac{1}{4\kappa} \cdot 2^{-2k}$. Therefore, the purity gain of every memory bit outside the restriction is strictly larger than that of any addressing bit, and the lemma follows immediately. ◀

**Remark 15.** The proof above bounds the purity gain of each memory bit and each addressing bit by $\Omega((1/2)^{2k})$ and $O((2/5)^{2k})$ respectively. For Lemma 14 to hold when the purity gains are estimated from a finite dataset, it suffices to argue that each estimate is accurate up to an $O((2/5)^{2k})$ additive error. By a standard concentration argument, to estimate the purity gains for all restriction $\pi$ of size $\leq h$, $2^{\Omega(h+k)}$ training examples are sufficient. When applied later in the proof of Theorem 10, this finite-sample version of Lemma 14 would imply that impurity-based algorithms need to build a tree of depth $h$ as soon as the sample size reaches $2^{\Omega(h+k)}$. 


4.3 Proof of the Weaker Version

Now we are ready to prove the weaker version of Theorem 10. We will apply Lemma 14 to argue that the tree returned by an impurity-based algorithm never queries an addressing bit (unless all the \(2^k\) memory bits have been queried), and then show that every such decision tree must have an error of \(\Omega(\delta)\).

Proof of Theorem 10 (weaker version). Fix integer \(c \geq \frac{\ln k}{\delta}\) and consider the functions \(f_{c,1}, f_{c,2}, \ldots\). Since each \(f_{c,k}\) is represented by a decision tree of depth \(ck^2 + 1 = O(k^2/\delta)\), it remains to show that impurity-based algorithms fail to learn \(f_{c,k}\). Fix integer \(k \geq k_0\) (where \(k_0\) is chosen as in Lemma 14) and \(\delta\)-balanced product distribution \(\mathcal{D}\) over the domain of \(f_{c,k}\).

Small trees never query addressing bits

Let \(T\) be the decision tree returned by a \(\mathcal{S}\)-impurity-based algorithm when learning \(f\) on \(\mathcal{D}\). If \(T\) has depth \(> 2^k\), we are done, so we assume that \(T\) has depth at most \(2^k\). We claim that \(T\) never queries the addressing bits of \(f\). Suppose otherwise, that an addressing bit is queried at node \(v\) in \(T\), and no addressing bits are queried by the ancestors of \(v\). Then, the restriction \(\pi_v\) associated with node \(v\) only contains the memory bits of \(f\). Since \(T\) has depth \(\leq 2^k\), the size of \(\pi_v\) is strictly less than \(2^k\). Then, by Lemma 14, the \(\mathcal{S}\)-purity gain with respect to \(f_v\) is maximized by a memory bit. This contradicts the assumption that the algorithm is \(\mathcal{S}\)-impurity-based.

Trivial accuracy if no addressing bits are queried

We have shown that \(T\) only queries the memory bits of \(f\). We may further assume that \(T\) queries all the \(2^k\) memory bits before reaching any of its leaves, i.e., \(T\) is a full binary tree of depth \(2^k\). This assumption is without loss of generality because we can add dummy queries on the memory bits to the leaves of depth \(< 2^k\), and label all the resulting leaves with the same bit. This change does not modify the function represented by \(T\).

Assuming that \(T\) is full, every leaf \(\ell\) of \(T\) is labeled by \(2^k\) bits \((c_a)_{a \in \{0,1\}^k}\), meaning that each memory bit \(y_a\) is fixed to \(c_a\) on the root-to-\(\ell\) path. The expectation of the restricted function \(f_{\ell}\) is then given by \(\mu_{\ell} := \mathbb{E}_{(x,y) \sim \mathcal{D}}[z(x) = y]\). Clearly, the error of \(T\) is minimized when each leaf \(\ell\) is labeled with \(1[\mu_{\ell} \geq \frac{1}{2}]\), and the conditional error when reaching leaf \(\ell\) is \(\min(\mu_{\ell}, 1 - \mu_{\ell})\).

It remains to show that for a large fraction of leaves \(\ell\), \(\mu_{\ell}\) is bounded away from 0 and 1, so that \(\min(\mu_{\ell}, 1 - \mu_{\ell})\) is large. When leaf \(\ell\) is randomly chosen according to distribution \(\mathcal{D}\), the corresponding \(\mu_{\ell}\) is given by

\[
\mu_{\ell} = \sum_{a \in \{0,1\}^k} \Pr_{(x,y) \sim \mathcal{D}}[z(x) = a] \cdot c_a, \tag{1}
\]

where \((c_a)_{a \in \{0,1\}^k}\) are \(2^k\) independent Bernoulli random variables with means in \([\delta, 1 - \delta]\).

By Lemma 12 and our choice of \(c \geq c_0\), \(\Pr_{(x,y) \sim \mathcal{D}}[z(x) = a] \leq 2 \cdot 2^{-k}\) holds for every \(a \in \{0,1\}^k\). Thus, each term in (1) is bounded between 0 and \(2 \cdot 2^{-k}\). Furthermore, since each \(c_a\) has expectation at least \(\delta\), \(\mathbb{E}[\mu_{\ell}] \geq \delta\). Then, Hoeffding’s inequality guarantees that over the random choice of \((c_a)_{a \in \{0,1\}^k}\), \(\mu_{\ell} \geq \delta / 2\) holds with probability at least \(1 - \exp\left(\frac{-2 \delta^2}{2 \cdot 2^{-k}}\right) = 1 - \exp(-2^k \delta^2 / 8)\), which is lower bounded by \(2 / 3\) for all sufficiently large \(k\). By a symmetric argument, \(\mu_{\ell} \leq 1 - \delta / 2\) also holds with probability \(\geq 2 / 3\). Therefore,
with probability $\geq 1/3$ over the choice of leaf $\ell$, $\mu_\ell \in [\delta/2, 1 - \delta/2]$ holds and thus the conditional error on leaf $\ell$ is at least $\delta/2$. This shows that the error of $T$ over distribution $\mathcal{D}$ is lower bounded by $\delta/6$, which completes the proof.

\section{Proof of Theorem 10}

When proving the weaker version of Theorem 10, each hard instance $f_{c,k}$ has $\Theta(k^2)$ addressing bits grouped into $k$ disjoint subsets, and the $k$-bit address is defined by the XOR of bits in each subset. We will prove Theorem 10 using a slightly different construction that computes address from $k$ overlapping subsets of only $O(k)$ addressing bits.

For integers $c,k \geq 1$ and a list of $k$ sets $S = (S_1, S_2, \ldots, S_k)$ where each $S_i \subseteq [ck]$, we define a boolean function $f_{c,k,S} : \{0,1\}^{ck+2k} \to \{0,1\}$ as follows. The input of $f_{c,k,S}$ is again divided into two parts: $ck$ addressing bits $x_1, x_2, \ldots, x_{ck}$ and $2k$ memory bits $y_i$ indexed by a $k$-bit address $a$. The function value $f(x,y)$ is computed by taking $z_i(x) = \bigoplus_{j \in S_i} x_j$ and then $f(x,y) = y_{z_i(x)}$. Clearly, $f_{c,k,S}$ can be computed by a decision tree of depth $ck + 1$ that first queries all the $ck$ addressing bits $x_1, x_2, \ldots, x_{ck}$, and then queries the relevant memory bit $y_{z_i(x)}$.

Let $\Delta^k_{i=1} S_i$ denote the $k$-ary symmetric difference of sets $S_i$ through $S_k$, i.e., the set of elements that appear in an odd number of sets. We say that a list of sets $S = (S_1, S_2, \ldots, S_k)$ has distance $d$, if any non-empty collection of sets has a symmetric difference of size at least $d$, i.e., $|\Delta_{i \in I} S_i| \geq d$ for every non-empty $I \subseteq [k]$. In the following, we prove analogs of Lemmas 12 and 14 for function $f_{c,k,S}$ assuming that $S$ has a large distance; Theorem 10 would then follow immediately.

\textbf{Lemma 16.} Suppose that $\mathcal{D}$ is a $\delta$-balanced product distribution over the domain of $f_{c,k,S}$ and $S$ has distance $d \geq \ln 5 \delta^{-c} \cdot k$. Then,

$$\left| \Pr_{(x,y) \sim \mathcal{D}} [z(x) = a] - 2^{-k} \right| \leq 5^{-k}, \forall a \in \{0,1\}^k.$$ 

Furthermore, for every $i \in [ck]$ and $b \in \{0,1\}$,

$$\left| \Pr_{(x,y) \sim \mathcal{D}} [z(x) = a|x_i = b] - 2^{-k} \right| \leq 5^{-k}, \forall a \in \{0,1\}^k.$$ 

We prove Lemma 16 by noting that the distribution of $z(x)$ has exponentially small Fourier coefficients (except the degree-0 one) under the assumptions, and is thus close to the uniform distribution over $\{0,1\}^k$. More concretely, our goal is to show that, for every $I \subseteq [k]$ the quantity $\bigoplus_{i \in I} z_i(x)$ is 1 with probability nearly exactly $1/2$. Afterwards, we will show this is sufficient to guarantee that the distribution of $z(x)$ is close to the uniform distribution.

\textbf{Proof of Lemma 16.} Since $z_i(x) = \bigoplus_{j \in S_i} x_j$, we have $\bigoplus_{i \in I} z_i(x) = \bigoplus_{j \in S_I} x_j$ for every $I \subseteq [k]$, where $S_I = \Delta_{i \in I} S_i$ is the symmetric difference of the corresponding sets. Since $S$ has distance $d$, $|S_I| \geq d$ for every non-empty $I \subseteq [k]$ and thus $\bigoplus_{i \in I} z_i(x)$ is the XOR of at least $d$ independent bits. Note that $1 - 2 \bigoplus_{i \in I} z_i(x) = \prod_{i \in I} (1 - 2z_i(x))$. By Lemma 13 and $d \geq \ln 5 \delta^{-c} \cdot k$,

$$\left| \Pr_{(x,y) \sim \mathcal{D}} [\prod_{i \in I} (1 - 2z_i(x))] \right| = 2 \cdot \left| \Pr_{(x,y) \sim \mathcal{D}} [\bigoplus_{i \in I} z_i(x) = 1] - \frac{1}{2} \right| \leq \exp(-2\delta d) \leq 5^{-k}. \quad (2)$$
Note that for $b_1, b_2 \in \{0, 1\}$, we have $I[b_1 = b_2] = \frac{(1-2b_1)(1-2b_2)+1}{2}$. Therefore, for every $a \in \{0, 1\}^k$,

$$\Pr_{(x,y) \sim D}[z(x) = a] - 2^{-k} = \left| \mathbb{E}_{(x,y) \sim D} \prod_{i=1}^k \left( 1 - 2a_i \right) (1 - 2z_i(x)) \right| - 2^{-k}$$

$$= 2^{-k} \left| \sum_{I \subseteq [k], I \neq \emptyset} \mathbb{E}_{(x,y) \sim D} \prod_{i \in I} (1 - 2a_i)(1 - 2z_i(x)) \right| - 1$$

(expansion of product and linearity)

$$= 2^{-k} \left| \sum_{I \subseteq [k], I \neq \emptyset} \mathbb{E}_{(x,y) \sim D} \prod_{i \in I} (1 - 2a_i)(1 - 2z_i(x)) \right|$$

(empty product equals 1)

$$\leq 2^{-k} \sum_{I \subseteq [k], I \neq \emptyset} \left| \prod_{i \in I} (1 - 2a_i) \right| \cdot \left| \mathbb{E}_{(x,y) \sim D} \prod_{i \in I} (1 - 2z_i(x)) \right|$$

(triangle inequality and linearity)

$$= 2^{-k} \sum_{I \subseteq [k], I \neq \emptyset} \left| \mathbb{E}_{(x,y) \sim D} \prod_{i \in I} (1 - 2z_i(x)) \right| \cdot \left| (1 - 2a_i) \right|= 1$$

$$\leq 2^{-k} \cdot (2^k - 1) \cdot 5^{-k} < 5^{-k}.$$  (Inequality (2))

The proof of the “furthermore” part is the same, except that after conditioning on $x_i = b$, each $\bigoplus_{j \in I} z_j(x)$ is now the XOR of at least $d - 1$ independent bits, and the remaining proof goes through.

We note that the proof of Lemma 14 depends on the definition of $z(x)$ only through the application of Lemma 12. Thus, Lemma 16 directly implies the following analog of Lemma 14:

**Lemma 17.** Fix $L \geq \alpha > 0$ and $\delta \in (0, \frac{1}{2})$. Let $c_0 = \frac{\ln 5}{\alpha}$ and $k_0 = \left\lfloor \frac{\ln (2c_0)}{\ln(5/4)} \right\rfloor + 1$, where $\kappa$ is chosen as in Lemma 8. The following holds for every function $f_{c,k,S}$ such that $k \geq k_0$ and $S$ has distance $c_0k$: For any $(\alpha, L)$-impurity function $\gamma$, $\delta$-balanced product distribution $D$ and restriction $\pi$ of size $< 2^k$ that only contains the memory bits of $f_{c,k,S}$, the purity gain $\gamma$-purity-gain$_D((f_{c,k,S})_{\pi, \cdot})$ is maximized by a memory bit.

Finally, we prove Theorem 10 by showing the existence of a set family $S$ with a good distance.

**Proof of Theorem 10.** Fix $\delta \in (0, \frac{1}{2})$. The Gilbert–Varshamov bound for binary linear codes implies that for some $c = \Theta(1/\delta)$, there exists a binary linear code with rate $\frac{1}{c}$ and relative distance $\frac{\ln 5}{\alpha c}$. It follows that for every sufficiently large $k$, there exists $S^{(k)} = (S_1^{(k)}, S_2^{(k)}, \ldots, S_k^{(k)})$ such that each $S_i^{(k)} \subseteq [ck]$ and $S^{(k)}$ has distance $\frac{\ln 5}{\alpha c} \cdot k$. This can be done by using the $i$-th basis of the linear code as the indicator vector of subset $S_i^{(k)}$ for each $i \in [k]$.

We prove Theorem 10 using functions $f_{c,1,S^{(1)}}, f_{c,2,S^{(2)}}, \ldots$. Since each $f_{c,k,S^{(k)}}$ can be represented by a decision tree of depth $ck + 1 = O(k/\delta)$, it remains to prove that impurity-based algorithms fail to learn $f_{c,k,S^{(k)}}$. Lemma 17 guarantees that the tree returned by such algorithms either has depth $> 2^k$, or never queries any addressing bits. In the latter case, by the same calculation as in the proof of the weaker version, the decision tree must have an $\Omega(\delta)$ error on distribution $D$. ▶
6 Proof of Theorem 11

We prove Theorem 11 using the construction of \( f_{c,k,S} \) in Section 5, where \( S = (S_1, S_2, \ldots, S_k) \) is a list of \( k \) subsets of \([ck]\) and each \( S_i \) specifies how the \( i \)-th bit of the address, \( z_i(x) \), is computed from the addressing bits \( x_1 \) through \( x_{ck} \). Note that \( f_{c,k,S} \) itself depends on \( \Omega(2^k) \) input bits and is thus not an \( O(k) \)-junta. Nevertheless, we will show that, after we fix most of the memory bits of \( f_{c,k,S} \), the function is indeed close to a \((ck)\)-junta with relevant inputs being the \( ck \) addressing bits. Then, as in the proof of Theorem 10, we will argue that impurity-based heuristics still query the (unfixed) memory bits before querying any of the addressing bits, resulting in a tree that is either exponentially deep or far from the target function.

Proof of Theorem 11. As in the proof of Theorem 10, we can find functions \( f_{c,1,S^{(1)}}, f_{c,2,S^{(2)}}, \ldots \) for some \( c = \Theta(1/\delta) \) such that each \( S^{(k)} \) has distance \( \geq \frac{\ln 5}{\delta} \cdot k \). We fix a sufficiently large integer \( k \) and shorthand \( f \) for \( f_{c,k,S^{(k)}} \) in the following.

Partition \( \{0,1\}^k \) into three sets \( A^0 \), \( A^1 \) and \( A^{\text{free}} \) such that \( |A^0| = |A^1| \) and \( \epsilon \cdot 2^{k-2} \leq |A^{\text{free}}| \leq \epsilon \cdot 2^{k-1} \). Consider the restriction \( \pi \) of function \( f \) such that the memory bit \( y_a \) is fixed to be 0 for every \( a \in A^0 \) and fixed to be 1 for every \( a \in A^1 \); the memory bits with addresses in \( A^{\text{free}} \) are left as “free” variables. We will prove the theorem using \( f_{\pi} \) as the \( k \)-th function in the family.

\( f_{\pi} \) is close to a junta

Consider the function \( g : \{0,1\}^{ck+k} \to \{0,1\} \) defined as \( g(x,y) = \mathbb{I} [z(x) \in A^1] \), where \( z(x) \) denotes \((z_1(x), z_2(x), \ldots, z_k(x))\) and each \( z_i(x) = \bigoplus_{j \in S_i^{(k)}} x_j \). Clearly, \( g(x,y) \) only depends on \( x \in \{0,1\}^{ck} \) and is thus a \((ck)\)-junta. Furthermore, for every input \((x,y)\) such that \( z(x) \in A^0 \) (resp. \( z(x) \in A^1 \)), both \( f_{\pi} \) and \( g \) evaluate to 0 (resp. 1). Thus, \( f_{\pi} \) and \( g \) may disagree only if \( z(x) \in A^{\text{free}} \). It follows that for every \( \delta \)-balanced product distribution \( \mathcal{D} \),

\[
\Pr_{(x,y) \sim \mathcal{D}} [f_{\pi}(x,y) \neq g(x,y)] \leq \Pr_{(x,y) \sim \mathcal{D}} [z(x) \in A^{\text{free}}] \leq |A^{\text{free}}| \cdot \left(2^{-k} + 5^{-k}\right) \leq \epsilon \cdot 2^{k-1} \cdot \left(2^{-k} + 5^{-k}\right) < \epsilon.
\]

(Lemma 16)

Therefore, \( f_{\pi} \) is \( \epsilon \)-close to an \( O(k/\delta) \)-junta (namely, \( g \)) with respect to distribution \( \mathcal{D} \).

Impurity-based algorithms fail to learn \( f_{\pi} \)

Let \( T \) be the decision tree returned by an \( \mathcal{H} \)-impurity based algorithm when learning \( f_{\pi} \) on distribution \( \mathcal{D} \). By Lemma 17, \( T \) must query all the free memory bits with addresses in \( A^{\text{free}} \) before querying any of the addressing bits. Thus, either \( T \) has depth \( > |A^{\text{free}}| = \Omega(\epsilon \cdot 2^k) \), or \( T \) only queries the free memory bits of \( f_{\pi} \).

In the latter case, we may again assume without loss of generality that \( T \) queries all the free memory bits \((y_a)_{a \in A^{\text{free}}} \) before reaching any of its leaves, i.e., \( T \) is a full binary tree of depth \( |A^{\text{free}}| \). Then, every leaf \( \ell \) naturally specifies \( 2^k \) bits \((c_a)_{a \in \{0,1\}^k} \) defined as

\[
c_a = \begin{cases} 
0, & a \in A^0, \\
1, & a \in A^1, \\
b, & a \in A^{\text{free}}, y_a \text{ is fixed to } b \text{ on the root-to-} \ell \text{ path.}
\end{cases}
\]
Let $\mu_\ell := \mathbb{E}_{(x,y) \sim \mathcal{D}} [c(z)],$ Again, the minimum possible error conditioning on reaching leaf $\ell$ is $\min(\mu_\ell, 1 - \mu_\ell), \text{achieved by labeling } \ell \text{ with } 1 [\mu_\ell \geq \frac{1}{2}].$ On the other hand, we have

$$\mu_\ell \geq \Pr_{(x,y) \sim \mathcal{D}} [z(x) \in A^1]$$

$$\geq |A^1| \cdot (2^{-k} - 5^{-k})$$

$$\geq \frac{2^k - |A_{\text{free}}|}{2} \cdot 2^{-(k+1)}$$

$$(2|A^1| + |A_{\text{free}}| = 2^k)$$

$$\geq \frac{2^k - 2^{k-1}}{2} \cdot 2^{-(k+1)} = \frac{1}{8},$$

and a similar calculation shows $\mu_\ell \leq \frac{7}{8}.$ We conclude that the error of the decision tree $T$ over distribution $\mathcal{D}$ is at least $\frac{1}{8} = \Omega(1).$$$

7 Conclusion

We have constructed target functions for which greedy decision tree learning heuristics fail badly, even in the smoothed setting. Our lower bounds complement and strengthen the parity-of-two-features example discussed in the introduction, which showed that these heuristics fail badly in the non-smoothed setting.

It can be reasonably argued that real-world data sets do not resemble the target functions considered in this paper or the parity-of-two-features example. Perhaps the sought-for guarantee (♢), while false for certain target functions even in the smoothed setting, is nonetheless true for broad and natural classes of targets? It would be interesting to reexamine, through the lens of smoothed analysis, provable guarantees for restricted classes of functions that have been established. For example, can the guarantees of [3, 2] for monotone target functions and product distributions be further strengthened in the smoothed setting? The target functions considered in this paper, as well as the parity-of-two-features example, are non-monotone.
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1 Introduction
What is the complexity of learning polynomial-size circuits? Despite extensive research on this question, our knowledge is still fairly sparse. For weak concept classes such as decision trees [34, 32], DNFs [34, 27] or even constant-depth circuits with parity gates [12],

¹ Most of this work was done when Ninad Rajgopal was affiliated with the University of Oxford.
reasonably efficient learning algorithms under the uniform distribution are known for various models of learning. For stronger concept classes, learning is believed to be hard, but the evidence for this is not as strong as one might hope. Cryptographic assumptions such as the existence of one-way functions are known to imply that learning polynomial-size circuits is hard [29, 18]. However, we still seem far from showing that PAC-learning polynomial-size circuits is NP-hard - indeed [5] give negative results for certain kinds of black-box reductions to learning.

In this paper, we adopt a fresh perspective of approaching the learnability question from above, i.e. via circuit classes which are more powerful than P/poly. We consider commonly held beliefs about the complexity of learning, and establish these beliefs unconditionally for strong concept classes such as PSPACE/poly and EXP/poly. Of course the very learnability of these concept classes has some unlikely implications, e.g., that these classes are approximable by efficient Boolean circuits. The point is that this is still consistent with our complexity-theoretic understanding, and we would like to know what current techniques are capable of proving unconditionally about learning. Partly this is to understand the limitations of current techniques, and partly this is to understand what structural properties of the stronger concept classes enable us to show unconditional results about them.

We begin by outlining our main results and comparing them with previous work.

1.1 Unconditional Results for Hardness of Learning

Our first set of results deals with unconditional hardness of learning circuit classes. Most complexity theorists believe that learning polynomial-size circuits is unconditionally hard, but of course proving this is at least as hard as the P vs NP problem. We ask: what is the smallest concept class \(C/poly\) for which we can prove learning to be hard? Clearly, if we can prove that \(C/poly\) cannot be approximated by efficient circuits, i.e., there does not even exist a good hypothesis for all concepts in the class, then hardness of learning follows. This observation implies for example that learning MAEXP is hard, by using known circuit lower bounds for this class [11].

But can we show hardness of learning unconditionally for some concept class where it is consistent with our current understanding of complexity theory that a good hypothesis exists for every concept in the class? We give an affirmative answer by ruling out PAC-learning with membership and equivalence queries unconditionally for the class BPE/poly.

The notion of PAC-learning \(C/poly\), for a uniform class \(C\) above \(P\) such as EXP or BPE, can have different interpretations. Standard definitions for PAC-learning (cf. [30]) consider the task of learning to be efficient if it is polynomial in the size of the target concept over \(n\) inputs (assume that the accuracy \(\varepsilon\) and confidence \(\delta\) are both \(1/poly(n)\)) and the hypothesis class is \(P/poly\).\(^2\) The standard definition of PAC-learning in \(poly(n)\) time using \(P/poly\) as its hypothesis class naturally extends to the concept class \(C/poly\) as the size of the target concept is still polynomial in the input size \(n\). For the classes \(C\) we consider, PAC-learnability of \(C/poly\) in \(poly(n)\) time using polynomial-sized hypothesis circuits is still consistent with our current understanding of complexity theory (as we do not have any unconditional average-case lower bounds for \(C\) against \(P/poly\)), and therefore worth studying.

\(^2\) For any uniform complexity class \(C\), define the class \(C/poly\) as the set of languages \(L\) for which there is a language \(C\)-machine \(M\) and a family of strings \(\{a_n\}\), where \(a_n \in \{0,1\}^{poly(n)}\), such that for every \(x \in \{0,1\}^n\), \(x \in L \iff M\) accepts \((x, a_n)\).

\(^3\) In general, the definition requires the hypothesis class \(H\) to be polynomially evaulatable, which means that there exists an algorithm that on input any instance \(x \in \{0,1\}^n\) and an encoding of the hypothesis \(h \in H_n\), outputs the value \(h(x)\) in time polynomial in \(n\) and the size of the hypothesis encoding. It is well known that \(P/poly\) is polynomially evaulatable.
We say that a class \( C \) is \((\varepsilon, \delta)\)-learnable using membership queries over distribution \( D \) in polynomial time, if there exists a probabilistic polynomial time learning algorithm which given oracle access to any \( f \in C \), with probability at least \( 1 - \delta \), outputs a polynomial-sized hypothesis circuit that approximates \( f \) up to an error \( \varepsilon \) over the target distribution \( D \). This definition also extends to the case of \((\varepsilon, \delta)\)-learning using random examples.

\( \text{BPE/poly} \) can equivalently be defined as the class of languages computable by polynomial-sized circuit families with oracle gates to some function in \( \text{BPE} \), with the oracle query size restricted to \( O(n) \). We prove the unconditional hardness of learning \( \text{BPE/poly} \) in polynomial time using membership queries even over the uniform distribution using \( \text{P/poly} \) as the hypothesis class. Hardness of exactly learning \( \text{BPE/poly} \) with membership and equivalence queries, even using randomized algorithms follows directly from this via [4].

\[ \text{Theorem 1.1.} \] For every constant \( k \in \mathbb{N} \), \( \text{BPE/poly} \) cannot be \((1/2 - 1/n^k, 1/n)\)-learnt over the uniform distribution using membership queries by randomized learning algorithms running in polynomial time.

To prove this, we adapt techniques used by [31, 36] to show that randomized PAC-learning algorithms imply circuit lower bounds. [38] show the existence of a \( \text{PSPACE-Complete} \) function \( f^* \) which is in \( \text{DSPACE}[n] \), such that \( f^* \) is downward self-reducible and self-correctible (see Appendix A for definitions). Using the techniques of [31], along with the fact that \( f^* \) belongs to \( \text{BPE} \), we see that \( \text{PSPACE} \) collapses to \( \text{BPP} \). Using a padding argument and diagonalizing \( \text{DSPACE}[2^{O(n)}] \) against functions which can be approximated by polynomial-sized circuits, we obtain a contradiction to the fact that for every function in \( \text{BPE/poly} \), the learner gives a hypothesis circuit which approximates it well.

1.2 Robustness for Hardness of Learning

We believe that polynomial-size circuits are hard to learn in a robust sense, i.e., that the precise details of the learning model do not matter. Hardness should hold irrespective of whether we consider PAC-learning or learning over the uniform distribution, worst-case learning or average-case learning over some samplable distribution on concepts, and whether or not the learning model is allowed to use membership queries. We do not know how to show that this robustness holds for \( \text{P/poly} \), but we are able to show it unconditionally for \( \text{EXP/poly} \) and \( \text{PSPACE/poly} \).

We now consider the class \( \text{EXP/poly} \), which can be equivalently defined as the circuit class \( \text{P}^{\text{EXP/poly}} \) i.e. the class of languages that can be computed by a polynomial sized circuit family with \( \text{EXP} \) oracle gates.

Showing non-trivial derandomization of \( \text{BPP} \), i.e. \( \text{EXP} \neq \text{BPP} \), is one of the most fundamental questions in complexity theory.\(^4\) We prove that the problem of non-trivial derandomization of \( \text{BPP} \) is equivalent to the hardness of learning \( \text{EXP/poly} \) efficiently in most standard models of PAC-learning. In addition, these results extend to not just showing that \( \text{EXP/poly} \) is hard to learn in the worst-case, but also on average with respect to polynomially samplable distributions over \( \text{EXP/poly} \).\(^5\) This also gives us an intriguing situation, where hardness of learning \( \text{EXP/poly} \) using random examples also implies the hardness of learning \( \text{EXP/poly} \) using membership queries.

\(^4\) It is worth mentioning that [26] show that \( \text{EXP} \neq \text{BPP} \) is equivalent to the fact that \( \text{BPP} \) can be derandomized on average in deterministic sub-exponential time (over infinitely many input lengths).

\(^5\) In particular, the results hold for polynomially samplable distribution families over \( \text{EXP/poly} \), where for each \( n \), there exists a distribution in the family over circuit encodings of \( n \)-ivariate functions in \( \text{EXP/poly} \), implicitly defining a distribution on \( n \)-ivariate functions in \( \text{EXP/poly} \) (see Remark A.3 for more details.)
The following results are stated for hardness of strong learning. However, they also hold for the setting of weak learnability, by standard equivalences between weak learning and strong learning for PAC-learners [17].

**Theorem 1.2 (Equivalences for hardness of learning \( \text{EXP/poly} \)).** The following statements are equivalent.

1. **Non-trivial derandomization of \( BPP \):** \( \text{EXP} \neq \text{BPP} \).
2. **Hardness of PAC-learning \( \text{EXP/poly} \) in the worst-case using random examples:** There exists \( c \geq 0 \), such that \( \text{EXP/poly} \) is not \((1/n^c, 1/20n)\)-PAC-learnable in polynomial time using random examples.
3. **Hardness of PAC-learning \( \text{EXP/poly} \) in the worst-case using membership queries:** There exists \( c \geq 0 \), such that \( \text{EXP/poly} \) is not \((1/n^c, 1/20n)\)-PAC-learnable in polynomial time using membership queries.
4. **Hardness of PAC-learning \( \text{EXP/poly} \) on average using random examples:** There exists \( c \geq 0 \), such that \( \text{EXP/poly} \) is not \((1/n^c, 1/20n)\)-PAC-learnable in polynomial time on average using random examples, with respect to polynomially samplable distributions over \( \text{EXP/poly} \).
5. **Hardness of PAC-learning \( \text{EXP/poly} \) on average using membership queries:** There exists \( c \geq 0 \), such that \( \text{EXP/poly} \) is not \((1/n^c, 1/20n)\)-PAC-learnable in polynomial time on average using membership queries, with respect to polynomially samplable distributions over \( \text{EXP/poly} \).

A contrasting result to this is the equivalence between the existence of one-way functions (OWFs) and the hardness of learning \( \text{P/poly} \) in polynomial time on average with respect to polynomially samplable distributions over \( \text{P/poly} \) using random examples [25, 8]. Theorem 1.2 not only lends an analogous equivalence between a complexity theoretic assumption that \( \text{BPP} \) has a non-trivial derandomization and the hardness of learning \( \text{EXP/poly} \) in polynomial time on average using random examples, but also extends this equivalence to hardness of learning \( \text{EXP/poly} \) efficiently in the worst-case. Note that showing such an equivalence between the existence of OWFs and hardness of learning \( \text{P/poly} \) efficiently in the worst-case has been open for decades.

Furthermore, our proof techniques also let us extend all these equivalences to the case where \( C = \text{PSPACE} \).

**Corollary 1.3.** The following statements are equivalent.

1. \( \text{PSPACE} \neq \text{BPP} \).
2. **There exists \( c \geq 0 \), such that \( \text{PSPACE/poly} \) is not \((1/n^c, 1/20n)\)-PAC-learnable in polynomial time using random examples (also using membership queries).**
3. **There exists \( c \geq 0 \), such that \( \text{PSPACE/poly} \) is not \((1/n^c, 1/20n)\)-PAC-learnable in polynomial time on average using random examples (also using membership queries) with respect to polynomially samplable distributions over \( \text{PSPACE/poly} \).**

Essentially, the proof of showing conditional hardness of PAC-learning \( \text{EXP/poly} \) uses the fact that strongly learning \( \text{EXP/poly} \) using random examples over the uniform distribution implies that \( \text{EXP} = \text{BPP} \). This also means that the hardest distribution to learn \( \text{EXP/poly} \) is over the uniform distribution. The same ideas hold for PAC-learning \( \text{EXP/poly} \) using membership queries too.

---

\(^6\) In particular, we do not know if hardness of learning \( \text{P/poly} \) efficiently using random examples in the worst-case implies OWFs.
Our techniques used to show these equivalences are inspired from results on uniform derandomization by [26, 38], which were further used by [15, 31] to show circuit lower bounds based on the existence of learning algorithms. We use special properties of functions in EXP and PSPACE like downward self-reducibility and self-correctibility to show that learning these functions would imply a collapse for EXP and PSPACE to BPP.

1.3 Reducing Succinct Search to Decision for Learning

Recently, [12] established an important connection between natural proofs and learning. They showed that natural proofs of strong lower bounds against a circuit class $C/poly$ imply efficient learning algorithms for $C/poly$ over the uniform distribution with membership queries, as long as the class $C/poly$ satisfies some mild closure properties. One way to interpret their result is as an approximate search to decision reduction for learning. The decision version of learning polynomial-size circuits is the language MCSP consisting of truth tables of functions that have small circuits, i.e., for which a good hypothesis exists. The search version is to find a small circuit for a positive instance of MCSP. [12] show that if MCSP is polynomial-time decidable (which is implied by the existence of natural proofs against $P/poly$), then the search version of MCSP can be solved approximately, in the sense that we can efficiently compute a polynomially larger sized circuit that approximates the truth table well.

The language $R_{Kt}$ (resp. $R_{KS}$) of strings with high $Kt$ complexity (resp. high $KS$ complexity) plays an analogous role to MCSP in the theory of learning EXP/poly (resp. PSPACE/poly). We ask if search to decision reductions can be established for these languages as well. However, it is unclear a priori what it would mean to solve search efficiently for a problem that does not have polynomial-size proofs or witnesses. We introduce the notion of succinct search. To efficiently solve a search problem succinctly is to efficiently compute for any YES instance of the problem a circuit that encodes a possibly exponential-size proof for the instance. We use the PCP theorem for NEXP [6] and the Easy Witness Lemma [24] to show that for the classes PSPACE, EXP and NEXP, efficient decidability of the class is equivalent to efficiently solving succinct search for every language in the class. We then use results from [3] to argue that for $R_{Kt}$ and $R_{KS}$, efficient solvability is equivalent to solving succinct search efficiently. Note that this connection is for succinctly solving the search problem exactly rather than just for approximate search as in [12].

Theorem 1.4 (Equivalence of Succinct Search and Decision for Learning EXP/poly and PSPACE/poly). Let $L$ be $R_{Kt}$ or $R_{KS}$. $L \in BPP$ iff for each polynomial-time verifier $V$ for $L$, succinct search is efficiently solvable for $L$ with respect to $V$.

1.4 Barriers for Establishing NP-Hardness of Learning

We next look at questions pertaining to hardness of learning classes of the form $C/poly$, where $C \subseteq \text{PH}$. We only focus on the hardness of PAC-learning $C/poly$ with random examples. In this section, we consider the limitations of proving the NP-hardness of PAC-learning $NP/poly$, i.e. the class of polynomial size non-deterministic circuits, using random examples, via a black-box reduction from deciding SAT.

Informally, a black-box reduction from problem $A$ to $B$, solves $A$ given access to any oracle solving $B$. Black-box reductions have been ubiquitously used in complexity theory to prove conditional lower bounds. However, for many fundamental questions in complexity theory, there have been results showing why such reductions are limited in power. Various results have conditionally ruled out special-cases of black-box reductions for showing average-case hardness of NP [14, 10], existence of one-way functions [1, 5, 9] and the existence of hitting set generators [22], from hardness of SAT.

APPROX/RANDOM 2021
For the case of showing hardness of learnability, a $B$-adaptive black-box reduction $R$ from some language $L$ to PAC-learning a class $C$ using random examples is defined by two phases:

- The first phase consists of $B$ adaptive rounds of probabilistic polynomial time algorithms, each of which generates queries to the learner oracle. In more detail, each round uses the input $z$ to the reduction, fresh randomness and the hypotheses returned by the $C$-learner oracle in the previous rounds, and constructs joint distributions (that serve as example oracles for the learner). It then samples a set of independent labeled examples from each of these distributions as queries to the learner oracle.

- In the second phase, a probabilistic polynomial time algorithm takes all the hypotheses from the first phase and decides whether $z \in L$, with high probability.

[5] study the question of the existence of black-box Turing reductions from any language in $\text{NP}$ to PAC-learning $\text{P}/\text{poly}$ using random examples. They consider a strongly black-box reduction, where a reduction is strongly black-box if it runs correctly given any oracle for the learner, as well as the hypotheses output by the learner. For a special case of such a reduction, where the access to the learner and the hypothesis oracles is additionally non-adaptive, they show that such a reduction from $\text{SAT}$ to PAC-learning $\text{P}/\text{poly}$ using random examples collapses $\text{NP}$ to $\text{CoAM}$ (which implies a collapse of $\text{PH}$ to the second level). Additionally, they show that if any language $L$ reduces to PAC-learning $\text{P}/\text{poly}$ using random examples via an $O(1)$-adaptive black-box reduction, then the hardness of $L$ implies the existence of an auxiliary-input one-way function (which is a major breakthrough in cryptography).

We define a natural special-case of such a reduction, called an oblivious strongly black-box reduction, where the obliviousness of a reduction implies that the queries made to the learner do not depend on the input $z$ to the reduction, and try to understand its limitations for showing $\text{NP}$-hardness of PAC-learning $\text{NP}/\text{poly}$. At a first glance, ruling out oblivious reductions may seem very restrictive, since ideally, one would like to allow reductions whose queries to the learner can depend on the input to the reduction. However, we observe the proof of Corollary 1.3 which shows hardness of PAC-learning $\text{PSPACE}/\text{poly}$ assuming $\text{PSPACE} \neq \text{BPP}$ and reformulate it as an oblivious black-box reduction of the form defined above. In particular, for $f^*$ being the $\text{PSPACE}$-Complete function given by [38] which is downward self-reducible and self-correctible, we observe that

\begin{lemma}
There exists an oblivious, $n$-adaptive, strongly black-box reduction from deciding $f^*$ to PAC-learning $\text{PSPACE}/\text{poly}$ using random examples over the uniform distribution.
\end{lemma}

On the other hand, for the case of learning $\text{NP}/\text{poly}$ using random examples, we show that oblivious strongly black-box reductions from $\text{SAT}$ imply a collapse of the polynomial hierarchy. Our main result for the section is

\begin{theorem}[Informal]
If there exists an oblivious, $\text{poly}(n)$-adaptive, strongly black-box reduction from deciding $\text{SAT}$ to learning $\text{NP}/\text{poly}$ using random examples over polynomially samplable distributions, then $\text{PH}$ collapses to the third level.
\end{theorem}

---

7 They also show the impossibility of Karp reductions from $\text{SAT}$ to PAC-learning $\text{P}/\text{poly}$ using random examples, unless $\text{NP}$ collapses to $\text{SZK}$.

8 We actually show a stronger result that the existence of such a reduction implies that $\text{NP} \subseteq \text{CoAM}^{\text{poly}}$, where $\text{CoAM}^{\text{poly}}$ is the class of languages recognized by constant-round $\text{CoAM}$ protocols with advice, where we require proper acceptance/rejection probabilities only when the advice is correct.
Theorem 1.6 implies that standard techniques used for worst-case to average-case reductions, pseudo-random generator constructions from uniform hardness assumptions and in particular, hardness of efficiently PAC-learning classes like \( \text{PSPACE}/\text{poly} \), cannot be used to show the \( \text{NP} \)-hardness of PAC-learning \( \text{NP}/\text{poly} \) using random examples.

Theorem 1.6 compares to some previous results in the following way:

- It shows a conditional impossibility result by ruling out a restricted version of adaptive, strongly black-box reductions to learning \( \text{P}/\text{poly} \) using random examples, in contrast to [5], who only rule out fully non-adaptive, strongly black-box reductions, from a slightly weaker assumption (\( \text{NP} \not\subseteq \text{CoAM} \)).

- Furthermore, the result by [22] which conditionally rules out a non-adaptive black box reduction from deciding \( \text{SAT} \) to breaking a Hitting Set Generator (HSG), in turn rules out fully non-adaptive, strongly black-box reductions from \( \text{SAT} \) to learning \( \text{NP}/\text{poly} \) using membership queries over the uniform distribution (by suitably changing the definition of the reduction to the learner).

Indeed, the ideas of [26] can be used to show that hardness of learning \( \text{NP}/\text{poly} \) using membership queries over the uniform distribution, implies the existence of a hitting set generator which hits sufficiently dense circuits. We strengthen this observation by not only extending the reduction to a restricted version of the adaptive case, but also by ruling out a weaker reduction to learning \( \text{NP}/\text{poly} \) with random examples.

- In a similar way, [20] conditionally rule out the existence of mildly adaptive (each query length up to \( n \), where \( n \) is the length of the input instance, appears in very few levels of adaptivity), strongly black-box reductions from an \( \text{EXP} \)-Complete problem to learning \( \text{NP}/\text{poly} \) using membership queries (and in fact, learning \( \text{EXP}/\text{poly} \)).

Our result rules out the restricted cases of mildly adaptive, strongly black-box reductions which show the \( \text{NP} \)-hardness of learning \( \text{NP}/\text{poly} \) using random examples and hence, is a conceptual strengthening of [20], as we rule out a hardness result from a stronger assumption.

- On the other hand, Schapire [37] shows that a non-uniform hardness assumption like \( \text{NP}/\text{poly} \neq \text{P}/\text{poly} \) actually implies the hardness of PAC-learning \( \text{NP}/\text{poly} \) in polynomial time using random examples. They show that if \( \text{NP}/\text{poly} \) is learnable in polynomial time, then there exists an algorithm which takes any \( m \) labeled samples of a target \( f_n \in \text{NP}/\text{poly} \), runs in time \( \text{poly}(m,n) \), and with high probability, outputs a hypothesis of size \( \text{poly}(n) \) (independent of \( m \)) that is consistent with all the labeled samples.

In particular, if \( m = 2^n \), then for every \( f_n \in \text{NP}/\text{poly} \), the algorithm outputs a polynomial-sized hypothesis circuit which computes it correctly on all inputs, thus contradicting the assumption \( \text{NP}/\text{poly} \neq \text{P}/\text{poly} \). Note that the result uses that for any \( f_n \), we get a polynomial-sized circuit that computes it, and in fact, the algorithm runs in \( \text{poly}(m,n) = 2^{O(n)} \) time and is not useful in terms of contradicting a uniform assumption.

It is worth noting that our result has no implications for showing the impossibility of adaptive, black-box \( \text{NP} \)-hardness reductions which imply the average-case hardness for \( \text{NP} \) [14, 10], existence of one-way functions [1, 5] or the existence of HSGs [20, 22].

**Overview of the techniques.** The proof of Theorem 1.6 builds on the Feigenbaum-Fortnow [14] protocol, which simulates a type of non-adaptive randomized reduction \( A \) from \( \text{SAT} \) to an \( \text{NP} \) problem \( Q \), by an \( \text{AM} \) protocol with polynomial-sized advice, and shows that \( \text{coNP} \subseteq \text{NP}/\text{poly} \).\(^9\)

---

\(^9\) Their motivation (and [10]) was to rule out certain kinds of non-adaptive, worst-case to average-case black-box reductions for \( \text{NP} \).
Suppose that on input $x$, $A$ makes $q$ non-adaptive queries to $Q$, sampled independently from certain distribution $X$. Very briefly, their AM protocol does the following. For $K$ large enough, the verifier first generates $K$ tuples of $q$ non-adaptive queries by running $A(x)$ independently $K$ times. The verifier asks the prover to send a witness to each query which is a YES instance (which it can verify easily). This ensures that the prover cannot cheat if the query is a NO instance and the only way it can cheat is by claiming a YES instance to be a NO instance. Now, if the verifier has the proportion $p$ of YES instances of $Q$ over the distribution $X$, then with high probability it knows that the number of YES instances among the $Kq$ queries is concentrated around $q \cdot (pK \pm O(\sqrt{K}))$. The verifier answers with a reject if the number of YES instances is much lesser than $pqK$.

The honest prover answers each query correctly (with correct witnesses if necessary) and with high probability, the number of YES instances are close to the expectation. Hence, the verifier can pick any of $K$ runs of $A(x)$ using the prover’s answers to its queries and the output will be correct with high probability. On the other hand, the cheating prover cannot cheat on more than $O(q\sqrt{K})$ YES instances, with high probability. If we choose $K \gg O(q\sqrt{K})$, then on most of the $K$ independent runs of $A$, all its queries are answered correctly and the reduction gives the correct answer. Thus, if we pick one of the runs at random and get $A(x)$ by using the prover’s answers to its queries, the verifier answers wrongly with low probability.

Consider an oblivious, $B$-adaptive, strongly black-box reduction $R$ from $L$ to an oracle which learns NP/poly. Suppose we are able to fix $S_1, \ldots, S_t$, which are sets of labeled examples drawn independently from the joint distributions $(X_1, f_1(X_1)), \ldots, (X_t, f_t(X_t))$ where $f_1, \ldots, f_t \in \text{NP/poly}$, as the queries made to the learner. Furthermore, let $h_1, \ldots, h_t$ be a set of fixed hypotheses circuits, some of which are used to generate $S_1, \ldots, S_t$, such that each $h_i \ (1 - \varepsilon_0)$-approximates $f_i$ over $X_i$, for some $\varepsilon_0 > 0$. Because $R$ is strongly black-box, each hypothesis is also accessed as an oracle and we see that $L$ is decided by the algorithm $M$ in the second phase, which has access to $h_1, \ldots, h_t$. Now, the $t$ oracles to $M$ can be replaced by a single oracle $O$ which takes as input $i \in [t]$ and $y \in \{0, 1\}^n$, and outputs $h_i(y)$ ($O$ can be thought of as a table with $t$ rows and $2^n$ columns). We then adapt the techniques of [14] to design an AM protocol for $L$ with polynomial sized advice, where the verifier expects that the prover answers according to $O$.

The obliviousness of the reduction helps us in fixing the queries made by $R$, and implicitly, the corresponding hypotheses output by the oracle. In other words, this helps us fix the proportions of YES instances for each $f_i$ non-uniformly, as the queries generated to the learner do not depend on the input to the reduction. We do this by inductively fixing the queries made by the reduction starting from the first round of adaptivity. Fixing a “good” polynomial-sized random string $r^*$ used by the first phase non-uniformly (using Adleman’s trick), we first get the queries to the learner made in the first round.

For any other round $b \geq 2$, assume that the queries to the learner up to round $(b - 1)$ and the functionality of the hypothesis oracles used to generate them up to round $(b - 2)$ are fixed. Using the fact that $r^*$ is also fixed, we consider the set of all tuples of joint distributions that can be generated in the $b^{th}$ round depending on the answers to the oracle queries of the hypotheses seen so far, and arbitrarily choose one of them. Note that, this implicitly fixes the functionality of the hypothesis oracles for the queries generated in round $b - 1$. We continue this process and fix all the queries made to the learner by all the rounds from the first phase.

The details of the results from this section have been delegated to Appendix B because of space constraints.
1.5 Further Discussion

Connections to Karp-Lipton Style Theorems. There is an analogy between our results on implications of learnability and Karp-Lipton style theorems. A Karp-Lipton style theorem for a uniform class $C$ gives an unlikely uniform implication of the assumption that $C$ has polynomial-size circuits. The original theorem of Karp and Lipton [28] shows such an implication for $C = \text{NP}$: if $\text{NP} \subseteq \text{P}/\text{poly}$, then $\Sigma_2 = \Pi_2$. Karp-Lipton style theorems are now known for many other classes, including $C = \text{P}^\#$ [35], $C = \text{PSPACE}$ [6] and $C = \text{EXP}$ [6]. In each of these cases, $C \subseteq \text{P}/\text{poly}$ implies $C = \text{MA}$, applying techniques from the theory of interactive proofs [35, 6].

Similarly, in some of our results (i.e., Theorem 1.1, Theorem 1.2 and Corollary 1.3), we study implications of learnability for classes $C/\text{poly}$, where $C = \text{BPE}, \text{EXP}$ or $\text{PSPACE}$. Since the learner is required to output a polynomial-size Boolean circuit, the learnability assumption already implies that $C$ is approximated by polynomial-size circuits, where the approximation is over the distribution on the examples. We are interested in establishing strong uniform implications of these assumptions, showing that the assumption is actually false in the case $C = \text{BPE}$, and that the assumption implies a simulation of $C$ in $\text{BPP}$ in the other cases. What enables us to show stronger implications than in corresponding Karp-Lipton style theorems is that the learner uniformly produces a good hypothesis by our assumption. However, the learner is assumed to have access to random examples or membership queries which cannot be efficiently simulated - this makes our simulation task more challenging, and we therefore exploit various structural properties of complete languages. We also need to deal with the issue of approximation, while standard Karp-Lipton style theorems have as their antecedent an exact simulation by efficient circuits.

Open Questions. One question which stems from our work is to explore the possibility of showing the hardness of PAC-learning $\text{NP}/\text{poly}$ efficiently using random examples assuming that $\text{NP} \neq \text{BPP}$. A potential direction is to consider non black-box reductions for the $\text{NP}$-hardness of PAC-learning $\text{NP}/\text{poly}$. This viewpoint has lent itself some success in the case of worst-case to average-case reductions [19, 21, 22] and in our case, hardness of efficiently PAC-learning $\text{EXP}/\text{poly}$. Indeed, the reduction for $\text{EXP}/\text{poly}$ only works if the learning algorithm runs in polynomial time, although the reduction still uses the learning algorithm as an oracle.\textsuperscript{10} Moreover, [13] show a non black-box reduction from an approximate version of $\text{MCSP}$ to learning $\text{P}/\text{poly}$ by sub-exponential-sized circuits (and thus, learning $\text{NP}/\text{poly}$). Note that, it is unclear if approximate $\text{MCSP}$ is $\text{NP}$-hard and this reduction does not imply the $\text{NP}$-hardness of PAC-learning $\text{NP}/\text{poly}$ efficiently.

Another important question is to explore an analogue of the PH collapse for learnability. In other words, does polynomial time learnability of $\text{NP}/\text{poly}$ imply polynomial time learnability of $\text{PH}/\text{poly}$? Note that, under a strong assumption of the existence of a (possibly adaptive and non-relativizable) worst-case to average-case reduction for $\text{NP}$, we can use the techniques in Lemma 3.2 along with the downward-self-reducibility of $\text{SAT}$ to show such a collapse. On the other hand, [23] also shows that there exists an oracle $O$ with respect to which $\text{DistNP}^O \subseteq \text{AvgP}^O$ and $\Sigma_2^O \not\subseteq \text{HeurSIZE}^O\left[2^{\alpha^O}\right]$. Essentially, this result negates the existence of any relativizable reductions which show a statement analogous to the PH collapse for average-case algorithms i.e. if $\text{NP}$ is easy on average, then $\Sigma_2$ is easy on average too. In a similar spirit, can we prove that no relativizable technique can show that if $\text{NP}/\text{poly}$ is learnable in polynomial time, then $\Sigma_2/\text{poly}$ is learnable in polynomial time as well?

\textsuperscript{10}For $\text{EXP}$ to collapse to $\text{PSPACE}$, we need the $\text{EXP}/\text{poly}$ learner to be efficient so that it outputs polynomial-sized hypothesis circuits for any language in $\text{EXP}$, and this further implies $\text{EXP} \subseteq \text{P}/\text{poly}$.
2 Unconditional Results for Hardness of Learning

Firstly, we show the hardness of learning $\text{BPE}/\text{poly}$ over the uniform distribution using membership queries by randomized polynomial time algorithms. The proof of this result uses the following lemma from [31]. Preliminaries and definitions can be found in Appendix A.

Lemma 2.1. Let $C$ be any circuit class, $s : \mathbb{N} \to \mathbb{N}$ be a size function and $f^*$ be the $\text{PSPACE}$-Complete problem from Theorem A.8. There exists constant $c \in \mathbb{N}$ such that if $C[s(n)]$ is learnable up to error $n^{-c}$ in time $T(n)$, then at least one of the following holds:

1. $f^* \notin C[s(n)]$.
2. $f^* \notin \text{BPTIME}[\text{poly}(T(n))]$.

We also need Lemma A.11 (Appendix A) which proves the existence of functions which cannot be approximated by $n^{\log n}$-sized circuits.

Proof of Theorem 1.1. Towards a contradiction, assume that there exists constants $k, d \geq 1$ and a randomized learning algorithm $A$ which learns $\text{BPE}/\text{poly}$ in $O(n^d)$ time over the uniform distribution using membership queries, up to error $1/2 - 1/n^k$ and confidence $1/n$, for every large enough input length $n$. By non-uniformly fixing a good random string, we ensure that for every function $g \in \text{BPE}/\text{poly}$, there exists $c$ such that $A$ always outputs a hypothesis circuit of size $O(n^c)$ which computes $g$ on at least $(1/2 + 1/n^k)$-fraction of $n$-length inputs. Thus, for every function in $\text{BPE}/\text{poly}$, there exists a family of polynomial-sized circuits $\{h_n\}_{n \in \mathbb{N}}$ which $(1/2 + 1/n^k)$-approximates it, where $h_i$ is the hypothesis output by the learner on input length $i$.

We next show that the existence of such a learner implies the existence of a function in $\text{BPE}$ which cannot be $(1/2 + 1/n^k)$-approximated by polynomial sized circuits. Consider the $\text{PSPACE}$-Complete function $f^*$ from Theorem A.8 which is computable in time $\text{DSpace}[n]$. $f^*$ is in $\text{BPE}/\text{poly}$ (since $f^*$ can be computed in $\text{E}$) and we use the learning algorithm for $\text{BPE}/\text{poly}$ in Lemma 2.1 to see that $\text{PSPACE} \subseteq \text{BPP}$. Using a padding argument we observe that $\text{DSpace}[\text{O}(n)] \subseteq \text{BPE}$. From Lemma A.11, we see that there exists a function which cannot be $(1/2 + 1/n^k)$-computed by circuits of size $n^{\log n}$. We can easily construct a Turing Machine which lexicographically searches for the truth table of a function on $n$ inputs which cannot be $(1/2 + 1/n^k)$-approximated by $n^{\log n}$ sized circuits in $2^{O(n)}$ space and answers according to the first one it finds. From this we have that $\text{DSpace}[2^{O(n)}]$, and thus $\text{BPE}/\text{poly}$ cannot be $(1/2 + 1/n^k)$-approximated by $n^{\log n}$ sized circuits, which leads to a contradiction.

Remark 2.2. [36] show that if for each $c$, a circuit class $C[n^c]$ is $(1/2 - 1/n^c, 1/n)$-learnable using membership queries over the uniform distribution in $2^{\omega(n)}$ time, then for each $c$, there exists $L_c \in \text{BPE}$ such that $L_c \notin C[n^c]$ (Theorem 12). For any $c$, the idea of picking $C[n^c] = \text{SIZE}_{\text{BPE}}[n^c]$, with linear-sized queries to $\text{BPE}$ oracles and using the learning algorithm $A$ which learns $\text{BPE}/\text{poly}$ in their result to achieve a contradiction (as any function in $\text{BPE}$ can be computed by constant sized $\text{SIZE}_{\text{BPE}}$-circuits with linear-sized oracle queries) does not work, as [36] crucially uses that $C[n^c]$ has to be a subset of $\text{SIZE}[n^{c^*}]$ for some $c^* = O(c)$.

On the other hand, Theorem 4 in [15] shows that if $C$ is learnable using membership queries over the uniform distribution in polynomial time then $\text{BPE} \notin C[\text{poly}(n)]$. Proving Theorem 1.1 by setting $C$ as $\text{BPE}/\text{poly}$ again does not really work, as [15]'s result only holds true when $C = \text{P}/\text{poly}$, as it depends on the collapse of $\text{EXP} \subseteq \text{P}/\text{poly}$.

We next consider hardness of learning $\text{E}/\text{poly}$ deterministically over the uniform distribution using membership queries. $\text{E}/\text{poly}$ can equivalently be defined as the class of languages which can be computed by polynomial-sized circuit families with oracle access to some function in $\text{E}$, with the constraint that the oracle queries are of size $O(n)$. 

We first rule out deterministic exact learners for $\mathcal{E}/\text{poly}$ running in time $O(2^n/n)$ in Angluin’s model of learning [4], i.e. the learners have access to a membership oracle, as well as an equivalence oracle, where the learner presents a hypothesis circuit to the equivalence oracle, receives yes if the hypothesis exactly computes the target concept and receives a counter-example for the hypothesis, otherwise.

We also extend this result to rule out any deterministic learners for $\mathcal{E}/\text{poly}$ using membership queries, i.e. even learners which can output an approximate hypothesis. In particular, we can show that, for every constant $\delta \in [0,1/2-1/n)$, $\mathcal{E}/\text{poly}$ is hard to learn up to error $\delta$ over the uniform distribution using membership queries, even by deterministic learning algorithms which run in time $2^n/n$. These ideas can also be extended to show similar results for unconditional hardness of learning $\text{PSPACE}/\text{poly}$ by deterministic polynomial time learners. The proofs follow from simple diagonalization-like arguments such as that used by [31] and can be found in the full version.

3 Robustness of Hardness of Learning

In this section, we establish the equivalences in Theorem 1.2 for hardness of learning $\mathcal{E}/\text{poly}$. We first state the following results necessary for its proof.

Lemma 3.1. Let $\mathcal{E} = \text{BPP}$. Then, for every $c > 0$, $\mathcal{E}/\text{poly}$ can be $(1/n^c, 1/20n)$-PAC-learnt using random examples in time polynomial in $n$.

Proof Sketch. The proof uses the collapse of $\mathcal{E}$ into $\text{BPP}$, firstly to observe that $\mathcal{E}/\text{poly}$ is in $\text{P/poly}$. Next, we construct an exponential time procedure which takes as inputs a size parameter $s(n)$, a set of examples of length $n$ and their labels, and outputs a hypothesis circuit of size at most $s(n)$ which is consistent with the examples, if there exists one, via an exhaustive search. From our assumption, this runs in probabilistic polynomial time. Using an argument based on Occam’s razor [30], we obtain a polynomial time learner for $\text{P/poly}$.

Lemma 3.2. Let $\mathcal{E} \neq \text{BPP}$. Then, there exists $c \geq 0$ such that $\mathcal{E}/\text{poly}$ is not $(1/n^c, 1/20n)$-learnable in the worst-case using random examples over the uniform distribution in time polynomial in $n$.

Proof. Towards a contradiction assume that there exists a constant $a > 0$ and an $O(n^a)$-time learner $\mathcal{A}$ that $(1/n^c, 1/20n)$-learns $\mathcal{E}/\text{poly}$ using random examples over $U_n$, for every $c \geq 0$. We first show that the existence of the learner $\mathcal{A}$ for $\mathcal{E}/\text{poly}$ implies that $\mathcal{E} \subseteq \text{P/poly}$. Let $g^*$ be an $\mathcal{E}$-Complete problem which is self-correctible, whose existence is given by Theorem A.7, with $c_1 \geq 0$ being the corresponding constant. Use $\mathcal{A}$ to $(1/n^{c_1}, 1/20n)$-learn $g^*$ using random examples over the uniform distribution. Let $\mathcal{A}'$ be the algorithm which takes as input $y \in \{0,1\}^n$ in addition to the inputs of $\mathcal{A}$ and runs the learner $\mathcal{A}$, following which it returns the evaluation of the hypothesis circuit output by $\mathcal{A}$ on the input $y$. In other words, for every $n \in \mathbb{N}$, we have

$$\Pr_{w \in \{0,1\}^{a(n)}, x_1, \ldots, x_m \sim U_n} \left\{ \Pr_{y \sim U_n} \{ \mathcal{A}'(1^n,w,(x_1,g^*(x_1)),\ldots,(x_m,g^*(x_m)),y) = g^*(y) \} \geq 1 - 1/n^{c_1} \right\} \geq 1 - 1/20n$$

where both $r(n)$ and $m = m(n) = \text{poly}(n)$. 
By amplifying the correctness of $A'$ using standard techniques, we can then non-uniformly fix the random strings $w, x_1, \ldots, x_m$ and the values of $g^*$ on each $x_i$ to get a polynomial-sized circuit $C$, which takes input $y \in \{0,1\}^n$ and outputs the answer of $A'$ on the advice string and $y$. Thus $C_n$ agrees with $g^*$ on at least $(1 - 1/n^c)$-fraction of the inputs. Using $C_n$ with the self-correctibility of $g^*$ (and fixing another “good” random string non-uniformly in the resulting algorithm), we get a polynomial-sized circuit which computes $g^*$ on every input and by the EXP-Completeness of $g^*$, we see that $\text{EXP} \subseteq \text{P}/\text{poly}$.

Since $\text{EXP} \subseteq \text{P}/\text{poly}$, we use Lemma A.9 to observe that $f^*$ given by Theorem A.8 is now an EXP-Complete problem that is both downward self-reducible and self-correctible. Let $c_2$ be the constant associated with the self-corrector for $f^*$. For any integer $k$, given a procedure $B_k$ which computes $f^*$ on every instance of size $k$ with high probability, we use $A$ together with the downward self-reduction for $f^*$, followed by the self-corrector for $f^*$ to obtain a procedure $B_{k+1}$ that computes $f^*$ on any input of size $k + 1$. We use this inductively, to compute $f^*$ on $n$ inputs in probabilistic polynomial time.

More precisely, consider the following algorithm $B_n$ which computes $f^*$ on a given input $x$ and does the following. First, it starts with a procedure $B_{k_0}$, for a constant $k_0$, which can be computed easily using a look-up table. Assuming that we have the procedure $B_k$ for some input length $k \leq n$, we show how to construct the procedure $B_{k+1}$ inductively. We use the learner $A$ to learn the function $f^* + 1$ up to error $1/(k + 1)^{c_2}$. For every input $f^*(y)$ passed to $A$, where $y$ is a string randomly picked from $\{0,1\}^{k+1}$, we use $B_k$ with the downward self-reduction of $f^*$ to compute $f^*(y)$. $A$ outputs a hypothesis $h_{k+1}$ which computes $f_{k+1}$ on at least a $(1 - 1/(k + 1)^{c_2})$-fraction of the inputs with high probability. We now use the self-corrector for $f^*$ to obtain from $h_{k+1}$ a procedure $B_{k+1}$ which is correct on every input of size $k + 1$ with probability $1 - \gamma$ (by using standard error reduction arguments), for some $\gamma > 0$ which we pick later. Repeating this process at most $n$ times, we obtain $B_n$ and output $B_n(x)$.

First, we show that $B_n$ outputs $f^*(x)$ with probability at least $2/3$. Let $d(n)$ be the number of queries made by the DSR to the oracle $f_{n-1}^*$ in computing $f^*(x)$ on any input $x$ of length $n$. The idea is that at each stage $k$, the procedure $B_k$ fails only if at least one of $m(n) \cdot d(n)$ queries answered by $B_{k-1}$ is incorrect, with probability at most $m(n) \cdot d(n) \cdot \gamma \leq 1/20m$ for $\gamma = 1/20nm(n)d(n)$, or if $A$ fails to output the right hypothesis, with probability at most $1/20m$. Thus, the total failure probability at each stage is at most $1/10m$ and over the $n$ stages, using the union bound, the total failure probability is at most $1/10 + \gamma \leq 1/3$.

We inductively observe that every stage $B_k$ runs in time $\text{poly}(k)$. It is easily seen that $B_{k_0}$ runs in constant time. Assume that $B_{k-1}$ runs in $\text{poly}(k - 1)$ time. At stage $k$, the time taken to compute $f^*$ on $m(k)$ many inputs of length $k$ is $O(m(k) \cdot d(k) \cdot \text{poly}(k - 1)) \leq \text{poly}(k)$. After this, $A$ takes $O(k^{c_2})$ time to output $h_k$ of size at most $k^{c_2}$, which is used by the $\text{poly}(k)$-time self-corrector to compute $f^*$ on all inputs of size $k$ with high probability. Thus, $B_k$ runs in time $\text{poly}(k) = \text{poly}(n)$. Since there at most $n$ stages, the total running time of $B_n$ is $\text{poly}(n)$. This shows that $f^* \in \text{BPP}$ and contradicts the original assumption.

Using a very similar proof idea, we obtain an analogous statement to Lemma 3.2, but now for worst-case learning $\text{EXP}/\text{poly}$ using membership queries.

\textbf{Lemma 3.3.} Suppose that \text{EXP}/\text{poly} is $(1/n^c, 1/20n)$-learnable in the worst case for every $c \geq 0$ over the uniform distribution $U_n$ using membership queries in time $\text{poly}(n)$. Then, $\text{EXP} = \text{BPP}$.

Informally (see Appendix A for a formal definition), the task of an $(\epsilon, \delta)$-average-case learner for a class $C$ over the uniform distribution using random examples, is to $(\epsilon, \delta)$-learn an unknown target function which is be generated according to a fixed distribution over...
\( \mathcal{C} \) (defined as an ensemble of distributions over appropriate representations for \( \mathcal{C} \)). The ideas from Lemma 3.2 can also be extended to show similar implications for the setting of average-case learning \( \text{EXP}/\text{poly} \) using random examples (and membership queries too).

**Lemma 3.4.** Suppose that \( \text{EXP}/\text{poly} \) is \((1/n^c, 1/20n)\)-learnable on average for every \( c \geq 0 \) with respect to polynomially samplable distributions over \( \text{EXP}/\text{poly} \) and the uniform distribution \( U_n \) using random examples in time \( \text{poly}(n) \). Then, \( \text{EXP} = \text{BPP} \).

**Remark 3.5.** In Lemma 3.4, the samplable distributions we consider are over \( \text{SIZE}^{\text{EXP}}[n^k] \)-circuit encodings in \( R_n \subseteq \{0,1\}^{r(n)} \), where \( r(n) = O(n^{2k+1}) \) (see Remark A.3 for more details). In particular, for the distribution \( P \) over \( \text{SIZE}^{\text{EXP}}[n^k] \) supported only on the function \( g^* \) (or \( f^* \)) used in the proof of Lemma 3.2, the sampler \( S'_P \) takes \( 1^n \) as input and outputs a \( \text{SIZE}^{\text{EXP}}[n^k] \)-circuit encoding of \( g^* \) (or \( f^* \)) which is just an \( \text{EXP} \)-oracle gate on \( n \) inputs and this encoding is of size \( O(n^2) \). The running time of this sampling algorithm is polynomial in the input size.

We use the same ideas as that of Lemma 3.2 to prove that even learning \( \text{EXP}/\text{poly} \) in polynomial time using random examples from the uniform distribution with respect to just these two distributions over \( \text{EXP}/\text{poly} \), is enough to collapse \( \text{EXP} \) to \( \text{BPP} \).

The formal details of the intermediate results can be found in the full version. We now prove the equivalences for efficiently learning \( \text{EXP}/\text{poly} \).

**Proof of Theorem 1.2.** The following implications establish the desired equivalences.

\((b) \implies (a), (c) \implies (a)\): The contrapositives of each of these implications follow from Lemma 3.1. In particular, PAC-learning \( \text{EXP}/\text{poly} \) with error at most \( 1/n^c \) for any \( c > 0 \) using random examples, implies PAC-learnability of \( \text{EXP}/\text{poly} \) using membership queries, where the queries are just made on the random examples given to the learner.

\((d) \implies (b), (c) \implies (c)\): Follows from the definitions, since PAC-learning \( \text{EXP}/\text{poly} \) in the worst case in \( \text{poly}(n) \) time using random examples implies PAC-learnability for \( \text{EXP}/\text{poly} \) on average in \( \text{poly}(n) \) time using random examples, for any distribution over \( \text{EXP}/\text{poly} \). A similar implication holds for learning with membership queries too.

\((a) \implies (b)\): For any \( c > 0 \), suppose \( \text{EXP}/\text{poly} \) is \((1/n^c, 1/20n)\) PAC-learnable in polynomial time using random examples over every arbitrary distribution. In particular, this means that \( \text{EXP}/\text{poly} \) can be \((1/n^c, 1/20n)\)-learnt in polynomial time using random examples over the uniform distribution. The implication follows from the contrapositive of Lemma 3.2.

\((a) \implies (c)\): Similar to the previous implication, we see that \( \text{EXP}/\text{poly} \) is \((1/n^c, 1/20n)\)-learnable in polynomial time using membership queries over the uniform distribution. The implication holds from the contrapositive of Lemma 3.3.

\((a) \implies (d), (a) \implies (e)\): The implications follow from Lemma 3.4 and its corresponding extension to learning on average with membership queries. ▷

The proof of Corollary 1.3 (equivalences for learning \( \text{PSPACE}/\text{poly} \)) follows from the same ideas as Theorem 1.2. In more detail, Lemma 3.1 extends easily as the procedure which searches for a polynomial-sized consistent hypothesis also runs in polynomial space. Lemmas 3.2, 3.3 and 3.4 can also be extended, by learning the downward-self-reducible and self-correctible \( \text{PSPACE} \)-Complete function \( f^* \) (from Theorem A.8) directly, and using it to compute \( f^* \) on every input.
4 Reducing Succinct Search to Decision

The key concepts in this section are verifiability and succinct search. We define verifiers first.

Definition 4.1. Given language \( L \subseteq \{0,1\}^* \) and polynomial-time computable relation \( V(V,-) \), we say that \( V \) is a verifier for \( L \) if for each \( x \in \{0,1\}^* \), \( x \in L \) if and only if \( \exists y V(x,y) \).

Given language \( L \), a verifier \( V \) for \( L \), and function \( f : \mathbb{N} \to \mathbb{N} \), we say that \( L \) has \( f(n) \)-size proofs with respect to \( V \), such that for each \( x \in \{0,1\}^* \), \( x \in L \) implies \( \exists y, |y| \leq f(|x|) : V(x,y) \). We say that \( L \) has \( f(n) \)-size proofs if there is a verifier \( V \) for \( L \) such that \( L \) has \( f(n) \)-size proofs with respect to \( V \).

Given language \( L \), a verifier \( V \) for \( L \), and a machine class \( \mathcal{D} \), we say that \( L \) has \( \mathcal{D} \)-computable proofs with respect to \( V \) if there is a machine \( M \in \mathcal{D} \) such that for each \( x \in \{0,1\}^* \), \( x \in L \) implies \( V(x,M(x)) \). We say that \( L \) has \( \mathcal{D} \)-computable proofs if there is a verifier \( V \) for \( L \) such that \( L \) has \( \mathcal{D} \)-computable proofs with respect to \( V \).

Note that \( \text{NP} \) is the class of languages with polynomial-sized proofs, \( \text{NEXP} \) is the class of languages with exponential-sized proofs, and for \( \mathcal{D} \in \{\text{EXP, PSPACE}\} \), \( \mathcal{D} \) is the class of languages with \( \mathcal{D} \)-computable proofs (where we abuse notation and use \( \mathcal{D} \) to refer both to a machine class and to the class of languages computable by such machines).

Next we define succinct search. We will assume w.l.o.g. that the proof size for any verifier is a power of 2 - this can be ensured by padding the proof if necessary.

Definition 4.2. Given language \( L \) and verifier \( V \) for \( L \), we say that succinct search is easy for \( L \) with respect to \( V \) if there is a probabilistic polynomial-time machine \( N \) such that for each \( x \in L \), there is a \( V \)-proof \( y \) such that with probability \( 1 - o(1) \), \( \text{tt}(N(x)) = y \), where for Boolean circuit \( C \), \( \text{tt}(C) \) denotes the truth table of the function computed by \( C \).

Thus succinct search is easy for \( L \) with respect to a verifier \( V \) if there is a probabilistic polynomial-time machine outputting compressed descriptions of \( V \)-proofs with high probability for any positive instance of \( L \).

Using the downward self-reducibility of \( \text{SAT} \), it is straightforward to see that \( \text{NP} \subseteq \text{BPP} \) iff for each \( L \in \text{NP} \) and for every verifier \( V \) such that \( L \) has poly-size proofs with respect to \( V \), succinct search is easy for \( L \) with respect to \( V \). We now show analogous results for \( \text{PSPACE, EXP} \) and \( \text{NEXP} \). First we show for each of these classes that easiness of the class implies easiness of succinct search.

We need the Easy Witness Lemma of Impagliazzo, Kabanets and Wigderson [24].

Lemma 4.3 ([24]). If \( \text{NEXP} \subseteq \text{P/poly} \), then for each \( L \in \text{NEXP} \) and for each verifier \( V \) for \( L \) such that \( L \) has exponential-size proofs with respect to \( V \), for each \( x \in L \), there is a polynomial-size circuit \( C_x \) such that \( V(x, \text{tt}(C_x)) \) holds.

Lemma 4.4. The following implications hold:

1. Let \( \mathcal{D} \in \{\text{PSPACE, EXP}\} \). If \( \mathcal{D} = \text{BPP} \), then for each \( L \in \mathcal{D} \) and for each verifier \( V \) such that \( L \) has \( \mathcal{D} \)-computable proofs with respect to \( V \), succinct search is easy for \( L \) with respect to \( V \).

2. If \( \text{NEXP} = \text{BPP} \), then for each \( L \in \text{NEXP} \) and for each verifier \( V \) such that \( L \) has exponential-size proofs with respect to \( V \), succinct search is easy for \( L \) with respect to \( V \).

Proof. We establish the first item. Let \( \mathcal{D} \in \{\text{PSPACE, EXP}\} \), and assume \( \mathcal{D} = \text{BPP} \). Let \( L \in \mathcal{D} \) and \( V \) be a verifier for \( L \) such that \( L \) has \( \mathcal{D} \)-computable proofs with respect to \( V \).

We construct a probabilistic poly-time machine \( N \) such that for each input \( x \in L \), there is a \( V \)-proof \( y \) such that with high probability \( \text{tt}(N(x)) = y \). Let \( M \) be a \( \mathcal{D} \)-machine outputting \( V \)-proofs for positive instances of \( L \).
Consider the language $L' = \{(x, i)|i^{th}$ bit of $M(x)$ is $1\}$. Since $M$ is a $\mathcal{D}$ machine, we have that $L' \in \mathcal{D}$. By assumption, $\mathcal{D} = \text{BPP}$, therefore there is a probabilistic poly-time machine $N'$ deciding $L'$. Assume w.l.o.g. that $N'$ has error at most $2^{-|y|^2}$ on any input $y$.

Given input $x$, $N$ operates as follows. It first computes a probabilistic poly-size circuit $C'$ simulating $N'$. This can be done using the standard efficient conversion of efficient algorithms into small circuits. It then hardwires $x$ into the first part of the input for $C'$, obtaining a circuit $C'_x$. It then fixes the random input of the circuit $C'_x$ to a uniformly generated random string $r$ to obtain a circuit $D'_{x,r}$, which it outputs.

Since the error of $N'$ is smaller than $2^{-|y|^2}$ on any input $y$, by a simple union bound, with probability $1 - o(1)$ over the choice of the random string $r$, $D'_{x,r}$ correctly computes the $i^{th}$ bit of $M(x)$ for each $i \in [m]$. For $x \in L$, $V(x, M(x))$ holds, and therefore $N$ efficiently solves succinct search for $L$ with respect to $V$.

We establish the second item. Assume $\text{NEXP} = \text{BPP}$ and let $L \in \text{NEXP}$ and $V$ be a verifier for $L$ such that $L$ has exponential-size proofs with respect to $V$. Since $\text{NEXP} = \text{BPP}$, we have that $\text{NEXP} \subseteq \text{P/poly}$. By Lemma 4.3, there is a polynomial $p$ such that for each $x \in L$, there is a circuit $C_x$ of size at most $p(|x|)$ such that $V(x, \text{tt}(C_x))$ holds.

Consider the language $L' = \{(x, i)|$ There is a circuit $C$ of size $p(|x|)$ such that $V(x, \text{tt}(C))$ has $1$ and the $i^{th}$ bit of the lexicographically first such circuit is $1\}$. Clearly $L' \in \text{EXP}$, just by enumerating circuits of size $p(|x|)$ in lexicographic order and finding the first one encoding a $V$-proof for $x$, if one exists. Since $\text{EXP} = \text{BPP}$, there is a probabilistic poly-time machine $N'$ deciding $L'$ with error exponentially small. We construct a probabilistic poly-time machine $N$ as follows: on input $x$, $N$ runs $N'$ on $\{(x, i)\}$ for each $i$ at most the description length of a circuit of size $p(|x|)$. It outputs the circuit $C$ whose description has bit $i$ set to $1$ if $N'$ accepts on $\{(x, i)\}$. Since $N'$ has error exponentially small, we have that with error exponentially small, $N$ outputs a circuit $C$ encoding a $V$-proof of $x$, and therefore $N$ efficiently solves succinct search for $L$ with respect to $V$.

For the reverse directions, we use the PCP characterization of $\text{NEXP}$ [6, 16], where we only require polynomial upper bound on query complexity of the verifier.

\begin{theorem}[16, 16] Let $L \in \text{NEXP}$. There is a probabilistic poly-time oracle machine $V'$ such that:

1. For each $x \in L$, there is $y$ of length exponential in $|x|$ such that $V'(x)$ accepts with probability at least $2/3$ when given oracle access to $y$.
2. For each $x \notin L$ and for all $y$, $V'(x)$ accepts with probability at most $1/3$ when given oracle access to $y$.

We now show that easiness of succinct search implies easiness of decision for any $L \in \text{NEXP}$.

\begin{lemma} Let $L \in \text{NEXP}$ and $V$ be a verifier such that $L$ has exponential-size proofs with respect to $V$. If succinct search is easy for $L$ with respect to $V$, then $L \in \text{BPP}$.

\begin{proof}

Let $L \in \text{NEXP}$. We show that $L \in \text{BPP}$. By Theorem 4.5, there is a probabilistic poly-time oracle machine $V'$ such that if $x \in L$, there is $y$ of length exponential in $|x|$ for which $V'$ accepts with high probability on $x$ when given oracle access to $y$, and if $x \notin L$ rejects with high probability irrespective of the oracle.

Now consider a verifier $V$ for $L$ which given input $x$ and proof $y$, accepts iff $V'(x)$ accepts with oracle $y$ on a majority of its computation paths. Since succinct search is easy for $L$ with respect to $V$, there is a probabilistic poly-time machine $N$ such that for input $x \in L$, there is a $V$-proof $y$ for $x$ such that with high probability $\text{tt}(N(x)) = y$. We define a probabilistic poly-time machine $W$ that on input $x$ simulates $V'(x)$ as follows. It first runs $N(x)$ to find a circuit $C$. It then runs $V(x)$, answering all oracle calls to $y$ by simulating $C$ on input corresponding to the bit of $y$ that is queried. It accepts iff $V(x)$ accepts.
\end{proof}
\end{lemma}
If \( x \in L \), by using the assumption that \( N \) solves succinct search, \( W(x) \) accepts with probability close to \( \frac{2}{3} \). If \( x \not\in L \), \( W(x) \) rejects with probability close to \( \frac{2}{3} \) since the circuit \( C \) output by \( N(x) \) corresponds to some purported \( V' \)-proof, and every such \( V' \)-proof is rejected with high probability by \( V \) when given oracle access to the proof.

\[ \square \]

**Theorem 4.7.** Let \( D \in \{ \text{PSPACE}, \text{EXP} \} \). \( D = \text{BPP} \) iff for each \( L \in D \) and for each verifier \( V \) for \( L \) such that \( L \) has \( D \)-computable proofs with respect to \( V \), succinct search is easy for \( L \) with respect to \( V \).

**Proof.** The forward directions of both items follow from Lemma 4.4. The backward direction of the second item follows Lemma 4.6. The backward direction of the first item follows from Lemma 4.6 and the fact that for \( D \in \{ \text{PSPACE}, \text{EXP} \} \), if \( L \in D \) and \( V \) is a verifier for \( L \) such that \( L \) has \( D \)-computable proofs with respect to \( V \), then \( L \in \text{NEXP} \) and \( L \) has exponential-size proofs with respect to \( V \).

\[ \square \]

We now prove Theorem 1.4. Define \( R_{Kt} \) as the language consisting of strings \( x \) such that \( Kt(x) \geq |x|/2 \). Similarly, \( R_{KS} \) is the language consisting of strings \( x \) such that \( KS(x) \geq |x|/2 \) [3] (see Appendix A.3 for formal definitions of \( Kt \) and \( KS \) complexity).

**Theorem 4.8** (Theorem 1.4 stated formally). \( R_{Kt} \in \text{BPP} \) iff for each verifier \( V \) for \( R_{Kt} \) such that \( R_{Kt} \) has \( \text{EXP} \)-computable proofs with respect to \( V \), succinct search is easy for \( R_{Kt} \) with respect to \( V \).

\( R_{KS} \in \text{BPP} \) iff for each verifier \( V \) for \( R_{KS} \) such that \( R_{KS} \) has \( \text{PSPACE} \)-computable proofs with respect to \( V \), succinct search is easy for \( R_{KS} \) with respect to \( V \).

**Proof.** The backward directions of both items follow from Lemma 4.6 and the facts that \( R_{Kt} \) and \( R_{KS} \) are in \( \text{NEXP} \).

For the forward direction of the first item, we use the result shown in [3] that \( R_{Kt} \in \text{BPP} \) implies \( \text{EXP} = \text{BPP} \). Combining this with the first item of Lemma 4.4 completes the proof.

For the forward direction of the second item, we use the theorem shown in [3] that \( R_{KS} \in \text{BPP} \) implies \( \text{PSPACE} = \text{BPP} \). Combining this with the first item of Lemma 4.4 completes the proof.

\[ \square \]
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A Preliminaries

Let \( \mathcal{F} = \{ \mathcal{F}_n \} \), where \( \mathcal{F}_n \) is set of all Boolean functions over \( \{0,1\}^n \), where each \( f_n \in \mathcal{F}_n \) is a function \( f_n : \{0,1\}^n \rightarrow \{0,1\} \). Define \( \text{tt}(f) \) as the truth table of a function \( f_n \) of length \( 2^n \). On the other hand, given a string \( x \in \{0,1\}^{2^n} \), define \( f_n(x) \) as the function on \( n \) inputs whose truth table is \( x \). For every \( n \in \mathbb{N} \), define \( U_n \) as the uniform distribution over \( \{0,1\}^n \).

A.1 Samplability and Learnability

Let \( \mathcal{C} = \{ \mathcal{C}_n \} \), where \( \mathcal{C}_n \subseteq \mathcal{F}_n \) be a class of functions over \( \{0,1\}^n \) and \( \mathcal{D} = \{ \mathcal{D}_n \} \) be a distribution family over \( \{0,1\}^* \), where \( \mathcal{D}_n \) is a distribution over \( \{0,1\}^n \).

\[ \text{Definition A.1 (Worst-case PAC-learning using random examples).} \quad \text{For any } 0 \leq \epsilon, \delta < 1/2, \quad \text{a class } \mathcal{C} \text{ is } (\epsilon,\delta)\text{-PAC-learnable in the worst-case using random examples in time } T(n), \text{ if there exists a randomized algorithm } A \text{ such that} \]

\[ \text{For every } n \in \mathbb{N}, \text{ for every } f \in \mathcal{C}_n, \text{ for every } \mathcal{D}_n \text{ over } \{0,1\}^n, A \text{ takes inputs } 1^n, \epsilon, \delta, \text{ a set of } m = n \text{ labeled samples } (x_1, f(x_1)), \ldots, (x_m, f(x_m)) \text{ where each } x_i \sim \mathcal{D}_n, \text{ and } \]

\[ w \in \{0,1\}^{r(n)} \text{ as internal randomness. } A \text{ then outputs the description of a circuit } h \text{ such that} \]

\[ \Pr_{w \in \{0,1\}^{r(n)}, x_1, \ldots, x_m \sim \mathcal{D}_n} \left\{ \Pr_{y \in \mathcal{D}_n} \{ h(y) = f(y) \} \geq 1 - \epsilon \right\} \geq 1 - \delta \]

\[ A \text{ runs in time at most } T(n). \]

We can also restrict the learnability to a fixed distribution like the uniform distribution \( U_n \), where the learner takes random examples chosen over the uniform distribution and hypothesis error is also measured over the uniform distribution. Unless specified otherwise, we use the class of polynomial-sized Boolean circuits \( \mathbb{P}/\mathbb{P} \), as the hypothesis class for our learning algorithms.

Furthermore, we can extend this definition to PAC-learning over membership queries by giving the learner \( A \) oracle access to the function \( f \in \mathcal{C}_n \), in addition to the random examples drawn from some fixed distribution \( \mathcal{D}_n \) over \( \{0,1\}^n \).

To define learnability on average, let \( \mathcal{P} = \{ \mathcal{P}_n \} \) be a distribution ensemble over \( \mathcal{C} \), where \( \mathcal{P}_n \) is a fixed distribution over \( \mathcal{C}_n \).

\[ \text{Definition A.2 (Samplable distributions).} \quad \text{Let } \mathcal{P} \text{ be a distribution ensemble over } \mathcal{C}, \text{ where for every } n \in \mathbb{N}, \mathcal{P}_n \text{ is a distribution over the truth tables of } \mathcal{C}_n. \text{ Let } N = 2^n. \text{ For any non-decreasing function } S(N) \geq N, \text{ we say that } \mathcal{P} \text{ is samplable in time } S(N), \text{ if there exists a randomized algorithm } A \text{ such that for every } N = 2^n, \text{ using } m(N) \text{ bits of randomness (where } m(N) \leq S(N)), A(1^N, y) \text{ is distributed identically to } \mathcal{P}_n, \text{ where the distribution is over the string } y \text{ picked uniformly at random from } \{0,1\}^{m(N)} \text{ and } A \text{ runs in time } S(N). \]

In other words, if \( y \) is picked uniformly at random from \( \{0,1\}^{m(n)} \) then \( A(1^N, y) \) outputs a truth table from \( \mathcal{C}_n \) which is distributed according to \( \mathcal{P}_n \). Furthermore, we say that \( \mathcal{P} \) is polynomially samplable if \( S(N) = \mathbb{P}(N) \).

\[ \text{Remark A.3. For the special case where } \mathcal{C} \text{ is a class of fixed polynomial sized circuits like } \text{SIZE}[n^k] \text{ (or } \text{SIZE}^\mathbb{P}[n^k]) \text{ for any arbitrary fixed } k, \text{ we define a circuit representation scheme for } \mathcal{C}_n \text{ given by the set } R_n \subset \{0,1\}^{r(n)}, \text{ where } r(n) = O(n^k \log n), \text{ such that every } \sigma \in R_n \text{ is} \]

\[ \text{Note that this immediately implies that } m(n) \leq T(n) \]
a $C$-circuit encoding of a function in $C_n$. Note that this mapping is onto and each function in $C_n$ has many representations in $R_n$. We also assume that there exists a uniform circuit sequence in $C$, which interprets this encoding as a $C$-circuit and evaluates computations given this encoding.

Now, we can define a distribution ensemble $P$ over $C$, where each $P_n$ is a distribution over the $C$-circuit encodings, which implicitly defines a distribution over $C_n$. We also define $S(r(n))$-samplability of $P$, if there exists a randomized algorithm $A$ running in time $S(r(n))$ such that for every $n \in \mathbb{N}$, $A(1^n, y)$ is distributed identically to $P_n$, where the distribution is over the random strings $y \in \{0, 1\}^{m(n)}$.

\begin{definition}[Average-case learnability [8]]
Let $C$ be a class of Boolean functions and $P = \{P_n\}$ be a distribution ensemble over $C$. For any $0 < \epsilon, \delta < 1/2$, we say that $C$ is $(\epsilon, \delta)$-PAC-learnable on average using random examples with respect to $P$ in time $T(n)$, if there exists a randomized algorithm $A$ running in time at most $T(n)$ such that

- For every large enough $n$, for any fixed $f$ drawn according to $P_n$, for every $D_n$ over $\{0,1\}^n$, $A$ takes inputs $1^n, \epsilon, \delta$, a set of $m = m(n)$ labeled samples $(x_1, f(x_1)), \ldots, (x_m, f(x_m))$ where each $x_i \sim D_n$ and $w \in \{0,1\}^*$ (the internal randomness of $A$) and outputs the description of a circuit $h$ such that

$$\Pr_{f \sim P_n, w \in \{0,1\}^*, x_1, \ldots, x_m \sim D_n, y \sim D_n} \left\{ \Pr_{y \in D_n} \{ h(y) = f(y) \} \geq 1 - \epsilon \right\} \geq 1 - \delta$$

- $A$ runs in time at most $T(n)$.

Furthermore, for any $0 < \epsilon, \delta < 1/2$, we say that $C$ is $(\epsilon, \delta)$-PAC-learnable on average with respect to polynomially samplable distributions over $C$ using random examples in time $T(n)$ if there exists a deterministic algorithm $A$ that runs in time $T(n)$ such that for every polynomially samplable distribution ensemble $P$ over $C$, we have that for every large enough $n$, $A$ $(\epsilon, \delta)$-PAC-learns $C_n$ on average using random examples with respect to $P_n$.

We can naturally extend this definition to average-case learning $C$ with respect to $P$ and a fixed distribution over the examples like $U_n$, as well as average-case PAC-learning $C$ with membership queries with respect to $P$.

### A.2 Self-Reducibility

In our reductions, we use the following special properties of a function.

\begin{definition}[Downward self-reducibility]
A function $f_n : \{0,1\}^n \rightarrow \{0,1\}$ is downward-self-reducible if there is a deterministic polynomial time algorithm $A$ such that for all $x \in \{0,1\}^n$, $A^{f_n^{-1}}(x) = f_n(x)$.

\end{definition}

\begin{definition}[Self-Correctibility]
A function $f : \{0,1\}^n \rightarrow \{0,1\}$ is said to be self-correctible if there exists a constant $c \geq 0$ and a probabilistic polynomial-time algorithm $A$ such that, for every large enough $n$, for any function $O : \{0,1\}^n \rightarrow \{0,1\}$ that agrees with $f_n$ with probability $(1 - 1/n^c)$ over the uniform distribution on inputs of length $n$, we have that

$$\Pr \{ A^O(x) = f_n(x) \} \geq 2/3 \text{ for any } x \in \{0,1\}^n.$$  \[7\] show that any function $f$ on $n$ Boolean inputs can be transformed into a function $f^*$ on $n$ inputs from a large enough finite field, such that $f^*$ coincides with $f$ on the subset $\{0,1\}^n$. 

Theorem A.7 ([7]). There exists an EXP-Complete problem \( g^* \) which is self-correctible.

Furthermore, Trevisan and Vadhan [38] construct a PSPACE-Complete problem which is based on a careful arithmetization and padding of TQBF (using the interactive proof system for PSPACE), which has both these properties.

Theorem A.8 ([38]). There exists a PSPACE-Complete language \( f^* \in \text{DSPACE}[n] \) that is both self-correctible and downward self-reducible (DSR).

We also use the following results.

Lemma A.9. If EXP \( \subseteq \text{P/poly} \), then EXP = PSPACE. In particular, the function \( f^* \) (from Theorem A.8) is complete for EXP.

Lemma A.10 (Hoeffding’s inequality). Let \( X_1, \ldots, X_n \) be independent random variables such that \( 0 \leq X_i \leq 1 \) for every \( i \in [n] \). Let \( X = \sum_{i=1}^n X_i \). Then, for any \( t > 0 \), we have

\[
\Pr\{|X - E[X]| \geq t\} \leq 2 \exp\left(-\frac{2t^2}{n}\right)
\]

The following Lemma proves that a random function cannot even be approximated by small-sized circuits and follows from an application of Lemma A.10.

Lemma A.11 (Lemma 4 [36]). For any \( s(n) \geq n \) and \( \delta \in [0, 1/2] \), we have

\[
\Pr_{f \sim \mathcal{F}_n}\{\exists \text{ circuit of size } \leq s(n) \text{ computing } f \text{ on } \geq (1/2 + \delta)-\text{fraction of the inputs}\} \leq \exp(-\delta^2 2^n + 10s \log s)
\]

A.3 Kolmogorov Complexity

Fix a universal machine \( U \). Levin [33] defined the following notion of time-bounded Kolmogorov complexity: The \( K_t \) complexity of a string \( x \) is the minimum \( K_t(x) \) over \(|p| + \log(t)\) such that \( U(p) = x \) in at most \( t \) steps. It is known [2] that \( K_t(x) \) is polynomially related to the size of the smallest EXP-oracle circuit computing the function with truth table \( x \) (truncating \( x \) to its longest initial segment with length a power of two).

Similarly, \( K_S(x) \) is the minimum over \(|p| + s\) such that \( U(p) = x \) in at most space \( s \). It is known [2] that \( K_S(x) \) is polynomially related to the size of the smallest PSPACE-oracle circuit computing the function with truth table \( x \) (truncating \( x \) to its longest initial segment with length a power of two).

Let \( R_{K_t} \) be the language consisting of strings \( x \) such that \( K_t(x) \geq |x|/2 \) [3]. Similarly, let \( R_{K_S} \) be the language consisting of strings \( x \) such that \( K_S(x) \geq |x|/2 \) [3].

B Barriers for Conditional Hardness of Learning

Firstly, we formally define what it means to have a Black-Box Turing reduction from a language \( L \) to a PAC-learning algorithm for a class \( C \). Fix the error of the learner to be \( \varepsilon = 1/poly(n) \) (we ignore the confidence parameter, but this only makes our hardness results stronger).

Definition B.1 (Turing Reduction to Learning \( C \)). A \( B \)-adaptive black-box reduction from deciding \( L \) to PAC-learning \( C \) using random examples up to error \( \varepsilon \), is a tuple of probabilistic polynomial time algorithms \( R = (T_1, \ldots, T_B, M) \) where \( R \) is given an input \( z \in \{0, 1\}^n \) and randomness \( w \in \{0, 1\}^* \). For each query, \( R \) constructs a joint distribution \((X, f(X))\)
over \( \{0,1\}^r \times \{0,1\} \) for some \( r \leq n \) and \( f \in C \), samples a set \( S = \{(x_i,y_i)\}_{i \leq \text{poly}(n)} \) of independent labeled examples according to \((X,Y)\) and passes it to the learner. Let \( t(n) \) be the query complexity of each round of adaptivity. \( R \) decides \( z \) by doing the following -

- For each \( 1 \leq j \leq B \), \( T_j \) gets input \( z \), fresh random bits from \( w \) and all the \((j-1) \cdot t(n)\) hypothesis circuits answered for the queries from the previous rounds \((T_1 \text{ only has } z \text{ and randomness } w \text{ as input}), \text{ and outputs } t(n) \text{ new queries } S_{j1}, \ldots, S_{j} \text{ for the learner}, each of which are sets of labeled examples sampled from joint distributions } \((X_{j1},Y_{j1}), \ldots, (X_{j},Y_{j})\).
- \( R \) only has oracle access to the learner.
- \( M \) takes as input \( z \), fresh random bits from \( w \) and the \( B \cdot t(n) \) hypothesis circuits which are the answers made by the learner for all the queries asked by \( T_1, \ldots, T_B \), and outputs the answer.
- The reduction guarantees that if for every oracle \( A \) that is a \( C \)-circuit learner, if every hypothesis circuit returned by the learner is \((1-\varepsilon)\)-close with respect to its corresponding query given to the learner by \( T_1, \ldots, T_B \), then \( M(z) = L(z) \) with high probability over the internal randomness of the reduction \( R \).

**Definition B.2.** For any \( B \)-adaptive black-box reduction \( R = (T_1, \ldots, T_B) \) from deciding \( L \) to \( \text{PAC-learning } C \) using random examples up to error \( \varepsilon \), we have

- \( R \) is called **strongly black-box**, if \( T_1, \ldots, T_B, M \) only have oracle access to the hypothesis circuits and \( M \) decides \( L \) given access to any \((1-\varepsilon)\)-close hypothesis circuit answered to each query made by \( T_1, \ldots, T_B \).
- If \( B = 1 \), we call the reduction as **non-adaptive**, and if \( R \) is strongly black-box and \( M \) also makes only non-adaptive queries to the hypotheses circuits, we call the reduction as **fully non-adaptive**.
- \( R \) is **oblivious**, if \( T_1, \ldots, T_B \) output new queries using only fresh randomness from \( w \) as input and access to the hypotheses generated during the previous rounds. Furthermore, \( M \) accesses each hypothesis using non-adaptively generated, identically distributed queries made from the corresponding distribution over which each hypothesis is guaranteed to be a good approximation. In particular, the obliviousness of the reduction implies the fact that the queries to the learner do not depend on the input \( z \).

Unless mentioned we think of the query complexity \( t(n) = \text{poly}(n) \). It is worth to note that since the algorithms \( T_1, \ldots, T_B \) are polynomial time algorithms, each joint distribution \((X,Y)\) must be efficiently samplable.

We first prove Lemma 1.5. This is a reformulation of the proof of Lemma 3.2 used to show hardness of learning \( \text{PSPACE/poly} \) from a \( \text{PSPACE-Complete} \) language, into the framework of a black-box reduction.

**Proof of Lemma 1.5.** This is a readaptation of the proof of Corollary 1.3 (via Lemma 3.2). Consider \( R = (T_1, \ldots, T_n, M) \) as an \( n \)-adaptive reduction from deciding \( f^* \) to learning \( \text{PSPACE/poly} \) using random examples over the uniform distribution, where \( T_1, \ldots, T_n, M \) are probabilistic polynomial time algorithms which are defined as follows.

For every \( k \leq n \), \( T_k \) makes exactly one query to the learner which is the set of examples \( S_k = \{(x_i,y_i)\} \leq \text{poly}(n) \) drawn from the joint distribution \((U_k, f^*(U_k))\), where \( U_k \) is the uniform distribution over \( \{0,1\}^k \). In the \( k \)-th round of adaptivity, \( T_k \) only makes oracle queries to the hypothesis \( h_{k-1} \) output in the last round. Indeed, let \( h_{k-1}' \) be the oracle circuit which uses \( h_{k-1} \) as an oracle in the self-corrector algorithm for \( f^* \), and computes \( f^* \) on all \( k-1 \) length inputs with high probability. It then outputs a set \( S_k \) of independent labeled samples \((x_i,y_i)\), where each \( x_i \) is sampled uniformly at random from \( U_k \) and \( y_i = f^*(x_i) \).
computed by using the downward self-reducibility of \( f^* \) with \( h'_{k-1} \). \( M \) takes the final hypothesis \( h_n \) output by the learner over \( n \) inputs and outputs the value of the self-corrector of \( f^* \) with the oracle \( h_n \). The correctness of \( R \) and the run-time analyses of \( T_1, \ldots, T_n, M \) follow from the proof techniques of Lemma 3.2.

We next show that \( R \) has the required properties. As the self-corrector and the downward self-reduction for \( f^* \) work for any oracle which satisfy the appropriate constraints, \( R \) is correct for any oracle which outputs any correct hypothesis for \( f^* \) with respect to the uniform distribution (over different input lengths). Further, it makes only oracle queries to the learner, as well as to all the hypothesis circuits \( h_1, \ldots, h_n \). This makes the reduction strongly black-box. By the property of the self-corrector, \( M \) only makes queries sampled from \( U_n \) to \( h_n \), which is the same as the query made to the learner. The obliviousness now follows, since only \( f^* \) is learnt in each query, irrespective of the choice of \( z \).

The main result of the section is the following.

\( \blacktriangleright \) Theorem B.3. There exists a universal constant \( c > 0 \) such that the following holds. For any language \( L \), \( \varepsilon_0 = 1/n^c \) and any \( B = \text{poly}(n) \), if there exists an oblivious, \( B \)-adaptive, strongly black-box reduction from \( L \) to PAC-learning \( \text{NP}/\text{poly} \) using random examples over polynomially samplable distributions up to error \( \varepsilon_0 \), then \( L \in \text{AM}^{\text{poly}} \).

Recall that the class \( \text{AM}^{\text{poly}} \) refers to the class of languages recognized by constant-round interactive protocols with advice, where we require proper acceptance/rejection probabilities only when the advice is correct. [14] show that \( \text{AM}^{\text{poly}} = \text{NP}/\text{poly} \). Using Theorem B.3 with \( L = \text{SAT} \), we get

\( \blacktriangleright \) Corollary B.4. There exists a universal constant \( c > 0 \) such that the following holds. For \( \varepsilon_0 = 1/n^c \) and any \( B = \text{poly}(n) \), if there exists an oblivious, \( B \)-adaptive, strongly black-box reduction from deciding \( \text{SAT} \) to learning \( \text{NP}/\text{poly} \) using random examples from polynomially samplable distributions up to error \( \varepsilon_0 \), then \( \text{coNP} \subseteq \text{NP}/\text{poly} \).

Corollary B.4 easily implies Theorem 1.6, since \( \text{coNP} \subseteq \text{NP}/\text{poly} \) implies that \( \Sigma_3^P = \Pi_3^P \) [39].

\( \blacktriangleright \) Remark B.5. In addition, we can also extend the proof to the case where \( M \) still makes non-adaptive queries but is not constrained distributionally in its access to all the hypotheses, by directly applying the techniques of [10] for the simulation of \( R \) in \( \text{AM}^{\text{poly}} \).

The details of the proof of Theorem B.3 can be found in the full version (see Section 1.4 for a sketch).
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1 Introduction

The random-cluster model generalizes classical random graph and spin system models, providing a unifying framework for their study [12]. It plays an indispensable role in the design of efficient Markov Chain Monte Carlo (MCMC) sampling algorithms for the ferromagnetic Ising/Potts model [23, 6, 17] and has become a fundamental tool in the study of phase transitions [1, 11, 10].

The random-cluster model is defined on a finite graph $G = (V, E)$ with an edge probability parameter $p \in (0, 1)$ and a cluster weight $q > 0$. The set of configurations of the model is the set of all subsets of edges $A \subseteq E$. The probability of each configuration $A$ is given by the Gibbs distribution:

$$
\mu_{G,p,q}(A) = \frac{1}{Z} \cdot p^{|A|} (1 - p)^{|E| - |A|} q^{c(A)};
$$

(1)

where $c(A)$ is the number of connected components in $(V, A)$ and $Z := Z(G, p, q)$ is the normalizing factor called the partition function.

The special case when $q = 1$ corresponds to the independent bond percolation model, where each edge of the graph $G$ appears independently with probability $p$. Independent bond percolation is also known as the Erdős-Rényi random graph model when $G$ is the complete graph.

For integer $q \geq 2$, the random-cluster model is closely related to the ferromagnetic $q$-state Potts model. Configurations in the $q$-state Potts model are the assignments of spin values $\{1, \ldots, q\}$ to the vertices of $G$; the $q = 2$ case corresponds to the Ising model. A sample $A \subseteq E$ from the random-cluster distribution can be easily transformed into one for the Ising/Potts model by independently assigning a random spin from $\{1, \ldots, q\}$ to each connected component of $(V, A)$. Random-cluster based sampling algorithms, which include the widely-studied Swendsen-Wang dynamics [22], are an attractive alternative to Ising/Potts Markov chains since they are often efficient at “low-temperatures” (large $p$). In this parameter regime, several standard Ising/Potts Markov chains are known to converge slowly.

In this paper we investigate the Chayes-Machta (CM) dynamics [9], a natural Markov chain on random-cluster configurations that converges to the random-cluster measure. The CM dynamics is a generalization to non-integer values of $q$ of the widely studied Swendsen-Wang dynamics [22]. As with all applications of the MCMC method, the primary object of study is the mixing time, i.e., the number of steps until the dynamics is close to its stationary distribution, starting from the worst possible initial configuration. We are interested in understanding how the mixing time of the CM dynamics grows as the size of the graph $G$ increases, and in particular how it relates to the phase transition of the model.

Given a random-cluster configuration $(V, A)$, one step of the CM dynamics is defined as follows:

(i) activate each connected component of $(V, A)$ independently with probability $1/q$;
(ii) remove all edges connecting active vertices;
(iii) add each edge between active vertices independently with probability $p$, leaving the rest of the configuration unchanged.

We call (i) the activation sub-step, and (ii) and (iii) combined the percolation sub-step. It is easy to check that this dynamics is reversible with respect to the Gibbs distribution (1) and thus converges to it [9]. For integer $q$, the CM dynamics may be viewed as a variant of the Swendsen-Wang dynamics. In the Swendsen-Wang dynamics, each connected component of $(V, A)$ receives a random color from $\{1, \ldots, q\}$, and the edges are updated within each color class as in (ii) and (iii) above; in contrast, the CM dynamics updates the edges of exactly one color class. However, note that the Swendsen-Wang dynamics is only well-defined for integer $q$, while the CM dynamics is feasible for any real $q > 1$. Indeed, the CM dynamics was introduced precisely to allow this generalization.

The study of the interplay between phase transitions and the mixing time of Markov chains goes back to pioneering work in mathematical physics in the late 1980s. This connection for the specific case of the CM dynamics on the complete $n$-vertex graph, known as the mean-field model, has received some attention in recent years (see [5, 13, 16]) and is the focus of this
paper. As we shall see, the mean-field case is already quite non-trivial, and has historically proved to be a useful starting point in understanding various types of dynamics on more general graphs. We note that, so far, the mean-field is the only setting in which there are tight mixing time bounds for the CM dynamics; all other known bounds are deduced indirectly via comparison with other Markov chains, thus incurring significant overhead [6, 4, 15, 3, 23, 5].

The phase transition for the mean-field random-cluster model is fairly well-understood [8, 20]. In this setting, it is natural to re-parameterize by setting $p = \xi/n$; the phase transition then occurs at the critical value $\xi = \xi_{cr}(q)$, where $\xi_{cr}(q) = q$ when $q \in (0, 2]$ and $\xi_{cr}(q) = 2(\frac{4q}{q+2}) \log(q-1)$ for $q > 2$. For $\xi < \xi_{cr}(q)$ all components are of size $O(\log n)$ with high probability (w.h.p.); that is, with probability tending to 1 as $n \to \infty$. On the other hand, for $\xi > \xi_{cr}(q)$ there is a unique giant component of size $\approx \theta_n$, where $\theta = \theta(\xi, q)$. The phase transition is thus analogous to that in $G(n, p)$ corresponding to the emergence of a giant component.

The phase structure of the mean-field random-cluster model, however, is more subtle and depends crucially on the second parameter $q$. In particular, when $q > 2$ the model exhibits phase coexistence at the critical threshold $\xi = \xi_{cr}(q)$. Roughly speaking, this means that when $\xi = \xi_{cr}(q)$, the set of configurations with all connected components of size $O(\log n)$, and set of configurations with a unique giant component, contribute each a constant fraction of the probability mass. For $q \leq 2$, on the other hand, there is no phase coexistence.

Phase coexistence at $\xi = \xi_{cr}(q)$ when $q > 2$ has significant implications for the speed of convergence of Markov chains, including the CM dynamics. The following detailed connection between the phase structure of the model and the mixing time $\tau_{mix}^{CM}$ of the CM dynamics was recently established in [5, 2, 16]. When $q > 2$, we have:

$$
\tau_{mix}^{CM} = \begin{cases} 
\Theta(\log n) & \text{if } \xi \not\in (\xi_l, \xi_u), \\
\Theta(n^{1/3}) & \text{if } \xi = \xi_l, \\
\Theta(n) & \text{if } \xi \in (\xi_l, \xi_u), 
\end{cases}
$$

(2)

where $(\xi_l, \xi_u)$ is the so-called metastability window. It is known that $\xi_u = q$, but $\xi_l$ does not have a closed form; see [5, 20]; we note that $\xi_{cr}(q) \in (\xi_l, \xi_u)$ for $q > 2$.

When $q \in (1, 2]$, there is no metastability window, and the mixing time of the mean-field CM dynamics is $\Theta(\log n)$ for all $\xi \neq \xi_{cr}(q)$. In view of these results, the only case remaining open is when $q \in (1, 2]$ and $\xi = \xi_{cr}(q)$. Our main result shown below concerns precisely this regime, which is particularly delicate and had resisted analysis until now for reasons we explain in our proof overview.

**Theorem 1.** The mixing time of the CM dynamics on the complete $n$-vertex graph when $\xi = \xi_{cr}(q) = q$ and $q \in (1, 2)$ is $O(\log n \cdot \log \log n)$.

A $\Omega(\log n)$ lower bound is known for the mixing time of the mean-field CM dynamics that holds for all $p \in (0, 1)$ and $q > 1$ [5]. Therefore, our result is tight up to the lower order $O(\log \log n)$ factor, and in fact even better as we explain in Remark 16. The conjectured tight bound when $\xi = \xi_{cr}(q)$ and $q \in (1, 2)$ is $\Theta(\log n)$. We mention that the $\xi = \xi_{cr}(q)$ and $q = 2$ case, which is quite different and not covered by Theorem 1, was considered earlier in [19] for the closely related Swendsen-Wang dynamics, and a tight $\Theta(n^{1/4})$ bound was established for its mixing time. The same mixing time bound is expected for the CM dynamics in this regime; see Remark 7 for further comments about the $\xi = \xi_{cr}(q)$, $q = 2$ case.

Our result establishes a striking behavior for random-cluster dynamics when $q \in (1, 2)$. Namely, there is no slowdown (exponential or power law) in this regime at the critical threshold $\xi = \xi_{cr}(q)$. Note that for $q > 2$, as described in (2) above, the mixing time of the
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dynamics undergoes an exponential slowdown, transitioning from $\Theta(\log n)$ when $\zeta < \zeta_c$, to a power law at $\zeta = \zeta_c$, and to exponential in $n$ when $\zeta \in (\zeta_c, \zeta_a)$. The absence of a critical slowdown for $q \in (1, 2)$ was in fact predicted by the statistical physics community [14], and our result provides the first rigorous proof of this phenomenon.

Our second result concerns the local Glauber dynamics for the random-cluster model. In each step, the Glauber dynamics updates a single edge of the current configuration chosen uniformly at random; a precise definition of this Markov chain is given in the full version of the present paper [7]. In [5], it was established that any upper bound on the mixing time $\tau_{\text{mix}}^{\text{CM}}$ of the CM dynamics can be translated to one for the mixing time $\tau_{\text{mix}}^{\text{GD}}$ of the Glauber dynamics, at the expense of a $\tilde{O}(n^4)$ factor; the $\tilde{O}$ notation hides polylogarithmic factors. In particular, it was proved in [5] that $\tau_{\text{mix}}^{\text{GD}} \leq \tau_{\text{mix}}^{\text{CM}} \cdot \tilde{O}(n^4)$. We provide here an improvement of this comparison inequality.

**Theorem 2.** For all $q > 1$ and all $\zeta = O(1)$, $\tau_{\text{mix}}^{\text{GD}} \leq \tau_{\text{mix}}^{\text{CM}} \cdot O(n^3(\log n)^2)$.

To prove this theorem, we establish a general comparison inequality that holds for any graph, any $q \geq 1$ and any $p \in (0, 1)$; see the full version of this paper [7] for a precise statement. When combined with the known mixing time bounds for the CM dynamics on the complete graph, Theorem 2 yields that the random-cluster Glauber dynamics mixes in $\tilde{O}(n^3)$ steps when $q > 2$ and $\zeta \in (\zeta_c, \zeta_a)$, or when $q \in (1, 2)$ and $\zeta = O(1)$. In these regimes, the mixing time of the Glauber dynamics was previously known to be $\tilde{O}(n^4)$ and is conjectured to be $\tilde{O}(n^2)$; the improved comparison inequality in Theorem 2 gets us closer to this conjectured tight bound. We note, however, that even if one showed the conjectured optimal bound for the mixing time of the Glauber dynamics, the CM is faster, even if we take into account the computational cost associated to implementing its steps.

We conclude this introduction with some brief remarks about our analysis techniques, which combine several key ingredients in a non-trivial way. Our bound on the mixing time uses the well-known technique of coupling: in order to show that the mixing time is $O(\log n \cdot \log \log n)$, it suffices to couple the evolutions of two copies of the dynamics, starting from two arbitrary configurations, in such a way that they arrive at the same configuration after $O(\log n)$ steps with probability $\Omega(1/\log \log n)$. (The moves of the two copies can be correlated in any way we choose, provided that each copy, viewed in isolation, is a valid realization of the dynamics.) Because of the delicate nature of the phase transition in the random-cluster model, combined with the fact that the percolation sub-step of the CM dynamics is critical when $\zeta = q$, our coupling is somewhat elaborate and proceeds in multiple phases. The first phase consists of a burn-in period, where the two copies of the chain are run independently and the evolution of their largest components is observed until they have shrunk to their “typical” sizes. This part of the analysis is inspired by similar arguments in earlier work [5, 19, 13].

In the second phase, we design a coupling of the activation of the connected components of the two copies which uses: (i) a local limit theorem, which can be thought of as a stronger version of a central limit theorem; (ii) a precise understanding of the distribution of the maximum of symmetric random walks on $\mathbb{Z}$ with varying step sizes; and (iii) precise estimates for the component structure of random graphs. We develop tailored versions of these probabilistic tools for our setting and combine them to guarantee that the same number of vertices from each copy are activated in each step w.h.p. for sufficiently many steps. This phase of the coupling is the main novelty in our analysis, and allows us to quickly converge to the same configuration.

The rest of the paper is organized as follows. In Section 2, we give a detailed overview of our proof. The proof of the key step in our coupling construction is provided in Section 3; all others proofs are deferred to the full version of this paper [7].
2 Proof sketch and techniques

We now give a detailed sketch of the multi-phased coupling argument for proving Theorem 1. We start by formally defining the notions of mixing and coupling times. Let $\Omega_{\text{rc}}$ be the set of random-cluster configurations of a graph $G$; let $\mathcal{M}$ be the transition matrix of a random-cluster Markov chain with stationary distribution $\mu = \mu_{G,p,q}$, and let $\mathcal{M}'(X_0,\cdot)$ be the distribution of the chain after $t$ steps starting from $X_0 \in \Omega_{\text{rc}}$. The $\varepsilon$-mixing time of $\mathcal{M}$ is given by

$$\tau_{\text{mix}}^M(\varepsilon) := \max_{X_0 \in \Omega_{\text{rc}}} \min_{t \geq 0} \left\{ ||\mathcal{M}'(X_0,\cdot) - \mu(\cdot)||_{\text{TV}} \leq \varepsilon \right\},$$

where $|| \cdot ||_{\text{TV}}$ denotes total variation distance. In particular, the mixing time of $\mathcal{M}$ is $\tau_{\text{mix}}^M := \tau_{\text{mix}}^M(1/4)$.

A (one step) coupling of the Markov chain $\mathcal{M}$ specifies, for every pair of states $(X_t, Y_t) \in \Omega_{\text{rc}} \times \Omega_{\text{int}}$, a probability distribution over $(X_{t+1}, Y_{t+1})$ such that the processes $(X_t)$ and $(Y_t)$ are valid realizations of $\mathcal{M}$, and if $X_t = Y_t$ then $X_{t+1} = Y_{t+1}$. The coupling time, denoted $T_{\text{coup}}$, is the minimum $T$ such that $\Pr[X_T \neq Y_T] \leq 1/4$, starting from the worst possible pair of configurations in $\Omega_{\text{rc}}$. It is a standard fact that $\tau_{\text{mix}}^M \leq T_{\text{coup}}$; moreover, when $\Pr[X_T = Y_T] \geq \delta$ for some coupling, then $\tau_{\text{mix}}^M = O(T\delta^{-1})$ (see, e.g., [18]).

We provide first a high level description of our coupling for the CM dynamics. For this, we require the following notation. For a random cluster configuration $X$, let $L_i(X)$ denote the size of the $i$-th largest connected component in $(V, X)$, and let $\mathcal{R}_i(X) := \sum_{j \geq 1} L_j(X)^2$; in particular, $\mathcal{R}_1(X)$ is the sum of the squares of the sizes of all the components of $(V, X)$.

Our coupling has three main phases:

1. **Burn-in period**: run two copies $\{X_t\}, \{Y_t\}$ independently, starting from a pair of arbitrary initial configurations, until $\mathcal{R}_1(X_T) = O(n^{4/3})$ and $\mathcal{R}_1(Y_T) = O(n^{4/3})$.

2. **Coupling to the same component structure**: starting from $X_T$ and $Y_T$ such that $\mathcal{R}_1(X_T) = O(n^{4/3})$ and $\mathcal{R}_1(Y_T) = O(n^{4/3})$, we design a two-phased coupling that reaches two configurations with the same component structure as follows:
   2a. A two-step coupling after which the two configurations agree on all “large components”;
   2b. A coupling that after $O(\log n)$ additional steps reaches two configurations that will also have the same “small component” structure.

3. **Coupling to the same configuration**: starting from two configurations with the same component structure, there is a straightforward coupling that couples the two configurations in $O(\log n)$ steps w.h.p.

We proceed to describe each of these phases in detail.

2.1 The burn-in period

During the initial phase, two copies of the dynamics evolve independently. This is called a burn-in period and in our case consists of three sub-phases.

In the first sub-phase of the burn-in period the goal is to reach a configuration $X$ such that $\mathcal{R}_2(X) = O(n^{4/3})$. For this, we use a lemma from [2], which shows that after $T = O(\log n)$ steps of the CM dynamics $\mathcal{R}_2(X_T) = O(n^{4/3})$ with at least constant probability; this holds when $\zeta = q$ for any initial configuration $X_0$ and any $q > 1$.

**Lemma 3** ([2], Lemma 3.42). Let $q > 1$ and $\zeta = q$, and let $X_0$ be an arbitrary random-cluster configuration. Then, for any constant $C \geq 0$, after $T = O(\log n)$ steps $\mathcal{R}_2(X_T) = O(n^{4/3})$ and $L_1(X_T) > Cn^{2/3}$ with probability $\Omega(1)$.
In the second and third sub-phases of the burn-in period, we use the fact that when \( R_2(X_t) = O(n^{4/3}) \), the number of activated vertices is well concentrated around \( n/q \) (its expectation). This is used to show that the size of the largest component contracts at a constant rate for \( T = O(\log n) \) steps until a configuration \( X_T \) is reached such that \( R_1(X_T) = O(n^{4/3}) \). This part of the analysis is split into two sub-phases because the contraction for \( L_1(X_t) \) requires a more delicate analysis when \( L_1(X_t) = o(n) \); this is captured in the following two lemmas.

- **Lemma 4.** Let \( \zeta = q \) and \( q \in (1, 2) \). Suppose \( R_2(X_0) = O(n^{4/3}) \). Then, for any constant \( \delta > 0 \), there exists \( T = T(\delta) = O(1) \) such that \( R_2(X_T) = O(n^{4/3}) \) and \( L_1(X_T) \leq \delta n \) with probability \( \Omega(1) \).

- **Lemma 5.** Let \( \zeta = q \) and \( q \in (1, 2) \). Suppose \( R_2(X_0) = O(n^{3/3}) \) and that \( L_1(X_0) \leq \delta n \) for a sufficiently small constant \( \delta \). Then, with probability \( \Omega(1) \), after \( T = O(\log n) \) steps \( R_1(X_T) = O(n^{4/3}) \).

Lemmas 4 and 5 are proved in the full paper [7]. Combining them with Lemma 3 immediately yields the following theorem.

- **Theorem 6.** Let \( \zeta = q \), \( q \in (1, 2) \) and let \( X_0 \) be an arbitrary random-cluster configuration of the complete \( n \)-vertex graph. Then, with probability \( \Omega(1) \), after \( T = O(\log n) \) steps \( R_1(X_T) = O(n^{4/3}) \).

- **Remark 7.** The contraction of \( L_1(X_t) \) established by Lemmas 4 and 5 only occurs when \( q \in (1, 2) \); when \( q > 2 \) the quantity \( L_1(X_t) \) may increase in expectation, whereas for \( q = 2 \) we have \( \mathbb{E}[L_1(X_{t+1}) \mid X_t] \approx L_1(X_t) \), and the contraction of the size of the largest component is due instead to fluctuations caused by a large second moment. (This is what causes the power law slowdown when \( \zeta = q = 2 \).)

- **Remark 8.** Sub-steps (ii) and (iii) of the CM dynamics are equivalent to replacing the active portion of the configuration by a \( G(m, q/n) \) random graph, where \( m \) is the number of active vertices. Since \( \mathbb{E}[m] = n/q \), one key challenge in the proofs of Lemmas 4 and 5, and in fact in the entirety of our analysis, is that the random graph \( G(m, q/n) \) is critical or almost critical w.h.p. since \( m \cdot q/n \approx 1 \); consequently its structural properties are not well concentrated and cannot be maintained for the required \( O(\log n) \) steps of the coupling. This is one of the key reasons why the \( \zeta = \zeta_{\text{cr}}(q) = q \) regime is quite delicate.

### 2.2 Coupling to the same component structure

For the second phase of the coupling, we assume that we start from a pair of configurations \( X_0, Y_0 \) such that \( R_1(X_0) = O(n^{4/3}) \), \( R_1(Y_0) = O(n^{4/3}) \). The goal is to show that after \( T = O(\log n) \) steps, with probability \( \Omega(1/\log \log n) \), we reach two configurations \( X_T \) and \( Y_T \) with the same component structure; i.e., \( L_j(X_T) = L_j(Y_T) \) for all \( j \geq 1 \). In particular, we prove the following.

- **Theorem 9.** Let \( \zeta = q \), \( q \in (1, 2) \) and suppose \( X_0, Y_0 \) are random-cluster configurations such that \( R_2(X_0) = O(n^{4/3}) \) and \( R_2(Y_0) = O(n^{4/3}) \). Then, there exists a coupling of the CM steps such that after \( T = O(\log n) \) steps \( X_T \) and \( Y_T \) have the same component structure with probability \( \Omega \left( (\log \log n)^{-1} \right) \).

Our coupling construction for proving Theorem 9 has two main sub-phases. The first is a two-step coupling after which the two configurations agree on all the components of size above a certain threshold \( B_{\omega} = n^{2/3}/\omega(n) \), where \( \omega(n) \) is a slowly increasing function. For convenience and definiteness we set \( \omega(n) = \log \log \log \log n \). In the second sub-phase we take care of matching the small component structures.
We note that when the same number of vertices are activated from each copy of the chain, we can easily couple the percolation sub-step (with an arbitrary bijection between the activated vertices) and replace the configuration on the active vertices in both chains with the same random sub-graph; consequently, the component structure in the updated sub-graph would be identical. Our goal is thus to design a coupling of the activation of the components that activates the same number of vertices in both copies in every step.

In order for the initial two-step coupling to succeed, certain (additional) properties of the configurations are required. These properties are achieved with a continuation of the initial burn-in phase for a small number of $O(\log \omega(n))$ steps. For a random-cluster configuration $X$, let $\tilde{\mathcal{R}}_\omega(X) = \sum_{j \in B_\omega} L_j(X)^2$ and let $I(X)$ denote the number of isolated vertices of $X$. Our extension of the burn-in period is captured by the following lemma.

**Lemma 10.** Let $\zeta = q$, $q \in (1, 2)$ and suppose $X_0$ is such that $\mathcal{R}_1(X_0) = O(n^{4/3})$. Then, there exists $T = O(\log \omega(n))$ and a constant $\beta > 0$ such that $\tilde{\mathcal{R}}_\omega(X_T) = O(n^{4/3}, \omega(n)^{-1/2})$, $\mathcal{R}_1(X_T) = O(n^{4/3})$ and $I(X_T) = \Omega(n)$ with probability $\Omega(\omega(n)^{-\beta})$.

With these bounds on $\tilde{\mathcal{R}}_\omega(X_T)$, $\tilde{\mathcal{R}}_\omega(Y_T)$, $I(X_T)$ and $I(Y_T)$, we construct the two-step coupling for matching the large component structure. The construction crucially relies on a new local limit theorem (Theorem 17). In particular, under our assumptions, when $\omega(n)$ is small enough, there are few components with sizes above $B_\omega$. Hence, we can condition on the event that all of them are activated simultaneously. The difference in the number of active vertices generated by the activation of these large components can then be “corrected” by a coupling of the activation of the smaller components; for this we use our new local limit theorem.

Specifically, our local limit theorem applies to the random variables corresponding to the number of activated vertices from the small components of each copy. We prove it using a result of Mukhin [21] and the fact that, among the small components, there are (roughly speaking) many components of many different sizes. To establish the latter we require a refinement of known random graph estimates (see Lemma 23).

To formally state our result we introduce some additional notation. Let $S_\omega(X)$ be the set of connected components of $X$ with sizes greater than $B_\omega$. At step $t$, the activation of the components of two random-cluster configurations $X_t$ and $Y_t$ is done using a maximal matching $W_t$ between the components of $X_t$ and $Y_t$, with the restriction that only components of equal size are matched to each other. For an increasing positive function $g$ and each integer $k \geq 0$, define $\tilde{N}_k(t, g) := \tilde{N}_k(X_t, Y_t, g)$ as the number of matched pairs in $W_t$ whose component sizes are in the interval

$$\mathcal{I}_k(g) = \left[ \frac{\vartheta n^{2/3}}{2g(n)^2}, \frac{\vartheta n^{2/3}}{g(n)^2} \right],$$

where $\vartheta > 0$ is a fixed large constant (independent of $n$).

**Lemma 11.** Let $\zeta = q$, $q \in (1, 2)$ and suppose $X_0, Y_0$ are random-cluster configurations such that $\mathcal{R}_1(X_0) = O(n^{4/3})$, $\tilde{\mathcal{R}}_\omega(X_0) = O(n^{4/3}, \omega(n)^{-1/2})$, $I(X_0) = \Omega(n)$ and similarly for $Y_0$. Then, there exists a two-step coupling of the CM dynamics such that $S_\omega(X_2) = S_\omega(Y_2)$ with probability $\exp (-O(\omega(n)^9))$.

Moreover, $L_1(X_2) = O(n^{2/3}, \omega(n))$, $\mathcal{R}_2(X_2) = O(n^{4/3})$, $\tilde{\mathcal{R}}_\omega(X_2) = O(n^{4/3}, \omega(n)^{-1/2})$, $I(X_2) = \Omega(n)$, $\tilde{N}_k(2, \omega(n)) = \Omega(\omega(n)^{3-2k-1})$ for all $k \geq 1$ such that $n^{2/3} \omega(n) - 2k-1 \to \infty$, and similarly for $Y_2$. 
From the first part of the lemma we obtain two configurations that agree on all of their large components, as desired, while the second part guarantees additional structural properties for the resulting configurations so that the next sub-phase of the coupling can also succeed with the required probability.

In the second sub-phase, after the large component are matched, we can design a coupling that activates exactly the same number of vertices from each copy of the chain. To analyze this coupling we use a precise estimate on the distribution of the maximum of symmetric random walks over integers (with steps of different sizes). We are first required to run the chains coupled for \( T = O(\log \omega(n)) \) steps, so that certain additional structural properties appear. Let \( M(X_t) \) and \( M(Y_t) \) be the components in the matching \( \mathcal{W}_t \) that belong to \( X_t \) and \( Y_t \), respectively, and let \( D(X_t) \) and \( D(Y_t) \) be the complements of \( M(X_t) \) and \( M(Y_t) \). Let \( \mathbb{Z} = \sum_{c \in D(X_t) \cup D(Y_t)} |c|^2 \).

**Lemma 12.** Let \( \zeta = q, q \in (1, 2) \). Suppose \( X_0 \) and \( Y_0 \) are random-cluster configurations such that \( \mathcal{S}_\omega(X_0) = \mathcal{S}_\omega(Y_0) \), and \( \mathcal{N}_k(0, \omega(n)) = \Omega(\omega(n)^{3/2^{k-1}}) \) for all \( k \geq 1 \) such that \( n^{2/3} \omega(n)^{-2^{k-1}} \rightarrow \infty \). Suppose also that \( L_1(X_0) = O(n^{2/3} \omega(n)) \), \( R_2(X_0) = O(n^{1/3}) \), \( \mathcal{R}_0(X_0) = O(n^{4/3} \omega(n)^{-1/2}) \), \( I(X_0) = \Omega(n) \), and similarly for \( Y_0 \).

Then, there exists a coupling of the CM steps such that with probability \( e^{-O(\log \omega(n)^2)} \) after \( T = O(\log \omega(n)) \) steps: \( \mathcal{S}_\omega(X_T) = \mathcal{S}_\omega(Y_T) \), \( Z_T = O(n^{4/3} \omega(n)^{-1/2}) \), \( \mathcal{N}_k(T, \omega(n)^{1/2}) = \Omega(\omega(n)^{3/2^{k-1}}) \) for all \( k \geq 1 \) such that \( n^{2/3} \omega(n)^{-2^{k-1}} \rightarrow \infty \), \( R_1(X_T) = O(n^{4/3}) \), \( I(X_T) = \Omega(n) \), and similarly for \( Y_T \).

The proof of Lemma 12 also uses our local limit theorem (Theorem 17).

The final step of our construction is a coupling of the activation of the components of size less than \( B_n \), so that exactly the same number of vertices are activated from each copy in each step w.h.p.

**Lemma 13.** Let \( \zeta = q, q \in (1, 2) \) and suppose \( X_0 \) and \( Y_0 \) are random-cluster configurations such that \( \mathcal{S}_\omega(X_0) = \mathcal{S}_\omega(Y_0) \), \( Z_0 = O(n^{2/3} \omega(n)^{-1/2}) \), and \( \mathcal{N}_k(0, \omega(n)^{1/2}) = \Omega(\omega(n)^{3/2^{k-1}}) \) for all \( k \geq 1 \) such that \( n^{2/3} \omega(n)^{-2^{k-1}} \rightarrow \infty \). Suppose also that \( R_1(X_0) = O(n^{4/3}) \), \( I(X_0) = \Omega(n) \) and similarly for \( Y_0 \). Then, there exist a coupling of the CM steps and a constant \( \beta > 0 \) such that after \( T = O(\log n) \) steps, \( X_T \) and \( Y_T \) have the same component structure with probability \( \Omega(\Omega(\log \log n)^{-\beta}) \).

We comment briefly on how we prove this lemma. Our starting point is two configurations with the same “large” component structure; i.e., \( \mathcal{S}_\omega(X_0) = \mathcal{S}_\omega(Y_0) \). We use the maximal matching \( \mathcal{W}_0 \) to couple the activation of the large components in \( X_0 \) and \( Y_0 \). The small components not matched by \( \mathcal{W}_0 \), i.e., those counted in \( Z_0 \), are then activated independently. This creates a discrepancy \( \mathcal{D}_0 \) between the number of active vertices from each copy. Since \( E[\mathcal{D}_0] = 0 \) and \( \text{Var}(\mathcal{D}_0) = \Theta(Z_0) = \Theta(n^{4/3} \omega(n)^{-1/2}) \), it follows from Hoeffding’s inequality that \( \mathcal{D}_0 \leq n^{2/3} \omega(n)^{-1/4} \) w.h.p. To fix this discrepancy, we use the small components matched by \( \mathcal{W}_0 \). Specifically, under the assumptions in Lemma 13, we can construct a coupling of the activation of the small components so that the difference in the number of activated vertices from the small components from each copy is exactly \( \mathcal{D}_0 \) with probability \( \Omega(1) \). This part of the construction utilizes random walks over the integers; in particular, we use a lower bound for the maximum of such a random walk.

We need to repeat this process until \( \mathbb{Z} = 0 \); this takes \( O(\log n) \) steps since \( \mathbb{Z} \approx (1 - 1/q)^t Z_0 \). However, there are a few complications. First, the initial assumptions on the component structure of the configurations are not preserved for this many steps w.h.p., so we need to relax the requirements as the process evolves. This is in turn possible because the discrepancy \( \mathcal{D}_0 \) decreases with each step, which implies that the probability of success of the coupling increases at each step.
Proof of Lemma 10, 12 and 13 is provided in the full version of the present paper [7]. We now indicate how these lemmas lead to a proof of Theorem 9 stated earlier.

**Proof of Theorem 9.** Suppose \( R_1(X_0) = O(n^{4/3}) \) and \( R_1(Y_0) = O(n^{4/3}) \). It follows from Lemma 10, 11, 12 and 13 that there exists a coupling of the CM steps such that after \( T = O(\log n) \) steps, \( X_T \) and \( Y_T \) could have the same component structure. This coupling succeeds with probability at least

\[
\rho = \Omega((\log \log n)^{-\beta_1}) \cdot \exp(-O(\log \omega(n))) \cdot \exp(-O((\log \log n)^2)) \cdot \Omega((\log \log \log n)^{-\beta_2}),
\]

where \( \beta_1, \beta_2 > 0 \) are constants. Thus, \( \rho = \Omega((\log \log n)^{-1}) \), since \( \omega(n) = \log \log \log n \).

**Remark 14.** We pause to mention that this delicate coupling for the activation of the components is not required when \( \zeta = q \) and \( q > 2 \). In that regime, the random-cluster model is super-critical, so after the first \( O(\log n) \) steps, the component structure is much simpler, with exactly one large component. On the other hand, when \( \zeta = q \) and \( q \in [1, 2] \) the model is critical, which, combined with the fact mentioned earlier that the percolation sub-step of the dynamics is also critical when \( \zeta = q \), makes the analysis of the CM dynamics in this regime quite subtle.

### 2.3 Coupling to the same configuration

In the last phase of the coupling, suppose we start with two configurations \( X_0, Y_0 \) with the same component structure. We are still required to bound the number of steps until the same configuration is reached. The following lemma from [5] supplies the desired bound.

**Lemma 15** ([5], Lemma 24). Let \( q > 1 \), \( \zeta > 0 \) and let \( X_0, Y_0 \) be two random-cluster configurations with the same component structure. Then, there exists a coupling of the CM steps such that after \( T = O(\log n) \) steps, \( X_T = Y_T \) w.h.p.

Combining the results for each of the phases of the coupling, we now prove Theorem 1.

**Proof of Theorem 1.** By Theorem 6, after \( t_0 = O(\log n) \) steps, with probability \( \Omega(1) \), we have \( R_1(X_{t_0}) = O(n^{4/3}) \) and \( R_1(Y_{t_0}) = O(n^{4/3}) \). If this is the case, Theorem 9 and Lemma 15 imply that there exists a coupling of the CM steps such that with probability \( \Omega((\log \log n)^{-1}) \) after an additional \( t_1 = O(\log n) \) steps, \( X_{t_0+t_1} = Y_{t_0+t_1} \). Consequently, we obtain that \( \tau_{CM} = O(\log n \cdot \log \log n) \) as claimed.

**Remark 16.** The probability of success in Theorem 9, which governs the lower order term \( O(\log \log n) \) in our mixing time bound, is controlled by our choice of the function \( \omega(n) \) for the definition of “large components”. By choosing \( \omega(n) \) that goes to \( \infty \) more slowly, we could improve our mixing time bound to \( O(\log n \cdot g(n)) \) where \( g(n) \) is any function that tends to infinity arbitrarily slowly. However, it seems that new ideas are required to obtain a bound of \( O(\log n) \) (matching the known lower bound). In particular, the fact that \( \omega(n) \rightarrow \infty \) is crucially used in some of our proofs. Our specific choice of \( \omega(n) \) yields the \( O(\log n \cdot \log \log n) \) bound and makes our analysis cleaner.

### 3 Coupling to the same component structure: proof of Lemma 11

To prove Lemma 11, we use a local limit theorem to construct a two-step coupling of the CM dynamics that reaches two configurations with the same large component structure. The construction of Markov chain couplings using local limit theorems is not common (see [19] for another example), but it appears to be a powerful technique that may have other interesting applications. We provide next a brief introduction to local limit theorems.
3.1 Local limit theorem

Let $c_1 \leq \cdots \leq c_m$ be integers and for $i = 1, \ldots, m$ let $X_i$ be the random variable that is equal to $c_i$ with probability $r \in (0,1)$, and it is zero otherwise. Let us assume that $X_1, \ldots, X_m$ are independent random variables. Let $S_m = \sum_{i=1}^m X_i$, $\mu_m = \mathbb{E}[S_m]$ and $\sigma_m^2 = \text{Var}(S_m)$. We say that a local limit theorem holds for $S_m$ if for every integer $a \in \mathbb{Z}$:

$$
\Pr[S_m = a] = \frac{1}{\sqrt{2\pi \sigma_m}} \exp\left(-\frac{(a - \mu_m)^2}{2\sigma_m^2}\right) + o(\sigma_m^{-1}).
$$

We prove, under some conditions, a local limit theorem that applies to the random variables corresponding to the number of active vertices from small components. Recall that for an increasing positive function $g$ and each integer $k \geq 0$, we define the intervals

$$
I_k(g) = \left[ \frac{g n^{2/3}}{2g(n)^{2/3}}, \frac{g n^{2/3}}{g(n)^{2/3}} \right],
$$

where $\vartheta > 0$ is a fixed large constant.

**Theorem 17.** Let $c_1 \leq \cdots \leq c_m$ be integers, and suppose $X_1, \ldots, X_m$ are independent random variables such that $X_i$ is equal to $c_i$ with probability $r \in (0,1)$, and $X_i$ is zero otherwise. Let $g : \mathbb{N} \to \mathbb{R}$ be an increasing positive function such that $g(m) \to \infty$ and $g(m) = o(\log m)$. Suppose $c_m = O\left(m^{2/3}g(m)^{-1}\right)$, $\sum_{i=1}^m c_i^2 = O\left(m^{1/3}g(m)^{1/2}\right)$ and $c_i = 1$ for all $i \leq \rho m$, where $\rho \in (0,1)$ is independent of $m$. Let $\ell > 0$ be the smallest integer such that $m^{\ell/3}g(m)^{-2} = o(m^{\ell/4})$. If for all $1 \leq k \leq \ell$, we have $|\{i : c_i \in I_k(g)\}| = \Omega(g(m)^{2^{k-1}})$, then a local limit theorem holds for $S_m = \sum_{i=1}^m X_i$.

Theorem 17 follows from a general local limit theorem proved in [21]; a proof is given in the full paper [7]. We next compile a number of (mostly standard) facts about the $G(n,p)$ random graph model which will be used in our proof of Lemma 11.

3.2 Random graphs estimates

We use $G \sim G(n,p)$ to denote a random graph $G$ sampled from the standard $G(n,p)$ model, in which every edge appears independently with probability $p$. For a graph $G$, with a slight abuse of notation, let $L_i(G)$ denote the size of the $i$-th largest connected component in $G$, and let $R_i(G) := \sum_{j \geq i} L_j(G)^2$; note that the same notation is used for the components of a random-cluster configuration, but it will always be clear from context which case is meant.

**Lemma 18 ([19], Lemma 5.7).** Let $|I(G)|$ denote the number of isolated vertices in $G$. If $np = O(1)$, then there exists a constant $C > 0$ such that $\Pr[|I(G)| > Cn] = 1 - O(n^{-1})$.

**Lemma 19 ([2], Lemma 2.16).** If $np > 0$, we have $\mathbb{E}[R_2(G)] = O\left(n^{4/3}\right)$.

**Lemma 20.** Let $G \sim G(n, 1-\varepsilon)$ with $\varepsilon = o(1)$. For any positive constant $\rho \leq 1/10$, there exist constants $C \geq 1$ and $c > 0$ such that if $\varepsilon^{5}n \geq C$, then

$$
\Pr[|L_1(G) - 2\varepsilon n| > \rho \varepsilon n] = O(\exp(-c\varepsilon^3 n)).
$$

For the next results, suppose that $G \sim G(n, 1+\lambda n^{-1/3})$, where $\lambda = \lambda(n)$ may depend on $n$.

**Lemma 21.** If $|\lambda| = O(1)$, then $\mathbb{E}[R_4(G)] = O\left(n^{4/3}\right)$.

All the random graph facts stated so far can be either found in the literature, or follow directly from well-known results. The following lemmas are slightly more refined versions of similar results in the literature.
Lemma 22. Suppose $|\lambda| = O(h(n))$ and let $B_h = n^{2/3}h(n)^{-1}$, where $h : \mathbb{N} \to \mathbb{R}$ is a positive increasing function such that $h(n) = o(\log n)$. Then, for any $\alpha \in (0, 1)$ there exists a constant $C = C(\alpha) > 0$ such that, with probability at least $\alpha$,

$$\sum_{j: L_j(G) \leq B_h} L_j(G)^2 \leq C n^{4/3}h(n)^{-1/2}.$$ 

Lemma 23. Let $S_B = \{ j : B \leq L_j(G) \leq 2B \}$ and suppose there exists a positive increasing function $g$ such that $g(n) \to \infty$, $g(n) = o(n^{1/3})$, $|\lambda| \leq g(n)$ and $B \leq n^{2/3}g(n)^{-2}$. If $B \to \infty$, then there exists constants $\delta_1, \delta_2 > 0$ independent of $n$ such that

$$\Pr \left[ |S_B| \leq \frac{\delta_1 n}{B^{3/2}} \right] \leq \frac{\delta_2 B^{3/2}}{n}.$$ 

Finally, the following corollary of Lemma 23 will also be useful. For a graph $H$, let $N_k(H, g)$ be the number of components of $H$ whose sizes are in the interval $I_k(g)$. We note that with a slight abuse of notation, for a random-cluster configuration $X$, we also use $N_k(X, g)$ for the number of connected components of $X$ in $I_k(g)$.

Lemma 24. Let $m \in (n/2q, n]$ and let $g$ be an increasing positive function such that $g(n) = o(m^{1/3})$, $g(n) \to \infty$ and $|\lambda| \leq g(m)$. If $H \sim G(m, 1 + \frac{\lambda m^{-1/3}}{m})$, there exists a constant $b > 0$ such that, with probability at least $1 - O(g(n)^{-3})$, $N_k(H, g) \geq bg(n)^{3/2k-1}$ for all $k \geq 1$ such that $n^{2/3}g(n)^{-2} \to \infty$.

The proofs of Lemmas 20-24 are given in the full version of the paper [7].

3.3 Proof of Lemma 11

For a random-cluster configuration $X$, let $A(X)$ denote the random variable corresponding to the number of vertices activated by step $(i)$ of the CM dynamics from $X$. We provide next the proof of Lemma 11.

Proof of Lemma 11. First, both $\{X_t\}$, $\{Y_t\}$ perform one independent CM step from the initial configurations $X_0$, $Y_0$. We start by establishing that $X_1$ and $Y_1$ preserve the structural properties assumed for $X_0$ and $Y_0$.

By assumption $R_1(X_0) = O(n^{4/3})$, so Hoeffding’s inequality implies that the number of activated vertices from $X_0$ is such that

$$A(X_0) \in I := \left[ n/q - O(n^{2/3}), n/q + O(n^{2/3}) \right]$$

with probability $\Omega(1)$. Then, the percolation step is distributed as a

$$G \left( A(X_0), \frac{1 + \lambda A(X_0)^{-1/3}}{A(X_0)} \right)$$

random graph, with $|\lambda| = O(1)$ with probability $\Omega(1)$. Conditioning on this event, from Lemma 18 we obtain that $I(X_1) = \Omega(n)$ w.h.p. Moreover, from Lemma 21 and Markov’s inequality we obtain that $R_1(X_1) = O(n^{4/3})$ with probability at least $99/100$ and from Lemma 22 that $R_2(X_1) = O(n^{1/3}n^{4/3})$ also with probability at least $99/100$.

We show next that $X_1$ and $Y_1$, in addition to preserving the structural properties of $X_0$ and $Y_0$, also have many connected components with sizes in certain carefully chosen intervals. This fact will be crucial in the design of our coupling. When $A(X_0) \in I$, by Lemmas 23 and 24 and a union bound, for all integer $k \geq 0$ such that $n^{2/3}n^{4/3} \to \infty$, ...
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\[ N_k(X_1, \omega) = \Omega(\omega(n)^{3.2k-1}) \text{ w.h.p.} \] (Recall, that \( N_k(X_1, \omega) \) denotes the number of connected components of \( X_1 \) with sizes in the interval \( I_k(\omega) \).) We will also require a bound for the number of components with sizes in the interval

\[ J = \left[ \frac{cn^{2/3}}{\omega(n)^6}, \frac{2cn^{2/3}}{\omega(n)^6} \right], \]

where \( c > 0 \) is a constant such that \( J \) does not intersect any of the \( I_k(\omega) \)'s intervals. Let \( W_X \) (resp., \( W_Y \)) be the set of components of \( X_1 \) (resp., \( Y_1 \)) with sizes in the interval \( J \). Lemma 23 then implies that for some positive constants \( \delta_1, \delta_2 \) independent of \( n \),

\[ \Pr \left[ |W_X| \geq \delta_1 n \left( \frac{\omega(n)^6}{cn^{2/3}} \right)^{3/2} \right] \geq 1 - \frac{\delta_2}{n} \left( \frac{cn^{2/3}}{\omega(n)^6} \right)^{3/2} = 1 - O(\omega(n)^{-9}). \]

All the bounds above apply also to the analogous quantities for \( Y_1 \) with the same respective probabilities. Therefore, by a union bound, all these properties hold simultaneously for both \( X_1 \) and \( Y_1 \) with probability \( \Omega(1) \). We assume that this is indeed the case and proceed to describe the second step of the coupling, in which we shall use each of the established properties for \( X_1 \) and \( Y_1 \).

Let \( C_X \) and \( C_Y \) be the set of components in \( X_1 \) and \( Y_1 \), respectively, with sizes larger than \( R_{-\omega} \). (Recall that \( R_{-\omega} = n^{2/3}\omega(n)^{-1} \), where \( \omega(n) = \log \log \log n \)). Since \( R_4(1) = O(n^{4/3}) \), the total number of components in \( C_X \) is \( O(\omega(n)^2) \); moreover, it follows from the Cauchy–Schwarz inequality that the total number of vertices in the components in \( C_X \), denoted \( \|C_X\| \), is \( O(n^{2/3}\omega(n)) \); the same holds for \( C_Y \).

Without loss of generality, let us assume that \( \|C_X\| \geq \|C_Y\| \). Let

\[ \Gamma = \{C \subset W_Y : \|C_Y \cup C\| \geq \|C_X\|\}, \]

and let \( C_{\text{min}} = \arg \min_{C \in \Gamma} \|C_Y \cup C\| \). In words, \( C_{\text{min}} \) is the smallest subset \( C \) of components of \( W_Y \) so that \( \|C_Y \cup C\| \geq \|C_X\| \). Since every component in \( W_Y \) has size at least \( cn^{2/3}\omega(n)^{-6} \) and \( |W_Y| = \Omega(\omega(n)^3) \), the number of vertices in \( W_Y \) is \( \Omega(n^{2/3}\omega(n)^3) \) and so \( \Gamma \neq \emptyset \). In addition, the number components in \( C_{\text{min}} \) is \( O(\omega(n)^9) \). Let \( C_Y' = C_Y \cup C_{\text{min}} \) and observe that the number of components in \( C_Y' \) is also \( O(\omega(n)^9) \) and that

\[ 0 \leq \|C_Y'\| - \|C_X\| \leq 2cn^{2/3}\omega(n)^{-6}. \]

Note that \( \|C_X\| - \|C_Y\| \) may be \( \Omega(n^{2/3}\omega(n)) \) (i.e., much larger than \( \|C_Y'\| - \|C_X\| \)). Hence, if all the components from \( C_Y \) and \( C_X \) were activated, the difference in the number of active vertices could be \( \Omega(n^{2/3}\omega(n)) \). This difference cannot be corrected by our coupling for the activation of the small components. We shall require instead that all the components from \( C_Y' \) and \( C_X \) are activated so that the difference is \( O(n^{2/3}\omega(n)^{-6}) \) instead.

We now describe a coupling of the activation sub-step for the second step of the CM dynamics. As mentioned, our goal is to design a coupling in which the same number of vertices are activated from each copy. If indeed \( A(X_1) = A(Y_1) \), then we can choose an arbitrary bijective map \( \varphi \) between the activated vertices of \( X_1 \) and the activated vertices of \( Y_1 \) and use \( \varphi \) to couple the percolation sub-step. Specifically, if \( u \) and \( v \) were activated in \( X_1 \), the state of the edges \( \{u, v\} \) in \( X_2 \) and \( \{\varphi(u), \varphi(v)\} \) in \( Y_2 \) would be the same. This yields a coupling of the percolation sub-step such that \( X_2 \) and \( Y_2 \) agree on the subgraph update at time 1.

Suppose then that in the second CM step all the components in \( C_X \) and \( C_Y' \) are activated simultaneously. If this is the case, then the difference in the number of activated vertices is \( d \leq 2cn^{2/3}\omega(n)^{-6} \). We will use a local limit theorem (i.e., Theorem 17) to argue that
there is a coupling of the activation of the remaining components in \(X_1\) and \(Y_1\) such that the total number of active vertices in both copies is the same with probability \(\Omega(1)\). Since all the components in \(C_X\) and \(C_Y\) are activated with probability \(\exp(-O(\omega(n)^9))\), the overall success probability of the coupling will be \(\exp(-O(\omega(n)^9))\).

Now, let \(x_1, x_2, \ldots, x_m\) be the sizes of the components of \(X_1\) that are not in \(C_X\) (in increasing order). Let \(\hat{A}(X_1)\) be the random variable corresponding to the number of active vertices from these components. Observe that \(\hat{A}(X_1)\) is the sum of \(m\) independent random variables, where the \(j\)-th variable in the sum is equal to \(x_j\) with probability \(1/q\), and it is 0 otherwise. We claim that sequence \(x_1, x_2, \ldots, x_m\) satisfies all the conditions in Theorem 17.

First, note that since the number of isolated vertices in \(X_1\) is \(\Omega(n)\), \(m = \Theta(n)\) and so \(x_m = O(m^{2/3} \omega(m)^{-1})\), \(\sum_{i=1}^{m} x_i = \hat{R}_X(X_1) = O(m^{4/3} \omega(m)^{-1/2})\) and \(x_i = 1\) for all \(i \leq \rho m\), where \(\rho \in (0, 1)\) is independent of \(m\). Moreover, since \(N_k(X_1, \omega) \geq \Omega(n^{3/2} \omega^{k-1})\) for all \(k \geq 1\) such that \(n^{2/3} \omega^{k-1} \to \infty\),

\[
|\{i : x_i \in I_k(\omega)\}| = \Omega(\omega(n)^{3/2-k}).
\]

Since \(N_0(X_1, \omega) = \Omega(n^{3/2})\), we also have

\[
\sum_{i=1}^{m} x_i^2 \geq N_0(X_1, \omega) \cdot \frac{\vartheta^2 n^{4/3}}{4 \omega(n)^2} = \Omega(m^{4/3} \omega(m)^{-1/2}).
\]

Let \(\mu_X = E[\hat{A}(X_1)] = q^{-1} \sum_{i=1}^{m} x_i\) and let

\[
\sigma_X^2 = \text{Var}(\hat{A}(X_1)) = q^{-1} (1 - q^{-1}) \sum_{i=1}^{m} x_i^2 = \Theta(m^{4/3} \omega(m)^{-1/2}).
\]

Hence, Theorem 17 implies that \(\Pr[\hat{A}(X_1) = a] = \Omega(\sigma_X^{-1})\) for any \(a \in [\mu_X - \sigma_X, \mu_X + \sigma_X]\).

Similarly, we get \(\Pr[\hat{A}(Y_1) = a] = \Omega(\sigma_Y^{-1})\) for any \(a \in [\mu_Y - \sigma_Y, \mu_Y + \sigma_Y]\), with \(\hat{A}(Y_1)\), \(\mu_Y\) and \(\sigma_Y\) defined analogously for \(Y_1 \setminus C_Y\). Note that \(\mu_X - \mu_Y = O(n^{2/3} \omega(n)^{-6})\) and \(\sigma_X, \sigma_Y = \Theta(n^{2/3} \omega(n)^{-1/4})\). Without loss of generality, suppose \(\sigma_X < \sigma_Y\). Then for any \(a \in [\mu_X - \sigma_X/2, \mu_Y + \sigma_X/2]\) and \(d = O(n^{2/3} \omega(n)^{-6})\), we have

\[
\min \left\{ \Pr[\hat{A}(X_1) = a], \Pr[\hat{A}(Y_1) = a - d] \right\} = \min \{\Omega(\sigma_X^{-1}), \Omega(\sigma_Y^{-1})\} = \Omega(\sigma_Y^{-1}).
\]

Hence, there exists a coupling \(\mathbb{P}\) of \(\hat{A}(X_1)\) and \(\hat{A}(Y_1)\) so that \(\mathbb{P}[\hat{A}(X_1) = a, \hat{A}(Y_1) = a - d] = \Omega(\sigma_Y^{-2})\) for all \(a \in [\mu_X - \sigma_X/2, \mu_Y + \sigma_X/2]\). Therefore, there is a coupling of \(\hat{A}(X_1)\) and \(\hat{A}(Y_1)\) such that

\[
\Pr[\hat{A}(X_1) - \hat{A}(Y_1) = d] = \Omega(\sigma_X/\sigma_Y) = \Omega(1).
\]

Putting all these together, we deduce that \(A(X_1) = A(Y_1)\) with probability \(e^{-O(\omega(n)^9)}\).

If this is the case, the edge re-sampling step is coupled bijectively (as described above) so that \(\mathcal{S}_w(X_2) = \mathcal{S}_w(Y_2)\).

It remains for us to guarantee the additional desired structural properties of \(X_2\) and \(Y_2\), which follow straightforwardly from the random graph estimates we stated at the beginning of the section. First note that by Hoeffding’s inequality, with probability \(\Omega(1)\),

\[
\left| A(X_1) - \frac{n}{q} - \frac{(q - 1)|Cx|}{q} \right| = O(n^{2/3}).
\]

Hence, in the percolation sub-step the active subgraph is replaced by

\[
F \sim G \left( A(X_1), \frac{1 + \lambda A(X_1)^{-1/3}}{A(X_1)} \right).
\]
where \(|\lambda| = O(\omega(n))\) with probability \(\Omega(1)\) since \(|C_X| = O(n^{2/3}\omega(n))\). Conditioning on this event, since the components of \(F\) contribute to both \(X_2\) and \(Y_2\), Lemma 24 implies that w.h.p.,

\[ \tilde{N}_k(2\omega(n)) = \Omega(\omega(n)3^{2k-1}) \]

for all \(k \geq 1\) such that \(n^{2/3}\omega(n)^{-2k} \to \infty\). Moreover, from Lemma 18 we obtain that \(I(X_2) = \Omega(n)\) w.h.p. From Lemma 19 and Markov’s inequality, we obtain that \(\mathcal{R}_2(X_2) = O(n^{4/3})\) with probability at least \(99/100\) and from Lemma 22 that \(\tilde{\mathcal{R}}_\omega(X_2) = O(n^{4/3}\omega(n)^{-1/2})\) also with probability at least \(99/100\). All these bounds apply also to the analogous quantities for \(Y_2\) with the same respective probabilities.

Finally, we derive the bound for \(L_1(X_2)\) and \(L_1(Y_2)\). First, notice \(L_1(F)\) is stochastically dominated by \(L_1(F')\), where

\[ F' \sim G(A(X_1), \frac{1 + |\lambda|A(X_1)^{-1/3}}{A(X_1)}) . \]

Under the assumption that \(|\lambda| = O(\omega(n))\), if \(|\lambda| \to \infty\), then Lemma 20 implies that \(L_1(F') = O(|\lambda|A(X_1)^{2/3}) = O(n^{2/3}\omega(n))\) w.h.p.; otherwise, \(|\lambda| = O(1)\) and by Lemma 21 and Markov’s inequality, \(L_1(F') = O(n^{2/3})\) with probability at least \(99/100\). Thus, \(L_1(F) = O(n^{2/3}\omega(n))\) with probability at least \(99/100\). We also know that the largest inactivated component in \(X_1\) has size less than \(n^{2/3}\omega(n)^{-1}\), so \(L_1(X_2) = O(n^{2/3}\omega(n))\) with probability at least \(99/100\). The same holds for \(Y_2\). Therefore, by a union bound, all these properties hold simultaneously for both \(X_2\) and \(Y_2\) with probability \(\Omega(1)\), as claimed.

\[ \Box \]
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Abstract
We study the robust – à la Chakrabarti, Cormode, and McGregor [STOC’08] – communication complexity of the maximum bipartite matching problem. The edges of an adversarially chosen n-vertex bipartite graph $G$ are partitioned randomly between Alice and Bob. Alice has to send a single message to Bob, using which Bob has to output an approximate maximum matching of $G$. We are particularly interested in understanding the best approximation ratio possible by protocols that use a near-optimal message size of $n \cdot \text{polylog}(n)$.

The communication complexity of bipartite matching in this setting under an adversarial partitioning is well-understood. In their beautiful paper, Goel, Kapralov, and Khanna [SODA’12] gave a $2/3$-approximate protocol with $O(n)$ communication and showed that this approximation is tight unless we allow more than a near-linear communication. The complexity of the robust version, i.e., with a random partitioning of the edges, however remains wide open. The best known protocol, implied by a very recent random-order streaming algorithm of the authors [ICALP’21], uses $O(n \log n)$ communication to obtain a $(2/3 + \varepsilon_0)$-approximation for a constant $\varepsilon_0 \sim 10^{-14}$. The best known lower bound, on the other hand, leaves open the possibility of all the way up to even a $(1 - \varepsilon)$-approximation using near-linear communication for constant $\varepsilon > 0$.

In this work, we give a new protocol with a significantly better approximation. Particularly, our protocol achieves a 0.716 expected approximation using $O(n)$ communication. This protocol is based on a new notion of distribution-dependent sparsifiers which give a natural way of sparsifying graphs sampled from a known distribution. We then show how to lift the assumption on knowing the graph’s distribution via minimax theorems. We believe this is a particularly powerful method of designing communication protocols and might find further applications.

1 Introduction
Consider the following communication game. We have an $n$-vertex bipartite graph $G = (L, R, E)$ whose edges are partitioned into $E^A$ and $E^B$ given to Alice and Bob, respectively (both players know $L$ and $R$). The goal is to compute an approximate maximum matching of $G$ by Alice sending a single message to Bob and Bob outputting the solution. What is the tradeoff between the size of Alice’s message and the approximation ratio of the output matching, or in other words, the one-way communication complexity of bipartite matching?
It is known that $\Omega(n^2)$ communication is necessary for finding a maximum matching [23] and this is clearly sufficient by Alice sending her entire input. But the situation is more interesting for approximate protocols. A $1/2$-approximation with $O(n)$ communication can be obtained by Alice sending a maximum matching of her input to Bob and $\Omega(n)$ communication is clearly needed for any constant factor approximation. More interestingly, Goel, Kapralov, and Khanna [25] showed that $O(n)$ communication even suffices to obtain a $2/3$-approximation and that this is the “right” answer: any better approximation requires $n^{1+\Omega(1/\log\log n)} \gg n \cdot \text{polylog}(n)$ communication.

In this paper, we study a robust variant of this problem – à la Chakrabarti, Cormode, and McGregor [18] – wherein the graph $G$ is still chosen adversarially, but now its edges are instead randomly partitioned between the two players, i.e., each edge is independently given to one of the players chosen uniformly at random. This model of random partitioning was introduced in [18] to go beyond the “doubly worst case” analysis of communication games, namely, adversarial inputs and adversarial partitions, and sheds more light into the source of hardness: whether it is due to a pathological partitioning of inputs or rather it holds for most input partitions.

Our main result is a substantial improvement over the $2/3$-approximations for adversarial partitions [25] under this random partition model.

▶ Result 1 (Formalized in Theorem 17). There is a randomized one-way protocol with $O(n)$ communication that achieves an expected $0.716$-approximation for the bipartite matching problem under a random partitioning of the input edges between Alice and Bob.

Prior to our work, the best known approximation ratio achievable for this problem was $(2/3 + \varepsilon_0)$ for some $\varepsilon_0 \sim 10^{-14}$, obtained via the very recent random-order streaming algorithm of the same authors of this paper in [2].

We note that our protocol in this result can be considered non-explicit: we show the existence of the protocol rather than explicitly designing the protocol itself (see Section 1.1 for details). Alternatively, the protocol can be found also via a brute-force search in doubly exponential time.

1.1 Our Techniques

The $2/3$-approximation protocol of [25] (and follow-ups in [3] that simplified it or [37] that extended it to the online batch-arrival model) are all based on finding a suitable subgraph of Alice’s input that preserves large matchings approximately, namely, a matching sparsifier (similar-in-spirit to cut sparsifiers [13,14]). These subgraphs are defined through a series of graph-theoretic constraints: a novel decomposition into expanding sets (matching skeleton) in [25,37] (see also [33]), and edge-degree bounded subgraphs in [3] (defined first in [16,17] for dynamic graph algorithms). We take an entirely different approach in this paper.

The first step of our approach is a way of introducing distributional assumptions about the input, while still solving the problem in its full generality. In particular, in this step, we reduce the general problem to the case that the input graph $G$ is sampled from some arbitrary but known distribution $\mathcal{G}$ of graphs. We achieve this via combining several relatively standard ideas specific to the matching problem with an application of Yao’s minimax principle [41] (the so-called “hard direction” of this principle; see Section 5). This is the main conceptual step of our approach.

The second step is to design a protocol for the problem assuming that it is additionally given an input distribution $\mathcal{G}$ of the input graph. We achieve this through a new notion of “distribution-dependent sparsifiers” described below. This is our main technical step.
Distribution-dependent sparsifiers. Distribution-dependent sparsifiers can be used whenever we know a distribution \( \mathcal{G} \) for inputs of Alice and Bob. In particular, the knowledge of \( \mathcal{G} \) allows us to determine the “importance” of each edge in Alice’s input \( E^A \): this is the probability that this particular edge belongs to a fixed maximum matching (say, the lexicographically-first maximum matching) of a graph sampled from \( \mathcal{G} | E^A \), i.e., input graphs after conditioning on Alice’s input. The main part of our argument is to show that these importances can be used to sparsify the Alice’s graph to \( O(n) \) edges, while allowing Bob to find a large matching of the entire graph in expectation.

For our analysis of these sparsifiers, we need to show that the edges \( T \) communicated by Alice and the edges \( E^B \) given to Bob combined, include a large matching. We do so by constructing a large fractional matching \( x \) on the edges in \( T \cup E^B \). Our construction of \( x \) is online, in the sense that we decide on the value of \( x \) induced on \( T \) before sampling Bob’s subgraph \( E^B \) from \( \mathcal{G} | E^A \). Thanks to the fact that Alice picks the edges of \( T \) according to their importance, we can construct \( x \) on \( T \) such that the fractional value around each vertex \( v \) is equal to the probability that \( v \) is matched in the optimum solution via an edge given to Alice. This is particularly useful because it implies that (i) the size of \( x \) induced on \( T \) equals the expected number of edges of Alice in an optimum matching, and that (ii) if a vertex is unlikely to be matched via an edge of Alice in the optimum solution, then the fractional matching \( x \) induced on \( T \) does not occupy this vertex by much, leaving room for the rest of the edges in \( E^B \) to use it.

As a warm-up in Section 3, we show how the ideas above lead to a very simple 0.656-approximate protocol under an adversarial partitioning of the input. This is only slightly worse than the optimal \( 2/3 \)-approximation for this problem, but more importantly, this warm-up conveys the key intuitions behind distribution-dependent sparsifiers and how they are extremely useful for matching in the communication setting. The protocol for our 0.716-approximation in Section 4 for the robust communication model is very similar, but its analysis is more involved and in particular is based on a careful examination of edge importance distributions under a random partitioning.

1.2 Further Aspects of Our Results

Random-order streams. The one-way communication model in general is strongly motivated by applications to graph streaming algorithms [23]. The robust communication model, in the same vain, is closely related to random-order streaming algorithms wherein the edges of the graph arrive in a random order. In particular, lower bounds in the (robust) communication model directly imply space lower bounds in the (random-order) streaming model [18] and upper bounds are sources of inspiration and stepping stones for designing streaming algorithms (see, e.g., [1,25,31] for instances of communication protocols that were turned into streaming algorithms in the context of the matching problem).

Maximum matchings have been studied extensively in random-order streams [1,2,15,22,24,34,35], leading to a \( 2/3 \)-approximation algorithm of [15] that hit a natural barrier for this problem, and the recent algorithm of [2] that improved this approximation to strictly more than \( 2/3 \) (for a tiny constant improvement). We hope our ideas in this paper can lead to a significantly-better-than-\( 2/3 \) approximation in random-order streams.

We remark that [2] proves the following robust communication lower bound (and thus a random-order streaming lower bound also): any \( (1 - \Theta(1/\log n)) \)-approximation to maximum matching in the robust communication model requires \( n^{2+\Omega(1/\log \log n)} \gg n \cdot \text{polylog}(n) \) communication. Closing the gap between our upper bound and the lower bound of [2] remains a fascinating open question. Finally, we note that our improved protocol also has the following
message: either one should be able to achieve a significantly-better-than-$2/3$ approximation (say, a $0.716$-approximation) in random-order streams, or any lower bound technique for proving impossibility of such a result should deviate from the standard two-party communication complexity lower bound approach.

**Non-explicit protocols.** As remarked earlier, the protocol in our main result can be considered non-explicit. Alternatively, the players may need to first spend a doubly-exponential time to find the protocol, and only then they can use it to solve the problem (this is due to the arguments in the first step of our approach and in particular using Yao’s minimax principle). From an algorithmic perspective, this is a weakness of our particular method of protocol design. On the other hand, we find our method particularly strong and insightful from a communication complexity point of view as we shall elaborate below.

Firstly, communication complexity is a non-uniform model of computation with players of unbounded computational power, and the only resource of interest is the communication cost of protocols. In this regard, our protocol uses the “full power” of this model to achieve its approximation ratio using the optimal $O(n)$ communication.

Secondly, and more importantly, there is a general gap in the study of communication complexity of graph problems: almost all protocols designed in the literature are based on algorithmic tools that are tailored to time-efficient protocols, while all known lower bounds are information-theoretic and hold even for protocols with computationally unbounded players. Can this inconsistent treatment be a contributing factor to the substantial gaps between known upper and lower bounds for various problems, including the robust communication complexity of bipartite matching? If so, then our approach in this paper allows us to explore a wider set of natural protocols for the problems at hand and move toward achieving tight(er) bounds on communication complexity. This will in turn suggest that purely information-theoretic complexity lower bounds cannot prove “strong enough” lower bounds for computationally-efficient algorithms as well. We leave the question of proving communication lower bounds for computationally-efficient protocols, which is the dual approach to our work in this paper, as a very interesting research direction for future work.

### 1.3 Further Related Work

The communication complexity of bipartite matching has been extensively studied from various angles including exact protocols [21,27,30], non-deterministic protocols [40], protocols with limited rounds of communication [3,5,23,25,26], or multi-party protocols [6,26,29,32,33] to name a few (this is by no means a comprehensive summary of previous results).

The one-way communication complexity of matching, in particular, is directly related to streaming algorithms. In fact, a key motivation in the work of Goel, Kapralov, and Khanna [25] was to determine whether there is a better-than-$1/2$-approximation algorithm for the matching problem in the streaming model that uses $\tilde{O}(n)$ space, a longstanding open problem in this area. The lower bound in [25] implies that there is no semi-streaming algorithm with approximation ratio better than $2/3$; this lower bound was later improved by Kapralov to a $1 - 1/e \approx 0.63$ in [31] and to $\frac{1}{1+\ln 2} \approx 0.59$ in [32]. Additionally, the communication protocols in [25] were also generalized in the same paper to achieve a $(1 - 1/e)$-approximation in vertex-arrival streams.

Finally, we should point out that the work of [25] on the one-way communication complexity of bipartite matching has been quite instrumental and paved the path for various follow-ups including optimal algorithms for vertex-arrival streaming model [25,31], state-of-the-art lower bounds for streaming matching in both insertion-only streams [31,32] and...
dynamic streams [6,20], online batch-arrival algorithms [37] and fault-tolerant algorithms [3] for maximum matching, stochastic matching problem [3,4,10,11], and using RS graphs for proving communication lower bounds for other problems such as matrix rank [5,9], independent sets [7,19], and reachability [8].

2 Preliminaries

Notation. For any graph $G$, we use $n$ to denote the number of vertices and $\mu(G)$ to denote the maximum matching size. A fractional matching $x$ on a graph $G$ is an assignment of values $x_e$ to the edges $e$ of $G$ such that $x_e \geq 0$ for all edges $e$ and for each vertex $v$, 

$$x_v := \sum_{e \ni v} x_e \leq 1.$$ 

We use $|x|$ as a shorthand for $\sum x_e$ which is the size of fractional matching $x$.

The following standard fact implies that to show a bipartite graph has an integral matching of size $\mu$, it suffices to construct a fractional matching of size $\mu$ on it.

Fact 1. Let $x$ be a fractional matching of a bipartite graph $G$. Then $G$ has an integral matching of size at least $|x|$.

Communication model. We study the standard two-party communication model of Yao [42] and in particular in the one-way model (see the excellent textbook by Kushilevitz and Nisan [36]). The only slight derivation is that we focus on randomly partitioned inputs, wherein the input graph is still chosen adversarially, but every edge in the graph is sent to one of the players chosen independently and uniformly at random. To our knowledge, this model was first introduced by Chakrabarti, Cormode, and McGregor in [18].

Unless specified otherwise, we assume that protocols are randomized and both players have access to the same shared source of randomness, referred to as public coins; however, one can always use Newman’s theorem [39] to turn public coins into private coins with a negligible overhead. The communication cost of any protocol in this model is the worst-case length of the communicated messages; to be consistent with prior work on this problem in [3,25,31,33], we measure the length of messages in $\Theta(\log n)$-bit words as opposed to the more standard convention of bits. Finally, we note that the main resource of interest in this model is the communication and the players are assumed to be computationally unbounded.

3 Warm-up: A 0.656-Approximation Under Adversarial Partitions

In this section, we describe a one-way protocol for the bipartite matching problem and prove that it achieves an approximation factor of $(4\sqrt{2} - 5) \approx 0.656$ under an adversarial partitioning of the edges. While this protocol is slightly worse than the optimal $2/3$-approximate protocols in [3,25] and its analysis shares some similarity with [12], we believe it is still instructive as it acts as a gentle introduction to the ideas used in our main protocol of Section 4.

A key technique introduced in this work is the notion of distribution-dependent sparsifiers. For now, let us assume that there is a known distribution $G$ from which the inputs $E^A$ and $E^B$ of Alice and Bob are sampled. Now, suppose Alice has received $E^A$ as input and plans to send a message to Bob. In order to do this, Alice considers the distribution of inputs conditioned on her input, i.e., $G \mid E^A$. The message sent by Alice is then a subgraph of her input (the sparsifier), wherein each edge is included depending on the probability that this edge belongs to a fixed maximum matching of a graph sampled from $G \mid E^A$.

Finally, we can lift the assumption on the knowledge of $G$ using minimax theorems: distribution-dependent sparsifiers give us a deterministic protocol for each distribution of
inputs with approximation ratio at least $\alpha$ for every distribution; thus, there should also exist a single randomized protocol that achieves the same $\alpha$-approximation for all inputs. See Section 5 for this argument\(^1\).

### 3.1 The Protocol

We now describe our new distribution-dependent protocol. For the rest of this proof, we assume that Alice and Bob are given the distribution of inputs $\mathcal{G}$. For each edge $e \in E^A$, we define:

$$a_e := \Pr_{G \sim \mathcal{G}}[e \in \text{MM}(G) \mid E^A], \quad (1)$$

where function $\text{MM}(\cdot)$ deterministically returns a fixed maximum matching of its input (for instance, the lexicographically-first one, or the one returned by the Hopcroft-Karp algorithm [28]). In words, $a_e$ is the probability that $e$ belongs to a fixed maximum matching of a graph $G$ sampled from $\mathcal{G}$ conditioned on the input $E^A$ given to Alice. We are going to treat $a_e$ as the “importance” of edge $e$ in $E^A$. Observe that since Alice is aware of $G$, she can compute $a_e$ for each edge $e \in E^A$.

**Fractional matching interpretation.** Consider the vector $a := \{a_e\}_{e \in E^A}$. We claim that $a$ is a feasible fractional matching of $E^A$: (i) for every edge $e \in E^A$, we have $a_e \geq 0$ as $a_e$ is a probability, and (ii) for all vertices $v$, $a_v := \sum_{e \ni v} a_e \leq 1$ as it can be confirmed that:

$$a_v = \Pr_{G \sim \mathcal{G}}[v \text{ matched in } \text{MM}(G) \text{ by edges of } E^A \mid E^A]. \quad (2)$$

This view of $a$ presents a natural way of sparsifying Alice’s input. Basically, we can sparsify the support of $a$ via the standard cycle-canceling method (see Lemma 2 below) so that instead of (possibly up to) $\Omega(n^2)$ edges, it will only have $O(n)$ edges while still preserving the fractional matching of each vertex (but not necessarily the edges). This allows us to obtain another fractional matching $a'$ that preserves key properties of $a$ but is much sparser and thus Alice can simply send this fractional matching directly to Bob.

> **Lemma 2** (Cycle-Canceling Lemma – Folklore). Let $f$ be any fractional matching of $E^A$. There is another fractional matching $f'$ on $E^A$ such that:

- **Sparsification property:** There are at most $n - 1$ edges $e \in E^A$ with $f'_e > 0$.
- **Preserving marginals and size:** For every vertex $v$, $f'_v = f_v$, also implying $|f'| = |f|$.

**Proof.** Iteratively take a cycle in the support of $f$, then alternately decrease and increase the value of edges in a way that the minimum value edge gets value zero. Since all cycles are even-length, the fractional matching around each vertices remains unchanged throughout the process. Once there are no more cycles, the remaining fractional matching is a forest with at most $n - 1$ edges.

We can now formalize the protocol as follows.

By Lemma 2 this protocol requires $O(n)$ communication (in fact, only $n - 1$ edges). Thus, it only remains to analyze the approximation ratio of Algorithm 1 in the following.

\(^1\) There is an important subtlety here: distribution-dependent sparsifiers approximate the matching in expectation over the choice of graphs in the distribution; in other words, the output matching is close to the optimal matching in expectation. To apply Yao’s minimax principle however, one needs an instance-wise approximation for the input graph. Thus, the argument in this part is not a black-box application of minimax theorems.
Algorithm 1 A simple distribution-dependent sparsifier protocol.

(i) Given edges \( E^A \) as input to Alice, she computes the vector \( a = \{a_e\}_{e \in E^A} \) using Eq (1); as discussed above, \( a \) is a valid fractional matching of \( E^A \).

(ii) Alice obtains fractional matching \( a' \) by running cycle canceling on \( a \) (Lemma 2) and then sends the edges \( T \) in the support of \( a' \) to Bob.

(iii) Bob, given message \( T \) from Alice and input \( E^B \), returns a maximum matching of \( E^B \cup T \).

Proposition 3. For any input distribution \( \mathcal{G} \) on adversarial partitions, Algorithm 1 achieves a \( 4\sqrt{2} - 5 \approx 0.6568 \) approximation in expectation and uses \( O(n) \) communication.

We prove this proposition in the next section.

3.2 The Analysis: Proof of Proposition 3

Recall that \( T \) is the support of the fractional matching \( a' \) that Alice sends to Bob. For the analysis, we only need to show that \( T \cup E^B \) includes a large fractional matching (by Fact 1). To do so, we construct a fractional matching \( x \) supported on \( T \cup E^B \) in the following way:

\[
x_e = \begin{cases} 
    a'_e & \text{ if } e \in T, \\
    1 - \max\{a'_u, a'_v\} & \text{ if } e = (u, v) \in \mathsf{MM}(G) \cap E^B .
\end{cases}
\]

Intuitively, once the subgraph \( E^A \) is given to Alice, we immediately commit her fractional matching \( a' \) to the final fractional matching \( x \). Then, after the subgraph \( E^B \) of Bob is revealed, on any edge \( e = (u, v) \in \mathsf{MM}(G) \cap E^B \), we set \( x_e = 1 - \max\{a'_u, a'_v\} \) which is the largest possible fractional value that does not violate its endpoints’ fractional matching constraints due to \( a' \).

In what follows, for any choice of \( E^A \), we lower-bound the ratio \( \mathbb{E}[|x| \mid E^A] \) to \( \mathbb{E}[\mu(G) \mid E^A] \) which implies the approximation ratio of our protocol. We emphasize that \( x \) is only constructed for the analysis and in the protocol, Bob simply returns a maximum matching of \( T \cup E^B \).

Consider a maximum matching edge \( uv \) which belongs to the input of Bob, i.e. \( uv \in \mathsf{MM}(G) \cap E^B \) and suppose that \( a'_u > a'_v \). Observe that in \( x \), we set \( x_{uv} = 1 - \max\{a'_u, a'_v\} = 1 - a'_v \). In this case, we say that vertex \( v \) is responsible for edge \( uv \). Based on this, we define\(^2\):

\[
b_v := \mathbb{P}r[\exists uv \in \mathsf{MM}(G) \cap E^B \text{ such that } a'_u > a'_v \mid E^A],
\]

i.e., \( b_v \) is the probability that \( v \) is responsible for some edge. We first bound the size of \( \mathsf{MM}(G) \) based on the values \( a_v \) and \( b_v \).

Claim 4. \( \mathbb{E}[\mu(G) \mid E^A] = \sum_v \frac{1}{2}a_v + b_v \).

Proof. We claim that,

(i) \( \mathbb{E}[|\mathsf{MM}(G) \cap E^A| \mid E^A] = \frac{1}{2} \sum_v a_v \) by the definition of \( a_v \) in Eq (2) and the fact that the number of vertices matched in any matching is twice the size of the matching;

(ii) \( \mathbb{E}[|\mathsf{MM}(G) \cap E^B| \mid E^A] = \sum_v b_v \) since each responsible vertex has an edge in \( \mathsf{MM}(G) \cap E^B \) and for each such edge, exactly one of its neighbors is responsible.

The claim now follows by adding up the two equations above.

\(^2\) In case of ties, we break ties arbitrarily so that only one vertex is responsible for an edge.
We now also bound the size of $x$ based on $a_v$ and $b_v$ values.

**Claim 5.** For any vertex $v$, define $g_v := \frac{1}{2}a_v + (1-a_v)b_v$. Then, $E[x \mid E^A] = \sum_v g_v$.

**Proof.** By definition,
$$\sum_v g_v = \sum_v (\frac{1}{2}a_v + (1-a_v)b_v) = |a| + \sum_v (1-a_v)b_v.$$ The first term $|a|$ in the sum corresponds to the part of fractional matching $x$ constructed on the edges $T$ sent by Alice, using the fractional matching $a'$, where we have $|a'| = |a|$ by Lemma 2.

It thus remains to prove that contribution of $x$ on the remaining edges (i.e. those given to Bob in $MM(G) \cap E^B$), has expected size $\sum_v (1-a_v)b_v$. This follows from the fact that each vertex $v$ is responsible for some edge $uv \in MM(G) \cap E^B$ with probability $b_v$ by Eq (4), and that when this happens, we set $x_{uv} = 1 - a'_v = 1 - a_v$ (as $a'_v = a_v$ for all $v$ by Lemma 2). Noting that exactly one of the endpoints of each edge $e \in MM(G) \cap E^B$ is responsible for it, we get that $x$ on the set of edges given to Bob has expected size exactly $\sum_v (1-a_v)b_v$, completing the proof.

Claims 4 and 5 imply that the approximation factor of Algorithm 1 is
$$\frac{E[x \mid E^A]}{E[\mu(G) \mid E^A]} = \frac{\sum_v g_v}{\sum_v \frac{1}{2}a_v + b_v}.$$ To lower bound this ratio, we use Fact 6 below.\(^3\)

**Fact 6.** For all $a, b \geq 0$ satisfying $a + b \leq 1$, it holds that $\frac{0.5a + (1-a)b}{0.5a + b} \geq 4\sqrt{2} - 5$.

Now to use Fact 6 to lower bound the approximation factor, first recall that for each vertex $v$, by the definition of $a_v$ and $b_v$ in Eq (2) and (4), we have,
$$a_v + b_v \leq \Pr[v \text{ is matched in } MM(G) \cap E^A] + \Pr[v \text{ is matched in } MM(G) \cap E^B \mid E^A] = \Pr[v \text{ is matched in } MM(G) \mid E^A] \leq 1.$$ Thus, we can apply Fact 6 and get that for each vertex $v$, $\frac{g_v}{0.5a_v + b_v} = \frac{0.5a_v + (1-a_v)b_v}{0.5a_v + b_v} \geq 4\sqrt{2} - 5$. This implies that
$$\frac{E[x \mid E^A]}{E[\mu(G) \mid E^A]} \geq \frac{\sum_v \frac{1}{2}a_v + b_v}{\sum_v \frac{1}{2}a_v + b_v} \geq \frac{\sum_v (4\sqrt{2} - 5)(\frac{1}{2}a_v + b_v)}{\sum_v \frac{1}{2}a_v + b_v} = 4\sqrt{2} - 5,$$ which proves Proposition 3 that Algorithm 1 achieves a $(4\sqrt{2} - 5)$-approximation.

**Remark 7.** There are distributions for which the inequality above is actually equality. That is, we have $E[x \mid E^A] = (4\sqrt{2} - 5)E[\mu(G) \mid E^A]$. Therefore, this analysis based on the construction of fractional matching $x$ cannot show an approximation factor better than $(4\sqrt{2} - 5)$ for this protocol.

That being said, by “scaling” the fractional matching $a$ of Alice before sparsifying it, one can in fact achieve a $(\sqrt{2}/3)$-approximation which is optimal for adversarial partitions with $O(n)$ communication [25]. We use this scaling idea in our protocol in Section 4.

---

\(^3\) Mathematica can verify Fact 6; see e.g., this page on WolframAlpha.
4 A 0.7167-Approximation Under Random Partitions

In this section, we show that a properly “scaled” variant of our distribution-dependent sparsifier of Section 3 – formalized as Algorithm 2 – achieves a significantly better approximation factor of 0.7167 in expectation, under a random partitioning of the edges between the players.

Theorem 8. There is a deterministic one-way protocol that given any arbitrary but known distribution \( G \) of input graphs, and a graph \( G \) sampled from \( G \) partitioned randomly between Alice and Bob, outputs a matching \( M(G) \) in \( G \) such that \( \mathbb{E}[|M(G)|] \geq 0.7167 \cdot \mathbb{E}[\mu(G)] \). The protocol requires communicating at most \( n - 1 \) edges from Alice to Bob.

4.1 The Protocol

Recall from our Algorithm 1 in Section 3 that Alice, given her subgraph \( E^A \), first defines a fractional matching \( a \) on \( E^A \) where for each edge \( e \in E^A \), \( a_e = \text{Pr}_{G \sim G}[e \in \text{MM}(G) \mid E^A] \), and then applies cycle canceling on \( a \) and sends the support of the resulting fractional matching \( a' \) to Bob. Our protocol in this section is very similar, except that instead of applying cycle-canceling on \( a \), we first “scale” \( a \) to obtain another fractional matching \( z \) and then send the support of cycle-cancelled version \( z' \) of \( z \) to Bob. To be more precise about what we mean by scaling \( a \), let us define:

\[
h(x, y) := \min\left\{ \frac{3}{2}, \frac{1}{x}, \frac{1}{y} \right\}.
\]

Now for each edge \( e = (u, v) \in E^A \) we define

\[
z_e := h(a_v, a_u) \cdot a_e.
\]

Noting that \( a \) is a fractional matching, we get that \( a_v \leq 1, a_u \leq 1 \), which implies \( h(a_u, a_v) \geq 1 \) and thus \( z_e \geq a_e \). This means that indeed \( z = \{z_e\}_{e \in E^A} \) is entry-wise larger than \( a \). But can this scaling violate fractional matching constraints, i.e., for some \( v \), \( z_v := \sum_{e \ni v} z_e > 1 \)? As a simple consequence of our definition of function \( h \), it turns out that indeed \( z \) is still a fractional matching.

Observation 9. Let \( z \) be obtained as above, then \( z \) is a fractional matching of \( E^A \).

Proof. It is clear that \( z \geq 0 \) since \( z_e \geq a_e \geq 0 \) for each edge \( e \). To see why \( z_e \leq 1 \) for all \( e \), observe that for each edge \( e = (u, v) \), 

\[
z_e = h(a_v, a_u) a_e \leq \frac{1}{a_v} a_e; \text{ hence } z_v \leq \frac{1}{a_v} \sum_{e \ni v} a_e = a_v/a_v = 1.
\]

Note that the proof of Observation 9 only uses \( h(x, y) \leq \min\{\frac{x}{2}, \frac{1}{y}\} \). The reason that we defined \( h \) to be \( \min\{\frac{3}{2}, \frac{1}{x}, \frac{1}{y}\} \) will be apparent later when analyzing the approximation.

Our scaled protocol can thus be formalized as follows.

Since the support of \( z' \) has \( n - 1 \) edges, Algorithm 2 only requires communicating \( n - 1 \) edges. It thus only remains to analyze its approximation ratio.

4.2 The Analysis of Algorithm 2

As in Section 3, to analyze the size of matching \( \text{MM}(T \cup E^B) \) reported by Bob, we construct a large fractional matching \( x \) on \( T \cup E^B \) and then use the fact that the maximum matching of this graph is at least as large as any fractional matching on it. Our construction of this fractional matching \( x \) is also in fact the same as our construction in Section 3 with the
difference that we first commit the sparsified version \( \mathbf{z}' \) of the scaled fractional matching \( \mathbf{z} \) to \( \mathbf{x} \). More formally, we have:

\[
  x_e := \begin{cases} 
  z'_e & \text{if } e \in T, \\
  1 - \max\{z'_u, z'_v\} & \text{if } e = (u, v) \in \text{MM}(G) \cap E^B.
  \end{cases}
\]

To analyze the size of \( \mathbf{x} \), we need a few definitions. Definition 11 below for \( b_v \) is equivalent to the definition of \( b_v \) in Section 3, but instead of vector \( \mathbf{a} \), for each edge \( e \in \text{MM}(G) \cap E^B \) the vertex with higher \( \mathbf{z} \) is made responsible. To be more formal and to avoid ties (for pairs of vertices with \( z_u = z_v \)) we first define an ordering over the vertices in Definition 10 below and then define \( b_v \).

**Definition 10.** Based on fractional matching \( \mathbf{z} \), we define a total ordering over the vertex set \( V \) as follows. For any pair of vertices \( u \) and \( v \) with \( z_u \neq z_v \), we say \( v \succ u \) if \( z_v > z_u \). For pairs \( u, v \) with \( z_v = z_u \) we break the tie arbitrarily; say \( v \succ u \) if the ID of \( v \) is larger than \( u \).

**Definition 11.** For each vertex \( v \), define \( b_v := \Pr[\exists u : uv \in \text{MM}(G) \cap E^B \land v \succ u \mid E^A] \).

Based on this definition of \( b_v \) and similar to Claim 4 of Section 3, we get that:

**Claim 12.** \( E[\mu(G) \mid E^A] = \sum_v \frac{1}{2} a_v + b_v \).

Proof. Follows from the same argument in the proof of Claim 4.

The next step is where we start to substantially deviate from the analysis of Section 3. We first give an informal explanation of why a different approach might be needed to analyze Algorithm 2 (the reader may choose to skip this informal explanation and jump to the new analysis after). After that, we formally describe our actual analysis which is based on a notion of “contribution sharing”.

**Informal explanation: why a different analysis is needed.** In Claim 5 of Section 3 we showed \( E[|x| \mid E^A] = \sum_v \frac{1}{2} a_v + (1 - a_v) b_v \), implying intuitively that each vertex \( v \) contributes an expected size of \( g_v = \frac{1}{2} a_v + (1 - a_v) b_v \) to \( x \). We then proved the claimed approximation ratio by comparing this contribution \( g_v \) of each vertex \( v \) with \( \frac{1}{2} a_v + b_v \), which can be thought of as the portion of the benchmark \( E[\mu(G) \mid E^A] = \sum_v \frac{1}{2} a_v + b_v \) charged to vertex \( v \).

A straightforward generalization of this framework for analyzing Algorithm 2 would be as follows: It is not hard to see that \( E[|x| \mid E^A] = \sum_v \frac{1}{2} z_v + (1 - z_v) b_v \) (the proof follows from a similar argument to Claim 5); thus it suffices to show that the contribution \( g_v = \frac{1}{2} z_v + (1 - z_v) b_v \) of each vertex is large compared to the portion \( \frac{1}{2} a_v + b_v \) of the optimum charged to this vertex. The problem with this type of argument, however, is that it is hard
to measure exactly how the scaling part of Algorithm 2 is useful. In particular, take a vertex \( v \) and suppose that for every neighbor \( u \) of \( v \) in \( E^A \), it holds that \( a_u = 1 \). This way, for each edge \( e = (v, u) \in E^A \) we would have \( h(a_v, a_u) = 1 \) and thus \( z_e = b(a_v, a_u) = a_e \). That is, the edges of vertex \( v \) are in fact not scaled at all. This would mean that \( z_v = a_v \) and thus \( g_e = \frac{1}{2} z_v + (1 - z_v) b_v = \frac{1}{2} a_v + (1 - a_v) b_v \), which is not any different from the guarantee we would get for vertex \( v \) without any scaling.

The issue discussed above intuitively implies that in defining the contribution \( g_e \) of each vertex, not only we should take into account the values of \( z_v \) and \( b_v \), but that in fact the values of \( a_u \) for neighbors \( u \) of \( v \) are also important. Motivated by this, we define \( g_e \) such that intuitively we share the contribution of each vertex with its neighbors. That is, each vertex passes a portion of its contribution to its neighbors, and as a result also receives a portion of the contribution of them. This dynamic allows us to argue that scaling does indeed help our protocol.

The formal analysis via “contribution sharing”. Consider function \( \ell(x) \) defined as

\[
\ell(x) := \max \left\{ \frac{x - 2/3}{6}, 0 \right\} .
\]

This function \( \ell \) is the sharing function and the reason that is defined this way will be apparent later in the analysis. For each vertex \( v \), define

\[
g_v := \frac{1}{2} z_v + (1 - z_v) b_v - \ell(a_v) a_v + \sum_u \ell(a_u) a_u v .
\]

The following lemma whose proof is deferred to the full version, states that the expected size of fractional matching \( x \) conditioned on \( E^A \), is equal to \( \sum g_v \). Therefore, intuitively, we can think of \( g_v \) as the amount that vertex \( v \) contributes to the size of \( x \) in expectation.\(^4\)

\[\blacktriangleright \text{Lemma 13. } \mathbb{E}[|x| \mid E^A] = \sum_v g_v.\]

To show that \( x \) tends to be large, Lemma 13 above implies that it suffices to show \( g_v \) is large. The next definition and the lemma that follows it are used for this purpose.

\[\blacktriangleright \text{Definition 14. Let } a, b \in [0, 1]. \text{ We define:}\]

\[
f(a, b, x) := b + \left( \frac{1}{2} - b \right) h(a, x) + \ell(x) - \ell(a) \right) \cdot a \quad \text{and} \quad f(a, b) := \min_{x \in [0, 1]} f(a, b, x) ,
\]

\[\blacktriangleright \text{Lemma 15. For any vertex } v, \text{ it holds that } g_v \geq f(a_v, b_v).\]

The proof of Lemma 15 is also deferred to the full version due to space constraints. This lower bound is particularly useful since \( f(a_v, b_v) \) only depends on the values of \( a_v \) and \( b_v \), whereas \( g_v \) also depends on \( a_u \) of neighbors \( u \) of \( v \). Having this, if we in fact prove that \( f(a_v, b_v) \geq \alpha \left( \frac{1}{2} a_v + b_v \right) \) for all \( v \), then we get that Algorithm 2 achieves an approximation ratio of at least \( \alpha \) since

\[
\frac{\mathbb{E}[|x| \mid E^A]}{\mathbb{E}[\mu(G) \mid E^A]} \geq \frac{\sum_v g_v}{\sum_v \frac{1}{2} a_v + b_v} \geq \frac{\sum_v f(a_v, b_v)}{\sum_v \frac{1}{2} a_v + b_v} \geq \frac{\sum_v \alpha \left( \frac{1}{2} a_v + b_v \right)}{\sum_v \frac{1}{2} a_v + b_v} \geq \alpha.
\]

\(\quad\)\(^4\) We note that in fact Lemma 13 holds for any possible definition of function \( \ell \). That is, in the proof of Lemma 13, we do not use the value of \( \ell(x) \) defined in Eq (8).
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Note that up to this point of the analysis, we have not used the fact that the edges are partitioned randomly between Alice and Bob. Therefore, in light of the lower bound of [25] which proves achieving a better-than-(2/3)-approximation for requires $n^{1+\Omega(1/\log \log n)}$ communication, we get that Algorithm 2 cannot achieve a better-than-(2/3)-approximation under an adversarial partitioning of the input graph. As a result, there should be a choice of $a_v, b_v$ such that $f(a_v, b_v) \leq \frac{2}{3}(\frac{1}{2}a_v + b_v)$. Indeed one can confirm that for $a_v = \frac{1}{2}$ and $b_v = \frac{1}{2}$, $f(\frac{1}{2}, \frac{1}{2}) = f(\frac{1}{2}, \frac{1}{2}, 0) = 0.5 = \frac{2}{3}(\frac{1}{2}a_v + b_v)$.

How random partitioning helps. Our main insight in bypassing the 2/3-barrier highlighted above is that for an average vertex $v$, it cannot always occur that $a_v = b_v = \frac{1}{2}$ under a random partitioning. Formally, for a vertex $u$ chosen uniformly at random from $V$,

\[
E_u \cdot V[a_u] = \frac{1}{n} \sum_v E[a_v] = \frac{2}{n} E[a] = \frac{2}{n} E[\text{MM}(G) \cap E^A] \leq \frac{2}{n} \frac{E[\mu(G)]}{2} = \frac{1}{n} E[\mu(G)],
\]

\[
E_u \cdot V[b_u] = \frac{1}{n} \sum_v E[b_v] \quad \text{Definition 11} \quad \frac{1}{n} E[\text{MM}(G) \cap E^B] \geq \frac{1}{n} \frac{E[\mu(G)]}{2} = \frac{1}{2n} E[\mu(G)],
\]

where the equalities marked with (∗) use the fact that each edge is given to Alice/Bob with probability 1/2. This implies that $E[a_u] = 2E[b_u]$ which formalizes our earlier claim that $a_u = b_u = \frac{1}{2}$ cannot always happen for an average vertex $u$.

To turn the intuition above into an actual analysis of the approximation factor for Algorithm 2 under a random partitioning, we write a factor revealing program formalized as Program 1. We prove that the solution to Program 1 is indeed a lower bound for the approximation ratio of Algorithm 2. The proof can be found in the full version of the paper and is based on our intuition above regarding the relation between $E[a_u]$ and $E[b_u]$ for a vertex $u$ chosen at random.

We note that for generality Program 1 is written with a parameter $p$ which is 1/2 (more generally $p$ can be thought of as the probability that each edge is given to Alice).

Lemma 16. Let $r$ be the solution of Program 1 below for $p = \frac{1}{2}$; then $E[x] \geq r \cdot E[\mu(G)]$.

Program 1. A factor revealing (non-linear) program for the performance of Algorithm 2.

<table>
<thead>
<tr>
<th>find a distribution $S$ for $(a, b)$ over $[0, 1] \times [0, 1]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimizing $E_S[f(a, b)]/E_S[\frac{1}{2}a + b]$</td>
</tr>
<tr>
<td>subject to $E_S[a] = \frac{2p}{1-p} E_S[b]$</td>
</tr>
<tr>
<td>$Pr_S[a + b \leq 1] = 1$</td>
</tr>
<tr>
<td>$Pr_S[a, b \geq 0] = 1$</td>
</tr>
</tbody>
</table>

In order to find the solution of Program 1, we simplify it and then write a factor revealing LP, showing that $r \geq 0.7167$ which implies the same bound on the approximation ratio of Algorithm 2. Due to space limits, we omit the details of this step, referring interested readers to the full version of the paper.

5 Lifting Knowledge of Distribution via Minimax Theorems

As discussed before, our protocol of Section 4 achieves its claimed approximation guarantee assuming that the input graph $G$ is drawn from some distribution $G$ that is known to the algorithm a priori. In the standard communication complexity model, however, we do not have
access to distribution $G$ and the algorithm should work against every possible input graph. In this section, we show how one can use minimax theorems to lift the assumption on knowledge of the distribution $G$ in our protocols, without incurring any loss to the approximation guarantee. The following theorem formalizes our main result in the Introduction.

**Theorem 17.** There is a randomized one-way protocol that given any arbitrary input graph $G$ partitioned randomly between Alice and Bob, outputs a matching $M(G)$ in $G$ such that $\mathbb{E}[M(G)] \geq 0.716 \cdot \mu(G)$. The protocol requires $O(n)$ communication from Alice to Bob.

Consider a deterministic protocol $\mathcal{A}$ and let us use $\mathcal{A}(G^A,G^B)$ to denote the size of the matching returned by the protocol $\mathcal{A}$ when Alice receives subgraph $G^A$ and Bob receives subgraph $G^B$. Recall that in our discussion of Section 4, we say protocol $\mathcal{A}$ obtains an $\alpha$-approximation if

$$\mathbb{E}_{G\sim G}(\mathcal{A}(G^A,G^B)) \geq \alpha \cdot \mathbb{E}_{G\sim G}[\mu(G)],$$

where here and throughout this section, by subscript $(G^A,G^B)$ we mean the random process of partitioning the edges of $G$ into $G^A$ and $G^B$ independently and uniformly at random. This guarantee is inherently different from that of Theorem 17. In the following, we first show how one can remedy this part and then give the argument for lifting the assumption on the knowledge of $G$.

**Step 1: Getting an Instance-Wise Approximation Guarantee.** In order to remove the assumption on the knowledge of the distribution $G$ we first show that we can slightly modify our protocols to get an instance-wise expected approximation guarantee.

**Lemma 18.** Suppose that given any input distribution $G$ on $n$-vertex graphs, there is an $\alpha$-approximate maximum matching protocol $\mathcal{A}$ (i.e., $\mathcal{A}$ satisfies Eq (10)) with communication cost $O(n)$. For any input distribution $G$ and any parameter $\varepsilon > 0$, there is another deterministic protocol $\mathcal{A}'$ with communication cost $O(\frac{n}{\varepsilon})$ such that

$$\mathbb{E}_{G\sim G}(\mathcal{A}'(G^A,G^B)/\mu(G)) \geq (1 - \varepsilon - o(1)) \cdot \alpha.$$

Due to space constraints, we omit the proof of Lemma 18. However, we note that it is easy to prove if one allows $O(n \log n/\varepsilon)$ communication instead of $O(n/\varepsilon)$. To see this, note that if distribution $G$ was such that $\mu(G)$ was the same in all outcomes of $G$, then Lemma 18 would be trivial. Therefore, one can make $O(\log n/\varepsilon)$ geometrically increasing guesses for the value of $\mu(G)$, condition on each separately, and run protocol $\mathcal{A}$ on them in parallel. In the full version of the paper, we show how one can avoid the extra $O(\log n)$ factor and achieve this with just $O(n/\varepsilon)$ communication.

**Step 2: Using Yao’s Minimax.** Now that we have an instance-wise approximation guarantee using Lemma 18, we show how one can use Yao’s minimax principle [41] to give a single randomized protocol that works against all possible input graphs without knowledge of the distribution $G$ from which the graph is drawn. The discussion of this section is essentially a straightforward extension of Yao’s minimax principle [41] (see, e.g., [38, Section 2.2] or [36]) for the random partition model. The proof of this proposition is almost identical to that of the original Yao’s minimax principle and we claim no novelty for this proof.

**Proposition 19.** Let $C$ and $\alpha$ be two parameters. Suppose for every distribution $G$ on $n$-vertex graphs, there exists a deterministic protocol $\mathcal{A}_G$ with communication cost $C$ with an instance-wise approximation guarantee $\mathbb{E}_{G\sim G}(\mathcal{A}_G(G^A,G^B)/\mu(G)) \geq \alpha$ where here...
(\(G^A, G^B\)) is a random partitioning of \(G\). Then, there exists a randomized protocol \(\mathcal{A}\), with communication cost \(C\) such that for every graph \(G\), \(\mathbb{E}_{\mathcal{A} \sim (G^A, G^B) \sim G}[\mathcal{A}(G^A, G^B)] \geq \alpha \mu(G)\), where the expectation here is taken over both the randomness of the protocol and the random partitioning of the edge-set of \(G\) between the players.

**Proof.** Consider a game between two players called the Input player and the Algorithm player. The set of strategies of the Input player are all bipartite graphs on \(n\) vertices, denoted by \(G(n)\), and the set of strategies of the Algorithm player are all deterministic one-way protocols with communication cost \(C\), denoted by \(\mathbb{P}(C)\); for fixed \(n\) and \(C\), both sets are finite.

For any graph \(G \in G(n)\) as a strategy of the Input player and deterministic protocol \(\mathcal{A} \in \mathbb{P}(C)\) as the strategy of the Algorithm player, we define:

\[
\text{val}(G, \mathcal{A}) := \mathbb{E}_{(G^A, G^B) \sim G}[\mathcal{A}(G^A, G^B)/\mu(G)].
\]

On a choice of (pure) strategies \(G\) and \(\mathcal{A}\) by the players, we define the payoff of the Algorithm player as \(\text{val}(G, \mathcal{A})\) and for the Input player as \(-\text{val}(G, \mathcal{A})\). Alternatively, the Algorithm player would like to maximize \(\text{val}(G, \mathcal{A})\) (by choosing \(\mathcal{A}\)), while the Input player tries to minimize it (by choosing \(G\)). Thus, this is a zero-sum game.

Let \(\Delta_G\) denote the set of all distributions on strategies (graphs) of the Input player and \(\Delta_P\) denote the set of all distributions on strategies (deterministic protocols) of the Algorithm player. This way, \(\Delta_G\) and \(\Delta_P\) denote the set of all mixed strategies for the Input player and Algorithm player, respectively. Considering this is a zero-sum game, Von Neumann’s Minimax Theorem asserts that,

\[
\min_{\mathcal{G} \in \Delta(G)} \max_{\mathcal{A} \in \mathbb{P}(C)} \mathbb{E}[\text{val}(G, \mathcal{A})] = \max_{\mathcal{A}_R \in \Delta_P} \min_{\mathcal{G} \in G(n)} \mathbb{E}[\text{val}(G, \mathcal{A})].
\]

Replacing the value of \(\text{val}(G, \mathcal{A})\) with its definition on both sides, we have

\[
\min_{\mathcal{G} \in \Delta(G)} \max_{\mathcal{A} \in \mathbb{P}(C)} \mathbb{E}[\frac{\mathcal{A}(G^A, G^B)}{\mu(G)}] = \max_{\mathcal{A}_R \in \Delta_P} \min_{\mathcal{G} \in G(n)} \mathbb{E}[\frac{\mathcal{A}(G^A, G^B)}{\mu(G)}].
\]

(11)

The LHS in Eq (11) corresponds to picking any possible distribution on inputs and then running the “best” deterministic protocol on this distribution and measuring the instance-wise expected approximation ratio of the protocol. Thus, by the statement of the proposition, the LHS is \(\geq \alpha\).

The RHS in Eq (11) corresponds to picking any distribution over deterministic protocols, i.e., a (public-coin) randomized protocol, and then running this protocol on the “worst” input graph and measure the expected ratio of the protocol. By the lower bound on LHS and Eq (11), this is at least \(\alpha\), which means that there exists a randomized protocol \(\mathcal{A}_*\) with communication cost \(C\) (the arg max of RHS in Eq (11)) that achieves an \(\alpha\)-approximation in expectation for every input graph partitioned randomly between Alice and Bob. This concludes the proof.

Theorem 17 now follows immediately from Theorem 8, Lemma 18 and Proposition 19.

---
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1 Introduction

The standard linear regression problem is, given a data matrix \(X \in \mathbb{R}^{n \times d}\) and corresponding values \(y \in \mathbb{R}^n\), to find a vector \(\beta \in \mathbb{R}^d\) minimizing \(\|X\beta - y\|_p\). Least squares regression \((p = 2)\) is the most common, but least absolute deviation regression \((p = 1)\) is sometimes preferred for its robustness to outliers and heavy-tailed noise. In this paper we focus on \(\ell_1\) regression:

\[
\beta^* = \arg \min_{\beta \in \mathbb{R}^d} \|X\beta - y\|_1
\]  

(1)

But what happens if the unlabeled data \(X\) is cheap but the labels \(y\) are expensive? Can we choose a small subset of indices, only observe the corresponding labels, and still recover a good estimate \(\hat{\beta}\) of the true solution? We would like an algorithm that works with probability \(1 - \delta\) for any input \((X, y)\); this necessitates that our choice of indices be randomized, so the adversary cannot concentrate the noise on them. Formally we define the problem as follows:
Problem 1 (Active L1 regression). There is a known matrix $X \in \mathbb{R}^{n \times d}$ and a fixed unknown vector $y$. A learner interacts with the instance by querying rows indexed $\{i_k\}_{k \in [m]}$ adaptively, and is shown labels $\{y_{ik}\}_{k \in [m]}$ corresponding to the rows queried. The learner must return $\hat{\beta}$ such that with probability $1 - \delta$ over the learner’s randomness,

$$\|X\hat{\beta} - y\|_1 \leq (1 + \epsilon) \min_{\beta} \|X\beta - y\|_1. \quad (2)$$

Some rows of $X$ may be more important than others. For example, if one row is orthogonal to all the others, we need to query it to have any knowledge of the corresponding $y$; but if many rows are in the same direction it should suffice to label a few of them to predict the rest.

A natural approach to this problem is to attach some notion of “importance” $p_1, \ldots, p_n$ to each row of $X$, then sample rows proportional to $p_i$. We can represent this as a “sampling-and-reweighting” sketch $S \in \mathbb{R}^{m \times n}$, where each row is $\frac{1}{p_i} e_i$ with probability proportional to $p_i$. This reweighting is such that $\mathbb{E}_S[\|Sv\|_1] \propto \|v\|_1$ for any vector $v$. By querying $m$ rows we can observe $Sy$, and so can output the empirical risk minimizer (ERM)

$$\hat{\beta} := \arg\min_{\beta} \|SX\beta - Sy\|_1. \quad (3)$$

For fixed $\beta$, $\mathbb{E}_S \|SX\beta - Sy\|_1 \propto \|X\beta - y\|_1$. The hope is that, if the $p_i$ are chosen carefully, the ERM $\hat{\beta}$ will satisfy (2) with relatively few samples. Our main result is that this is true if the $p_i$ are drawn according to the $\ell_1$ Lewis weights:

Theorem 1 (Informal). Problem 1 can be solved with $m = O\left(\frac{1}{\epsilon^2 d \log \frac{d}{\epsilon \delta}}\right)$ queries. For constant $\delta = \Theta(1)$, $m = O \left(\frac{1}{\epsilon^2 d \log d}\right)$ suffices.

Note that, while the model allows for adaptive queries, this algorithm is nonadaptive.

We next show that our sample complexity is near-optimal by demonstrating the following lower bound on the number of queries needed by any algorithm to obtain an accurate estimate. Whether the multiplicative factor of $\log d$ is necessary is an open question.

Theorem 2 (Informal). Any algorithm satisfying Problem 1 must query $\Omega(d \log \frac{1}{\delta} + \frac{1}{\epsilon^2 \log \frac{1}{\delta}})$ rows on some instances $(X, y)$.

For small $\delta$, the upper bound is the product of $d$, $\frac{1}{\epsilon^2}$, and $\log(1/\delta)$ while the lower bound is the product of each pair.

1.1 Related Work

If all the labels are known

LAD regression cannot be solved in closed form. It can be written as a linear program, but this is relatively slow to solve. One approach to speeding up LAD regression is “sketch-and-solve,” which replaces (1) with (3), which has fewer constraints and so can be solved faster. The key idea here is to acquire regression guarantees by ensuring that $S$ is a subspace embedding for the column space of $[X \ y]$.

For a survey on techniques to do this, we direct the reader to [17], [13], [3]. In [17], the emphasis is on oblivious sketches – distributions which do not require knowledge of $[X \ y]$. On the other hand, [13], [3] discuss sketches that depend on $[X \ y]$. Most relevant to us [9], which shows that sampling-and-reweighting matrices $S$ using Lewis weights of $[X \ y]$ suffice; we give a simple proof of this in Remark 4. The problem is that figuring out which labels are important involves looking at all the labels.
Active $\ell_2$ regression

Here we return to our setting, where only a subset of the labels is available to us. A number of works have studied this problem, including [6, 7, 8]. The $\ell_2$ version of the problem was solved optimally in [2], where an algorithm was given using $O(\frac{d}{\varepsilon})$ queries to find $\tilde{\beta}$ satisfying $\mathbb{E} \left[ \|X\tilde{\beta} - y\|_2^2 \right] \leq (1 + \varepsilon)\|X\beta^* - y\|_2^2$. Independent, identical sampling using leverage scores achieves the same guarantee using $O(d \log d + \frac{d}{\varepsilon})$ queries. Note that these results for $\ell_2$ ERM only work in expectation, while our results hold with high probability.

Subspace embedding for $\ell_1$ norms

Subspace embeddings for the $\ell_1$ norm have been studied in a long line of work including [15], [16], [12], [5], and [4], the most recent of which describes an iterative algorithm to approximate Lewis weights, which are the analogue of leverage scores for importance sampling preserving $\ell_1$ norms. The [4] result shows that, for the same $m = O(\frac{1}{\varepsilon^2} d \log \frac{d}{\varepsilon})$ sample complexity as given in Theorem 11, a sampler sketch $S$ based on the Lewis weights of $X$ will have $\|SX\beta\|_1 \approx \|X\beta\|_1$ for all $\beta \in \mathbb{R}^d$.

Our approach

At a very high level the goal of this paper is to replace the $\ell_2$ leverage score analysis of [2] (which looks at the sample complexity of $\ell_2$ regression in setting of this paper) with the $\ell_1$ Lewis weight analysis in [4] (which, among other results, demonstrates that i.i.d. importance sampling with Lewis weights results in a subspace embedding). However, the differences between $\ell_1$ and $\ell_2$ are significant enough that very little of the [2] proof approach remains.

Per [4], the Lewis weight sampling-and-embedding matrix $S$ preserves $\|X\beta\|_1$ for all $\beta$. The problem is that it doesn’t preserve $\|X\beta - y\|_1$: if $y$ has outliers, we have no idea where they are to sample them. In the $\ell_2$ setting, this difficulty is addressed using the closed-form solution $\beta^* = X^\dagger y$, and the fact that the residual vector $X\beta^* - y$ is orthogonal to the column space of $X$. If $S$ is a subspace embedding it will preserve $\|X\beta - X\beta^*\| \approx \|S(X\beta - X\beta^*)\|$, while orthogonality of $X\beta^* - y$ and $X\beta^*$ ensures that $\|S(X\tilde{\beta} - X\beta^*)\| \ll \|S(X\tilde{\beta} - y)\| \approx \|X\tilde{\beta} - y\|$ (here the last approximation is not because of embeddings but rather Markov’s inequality).

In the $\ell_1$ setting, not only is $\beta^*$ not expressible in closed form, but there can be many equally valid minimizers $\beta^*$ that are far from each other. In Appendix A we show how this approach extends to the $\ell_1$ setting to give a simple proof of Theorem 1 for a constant factor approximation (i.e., $\varepsilon = O(1)$); but the existence of multiple $\beta^*$ makes $\varepsilon < 1$ seem unobtainable by this approach.

Instead, we massage the [2] subspace embedding proof into the appropriate form, as we discuss in Section 3. While $S$ doesn’t preserve the total error $\|X\beta - y\|_1$, it does preserve relative error $\|X\beta - y\|_1 - \|X\beta^* - y\|_1$; the effect of outliers is canceled out, so that this concentrates similarly well to $\|X\beta - X\beta^*\|_1$.

Concurrent work

A very similar set of results appears concurrently and independently in [1]. Their main result is identical to ours, with a similar proof. They also extend the result to $1 < p < 2$, but with a significantly weaker $m = \tilde{O}(d^2/\varepsilon^2)$ bound. They do not have the $\Omega(d \log \frac{1}{\varepsilon})$ lower bound.
2 Preliminaries: Subspace Embeddings and Importance Sampling

A key idea used in our analysis is that of a \( \ell_1 \) subspace embedding, which is a linear sketch of a matrix that preserves \( \ell_1 \) norms within the column space of a matrix:

\[
\|SX\beta\| = (1 \pm \epsilon)\|X\beta\|
\]

- \textbf{Definition 3 (Subspace Embeddings).} A subspace embedding for the column space of the matrix \( X \in \mathbb{R}^{n \times d} \) is a matrix \( S \) such that for all \( \beta \in \mathbb{R}^d \),

\[
\|SX\beta\| = (1 \pm \epsilon)\|X\beta\|
\]

- \textbf{Remark 4.} Consider the simpler setting in which we had access to all of \( y \), but we still want to subsample rows to improve computational complexity. We can view the regression as the unique weights \( \beta^* = \arg \min \|X\beta - y\|_1 \) as before and let \( \hat{\beta} = \arg \min \|SX\beta - Sy\|_1 \). Then, \( \hat{\beta} \) solves problem 1 because, for \( \epsilon < \frac{1}{4} \),

\[
\|X\hat{\beta} - y\|_1 \leq \frac{1}{1-\epsilon} \|SX\hat{\beta} - Sy\|_1 \leq \frac{1}{1-\epsilon} \|SX\beta^* - Sy\|_1 \leq \frac{1+\epsilon}{1-\epsilon} \|X\beta^* - y\|_1 \leq (1+4\epsilon)\|X\beta^* - y\|_1.
\]

One way to construct a subspace embedding is by sampling rows and rescaling them appropriately:

- \textbf{Definition 5 (Sampling and Reweighting with \( \{p_i\}_{i=1}^n \)).} For any sequence \( \{p_i\}_{i=1}^n \), let \( N = \sum_{i=1}^n p_i \). Then, the sampling-and-reweighting distribution \( S(\{p_i\}_{i=1}^n) \) over the set of matrices \( S \in \mathbb{R}^{N \times n} \) is such that each row of \( S \) is independently the \( i \)th standard basis vector with probability \( \frac{p_i}{N} \), scaled by \( \frac{1}{p_i} \). For any \( k \in [N] \), let \( i_k \) denote the index such that \( S_{k,i_k} = \frac{1}{p_i} \).

When working in \( \ell_2 \), there is a natural choice for re-weighting: the leverage scores of the rows [17].

- \textbf{Definition 6 (Leverage Scores).} The leverage score of the \( i \)th row of a matrix \( X \), \( l_i(X) \) is defined as \( x_i^\top (X^\top X)^{-1} x_i \).

For \( \ell_1 \) subspace embeddings, the analogous weights are the \( \ell_1 \) Lewis weights, defined implicitly as the unique weights \( \{w_i(X)\}_{i=1}^n \) that satisfy \( w_i(X) = l_i(WX) \) where \( W \) is a diagonal matrix with \( i \)th diagonal entry \( \sqrt{w_i(X)} \). We will drop the explicit dependence on \( X \) whenever it is clear from context.

- \textbf{Definition 7 (Lewis Weights).} The \( \ell_1 \) Lewis weights of a matrix \( X \) are the unique weights \( \{w_i\}_{i=1}^n \) that satisfy \( w_i^2 = x_i^\top \left( \sum_{j=1}^n \frac{1}{w_j} x_j x_j^\top \right)^{-1} x_i \) for all \( i \).

Lewis weights are defined in general for general \( \ell_p \) norms, but we will only need the \( \ell_1 \) Lewis weights. For basic properties of Lewis weights, we direct the reader to [4]. Using these definitions, we now state the main consequence of using Lewis weights. This result comes from a line of work on embeddings from subspaces of \( L_1[0,1] \) to \( \ell_p^n \) such as [15], but is reproduced here similar to how it is presented in [4].

- \textbf{Theorem 8 ([4] Theorem 2.3).} Sampling at least \( O(\frac{d \log d}{\epsilon^2}) \) rows according to the \( \ell_1 \) Lewis weights \( \{w_i\}_{i=1}^n \) of a matrix \( X \in \mathbb{R}^{n \times d} \) results in a subspace embedding for \( X \) with at least some constant probability. If at least \( O(\frac{d \log d}{\epsilon^2}) \) rows are sampled, then we have a subspace embedding with probability at least \( 1 - \delta \).
2.1 Properties of Lewis Weights

We will need some properties of Lewis weights, particularly of how they change when the matrix $X$ is modified.

- **Lemma 9** ([4] Lemma 5.5). The $\ell_1$ Lewis weights of a matrix do not increase when rows are added.

- **Lemma 10.** Let $X \in \mathbb{R}^{n \times d}$, and let $X' \in \mathbb{R}^{kn \times d}$ be $X$ stacked on itself $k$ times, with each row scaled down by $k$. Then, each of the Lewis weights is reduced by a factor of $k$.

3 Proof Overview

- **Theorem 11.** Let $X \in \mathbb{R}^{n \times d}$ have $\ell_1$ Lewis weights $\{w_i\}_{i=1}^n$, and let $0 < \varepsilon, \delta < 1$. Then, for any $N$ that is at least $O\left(\frac{d}{\varepsilon^2} \log \frac{d}{\varepsilon \delta}\right)$, there is a sampling-and-reweighting distribution $S\left(\{p_i\}_{i=1}^n\right)$ satisfying $\sum p_i = N$ such that for all $y$, if $S \sim S\left(\{p_i\}_{i=1}^n\right)$ and $\hat{\beta} = \text{arg min} \|SX\beta - Sy\|_1$, we have

$$\|X\hat{\beta} - y\|_1 \leq (1 + \varepsilon) \min_{\beta} \|X\beta - y\|_1$$

with probability $1 - \delta$. If $\delta = O(1)$ is some constant, then $N$ at least $O\left(\frac{1}{\varepsilon^2} d \log d\right)$ rows suffice.

Regression guarantees from column-space embeddings

As noted in Remark 4, it would suffice to show that $\|SX\beta - Sy\|_1 \approx \|X\beta - y\|_1$ for all $\beta$. The problem is that this is impossible without knowing $y$: if one random entry of $y$ is very large, we would need to sample it to estimate $\|X\beta - y\|_1$ accurately. However, we don’t actually need to estimate $\|X\beta - y\|_1$; we just need to be able to distinguish values of $\beta$ for which $\|X\beta - y\|_1$ is far from $\|X\beta^* - y\|_1$ from values for which it is close. That is, it would suffice to accurately estimate

$$\|X\hat{\beta} - y\|_1 - \|X\beta^* - y\|_1$$

with

$$\|SX\hat{\beta} - Sy\|_1 - \|SX\beta^* - Sy\|_1$$

for every possible $\beta$. In the above example where $y$ has a single large outlier coordinate, sampling this coordinate or not will dramatically affect both terms, but will not affect the difference very much. As such, our key lemma, Lemma 28, states that $\ell_1$ Lewis weight sampling achieves (4) with high probability. In particular, using at least $m \geq O\left(\frac{d^2}{\varepsilon^2} \log \frac{d}{\varepsilon \delta}\right)$ rows we have

$$\left(\|SX\beta^* - Sy\|_1 - \|SX\beta - Sy\|_1\right) - \left(\|X\beta^* - y\|_1 - \|X\beta - y\|_1\right) < \varepsilon \|X(\beta^* - \beta)\|_1$$

for all $\beta$ with probability at least $1 - \delta$. We do this by adapting the argument of [4] which shows that $S$ is a column-space embedding with high probability. We have summarized this argument below.

Column-space embedding using Lewis weights ([4])

An important result in [4], which directly implies the high probability subspace embedding, and which will be useful to us later is the following moment bound on deviations of $\|SX\beta\|_1$. 
**Lemma 12** ([4] Lemma 7.4). If $N$ is at least $O\left(\frac{d}{\epsilon^2} \log \frac{d}{\epsilon^2}\right)$, and $S \in \mathbb{R}^{N \times n}$ is drawn from the sampling-and-reweighting distribution $S((p_i)_{i=1}^n)$ with $\sum_i p_i = N$ and $\{p_i\}_{i=1}^n$ proportional to Lewis weights $\{w_i\}_{i=1}^n$, then

$$
\mathbb{E}_{S} \left[ \left( \max_{\|X\beta\|_1 = 1} \|SX\beta\|_1 - \|X\beta\|_1 \right)^l \right] \leq \epsilon^l \delta
$$

The proof follows from this chain of inequalities:

$$
\mathbb{E}_{S} \left[ \left( \max_{\|X\beta\|_1 = 1} \|SX\beta\|_1 - \|X\beta\|_1 \right)^l \right] \leq 2^l \mathbb{E}_{\sigma,S} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_k \sigma_k \frac{x_{ik}^T \beta}{p_{ik}} \right| \right)^l \right] \leq 2^l \mathbb{E}_{\sigma,S} \left[ \left( \max_{\|X\beta\|_1 = 1} \sum_k \sigma_k \frac{x_{ik}^T \beta}{p_{ik}} \right)^l \right] \leq \epsilon^l \delta
$$

where the $\sigma_k$ are independent Rademacher variables, which are $\pm 1$ with probability $1/2$ each, and $p_{ik}$ is proportional to the $\ell_1$ Lewis weight of row $i_k$. $(A)$ follows by symmetrizing the objective $F := \max_{\|X\beta\|_1 = 1} \|SX\beta\|_1 - \|X\beta\|_1$. $(B)$ follows from a contraction lemma. $(C)$ is shown by constructing a related matrix with bounded Lewis weights and applying Lemma 32 from [15] reproduced below.

**Lemma 13.** There exists constant $C$ such that for any $X \in \mathbb{R}^{n \times d}$ with all $\ell_1$ Lewis weights less than $C \frac{\epsilon}{\log(\frac{n}{\delta})}$ and $l = \log(2n/\delta)$, we have

$$
\mathbb{E}_{\sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_{i=1}^n \sigma_i x_{i}^T \beta \right| \right)^l \right] \leq \frac{\epsilon^l \delta}{2}
$$

(6)

**Regression guarantees using Lewis weight sampling**

In this work, we show the following chain of inequalities:

$$
\mathbb{E}_{S} \left[ \left( \max_{\|X\beta\|_1 = 1} \|SX\beta - Sy\|_1 - \|SX\beta - Sy\|_1 - (\|X\beta - y\|_1 - \|X\beta - y\|_1) \right)^l \right] \leq 2^l \mathbb{E}_{S,\sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_k \sigma_k \frac{|x_{ik}^T \beta - y_{ik}|}{p_{ik}} \right| \right)^l \right] \leq 2 \mathbb{E}_{S,\sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_k \sigma_k \frac{x_{ik}^T (\beta^* - \beta)}{p_{ik}} \right| \right)^l \right] \leq \epsilon^l \delta
$$

(7)

Here, for $(A)$, we symmetrize the left hand side of (5) in Lemma 29. For $(B)$, we apply a different contraction lemma, Lemma 30, that allows us to remove $y$ from our expression, and then end up with the same moment bound for $(C)$. Step $(C)$ is essentially an application of Lemma 32 to $SX$, however, because we cannot immediately bound the Lewis weights of $SX$ to confirm the constraints of the Lemma, we instead construct another matrix $X''$ which does not significantly alter the right hand side of inequality (7) while having bounded Lewis weights. This is done in Lemmas 33 and 34.
3.1 Lower Bounds

We will show that any algorithm must see \( \Omega(d \log \frac{1}{\delta} + \frac{1}{\varepsilon^2} \log \frac{1}{\delta} + \frac{d}{\varepsilon^2}) \) labels to return \( \hat{\beta} \) satisfying \( \|X\hat{\beta} - y\|_1 \leq (1 + \varepsilon)\|X\beta^\ast - y\|_1 \) with probability greater than \( 1 - \delta \).

For the lower bound proof it is convenient to consider a distributional version of the problem:

\[ \text{Problem 2 (Distributional active L1 regression). There is an unknown joint distribution } P \text{ over a finite set } X \times Y \subset \mathbb{R}^d \times \mathbb{R}, \text{ with } |Y| = 2. \text{ The learner is allowed to adaptively observe } N \text{ i.i.d. samples from } P(\cdot|X=x) \text{ for the learner’s choice of } N \text{ values } x \in X. \text{ The learner must return } \hat{\beta} \text{ satisfying} \]

\[ \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \hat{\beta} - Y| \right] \leq (1 + \varepsilon) \inf_{\beta} \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \beta - Y| \right]. \tag{8} \]

with probability at least \( 1 - \delta \).

We begin with a lemma that shows that solving the original, Problem 1, for some \( n \) polynomial in the parameters \( d, \varepsilon, \delta \) is harder than solving the distributional version, Problem 2.

\[ \text{Lemma 14. A randomized algorithm that solves Problem 1 for } n = \frac{8}{\varepsilon^2} \left( \log \frac{8}{\delta} + d \log \frac{3d}{\varepsilon^2} \right) \text{ with accuracy } \varepsilon \text{ and failure probability } \delta \text{ can be used to solve any instance of Problem 2, where } X, Y, \text{ in the unit } \ell_\infty \text{ ball, with accuracy } 6\varepsilon \text{ and failure probability } 2\delta, \text{ for small } \varepsilon. \]

Proof. Let \( n = \frac{8}{\varepsilon^2} \left( \log \frac{8}{\delta} + d \log \frac{3d}{\varepsilon^2} \right) \). Construct an instance of Problem 1 in which the rows of feature matrix \( X \) and the corresponding label vector \( y \) are drawn i.i.d. from \( P \). Let \( H \) be the unit \( \ell_\infty \) ball. We have the following:

\[ \text{Claim 15. For all } \beta \in H, \text{ with probability at least } 1 - \delta, \]

\[ (1 - \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \beta - Y| \right] \leq \frac{1}{n} \|X\beta - y\|_1 \leq (1 + \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \beta - Y| \right] \]

Let \( \beta^\circ \) denote the minimizer \( \inf_{\beta} \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \beta - Y| \right] \). Let \( \beta^\ast \) denote the minimizer of the matrix instance \( \inf_{\beta} \|X\beta - y\|_1 \), and let \( \hat{\beta} \) denote the output of the algorithm on the instance generated. Then we have

\[ (1 - \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \hat{\beta} - Y| \right] \leq \frac{1}{n} \|X\hat{\beta} - y\|_1 \]

\[ \leq (1 + \varepsilon) \frac{1}{n} \|X\beta^\ast - y\|_1 \quad \text{with probability } 1 - \delta \]

\[ \leq (1 + \varepsilon) \frac{1}{n} \|X\beta^\circ - y\|_1 \]

\[ \leq (1 + \varepsilon)^2 \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \beta^\circ - Y| \right] \]

So with probability \( 1 - 2\delta \),

\[ \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \hat{\beta} - Y| \right] \leq (1 + 6\varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ |X^\top \beta^\circ - Y| \right]. \]

We then prove lower bounds on the accuracy for any algorithm on Problem 2. We prove three theorems that allow us to show Theorem 26: Theorems 16, 20, and 23. To do this, we make several Claims, which are proved in section 7.1.

In all our lower bounds, \( x \) is a uniform \( e_i \), and \( y \in \{0, 1\} \) while \( y \) is a Bernoulli random variable. For \( \Omega(d^d) \), we set \( P(y = 1 \mid x = e_i) \) to \( \frac{1}{2} + \varepsilon \) uniformly at random independently for each \( i \) getting an \( \varepsilon \)-approximate solution requires getting most of the biases correct,
which requires $\frac{1}{\delta^2}$ samples from most of the coordinates $e_i$. The $\Omega(\frac{1}{\delta^2} \log \frac{1}{\delta})$ instance sets $P(y = 1 \mid x = e_i)$ to $\frac{1}{2} + \varepsilon$ with the same bias for each $i$; solving this is essentially distinguishing a $\varepsilon$ biased coin from a $-\varepsilon$-biased coin. Finally, for $\Omega(d \log \frac{1}{\delta})$ we set $P(y = 1 \mid x = e_i) = 0$ except for a random hidden $i^*$ with $P(y = 1 \mid x = e_i^*) = \frac{3}{4}$. Solving this instance requires finding $i^*$, but there's a $\delta$ chance the first $d \log \frac{1}{\delta}$ queries are all zero.

> **Theorem 16.** For any $d \geq 2$ and $\varepsilon < \frac{1}{10}$, there exist families $X \in \mathbb{R}^d, Y \in \mathbb{R}$ of inputs and labels respectively such that any algorithm which solves Problem 2 with $\delta < \frac{1}{4}$ requires at least $m = \frac{3d}{2000\varepsilon^2}$ samples.

We take $X$ to be the set of standard basis vectors, and the distribution over $X$ to be uniform. We will define a set $B$ as being a subset of the unit hypercube $\{-1, 1\}^d$ such that every element is sufficiently far from every other.

> **Claim 17.** There is a set $B \subset \mathcal{H}$ with $|B| \geq 20.2d$ such that for any two $\beta_1, \beta_2 \in B$, we have $|\beta_1 - \beta_2| > 0.2d$

**Proof.** Here we just need an error correcting code with constant rate and constant relative (Hamming) distance. The existence of such a code follows from the Gilbert-Varshamov bound [10].

Fix some unknown $\beta^*$. We will have $Y = ZX^T\beta^*$ where $Z$ is an independent random variable with probability $\frac{1}{2} + \varepsilon$ of being 1, and $\frac{1}{2} - \varepsilon$ of being $-1$. This completes our description of $P$. We define $l(\beta)$ to be the $\ell_1$ norm of the residuals for $\beta$, that is, $l(\beta) = \mathbb{E}_{(X,Y) \sim P}[|X^T\beta - Y|]$. We have the following properties of $l(\beta)$.

> **Claim 18.** For $D, B$ as chosen above, $l(\beta^*) = 1 - 2\varepsilon$.

> **Claim 19.** For $D, B$ as chosen above, we have for all $\beta \in B$, $l(\beta) - l(\beta^*) = \frac{2\varepsilon}{d} ||\beta - \beta^*||_1$.

**Proof of Theorem 16.** Suppose some algorithm returns $\tilde{\beta}$ with $l(\tilde{\beta}) < (1 + \frac{\varepsilon}{d})l(\beta^*) \implies ||\beta^* - \tilde{\beta}||_1 < 0.1d$ with probability $\frac{\delta}{4}$. By Fano’s inequality,

$$H(\beta^*; \tilde{\beta}) < H\left(\frac{1}{d}\right) + \log |B| - 1 - \frac{\delta}{4} < 0.05d,$$

and we have a lower bound on the mutual information between the output of our algorithm and the true parameter: $I(\beta^*; \tilde{\beta}) = H(\beta^*) - H(\beta^*; \tilde{\beta}) \geq 0.15d$. For an upper bound on the mutual information after seeing $m$ samples, we use the data processing inequality.

$$I(\beta^*; \tilde{\beta}) \leq I(\beta^*; (Y_i)_{i \in [m]}) \leq \sum_{i=1}^m I(\beta^*; (Y_i)_{j \in [i-1]})$$

$$= \sum_{i=1}^m H(Y_i | (Y_j)_{j \in [i-1]}) - H(Y_i | \beta^*, (Y_j)_{j \in [i-1]})$$

$$\leq \sum_{i=1}^m 1 - H(Y_i | \beta^*, I_i)$$

$$\leq 4\varepsilon^2 m$$

Here we have used that

$$H(Y_i | \beta^*, (Y_j)_{j \in [i-1]}) \geq H(Y_i | \beta^*, I_i, (Y_j)_{j \in [i-1]})$$

$$= H(Y_i | \beta^*, I_i)$$
and that the distribution of $Y_i$ conditioned on $\beta^*, I_i$ is just an independent Bernoulli with parameter $\frac{1}{2} + \varepsilon$ and so

$$
\sum_{i=1}^{m} 1 - H(Y_i|\beta^*, I_i) \leq \sum_{i=1}^{m} \left[ 1 + \left( \frac{1}{2} + \varepsilon \right) \log \left( \frac{1}{2} + \varepsilon \right) + \left( \frac{1}{2} - \varepsilon \right) \log \left( \frac{1}{2} - \varepsilon \right) \right] 
\leq 4\varepsilon^2 m
$$

So $0.15d \leq I(\beta^*; \tilde{\beta}) \leq 4\varepsilon^2 m$, and so we need $m \geq \frac{3d}{\varepsilon^2}$.

We can use the same instance to give a high probability lower bound of $\Omega(\log \frac{1}{\varepsilon^2})$.

**Theorem 20.** For any $d$ and $\varepsilon < \frac{1}{16}$, there exist sets $\mathcal{X} \subseteq \mathbb{R}, \mathcal{Y} \subseteq \mathbb{R}$ of inputs and labels respectively, and a distribution $P$ on $\mathcal{X} \times \mathcal{Y}$ such that any algorithm which solves problem 2 requires at least $m = \frac{1}{4\varepsilon^2} \log \frac{1}{\varepsilon^2}$ samples.

**Proof.** Consider two instances, denoted by subscripts (1) and (2) with $\beta_{(1)}^* = -1_d$ and $\beta_{(2)}^* = 1_d$, where $1_d \in \mathbb{R}^d$ is the all-ones vector. Denote by $P_{(i)}$ the distribution between the two environments $\mathcal{X}, \mathcal{Y}$ for instance $(i)$, and let $\ell_{\beta_{(i)}^*}(\beta) = \mathbb{E}_{(X,Y) \sim P_{(i)}}\|X^T \beta - Y\|$ for $i \in \{1, 2\}$.

**Claim 21.** For any $\beta$, 

$$
\max\{\ell_{\beta_{(1)}^*}(\beta) - \ell_{\beta_{(2)}^*}(\beta_{(1)}^*), \ell_{\beta_{(2)}^*}(\beta) - \ell_{\beta_{(2)}^*}(\beta_{(2)}^*)\} > 2\varepsilon
$$

From this claim together with Claim 18, we have for some $i \in \{1, 2\}$, $\ell_{\beta_{(i)}^*}(\beta) \geq (1 + 2\varepsilon)\|\beta_{(i)}^* - \beta\|_1$, for all $\beta$.

Denote by $\hat{\beta}$ the output of the algorithm. Denote by $P_{(1)}$ the distribution over outputs by a algorithm interacting instance (1), and by $P_{(2)}$ the distribution over outputs by a algorithm interacting instance (2). Denote by $\mathcal{A}$ the event that $\ell_{\beta_{(1)}^*}(\hat{\beta}) - \ell_{\beta_{(2)}^*}(\beta_{(1)}^*) \geq 2\varepsilon$.

Note that under $\mathcal{A}^c$, we have $\ell_{\beta_{(2)}^*}(\hat{\beta}) - \ell_{\beta_{(2)}^*}(\beta_{(2)}^*) \geq 2\varepsilon$. Because the algorithm fails with probability at most $\delta$, on any instance, we have $2\delta \geq P_{(1)}(A) + P_{(2)}(A^c)$. On the other hand, $P_{(1)}(A) + P_{(2)}(A^c) \geq e^{-D(P_{(1)}||P_{(2)})}$. We can bound the KL-divergence of the two distributions as an aggregate KL-divergence over the course of acquiring the samples.

**Theorem 22 (Lemma 15.1, [11]).** If a learner interacts with two environments (1) and (2) through a policy $\pi(\cdot|I_1, Y_1, I_2, Y_2, \cdots, Y_{i-1})$ which dictates a distribution over actions $I_i$ conditioned on the past $(I_1, Y_1, \cdots, Y_{i-1})$, and assigns label $Y_i$ distributed according to some label distribution $P_{(1)}(I_i)$, and $P_{(2)}(I_i)$, then the KL-divergence between the output of the learner on instance (1) and (2), $P_{(1)}$ and $P_{(2)}$, is given by

$$
D(P_{(1)}||P_{(2)}) = \sum_{k=1}^{d} \mathbb{E}_{(1)} \left[ \sum_{i=1}^{N} I_i = k \right] \cdot D(P_{(1),k}||P_{(2),k})
$$

Now, $P_{(1),k}$ is a Bernoulli with parameter $\frac{1}{2} + \varepsilon$, and $P_{(1),k}$ is a Bernoulli with parameter $\frac{1}{2} - \varepsilon$, so $D(P_{(1),k}||P_{(1),k}) \leq 16\varepsilon^2$, and so we have

$$
\sum_{k=1}^{d} \mathbb{E}_{(1)} \left[ \sum_{i=1}^{N} I_i = k \right] \cdot D(P_{(1),k}||P_{(2),k}) \leq \sum_{k=1}^{d} \mathbb{E}_{(1)} \left[ \sum_{i=1}^{N} I_i = k \right] \cdot 16\varepsilon^2
$$

$$
= 16\varepsilon^2 \cdot \mathbb{E}_{(1)} \left[ \sum_{k=1}^{d} \sum_{i=1}^{N} I_i = k \right] = 16\varepsilon^2 m
$$

Putting this together, we have $\delta \geq e^{-16\varepsilon^2 m} \implies m \geq \frac{1}{16\varepsilon^2} \log \frac{1}{\delta}$, and the result follows by replacing $\varepsilon$ with $\frac{1}{2}\varepsilon$. ▶
Theorem 23. For any \( d \geq 2 \), there exist sets \( X \in \mathbb{R}^d, Y \in \mathbb{R} \) of inputs and labels, and a distribution \( P \) on \( X \times Y \) such that any algorithm which solves Problem 2, with \( \varepsilon = 1 \), requires at least \( m = \frac{d}{3} \log \frac{1}{\delta} \) samples.

Proof. All logarithms are base 4. Consider instances in which \( X = \{e_1, e_2, \cdots, e_d\} \) where \( e_i \) denotes the \( i \)th standard basis vector and the distribution over \( X \) is uniform. We take \( Y = ZX^\top \beta^* \) for some \( \beta^* \), where \( Z \) is an independent Bernoulli random variable which is 1 with probability \( \frac{1}{4} \), and 0 otherwise. Consider \( d \) instances labelled with subscripts \( (1), (2), \cdots, (d) \), one in which each of the \( d \) standard basis is \( \beta^* \), that is, \( \beta^*_{(i)} = e_i \). Denote by \( \beta_j \) the \( j \)th coordinate of \( \beta \). For each instance, we have

Claim 24. For all \( i \in [d], \beta \in \mathbb{R}^d \), we have \( \ell_{\beta_{(i)}}(\beta) \geq \frac{1}{d} \) with equality when \( \beta = \beta_{(i)}^* \).

We would like our algorithm to return an estimate \( \hat{\beta} \) which satisfies \( \ell_{\beta^*}(\hat{\beta}) < \frac{1}{d} \). We first note that any choice of \( \beta \) only succeeds to be this close to the optimal on a single instance.

Claim 25. Any \( \beta \in \mathbb{R}^d \) can only satisfy \( \ell_{\beta_{(i)}}(\hat{\beta}) < \frac{1}{d} \) for one \( i \in [d] \).

So, we may as well enforce that the algorithm return one of \( e_1, e_2, \cdots, e_d \), since any other output can be mapped to one of these to improve the performance of the algorithm.

We will allow our algorithm to sample \( N = \frac{d}{3} \log \frac{1}{\delta} \) rows total. Let \( E \) be the event that \( Y_1, Y_2, \ldots, Y_N \) are all zero. Given any algorithm \( A \), let \( F_A \) denote the set of rows it samples fewer than \( \log \frac{1}{\delta} \) times with probability at least \( \frac{1}{2} \), in event \( E \). Because the total number of rows sampled is \( \frac{d}{3} \log \frac{1}{\delta} \), there must be at least \( \frac{d}{3} \log \frac{1}{\delta} \) rows which are sampled fewer than \( \log \frac{1}{\delta} \) times in expectation.

By Markov’s inequality, these rows are sampled fewer than \( \log \frac{1}{\delta} \) times with probability at least \( \frac{1}{2} \), and are thus all in \( F_A \). Let \( B_A \) denote the distribution over outputs \( \hat{\beta} \) of \( A \) in event \( E \). Let \( i_A = \arg \min_{j \in F_A} B_A(j) \). Denote by \( G_A \) the event that row \( i_A \) is sampled fewer than \( \log \frac{1}{\delta} \) times; by construction we have \( \mathbb{P}(G_A) \geq \frac{1}{2} \).

The subscripts are explicit because \( F_A, B_A, i_A, \mathbb{P}[G_A] \) are properties of the algorithm and are independent of the instance with which it interacts. Consider the performance of this algorithm against the instance \( \beta_{(i_A)}^* \).

Let \( Y_{(i_A),j,k} \) denote the label returned to the algorithm when it queries \( e_j \) for the \( k \)th time. Let \( T_{(i_A)} = \min\{t | Y_{(i_A),i_A,t} = 1\} \). Denote by \( E_{(i_A)} \) the event that \( T_{(i_A)} > \log \frac{1}{\delta} \). Because \( T_{(i_A)} \) is a geometric random variable, we have \( \mathbb{P}[E_{(i_A)}] > \frac{1}{2} \).

Now condition on the event \( G_A \cap E_{i_A} \), which is an event with probability \( \frac{1}{2} \). Here our algorithm samples \( i_A \) fewer than \( T_{i_A} \) times, so it never sees a 1 and its output distribution is \( B_A \). It returns \( i \in F_A \setminus \{i_A\} \) with probability at least \( 1 - B_A(i_A) \geq 1 - \frac{1}{2} \geq 1 \). In summary, even after \( \frac{d}{3} \log \frac{1}{\delta} \) queries, no algorithm can return \( \beta \) with \( \|X\beta - y\| < (1 + \varepsilon)\|X\beta^* - y\| \) with probability greater than \( \frac{1}{2} \delta \). The result follows by replacing \( \delta \) by \( 8\delta \).

Putting these together we have:

Theorem 26. For any \( d \geq 2, \varepsilon < \frac{1}{10}, \delta \leq \frac{1}{4} \), there exist sets \( X \in \mathbb{R}^d, Y \in \mathbb{R} \) of inputs and labels, and a distribution \( P \) on \( X \times Y \) such that any algorithm which solves Problem 2, with \( \varepsilon = 1 \), requires at least \( m = \Omega(\frac{d}{3} + \frac{1}{\varepsilon} \log \frac{1}{\delta} + d \log \frac{1}{\delta}) \) samples.

Corollary 27. Any algorithm that solves Problem 1 takes at least \( \Omega(d \log \frac{1}{\delta} + \frac{d}{\varepsilon} + \frac{1}{\varepsilon} \log \frac{1}{\delta}) \) samples for some \( n = O(d \log \frac{d}{n}) \).

Proof. Each of the instances that demonstrate the lower bounds above, in Lemmas 16, 20, and 23, take \( |X| = d \), the results follows from Lemma 14.
4 Proof of Theorem 11

Lemma 28. Let $X \in \mathbb{R}^{n \times d}$ have $\ell_1$ Lewis weights $\{w_i\}_{i \in [n]}$. Then, for any $N$ that is at least $O\left(\frac{d}{\varepsilon^2 \log \frac{d}{\varepsilon}}\right)$, there is a sampling-and-reweighting distribution $S(\{p_i\}_{i=1}^n)$ satisfying $\sum_i p_i = N$ such that for all $y$, if $S \sim S(\{p_i\}_{i=1}^n)$ and $\beta^* = \arg \min \|X \beta - y\|_1$, we have for all $\beta$

\[
(\|SX \beta^* - Sy\|_1 - \|SX \beta - Sy\|_1) - (\|X \beta^* - y\|_1 - \|X \beta - y\|_1) \leq \varepsilon \cdot \|X \beta^* - X \beta\|_1
\]

with probability at least $1 - \delta$. Further, for constant $\delta$, $m = O(d \log d / \varepsilon^2)$ rows suffice.

This lemma is proved for high probability in Section 4.1, and for constant probability in the full version of this paper, [14]. Given this, we can prove the main theorem.

Proof of Theorem 11. Applying Lemma 28 to $\hat{\beta} := \arg \min \|SX \beta - Sy\|_1$, we get

\[
(\|SX \beta^* - Sy\|_1 - \|SX \hat{\beta} - Sy\|_1) \leq (\|X \beta^* - y\|_1 - \|X \hat{\beta} - y\|_1) + \varepsilon \cdot \|X \beta^* - X \hat{\beta}\|_1
\]

Since $\hat{\beta}$ is the minimizer of $\|SX \beta - Sy\|_1$, the left side is non-negative. So,

\[
\|X \hat{\beta} - y\|_1 \leq \|X \beta^* - y\|_1 + \varepsilon \cdot \|X \beta^* - X \hat{\beta}\|_1
\]

\[
\leq \|X \beta^* - y\|_1 + \varepsilon \cdot (\|X \beta^* - y\|_1 + \|X \hat{\beta} - y\|_1)
\]

Rearranging, and assuming $\varepsilon < 1/2$,

\[
\|X \hat{\beta} - y\|_1 \leq \frac{1 + \varepsilon}{1 - \varepsilon} \|X \beta^* - y\|_1
\]

\[
\leq (1 + 4\varepsilon) \|X \beta^* - y\|_1
\]

Using $\varepsilon' = \varepsilon/4$ proves the theorem.

4.1 Proof of Lemma 28

This argument is similar to that in Appendix B of [4]. In order to prove Lemma 28, by Markov’s inequality, it is sufficient to show that for some $l$,

\[
M := \mathbb{E}_S \left[ \max_{\|X \beta^* - X \beta\|_1 = 1} \left( \frac{\|SX \beta^* - Sy\|_1 - \|SX \beta - Sy\|_1 - (\|X \beta^* - y\|_1 - \|X \beta - y\|_1)}{l} \right)^l \right] \leq \varepsilon' \delta
\]

To show this, we will symmetrize, then use a contraction lemma to cancel the $y$ terms. Then, with all the terms being within the column space of $SX$, we use the fact that $S$ is a subspace embedding with high probability. We present two different bounds, one used for the constant probability and one for the high probability cases, but the following intermediate bound is the same for the two:

Lemma 29. Given a matrix $X \in \mathbb{R}^{n \times d}$, let $S(\{p_i\}_{i \in [n]})$ be any sampling-and-reweighting distribution, and let $i_k$ be the row-indices chosen by this sampling matrix such that $S_{i_k ik} = \frac{1}{p_{ik}}$. Let $\sigma_k$ be independent Rademacher variables that are $\pm 1$ each with probability 0.5. Then,

\[
M \leq 2^l \mathbb{E}_{S, \sigma} \left[ \max_{\|X \beta^* - X \beta\|_1 = 1} \sum_k \sigma_k \left( \frac{|x_{i_k}^\top \beta^* - y_{i_k}|}{p_{ik}} - \frac{|x_{i_k}^\top \beta - y_{i_k}|}{p_{ik}} \right)^l \right]
\]
This is essentially standard symmetrization; the proof is in Appendix B. To simplify the expression and eliminate the terms involving the labels, we then use a theorem from [12]:

**Lemma 30** ([12] Theorem 5). Let \( \Phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) be convex and increasing, and let \( \phi_k : \mathbb{R} \rightarrow \mathbb{R} \) be contractions such that \( \phi_k(0) = 0 \) for all \( k \). Let \( \mathcal{F} \) be a class of functions on \( \{1, 2, 3, \ldots, n\} \), and \( \|g(f)\|_{\mathcal{F}} = \sup_{f \in \mathcal{F}} |g(f)| \). Then,

\[
E_\sigma \left[ \Phi \left( \frac{1}{2} \sum_k \sigma_k \phi_k(f(k)) \right) \right] \leq \frac{3}{2} E_\sigma \left[ \Phi \left( \left\| \sum_k \sigma_k f(k) \right\|_{\mathcal{F}} \right) \right]
\]

**Lemma 31.** For any \( y \in \mathbb{R}^n \), we have

\[
E_{S,\sigma} \left[ \max_{\|X\beta^* - X\beta\|_1 = 1} \left| \sum_k \sigma_k \left( \frac{|x_k^T \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_k^T \beta - y_{ik}|}{p_{ik}} \right) \right| \right] \leq 2^{l+1} E_{S,\sigma} \left[ \left( \max_{\|X\beta^* - X\beta\|_1 = 1} \left| \sum_k \sigma_k \left( \frac{x_k^T \beta^* - x_k^T \beta}{p_{ik}} \right) \right| \right) \right] (11)
\]

**Proof.** We take \( \Phi(x) = x^l \), which is convex and increasing for \( l > 1 \), let \( \mathcal{F} \) be the set of functions \( f_\beta \) where \( f_\beta(k) = \frac{x_k^T \beta^* - x_k^T \beta}{p_{ik}} \) and \( \beta \) satisfies \( \|X\beta^* - X\beta\|_1 = 1 \), and let \( \phi_k \) be defined as

\[
\phi_k(z) = \frac{|x_k^T \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_k^T \beta - y_{ik}|}{p_{ik}}.
\]

This satisfies

\[
\phi_k(f_\beta(k)) = \phi_k \left( \frac{x_k^T \beta^* - x_k^T \beta}{p_{ik}} \right) = \frac{|x_k^T \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_k^T \beta - y_{ik}|}{p_{ik}}.
\]

This is a contraction, since

\[
|\phi_k(z_1) - \phi_k(z_2)| = \left| \frac{|x_k^T \beta^* - z_2 p_{ik} - y_{ik}|}{p_{ik}} - \frac{|x_k^T \beta^* - z_1 p_{ik} - y_{ik}|}{p_{ik}} \right| \\
\leq \frac{|z_1 p_{ik} - z_2 p_{ik}|}{p_{ik}} \leq |z_1 - z_2|
\]

Applying Lemma 30 with these parameters, we have

\[
E_\sigma \left[ \left( \frac{1}{2} \max_{\|X\beta^* - X\beta\|_1 = 1} \left| \sum_k \sigma_k \left( \frac{|x_k^T \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_k^T \beta - y_{ik}|}{p_{ik}} \right) \right| \right) \right] \leq \frac{3}{2} E_\sigma \left[ \left( \max_{\|X\beta^* - X\beta\|_1 = 1} \left| \sum_k \sigma_k \left( \frac{x_k^T \beta^* - x_k^T \beta}{p_{ik}} \right) \right| \right) \right]
\]

After taking the expectation with respect to \( S \) and multiplying both sides by \( 2^l \), this gives the statement of the lemma.

From here, we use two separate results to show the appropriate row counts for the constant and high probability cases. The constant probability case is left for the full version of this paper, [14].

For high probability row-counts, we use a lemma from [4]:

---

49:12 L1 Regression with Lewis Weights Subsampling
Lemma 32 (8.2, 8.3, 8.4 in [4]). There exists constant $C$ such that for any $X \in \mathbb{R}^{n \times d}$ with all $\ell_1$ Lewis weights less than $C\frac{\delta^2}{\log(\frac{1}{\delta})}$ and $l = \log(2n/\delta)$, then

$$\mathbb{E}_{\sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_{i=1}^{n} \sigma_i x_i^\top \beta \right| \right)^l \right] \leq \frac{\varepsilon^4 \delta}{2}$$

(12)

We want a similar statement, but for arbitrary matrices, with no bounds placed on the Lewis weights. To do this, we construct a new, related matrix using the following lemma, which is proved in Appendix B:

Lemma 33 (Similar to [4] Lemma B.1). Let $X$ be any matrix, and let $W$ be the matrix that has the Lewis weights of $X$ in the diagonal entries. Let $N \geq d \varepsilon^2 \log \frac{d}{\varepsilon \delta}$, and then there exist constants $C_1, C_2, C_3$ such that we can construct a matrix $X'$ such that

- $X'$ has $C_1 d N$ rows,
- $X'^\top W'^{-1} X' \succeq X'^\top W'^{-1} X$, (where $W'$ is the matrix that has the Lewis weights of $X'$ in the diagonal entries),
- $\|X'\beta\|_1 \leq C_2 \|X\beta\|_1$ for all $\beta$,
- the Lewis weights of $X'$ are bounded by $\frac{C_3}{N}$.

Lemma 34. Consider $X \in \mathbb{R}^{n \times d}$ with $\ell_1$ Lewis weights $w_i$. Let $p_i$ be some set of sampling values such that $N = \sum p_i$ and, for some constants $C, C_1, C_4$,

$$p_i \geq \frac{\log \left( \frac{N + C_1 N d}{C \varepsilon^2} \right)}{C \varepsilon^2} \frac{w_i}{w_i}$$

Then, if $N \geq C_4 \frac{d}{\varepsilon^2} \log \frac{d}{\varepsilon \delta}$ and if $S \sim S(\{p_i\}_{i=1}^{n})$, then

$$\mathbb{E}_{S, \sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_{k=1}^{N} \sigma_k x_k^\top \beta \right| \right)^l \right] \leq \frac{\varepsilon^4 \delta}{2}$$

(13)

Proof of Lemma 34. Ideally the Lewis weights of $SX$ would be bounded by $C_4 \frac{\delta^2}{\log \frac{d}{\varepsilon \delta}}$ and we could directly apply Lemma 32 to $SX$ to obtain a bound on the moment. However, we do not know this. Instead, we first construct $X'$ using $X$ as described in Lemma 33. We then construct a new matrix $X''$ by stacking $X'$ on top of $SX$. Define $W''$ to be the diagonal matrix consisting of the $\ell_1$ Lewis weights of $X''$. Define, for convenience, $R = N + C_1 N d$, which is the number of rows $X''$ has.

We can bound the term on the left side of (13) by the same term, summing over the rows of $X''$ instead. That is,

$$\mathbb{E}_{S, \sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_{k=1}^{N} \sigma_k x_k^\top \beta \right| \right)^l \right] \leq \mathbb{E}_{S, \sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \left| \sum_{i=1}^{R} \sigma_i x_i^\top \beta \right| \right)^l \right]$$

Our goal is to apply Lemma 32 to the right side. To do this, we need to show the correct bound on its Lewis weights, and then have the term be a maximum over $\|X''\beta\|_1 = 1$, rather than $\|X\beta\|_1 = 1$. 


Bounding the Lewis weights of $X''$. By Lemma 9, the $\ell_1$ Lewis weights of a matrix do not increase when more rows are added. So, the rows in $X''$ that are from $X'$ have Lewis weights that are bounded above by $C_3 \frac{\varepsilon^2}{\log \left( \frac{d}{\varepsilon^2} \right)}$. Further,

$$X''^T W''^{-1} X'' = \sum_{i=1}^{R} \frac{1}{w_i} x''_i (x''_i)^\top$$

$$\geq \sum_{i=1}^{R-N} \frac{1}{w_i} x''_i (x''_i)^\top$$

since $\sum_{i=k}^{N} \frac{1}{w_i} x''_i (x''_i)^\top \geq 0$

$$= X'^T W'^{-1} X' \succeq X^T W^{-1} X.$$

So, any row $y_i = x_i/p_i$ in $X''$ that is from $SX$ satisfies

$$w_{i_2}^2 = y_i^\top (X'^T W'^{-1} X')^{-1} y_i \leq y_i^\top (X^T W^{-1} X)^{-1} y_i = \frac{1}{p_i^2} x_i^\top (X^T W^{-1} X)^{-1} x_i$$

$$\leq \left( C_3 \frac{\varepsilon^2}{\log \left( \frac{d}{\varepsilon^2} \right)} \frac{1}{w_i} \right)^2 w_{i_2}^2 = \left( C_3 \frac{\varepsilon^2}{\log \left( \frac{d}{\varepsilon^2} \right)} \right)^2$$

which means that all of the Lewis weights of $X''$ are less than the larger of $C_3 \frac{\varepsilon^2}{\log \left( \frac{d}{\varepsilon^2} \right)}$ and $C_3 \frac{\varepsilon^2}{\log \left( \frac{d}{\varepsilon^2} \right)}$. Now, for small enough $\varepsilon, \delta$, log $\frac{d}{\varepsilon^2} \leq \frac{C_3}{\varepsilon^2} \log \frac{d}{\varepsilon^2}$, we have the Lewis weight upper bound for all rows of $X''$ is $C_3 \frac{\varepsilon^2}{\log \left( \frac{d}{\varepsilon^2} \right)}$.

Renormalizing to maximize over $\|X'' \beta\|_1 = 1$. If we define the following

$$F := \max_{\| X \beta \|_1 = 1} \| SX \beta \|_1 - \| X \beta \|_1$$

then,

$$\|X'' \beta\|_1 = \| SX \beta \|_1 + \| X' \beta\|_1 \leq (1 + C_2 + F)\| X \beta \|_1$$

So, we get

$$\left( \frac{1}{\| X \beta \|_1} \sum_{k=1}^{R} \sigma_k x''_k \beta \right)^l \leq (1 + C_2 + F)^l \left( \frac{1}{\| X' \beta\|_1} \sum_{k=1}^{R} \sigma_k x'_k \beta \right)^l$$

$$\leq 2^{l-1}((1 + C_2)^l + F^l) \left( \frac{1}{\| X' \beta\|_1} \sum_{k=1}^{R} \sigma_k x''_k \beta \right)^l$$

Taking expectations of either side over just the Rademacher variables,

$$\mathbb{E}_\sigma \left( \frac{1}{\| X \beta \|_1} \sum_{k=1}^{R} \sigma_k x''_k \beta \right)^l \leq 2^{l-1}((1 + C_2)^l + F^l) \mathbb{E}_\sigma \left( \frac{1}{\| X' \beta\|_1} \sum_{k=1}^{R} \sigma_k x''_k \beta \right)^l$$

Applying Lemma 32 to $X''$. Since $X''$ has $R$ rows, and the correct Lewis weight bound, we can simply apply Lemma 32 to the right side above

$$\mathbb{E}_\sigma \left( \frac{1}{\| X \beta \|_1} \sum_{k=1}^{R} \sigma_k x''_k \beta \right)^l \leq 2^{l-1}((1 + C_2)^l + F^l) \frac{\varepsilon^2 \delta}{2}$$
Now, by Lemma 12, we know that \( \mathbb{E}[F^l] \leq \epsilon^l \delta \). So, taking the expectation with respect to the sampling matrices of either side of the above, we get, for small enough \( \epsilon, \delta \),

\[
\mathbb{E}_{S, \sigma} \left[ \left( \max_{\|X\beta\|_1 = 1} \sum_{k=1}^{k \leq d^2 + N} \sigma_k x_k^T \beta \right)^l \right] \leq 2^{l-1} (1 + C_2)^l + \epsilon^l \delta \leq 2^l (1 + C_2)^l \epsilon^l \delta
\]

So, solving the problem for \( \epsilon' = \frac{\epsilon}{2^l (1 + C_2)^l} \) gives the correct bound. ▶

Finally, we can show Lemma 28

**Proof of Lemma 28.** Take \( l = \log(2n/\delta) \), \( N = 5 \left( \frac{1 + C_2}{\epsilon^l} \right) \frac{d}{\epsilon} \log \frac{d}{\epsilon^l} \). Then, we apply Lemma 29, Lemma 31, and Lemma 34 to get

\[ M \leq 2^l \epsilon^l \delta \]

which, solving the problem for \( \epsilon/4 \), gives the correct bound. Then, applying Markov’s inequality, we get that with probability \( \delta \),

\[
\max_{\|X\beta\|_1 = 1} \left( \|S X \beta^* - S y\|_1 - \|S X \beta - S y\|_1 \right) - \left( \|X \beta^* - y\|_1 - \|X \beta - y\|_1 \right) \leq \epsilon
\]

Finally, scaling up appropriately gives, in generality,

\[
\left( \|S X \beta^* - S y\|_1 - \|S X \beta - S y\|_1 \right) - \left( \|X \beta^* - y\|_1 - \|X \beta - y\|_1 \right) \leq \epsilon \|X \beta^* - X \beta\|_1
\]  
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A Constant-factor approximation

\textbf{Theorem 35.} Let $X \in \mathbb{R}^{n \times d}$ have $\ell_1$ Lewis weights $\{w_i\}_{i=1}^n$. Then, for any $N$ that is at least $O(d \log d)$, there is a sampling-and-reweighting distribution $S(\{p_i\}_{i=1}^N)$ satisfying $\sum_i p_i = N$ such that for all $y$, if $S \sim S(\{p_i\}_{i=1}^N)$ and $\hat{\beta} = \arg \min_{\beta} \|SX\beta - Sy\|_1$, we have
\[\|X\hat{\beta} - y\|_1 \leq 41 \min_{\beta} \|X\beta - y\|_1\]
with probability 0.9.

\textbf{Proof.} Since we just want a constant factor approximation, we can take $S$ to be the distribution over constant probability Lewis weight $\ell_1$-subspace embeddings, so that $\|X\beta\|_1 \leq 2\|SX\beta\|_1$ with probability at least 0.9. We have
\[
\|X\hat{\beta} - y\|_1 \leq \|X\hat{\beta} - X\beta^*\|_1 + \|X\beta^* - y\|_1 \\
\leq 2\|SX\hat{\beta} - SX\beta^*\|_1 + \|X\beta^* - y\|_1 \\
\leq 2(\|SX\hat{\beta} - Sy\|_1 + \|SX\beta^* - Sy\|_1) + \|X\beta^* - y\|_1 \\
\leq 4(\|SX\beta^* - Sy\|_1 + \|X\beta^* - y\|_1)
\]
where in the last inequality, we have used the fact that $\hat{\beta}$ is the minimizer of $\|SX\beta - Sy\|_1$. Now, by Markov’s inequality, with probability 0.9, $\|SX\beta^* - Sy\|_1 \leq 10\|X\beta^* - y\|_1$. So, we have with probability 0.81,
\[\|X\hat{\beta} - y\|_1 \leq 41\|X\beta^* - y\|_1\]
Since we only used a constant-factor subspace embedding, the row count would be $O(d \log d)$.

\section*{B Proofs of Lemmas}

\textbf{Lemma 10.} Let $X \in \mathbb{R}^{n \times d}$, and let $X' \in \mathbb{R}^{kn \times d}$ be $X$ stacked on itself $k$ times, with each row scaled down by $k$. Then, each of the Lewis weights is reduced by a factor of $k$. 

\section*{C References}

\begin{itemize}
\end{itemize}
Proof. Let \( \{w_i\}_{i=1}^n \) be the Lewis weights of \( X \), and let \( \{w'_i\}_{i=1}^k \) be the Lewis weights of \( X' \). Let \( x_i \) be the \( i \)th row of \( X \), and similarly let \( x'_i \) be the \( i \)th row of \( X' \). Let the ordering of the rows be such that \( x'_j = x_i \) for \( 0 \leq j < k \). Let \( W \) be the diagonal matrix where \( W_{ii} = w_i \). Since Lewis weights are defined circularly, we just need to check that the suggested weights work, and by uniqueness, they will be correct.

We know that \( w_i^2 = x_i^T(XX^T)^{-1}x_i \). Therefore, if we take \( W' \) to be the diagonal matrix of size \( kn \times kn \), and set the diagonal entries to be the Lewis weights of \( X \) divided by \( k \), repeated \( k \) times, then we have

\[
X'^TW'^{-1}X' = \sum_{i=1}^{kn} \frac{1}{w_i} x'_i x'_i^T = \sum_{i=1}^{kn} \frac{1}{w_i} x'_i x'_i^T = k \sum_{i=1}^{n} \frac{k}{k^2} x_i x_i^T
\]

In the last expression above, we are only summing over the first set of rows in \( X' \), which are the scaled rows of \( X \), and then multiplying by \( k \) since they are repeated \( k \) times. Now,

\[
k \sum_{i=1}^{n} \frac{k}{k^2} x_i x_i^T = \sum_{i=1}^{n} \frac{1}{w_i} x_i x_i^T = X^TW^{-1}X
\]

So, finally, for an arbitrary row \( x'_j \), which corresponds to row \( x_i \) in the original matrix, we get its Lewis weight:

\[
w_{jn+i}^2 = x'_j x'_j^T (X'^TW'^{-1}X')^{-1} x'_j = \frac{1}{k^2} x_i x_i^T (X^TW^{-1}X)^{-1} x_i = \frac{w_i^2}{k^2}
\]

which proves that our suggested Lewis weights are consistent.

Lemma 29. Given a matrix \( X \in \mathbb{R}^{n \times d} \), let \( S(\{p_i\}_{i=1}^m) \) be any sampling-and-reweighting distribution, and let \( i_1 \) be the row-indices chosen by this sampling matrix such that \( S_{k,i_k} = \frac{k}{p_{i_k}} \). Let \( \sigma_k \) be independent Rademacher variables that are \( \pm 1 \) each with probability 0.5. Then,

\[
M \leq 2^l E_{S',\sigma} \left( \max_{\|X\beta - X\beta\|_1} \sum_k \sigma_k \left( \frac{|x_i^T\beta - y_{i_k}|}{p_{i_k}} - \frac{|x_{i_k}^T\beta - y_{i_k}|}{p_{i_k}} \right)^l \right) \tag{10}
\]

Proof. We proceed by symmetrization. Since the matrix \( S \) scales the rows by the probability they are picked with, the expectation of \( \|SM\beta\|_1 \) is just \( \|M\beta\|_1 \), for any matrix \( M \) and vector \( \beta \). So, adding or subtracting the same term with a different sampling matrix \( S' \), \( (\|S'X\beta - S'y_1\|_1 - \|S'X\beta - S'y_1\|_1) - (\|X\beta - y_1\|_1 - \|X\beta - y_1\|_1) \), is just adding a mean zero term, and since taking the \( l \)th power of a maximum is convex, this can only increase the expectation. That is,

\[
E_{S',\sigma} \left( \max_{\|X\beta - X\beta\|_1} \left( \|SX\beta - Sy_1\|_1 - \|SX\beta - Sy_1\|_1 \right) \right)^l \leq E_{S',\sigma} \left( \max_{\|X\beta - X\beta\|_1} \left( \|SX\beta - Sy_1\|_1 - \|SX\beta - Sy_1\|_1 \right) \right)^l
\]

So, we can bound \( M \) as

\[
M \leq E_{S',\sigma} \left( \max_{\|X\beta - X\beta\|_1} \left( \|SX\beta - Sy_1\|_1 - \|SX\beta - Sy_1\|_1 \right) \right)^l
\]
Let $i_k$ be the indices chosen by $S$, and $i'_k$ the indices chosen by $S'$. Rewriting this as a sum,

$$M \leq \mathbb{E}_{S,S'} \left( \max_{\|X\beta^* - X\bar{\beta}\| = 1} \left| \sum_k \left( \frac{|x_{ik}^\top \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_{ik}^\top \beta - y_{ik}|}{p_{ik}} \right) - \sum_k \left( \frac{|x_{ik'}^\top \beta^* - y_{ik'}|}{p_{ik'}} - \frac{|x_{ik'}^\top \beta - y_{ik'}|}{p_{ik'}} \right) \right|^l \right)$$

Now, since $i_k$ and $i'_k$ are independent and identically distributed, randomly swapping elements from either sum does not change the distribution. This amounts to adding a random sign $\sigma_k$ to the terms, where $\sigma_k = \pm 1$ independently with probability $1/2$. So,

$$M \leq \mathbb{E}_{S,S',\sigma} \left( \max_{\|X\beta^* - X\bar{\beta}\| = 1} \left| \sum_k \sigma_k \left( \frac{|x_{ik}^\top \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_{ik}^\top \beta - y_{ik}|}{p_{ik}} \right) - \sum_k \sigma_k \left( \frac{|x_{ik'}^\top \beta^* - y_{ik'}|}{p_{ik'}} - \frac{|x_{ik'}^\top \beta - y_{ik'}|}{p_{ik'}} \right) \right|^l \right)$$

$$\leq \mathbb{E}_{S,S',\sigma} \left( \max_{\|X\beta^* - X\bar{\beta}\| = 1} \left| \sum_k \sigma_k \left( \frac{|x_{ik}^\top \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_{ik}^\top \beta - y_{ik}|}{p_{ik}} \right) + \sum_k \sigma_k \left( \frac{|x_{ik'}^\top \beta^* - y_{ik'}|}{p_{ik'}} - \frac{|x_{ik'}^\top \beta - y_{ik'}|}{p_{ik'}} \right) \right|^l \right)$$

$$\leq 2^{l} \mathbb{E}_{S,\sigma} \left( \max_{\|X\beta^* - X\bar{\beta}\| = 1} \left| \sum_k \sigma_k \left( \frac{|x_{ik}^\top \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_{ik}^\top \beta - y_{ik}|}{p_{ik}} \right) \right|^l \right)$$

Where the final inequality follows from $(a + b)^l \leq 2^{l-1}(a^l + b^l)$. Putting these together,

$$M \leq 2^{l} \mathbb{E}_{S,\sigma} \left( \max_{\|X\beta^* - X\bar{\beta}\| = 1} \left| \sum_k \sigma_k \left( \frac{|x_{ik}^\top \beta^* - y_{ik}|}{p_{ik}} - \frac{|x_{ik}^\top \beta - y_{ik}|}{p_{ik}} \right) \right|^l \right)$$  \hspace{1cm} (14)

\(\textbf{Lemma 33 (Similar to \cite{4} Lemma B.1).}\) Let $X$ be any matrix, and let $W$ be the matrix that has the Lewis weights of $X$ in the diagonal entries. Let $N \geq \frac{d}{\sigma^2} \log \frac{d}{\sigma^2}$. There exist constants $C_1, C_2, C_3$ such that we can construct a matrix $X'$ such that

- $X'$ has $C_1 d N$ rows,
- $X'^\top W^{-1} X' \succeq X^\top W^{-1} X$, (where $W'$ is the matrix that has the Lewis weights of $X'$ in the diagonal entries),
- $\|X'\beta\|_1 \leq C_2 \|X\beta\|_1$ for all $\beta$,
- the Lewis weights of $X'$ are bounded by $\frac{C_3}{N}$.

\textbf{Proof.}\ Given matrix $X$, we can use Lemma B.1 from \cite{4} to construct a new matrix $X_1$ that satisfies

- $X_1$ has $C_1 d^2$ rows,
- $X_1^\top W_1^{-1} X_1 \succeq X^\top W^{-1} X$, (where $W_1$ is the matrix that has the Lewis weights of $X_1$ in the diagonal entries),
- $\|X_1\beta\|_1 \leq C_2 \|X_1\beta\|_1$ for all $\beta$,
- the Lewis weights of $X_1$ are bounded by $\frac{C_3}{d}$. 

So, we can take this matrix and stack it on itself \( k = \frac{N}{d} \) times, while scaling each row down by the same \( k \). This will be our matrix \( X' \). \( X' \) will then have \( k = C_1 N d \) rows, which satisfies the first bullet. Also, by Lemma 10, this shrinks the Lewis weights by a factor of \( k \), which changes the Lewis weight upper bound to \( C_2 = \frac{C_2}{k} \) which is what we need. Now, since we are repeating rows \( k \) times, but each row is scaled down by \( k \), we have \( \|X_1\|_1 = \|X'\|_1 \) for all \( \beta \). Therefore, \( \|X'\|_1 \leq C_2 \|X\|_1 \) for all \( \beta \). Finally, as in the proof of Lemma 10, we know that we have duplicated the rows of \( X_1 \) \( k \) times but scaled them down by \( k \), \( X_1^\top W_1^{-1} X_1 = X'^\top W'^{-1} X' \), and so we are done.

\[\text{b.1 Proof of Claims 15, 18, 19, 24, and 25}\]

\( \triangleright \) Claim 15. For all \( \beta \in H \), with probability at least \( 1 - \delta \),

\[
(1 - \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ \|X^\top \beta - Y\| \right] \leq \frac{1}{n} \|X \beta - y\|_1 \leq (1 + \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ \|X^\top \beta - Y\| \right]
\]

Proof of Claim 15. By assumption, we know that \( X^\top \beta, Y \in [-1,1] \), so, \( |X^\top \beta - Y| \in [0,2] \). So, for fixed \( \beta \), by Hoeffding’s on the rows of \( X \beta - y \), we have that if \( n \geq \frac{2}{d} \log \frac{1}{\delta} \), then with probability at least \( 1 - \delta' \),

\[
(1 - \frac{\varepsilon}{2}) \mathbb{E}_{(X,Y) \sim P} \left[ \|X^\top \beta - Y\| \right] \leq \frac{1}{n} \|X \beta - y\|_1 \leq \left(1 + \frac{\varepsilon}{2}\right) \mathbb{E}_{(X,Y) \sim P} \left[ \|X^\top \beta - Y\| \right] \quad (15)
\]

Now, we construct a \( \frac{d}{2\varepsilon} \)-covering \( S \) of the unit \( \ell_\infty \) ball \( H \), with fewer than \( (\frac{4d}{\varepsilon})^d \) elements, so that for any \( \beta \), there is some \( \beta_c \in S \) such that \( \|\beta - \beta_c\|_\infty \leq \frac{\varepsilon}{2d} \). To do this, simply take \( S = \{ \beta : \beta_i = k \frac{\varepsilon}{2d}, k \in \mathbb{Z} \cap [-2d/\varepsilon, 2d/\varepsilon] \} \).

Note that \( X \) has rows on the hypercube. So, if we denote \( x_{i,j} \) to be the entry of \( X \) in the \( i \)th row and \( j \)th column, then \( x_{i,j} \in \{0,1\} \). Therefore, for any \( \beta \),

\[
\|X \beta\|_1 = \sum_{i=1}^{n} |x_i \beta| \leq \sum_{i=1}^{n} \sum_{j=1}^{d} |x_{i,j} \beta_j| \leq \sum_{i=1}^{n} \sum_{j=1}^{d} |\beta_j| \leq nd\|\beta\|_\infty
\]

Therefore, we can apply Hoeffding’s, as in (15), with \( \delta' = \delta \left(\frac{\varepsilon}{2d}\right)^d \), and union bound over the set \( S \), to get that for any \( \beta \in S \), with probability at least \( 1 - \delta \), (15) holds.

Then, for any \( \beta \in H \), by the covering property, we can find some \( \beta_c \in S \) such that

\[
\|\beta - \beta_c\|_\infty \leq \frac{\varepsilon}{d} \implies \|X \beta - X \beta_c\|_1 \leq n \varepsilon. \quad (16)
\]

We have

\[
\|X \beta_c - y\|_1 - \|X \beta - X \beta_c\|_1 \leq \|X \beta - y\|_1 \leq \|X \beta - X \beta_c\|_1 + \|X \beta_c - y\|_1.
\]

So, combining (15) and (16), and dividing by \( n \), we finally have that if \( n \geq \frac{4}{d} \left( \log \frac{2}{\delta} + d \log \frac{4d}{\varepsilon} \right) \), then for all \( \beta \in H \),

\[
(1 - \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ \|X^\top \beta - Y\| \right] \leq \frac{1}{n} \|X \beta - y\|_1 \leq (1 + \varepsilon) \mathbb{E}_{(X,Y) \sim P} \left[ \|X^\top \beta - Y\| \right] < \quad \triangleright \text{Claim 18. For } D, B \text{ as chosen above, } l(\beta^*) = 1 - 2\varepsilon.\]
Proof of Claim 18. The $\ell_1$ error for the correct $\beta$ is given by

$$E_{(X,Y) \sim P} \left| X^T \beta^* - Y \right|$$

$$= \mathbb{E}_X \left[ E_{Y \sim P(\cdot | X)} \left| X^T \beta^* - Y \right| \right]$$

by independence

$$= \mathbb{E}_X \left[ (\frac{1}{2} + \varepsilon) \left| X^T \beta^* - X^T \beta^* \right| + (\frac{1}{2} - \varepsilon) \left| X^T \beta^* + X^T \beta^* \right| \right]$$

$$= \mathbb{E}_X [(1 - 2\varepsilon)|X^T \beta^*|]$$

$$= 1 - 2\varepsilon$$

\(\triangleright\) Claim 19. For any $D, B$ as chosen above, we have for all $\beta \in B$, $l(\beta) - l(\beta^*) = \frac{2}{d^2}||\beta - \beta^*||_1$.

Proof of Claim 19.

$$E_{(X,Y) \sim P} \left| X^T \beta - Y \right|$$

$$= \mathbb{E}_X \left[ E_{Y \sim P(\cdot | X)} \left| X^T \beta - Y \right| \right]$$

$$= \mathbb{E}_X \left[ \left( \frac{1}{2} + \varepsilon \right) \left| X^T \beta - X^T \beta^* \right| + \left( \frac{1}{2} - \varepsilon \right) \left| X^T \beta + X^T \beta^* \right| \right]$$

$$= (1 - 2\varepsilon) + 2\varepsilon \mathbb{E}_X [X^T \beta - X^T \beta^*]$$

$$= (1 - 2\varepsilon) + 2\varepsilon \frac{1}{d^2}||\beta - \beta^*||_1$$

\(\triangleright\) Claim 21. For any $\beta$, $\max \{ \ell_{\beta_{(1)}}(\beta) - \ell_{\beta^*_{(1)}}(\beta^*_{(1)}), \ell_{\beta_{(2)}}(\beta) - \ell_{\beta^*_{(2)}}(\beta^*_{(2)}) \} > 2\varepsilon$

Proof of Claim 21.

$$l(\beta) + l(\beta^*) = 2 - 4\varepsilon + \frac{2\varepsilon}{d}||\beta^*_{(1)} - \beta||_1 + \frac{2\varepsilon}{d}||\beta^*_{(2)} - \beta||_1$$

$$\geq 2 - 4\varepsilon + \frac{2\varepsilon}{d}||\beta^*_{(2)} - \beta^*_{(1)}||_1$$

$$= 2$$

$$\Rightarrow \max \{ \ell_{\beta_{(1)}}(\beta) - \ell_{\beta^*_{(1)}}(\beta^*_{(1)}), \ell_{\beta_{(2)}}(\beta) - \ell_{\beta^*_{(2)}}(\beta^*_{(2)}) \} > 2\varepsilon,$$  \(\forall \beta \in \mathbb{R}^d\)

\(\triangleright\) Claim 24. For all $i \in [d], \beta \in \mathbb{R}^d$, we have $\ell_{\beta_{(i)}}(\beta) \geq \frac{1}{d^2}$ with equality when $\beta = \beta^*_{(i)}$

Proof of Claim 24.

$$\ell_{\beta_{(i)}}(\beta) = \frac{1}{d} \sum_{j \neq i} |\beta_j| + \frac{1}{d} \frac{\varepsilon}{d} |1 - \beta_i| + \frac{1}{d} \frac{2 - \varepsilon}{d} |\beta_i|$$

$$\geq \frac{1}{d} \frac{2 - \varepsilon}{d} ((\beta_i) + |1 - \beta_i|) + \frac{2\varepsilon}{d} |1 - \beta_i| \geq \frac{1}{d} \frac{2 - \varepsilon}{d}$$

\(\triangleright\) Claim 25. Any $\beta \in \mathbb{R}^d$ can only satisfy $\ell_{\beta_{(i)}}(\tilde{\beta}) < \frac{1}{d^2}$ for one $i \in [d]$. 


Proof of Claim 25. Indeed, suppose $\beta$ was such that $\ell_{\beta, (I)}^* (\beta), \ell_{\beta, (J)}^* (\beta) < \frac{1}{2d}$. Then we must have

$$\frac{1}{2d} \geq \ell_{\beta, (I)}^* (\beta)$$

$$= \frac{1}{d} \sum_{j \neq I} |\beta_j| + \frac{1}{d} \epsilon (|\beta_I| + |1 - \beta_I|) + \frac{2\epsilon}{d} |1 - \beta_I|$$

$$\geq \frac{1}{d} \sum_{j \neq I} |\beta_j| + \frac{1}{d} \epsilon + \frac{2\epsilon}{d} |1 - \beta_I|$$

$$\iff \epsilon \geq \sum_{j \neq I} |\beta_j| + 2\epsilon |1 - \beta_I|$$

$$\geq \sum_{j \neq I} |\beta_j| + 2\epsilon - 2\epsilon |\beta_I|$$

$$\iff 2|\beta_I| \geq ||\beta||_1 + 2\epsilon$$

Similarly for $J$, so we would have $||\beta|| \geq |\beta_I| + |\beta_J| \geq ||\beta||_1 + 2\epsilon$. \hfill \Box
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1 Introduction

Polynomial identity testing (PIT) is a fundamental problem in arithmetic circuit complexity. PIT is the problem of deciding if a given arithmetic circuit computes an identically zero polynomial. It is one of the few natural problems in $\text{BPP}$ (in fact, in co-$\text{RP}$) for which we do not know of deterministic polynomial-time algorithms. A probabilistic polynomial-time algorithm for PIT follows from the DeMillo-Lipton-Schwartz–Zippel lemma [15,71,78]. PIT has connections to other interesting problems like perfect matching [19,41,49,53,75], the linear matroid intersection [33,55], and the maximum rank matrix completion [33,54]. The deterministic primality testing algorithm in [4] derandomizes a particular instance of PIT over a ring [2]. Also, multivariate polynomial factorization for general circuits can be efficiently reduced to PIT and factoring univariate polynomials [37,38,48]. Moreover, derandomizing PIT or the black-box version of PIT\(^1\) is essentially equivalent to proving arithmetic circuit lower bounds.

\(^1\) An algorithm for the black-box PIT problem takes as input black-box access to a circuit. The algorithm cannot “see” the circuit but can query it at any point [1,34,36,57]. The black-box PIT problem for a circuit class $C$ is also known as the problem of constructing hitting sets for $C$. 
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In the past two decades, PIT algorithms and hitting set constructions have been studied for various restricted classes/models of circuits. Bounding the read of every variable is a natural restriction that has received a lot of attention. Two constant-read models, viz. read-once oblivious algebraic branching programs (ROABPs) and constant-read (more generally, constant-occur) formulas. These models are quiet powerful and capture many interesting circuit classes. A polynomial-time PIT algorithm and a quasi-polynomial time hitting set construction for ROABPs are known \[3, 23, 61\]. A quasi-polynomial time hitting set construction for multilinear constant-read formulas was given by \[10\]. \[5\] obtained polynomial-time constructible hitting sets for constant-depth, constant-occur formulas.

**Hitting sets for orbits.** In this paper, we study hitting set constructions for the orbits of ROABPs and constant-occur formulas. The orbit of a polynomial \( f \) is the set of polynomials obtained by applying invertible affine transformations on the variables of \( f \), i.e., by replacing the variables of \( f \) with linearly independent affine forms. The orbit of a circuit class is the union of the orbits of the polynomials computable by the circuits in the class. Our reasons for studying hitting sets for the orbits of ROABPs and constant-occur formulas are threefold:

1. The power of orbit closures: The set of affine projections of an \( n \)-variate polynomial \( f(x) \) over a field \( \mathbb{F} \) is \( \text{aproj}(f) := \{ f(Ax + b) : A \in \mathbb{F}^{n \times n} \text{ and } b \in \mathbb{F}^n \} \); the orbit of \( f \) is the set \( \text{orb}(f) = \{ f(Ax + b) : A \in \text{GL}(n, \mathbb{F}) \text{ and } b \in \mathbb{F}^n \} \subseteq \text{aproj}(f) \). Affine projections of polynomials computable by polynomial-size ROABPs or constant-occur formulas have great expressive power. All polynomials computed by algebraic branching programs and arithmetic formuals are affine projections of polynomial width ROABPs and constant ROABPs, respectively. Similarly, all polynomials computed by depth-3 arithmetic circuits (which are quiet powerful \[7, 30, 46, 76, 77\]) and arithmetic formulas are affine projections of read once formulas. The orbit of \( f \) being a mathematically interesting subset of \( \text{aproj}(f) \), it is natural to ask if we can construct efficient hitting sets for the orbits of the above-mentioned circuit classes. Moreover, \( \text{orb}(f) \) is not “much smaller” than \( \text{aproj}(f) \), as the latter is contained in the orbit closure of \( f \) if \( \text{char}(\mathbb{F}) = 0 \) (see the full version \[64\] for more details).

2. Geometry of the circuit classes: Consider an \( n \)-variate polynomial \( f \in \mathbb{R}[x] \) and let \( \mathbb{V}(f) \) be the variety (i.e., the zero locus) of \( f \). The geometry of \( \mathbb{V}(f) \) is preserved by any rigid transformation on \( \mathbb{R}^n \). Computation of a set \( \mathcal{H} \subseteq \mathbb{R}^n \) that is not contained in \( T(\mathbb{V}(f)) \), for every rigid transformation \( T \), would have to be “mindful” of the geometry of \( \mathbb{V}(f) \) and oblivious to the choice of the coordinate system. Computing such an \( \mathcal{H} \) is exactly the problem of constructing a hitting set for the polynomials \( \{ f(Rx + b) : R \in O(n, \mathbb{R}) \text{ and } b \in \mathbb{R}^n \} \). We can generalize the problem slightly by replacing \( R \in O(n, \mathbb{R}) \) with \( A \in \text{GL}(n, \mathbb{R}) \). A hitting set for ROABPs or constant-occur formulas does not immediately give a hitting set for \( \{ f(Ax + b) : A \in \text{GL}(n, \mathbb{R}) \text{ and } b \in \mathbb{R}^n \} \), as the definitions of an ROABP and a constant-occur formula are tied to the choice of the coordinate system. It is thus natural to ask if there is anything special about the geometry of \( \mathbb{V}(f) \) which can facilitate efficient constructions of hitting sets for \( \text{orb}(f) \).

3. Strengthening existing techniques: Finally, it is worth investigating whether the techniques used to design hitting sets for ROABPs and constant-occur formulas can be applied or strengthened or combined to give hitting sets for the orbits of these circuit classes.
1.1 The models

Unless otherwise stated, we will assume that polynomials are over a field $F$. Read Once Algebraic Branching Programs (ROABPs) are the read once versions of Algebraic Branching Programs defined by Nisan [56]. While Nisan defined ABPs using directed graphs, we use the following equivalent and conventional definition of an ROABP.

\textbf{Definition 1} (ROABP [23]). An \textit{n-variate, width-}w \textit{read-once oblivious algebraic branching program (ROABP)} is a product of the form $1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1$, where $1$ is the $w \times 1$ vector of all ones, and for every $i \in [n]$, $M_i(x_i)$ is a $w \times w$ matrix whose entries are in $F[x_i]$.

\textbf{Definition 2} (Commutative ROABP). An \textit{n-variate, width-}w \textit{commutative ROABP is an n-variate, width-}w \textit{ROABP $1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1$, where for all $i, j \in [n]$, $M_i(x_i)$ and $M_j(x_j)$ commute with each other.}

A polynomial $f$ is \textit{s-sparse} if it has at most $s$ monomials with non-zero coefficients; these monomials will be referred to as the \textit{monomials of} $f$. A degree-$d$ s-sparse polynomial can be computed by a depth-2 circuit of size $sd$ as well as by a width-s commutative ROABP.

\textbf{Definition 3} (Occur-\textit{k} formula [5]). An \textit{occurrence-k} formula is a rooted tree whose leaves are labelled by s-sparse polynomials and whose internal nodes are sum (+) gates or product-power ($\times$) gates. Each variable appears in at most $k$ of the sparse polynomials that label the leaves. The edges feeding into a $+$ gate are labelled by field elements and have 1 as edge weights, whereas the edges feeding into a $\times$ gate have natural numbers as edge weights. A leaf node computes the s-sparse polynomial that labels it. A $+$ gate with inputs from nodes that compute $f_1, \ldots, f_m$ and with the corresponding input edge labels $\alpha_1, \ldots, \alpha_m$, computes $\alpha_1 f_1 + \cdots + \alpha_m f_m$. A $\times$ gate with inputs from nodes that compute $f_1, \ldots, f_m$ and with the corresponding input edge weights $e_1, \ldots, e_m$, computes $f_1^{e_1} \cdots f_m^{e_m}$. The formula computes the polynomial that is computed by the root node.

The size of an \textit{occurrence-k} formula is the weighted sum of all the edges in it (i.e., an edge is counted as many times as its edge weight) plus the sizes of the depth-2 circuits computing the s-sparse polynomials at the leaves. The depth of an \textit{occurrence-k} formula is equal to the depth of the underlying tree plus 2, to account for the depth of the circuits computing the sparse polynomials at the leaves.

Read-k formulas have been studied intensely in the literature (see Section 1.4). Occur-\textit{k} formulas generalize read-k formulas in two ways – the leaves are labelled by arbitrary sparse polynomials instead of just variables, and powering gates are included along with the usual sum and product gates. These generalizations help make the occur-\textit{k} model complete \footnote{For example, the power symmetric polynomial $x_1^n + \cdots + x_n^n$ cannot be computed by a read-\textit{k} formula for any $k < n$, but it can be computed by an occur-once formula.}, and capture other interesting circuit classes (such as multilinear depth-4 circuits with constant top fan-in [39,65]) and polynomial families (such as the power symmetric polynomials). Besides, unlike some prior work [10,39,65], there is no restriction of multilinearity on the model. We will identify the variable set $x = \{x_1, \ldots, x_n\}$ with the column vector $[x_1 \, x_2 \, \cdots \, x_n]^T$.

\textbf{Definition 4} (Orbits of polynomials). Let $f(x)$ be an \textit{n-variate polynomial} over a field $F$. The \textit{orbit} of $f$, denoted by $\text{orb}(f)$, is the set $\{f(Ax) : A \in \text{GL}(n, F)\}$. The orbit of a set of polynomials $C$, denoted by $\text{orb}(C)$, is the union of the orbits of the polynomials in $C$. 

\text{GL}(n, F)$ represents the general linear group of invertible $n \times n$ matrices over field $F$. This definition allows us to consider transformations of the input variables and how they affect the polynomial expressions.
The results we present in this paper hold even if we define the orbit of an \( n \)-variate polynomial \( f \) as \( \text{orb}(f) = \{ f(Ay + b) : \|y\| = m \geq n, \ A \in \mathbb{F}^{n \times m} \text{ has rank } n, \text{ and } b \in \mathbb{F}^n \} \). However, we work with this slightly conventional definition of \( \text{orb}(f) \) for simplicity of exposition, and because the proofs in the general setting are nearly the same as the proofs we present here. By the “orbit of a circuit class \( C \)”, we mean the union of the orbits of the polynomials computable by the circuits in the class \( C \). Our main results are efficient constructions of hitting sets for the orbits of commutative ROABPs and constant-width ROABPs (under low individual degree restriction), and the orbits of constant-depth constant-occur formulas and occur-once formulas.

1.2 Our results

Definition 5 (Hitting set). Let \( C \) be a set of \( n \)-variate polynomials. A set of points \( H \subseteq \mathbb{F}^n \) is a hitting set for \( C \) if for every non-zero \( f \in C \), there is a point \( a \in H \) such that \( f(a) \neq 0 \).

By a “\( T \)-time hitting set”, we mean that the hitting set can be computed in \( T \) time. The individual degree of a monomial is the largest of the exponents of the variables that appear in it. The individual degree of a polynomial is the largest of the individual degrees of its monomials. We are now ready to state our results.

Theorem 6 (Hitting sets for the orbits of commutative ROABPs with low individual degree). Let \( C \) be the set of \( n \)-variate polynomials with individual degree at most \( d \) that are computable by width-\( w \) commutative ROABPs. If \( |\mathbb{F}| > n^2d \), then a hitting set for \( \text{orb}(C) \) can be computed in \( (nd)^{O(d \log w)} \) time.

We say an \( n \)-variate polynomial \( f(x_1, x_2, \ldots, x_n) \) can be expressed as a sum of \( s \) products of univariates if \( f = \sum_{i \in [s]} \prod_{j \in [n]} f_{i,j}(x_j) \), where each \( f_{i,j}(x_j) \) is a univariate polynomial in \( x_j \). This model is subsumed by commutative ROABPs and has found important applications in several other works [30, 63, 66]. The above theorem implies a \( n d^{O(d \log s)} \) time hitting set for this model. As the elementary symmetric polynomials and low individual degree sparse polynomials are special cases of low individual degree sum of products of univariates, we also get quasi-polynomial hitting sets for these models. It turns out though that for the particular case of sparse polynomials it is possible to remove the individual degree restriction from the above theorem. This is due to an independent and simultaneous work by [51]. We state their result next.

Theorem 7 (Hitting sets for the orbits of sparse polynomials [51]). Let \( C \) be the set of \( n \)-variate, \( s \)-sparse polynomials of degree at most \( d \). If \( |\mathbb{F}| > nd \) and \( \text{char}(\mathbb{F}) = 0 \) or \( > d \), then a hitting set for \( \text{orb}(C) \) can be computed in \( (nd)^{O(\log s)} \) time.

The above theorem plays a basic role in the proofs of Theorem 9 and Theorem 10. There, we apply the algebraic independence based analysis from [5, 11] and the Shpilka-Volkovich (SV) generator based argument from [73], respectively, to reduce to the case of constructing hitting sets for the orbits of sparse polynomials. While in the original version of our work [64] we applied Theorem 6 in the base case of the proofs of Theorem 9 and 10, here we plug-in Theorem 7 in the base case. This helps us forgo the low individual degree restriction that was present in these theorems in the original version.

Theorem 8 (Hitting sets for the orbits of multilinear constant-width ROABPs). Let \( C \) be the set of \( n \)-variate multilinear polynomials that are computable by width-\( w \) ROABPs. If \( |\mathbb{F}| > n^{O(w^4)} \), then a hitting set for \( \text{orb}(C) \) can be computed in \( n^{O(w^4 \log n)} \) time.
The theorem gives a quasi-polynomial time hitting set for orb(IMM_{3,d}), which is complete for the class of arithmetic formulas under affine projections (in fact, under p-projections) [12]. The set of affine projections of IMM_{2,d} is also quite rich, despite the fact that there are simple quadratic polynomials that are not in aproj(IMM_{2,d}) for any d [8,62]. This is because hitting sets for aproj(IMM_{2,d}) give hitting sets for depth-3 circuits [62]. Moreover, orb(IMM_{2,d}) captures the orbit closures of arithmetic formulas [13]. The above theorem implies a quasi-polynomial time hitting set for orb(IMM_{2,d}).

\textbf{Theorem 9} (Hitting sets for the orbits of constant-depth, constant-occur formulas). Let \( C \) be the set of \( n \)-variate, degree-\( D \) polynomials that are computable by depth-\( \Delta \), occur-\( k \) formulas of size \( s \). Let \( R := (2k)^{2\Delta}2^s \). If \( \text{char}(\mathbb{F}) = 0 \) or \( > (2ks)^{\Delta}R \), then a hitting set for orb(\( C \)) can be computed in \( (nRD)^{O(R(\log R + \Delta \log k + \Delta \log s) + \Delta R)} \) time. If the leaves are labelled by \( b \)-variate polynomials, then a hitting set for orb(\( C \)) can be computed in \( (nRD)^{O(Rb + \Delta R)} \) time. In particular, if \( \Delta \) and \( k \) are constants, then the hitting sets can be constructed in time \( (nD)^{O(\log s)} \) and \( (nD)^{O(b)} \), respectively.

The above theorem gives quasi-polynomial hitting sets for the orbits of two other interesting models viz. multilinear depth-4 circuits with constant top fan-in and the class of polynomials \( C(f_1, \ldots, f_m) \), where \( C \) is a low-degree circuit and \( f_1, \ldots, f_m \) are sparse polynomials with bounded transcendence degree [11]. The theorem also yields polynomial-time hitting sets for the orbits of the power symmetric polynomial and the sum-product polynomial

\[
SP_{n,D} = \sum_{i \in [n]} \prod_{j \in [D]} x_{i,j}.
\]

Prior to our work, [47] gave a polynomial-time hitting set for the orbit of power symmetric polynomials using a different argument.

\textbf{Theorem 10} (Hitting sets for the orbits of occur-once formulas). Let \( C \) be the set of \( n \)-variate, degree-\( D \) polynomials that are computable by occur-once formulas whose leaves are labelled by \( s \)-sparse polynomials. If \( |\mathbb{F}| > nD \) and \( \text{char}(\mathbb{F}) = 0 \) or \( > D \), then a hitting set for orb(\( C \)) can be computed in \( (nD)^{O(\log n + \log s)} \) time. If the leaves are labelled by \( b \)-variate polynomials, then a hitting set for orb(\( C \)) can be computed in \( (nD)^{O(\log n + b)} \) time.

The independent and concurrent work [51] gave (among other results) a quasi-polynomial time hitting set for the orbits of read-once formulas. We note that this result also follows from the second part of the above theorem which is already present in the original version of this work [64]. The proofs of Theorems 9 and 10 can be found in the full version [64].

### 1.3 Proof techniques

Let us briefly discuss the techniques that go into proving the above results.

**Commutative ROABPs with low individual degree.** Theorem 6 is proved by adapting the rank concentration by translation technique of [6] to work for the orbits of commutative ROABPs. Let \( f = 1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1 \) be a commutative ROABP and \( F = M_1(x_1)M_2(x_2) \cdots M_n(x_n) \). For any \( A \in \text{GL}(n, \mathbb{F}) \), let \( g = f(Ax) \) and \( G = F(Ax) \). Suppose that \( A \) maps \( x_i \) to a linear form \( \ell_i(x) \) for every \( i \in [n] \), and let \( \ell_i = \ell_i(x) \). Then, \( g = 1^T \cdot M_1(y_1)M_2(y_2) \cdots M_n(y_n) \cdot 1 \) and \( G = M_1(y_1)M_2(y_2) \cdots M_n(y_n) \). We show that if \( g \neq 0 \), then there exist explicit “low” degree polynomials \( t_1(z), \ldots, t_n(z) \), where \( z \) is a “small” set of variables, such that \( g(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has a “low” support monomial. This is done by proving that \( G(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has low support rank concentration over \( \mathbb{F}(z) \) in the “\( y \)-variables” (see Section 2.2 for the meaning of low support rank concentration). That done, we use the assumption that \( f \) has low individual degree to argue that \( g(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) also has a low support \( x \)-monomial. This and the fact that \( |x| \) is small imply that \( g(x_1 + t_1(z), \ldots, x_n + t_n(z)) \), when viewed as a polynomial in \( \mathbb{F}[x, z] \), has a low support monomial. Finally, we use the SV generator to hit \( g \).
Our analysis differs from that in [6] at a crucial point: In [6], it was shown that $F(x + t) = M_1(x_1 + t_1)M_2(x_2 + t_2)\cdots M_n(x_n + t_n)$ has low support rank concentration over $F(t)$ if the nonzeroness of every polynomial in a certain collection of polynomials – each in a “small” set of $t$-variables – is preserved. As each polynomial in the collection has “low” $t$-variables, a substitution $t_i \leftrightarrow t_i(z)$ that preserves its nonzeroness is relatively easy to construct. But the collection of polynomials that we need to prove to show low support rank concentration for $G(x + t)$ is such that every polynomial in the collection has potentially all the $t$-variables. However, we are able to argue that each of these polynomials still has a low support $t$-monomial. This then helps us construct a substitution $t_i \rightarrow t_i(z)$ that preserves the nonzeroness of these polynomials.

**Multilinear constant-width ROABPs.** Theorem 8 is proved by combining the rank concentration technique of [6] with the merge-and-reduce idea from [23] and [21]. Let $f = 1^T \cdot M_1(x_1)M_2(x_2)\cdots M_n(x_n) \cdot 1$ be a multilinear, width-$w$ ROABP; here $M_i(x_i) \in \mathbb{F}^{w \times w}[x_i]$ for all $i \in [n]$. Also, let $F = M_1(x_1)M_2(x_2)\cdots M_n(x_n)$. For any $A \in \text{GL}(n, \mathbb{F})$, let $g = f(Ax)$ and $G = F(Ax)$. For $i \in [n]$, suppose that $A$ maps $x_i \mapsto \ell_i(x)$, where $\ell_i$ is a linear form, and let $y_i = \ell_i(x)$ and $y = \{y_1, \ldots, y_n\}$. Then, $g = 1^T \cdot M_1(y_1)M_2(y_2)\cdots M_n(y_n) \cdot 1$ and $G = M_1(y_1)M_2(y_2)\cdots M_n(y_n)$. Much like in the case of commutative ROABPs, we show that if $g \neq 0$, then there exist explicit “low” degree polynomials $t_1(z), \ldots, t_n(z)$, where $z$ is a “small” set of variables such that $G(x_1 + t_1(z), \ldots, x_n + t_n(z))$ has “low” support rank concentration in the “$y$-variables”. While in the rank concentration argument for commutative ROABPs the $x$-variables were translated only once, here the translations can be thought of as happening sequentially and in stages. There will be $[\log n]$ stages with each stage also consisting of multiple translations. After the $p$-th stage, the product of any $2^p$ consecutive matrices in $G$ will have low support rank concentration in the $y$-variables. Thus, after $[\log n]$ stages, we will have low support rank concentration in the $y$-variables for $G(x_1 + t_1(z), \ldots, x_n + t_n(z))$.

As in the case of commutative ROABPs, we show that $G(x + t)$ has low support rank concentration if each polynomial in a certain collection of non-zero polynomials in the $t$-variables is kept non-zero by the substitution $t_i \rightarrow t_i(z)$. However, in this case, it is trickier to show that these polynomials have low support $t$-monomials. We do this by arguing that each such polynomial can be expressed as a ratio of a polynomial that contains a low support $t$-monomial and a product of linear forms in the $t$-variables.

**Constant-depth, constant-occur formulas.** We prove Theorem 9 by combining the algebraic independence based technique in [5] with Theorem 7. Let $f$ be a constant-depth, constant-occur formula. We first show that it can be assumed without loss of generality that the top-most gate of $f$ is a $+$ gate whose fan-in is upper bounded by the occurs of $f$, say $k$. In [5], they were able to upper bound the top fan-in by simply translating a variable by $1$ and subtracting the original formula. However, the same idea does not quite work here, because we have only access to a polynomial in the *orbit* of $f$. To upper bound the top fan-in, we show that there exists a variable $x_i$ such that $\frac{\partial f}{\partial x_i}$ is a constant-depth, constant-occur formula with top fan-in bounded by $k$. Then, using the chain rule of differentiation, we show that one can construct a hitting set generator for $\text{orb}(f)$ from a generator for $\text{orb} \left( \frac{\partial f}{\partial x_i} \right)$; this means that we can shift our attention to $f' = \frac{\partial f}{\partial x_i}$, which we shall henceforth refer to as $f$.

Let $f = f_1 + \cdots + f_k$, $A \in \text{GL}(n, \mathbb{F})$, $g = f(Ax)$, $g = g_1 + \cdots + g_k$ where for all $i \in [k], g_i = f_i(Ax)$. It was shown in [5] that a homomorphism, which is faithful (see Definition 17) to $f_1, \ldots, f_k$, is a hitting set generator for $f$. In our case, this translates to a
homomorphism that is faithful to \(g_1, \ldots, g_k\) is a hitting set generator for \(g\). [5] also showed that the problem of constructing a homomorphism \(\phi\) that is faithful to \(f_1, \ldots, f_k\) reduces to constructing a homomorphism \(\psi\) that preserves the determinant of a certain matrix. This matrix is an appropriate sub-matrix of the Jacobian of \(f_1, \ldots, f_k\). Also, it was argued that its determinant is a product of sparse polynomials and so \(\psi\) was obtained from [45]. We use a similar argument, along with the chain rule, to show that the problem of constructing a homomorphism \(\phi\) that is faithful to \(g_1, \ldots, g_k\) reduces to constructing a homomorphism \(\psi\) that preserves the determinant of a sub-matrix of the same Jacobian evaluated at \(Ax\). As this determinant is a product of polynomials in the orbit of sparse polynomials, we can use Theorem 7 to construct such a \(\psi\).

**Occur-once formulas.** We prove Theorem 10 by building upon the arguments in [73] and linking it with Theorem 7. At first, we show two structural results for occur-once formulas. These lemmas are generalizations of similar structural results for read-once formulas shown in [73]. Much like in [73], the structural results help us show that for a “typical” occur-once formula \(f\) with a \(+\) gate as the root node, there exists a variable \(x_i\) such that \(\frac{\partial f}{\partial x_i}\) is a product of occur-once formulas, each of which has at most half as many non-constant leaves as \(f\). We then use this fact to show that a hitting-set generator for \(\text{orb}(f)\) can be constructed from a generator for \(\text{orb}\left(\frac{\partial f}{\partial x_i}\right)\). [73] uses the derivatives of \(f\) in a similar way to show that a generator for \(f\) can be constructed from that for \(\frac{\partial f}{\partial x_i}\) using the SV generator (see Definition 12). However, in our case, we want a generator for \(\text{orb}(f)\) and not just for \(f\). For this reason, we first use the chain rule for derivatives to relate the gradient of a \(g \in \text{orb}(f)\) with that of \(f\), and then argue that there exists a \(x_j\) such that a generator for \(\text{orb}\left(\frac{\partial g}{\partial x_j}\right)\) is also a generator for \(\frac{\partial g}{\partial x_j}\). Finally, we use this generator for \(\frac{\partial g}{\partial x_j}\) to construct a generator for \(g\). The argument then proceeds by induction on the number of non-constant leaves. In the base case, we need a hitting set generator for orbits of sparse polynomials which we get from Theorem 7.

### 1.4 Related work

We give a brief account of known results on PIT and hitting sets for arithmetic circuits. The results on hitting sets for the constant-read models are most relevant to our work here. However, for the sake of completeness, we mention a few other prominent results.

**Constant-read models.** [73] gave a polynomial-time PIT algorithm and a quasi-polynomial time hitting set construction for sums of constantly many preprocessed read-once formulas (PROFs). [52] later gave a polynomial time hitting set for the same model. [10] gave a quasi-polynomial time hitting set construction for multilinear sparse-substituted read-\(k\) formulas, wherein the leaves are replaced by sparse polynomials and every variable appears in at most \(k\) of the sparse polynomials. Observe that the models studied in all three works are special cases of constant occur formulas.

A polynomial-time PIT for ROABPs follows from the PIT algorithm for non-commutative formulas [61]. [23] gave quasi-polynomial time hitting sets for ROABPs, when the order of the variables is known. Building on the rank concentration by translation technique from [6] and the merge-and-reduce idea from [23], [21] gave a quasi-polynomial time hitting set construction for low individual degree ROABPs. Finally, [3] obtained a quasi-polynomial time constructible hitting set for ROABPs using a different and simpler method, namely basis isolation, which can be thought of as a generalization of the monomial isolation method in [45]. [32] designed hitting sets for sums of constantly many ROABPs.
in quasi-polynomial time; they also gave a polynomial-time PIT algorithm for the same model. Recently, more efficient constructions of hitting sets for ROABPs have been obtained [27], sometimes under additional restrictions on the model such as commutativity and constant-width [31]. For read-$k$ oblivious ABPs, [9] obtained a subexponential-time PIT algorithm.

Orbit closures. A polynomial-time hitting set for the orbit of the power symmetric polynomial $P\text{Sym}_{n,d} = x_1^d + \ldots + x_n^d$ was given by [47]. As that $P\text{Sym}$ is computable by a depth-2 occur-once formula, Theorem 9 subsumes this result. Our hitting-set construction is different from the one in [47] which involves the Hessian matrix, whereas the proofs here work with just the first order derivatives. Very recently and independent of our work, [51] gave quasi-polynomial time hitting sets for the orbits of sparse polynomials and read-once formulas. For the orbit closures of polynomials that are computable by low-degree, polynomial-size circuits (i.e., VP circuits), [24, 28] gave PSPACE constructions of hitting sets.

Constant-depth models. The polynomial-time hitting set construction for depth-2 circuits (i.e., sparse polynomials) in [45] is one of the widely used results in black-box PIT. [16] gave a quasi-polynomial time PIT algorithm for depth-3 circuits with constant top fan-in. Later [44] improved the complexity to polynomial-time. Using ideas developed in [16], and [25], [40, 43, 70] gave polynomial-time constructible hitting sets for depth-3 circuits with constant top fan-in over $\mathbb{Q}$. Ultimately, a combination of ideas from the [44] and [25] led to a polynomial-time hitting set construction for the same model over any field [69, 70]. Meanwhile, [42, 66] gave polynomial-time PIT for depth-3 powering circuits. Using ideas from [44] and [66], [63] gave polynomial-time PIT for the sum of a depth-3 circuit with constant top fan-in and a semi-diagonal circuit (which is a special kind of a depth-4 circuit). [62] showed that polynomial-time PIT (resp. hitting sets) for $\text{aproj}(\text{IMM}_{2,d})$ implies polynomial-time PIT (resp. hitting sets) for depth-3 circuits.

A quasi-polynomial time hitting set for set-multilinear depth-3 circuits with known variable-partition was given by [22]. Independently and simultaneously, [6] gave a quasi-polynomial time hitting set for set-multilinear depth-3 circuits with unknown variable-partition (and more generally, for constant-depth pure formulas [58]) using a different technique, namely rank concentration by translation. Set-multilinear depth-3 circuits (in fact, pure formulas) form a subclass of ROABPs. [14] gave subexponential-time hitting sets for multilinear depth-3 and depth-4 formulas (and more generally, for constant-depth multilinear regular formulas) by reducing the problem to constructing hitting sets for ROABPs. For multilinear depth-4 circuits with constant top fan-in, [39] gave a quasi-polynomial time hitting set. This was improved to a polynomial-time hitting set in [65]. Multilinear depth-4 circuits with constant top fan-in form a subclass of depth-4 constant-occur formulas. [5] gave a unifying method based on algebraic independence to design polynomial-time hitting sets for both depth-3 circuits with constant top fan-in and constant-depth, constant-occur formulas. A generalization of depth-3 powering circuits to depth-4 is sums of powers of constant degree polynomials; [20] gave a quasi-polynomial time hitting set for this model. Recently, a sequence of work [59, 60, 72] led to a polynomial-time hitting set for depth-4 circuits with top fan-in at most 3 and bottom fan-in at most 2 via a resolution of a conjecture of [11, 29] on the algebraic rank of the factors appearing in such circuits.

Edmonds’ model. An important special case of PIT is the following problem: given $f = \det(A_0 + \sum_{i\in[n]} x_i A_i)$, where $A_i \in \mathbb{F}^{n\times n}$ is a rank-1 matrix for every $i \in [n]$ and $A_0 \in \mathbb{F}^{n\times n}$ is an arbitrary matrix, check if $f = 0$ [17]. This case of PIT, played an instrumental
role in devising fast parallel algorithms for several problems such as perfect matching, linear matroid intersection and maximum rank matrix completion [19, 33, 41, 49, 53–55, 75]. A polynomial-time PIT for this model is known [18, 26, 35, 50, 54]. [33] gave a quasi-polynomial time hitting set via a certain derandomization of the Isolation Lemma [53].

We refer the reader to the surveys [67, 68, 74] for more details on some of the results and the models mentioned above.

2 Preliminaries

Definition 11 (Hitting set generator). Let \( C \) be a set of \( n \)-variate polynomials and \( t \in \mathbb{N} \).

A polynomial map \( G : \mathbb{F}^t \rightarrow \mathbb{F}^n \) is a hitting set generator for \( C \) if \( \forall f \in C \setminus \{0\} \), we have \( f \circ G \neq 0 \).

We say the number of variables of \( G \) is \( t \), and the degree of \( G \) — denoted by \( \deg(G) \) — is the maximum of the degrees of the \( n \) polynomials that define \( G \). We will denote the \( t \)-variate polynomial \( f \circ G \) by \( f(G) \). By treating a matrix \( A \in \mathbb{F}^{n \times n} \) as a linear transformation from \( \mathbb{F}^n \) to \( \mathbb{F}^n \), we will denote the polynomial map \( A \circ G \) by \( AG \) and the \( t \)-variate polynomial \( f \circ AG \) by \( f(AG) \). If the defining polynomials of \( G \) have degree \( d_0 \) and the degree of the polynomials in \( C \) is at most \( D \), then the degree of \( f(G) \) is at most \( d_0D \). Thus, if we are given the defining polynomials of \( G \), then we can construct a hitting set for \( C \) in time \( \text{poly}(n, (d_0D)^t) \) using the Schwartz-Zippel lemma, provided also that \( |F| > d_0D \).

2.1 The Shpilka-Volkovich generator

Definition 12 (The Shpilka-Volkovich hitting set generator [73]). Assume that \( |F| \geq n \) and let \( \alpha_1, \ldots, \alpha_n \) be distinct elements of \( \mathbb{F} \). For \( i \in [n] \), let \( L_i(y) := \prod_{j \in [n], j \neq i} \frac{y - \alpha_j}{\alpha_i - \alpha_j} \) be the \( i \)-th Lagrange interpolation polynomial. Then, for \( t \in \mathbb{N} \), the Shpilka-Volkovich (SV) generator \( G_t^{SV} : \mathbb{F}^t \rightarrow \mathbb{F}^n \) is defined as \( G_t^{SV} := (G^{(1)}_t, \ldots, G^{(n)}_t) \) where, \( G^{(i)}_t(y_1, \ldots, y_t, z_1, \ldots, z_t) = \sum_{k=1}^t L_i(y_k) \cdot z_k \).

Notice that \( \deg(G^{(i)}_t) = n \), and \( G^{SV}_{t+i}(y_{t+i+1} = \alpha_i) = G_t^{SV} + e_i \cdot z_{t+1} \), where \( e_i \) is the \( i \)-th standard basis vector of \( \mathbb{F}^n \). Thus, \( \text{Img}(G^{SV}_{t'}) \subseteq \text{Img}(G^{SV}_t) \) and, continuing in this manner, \( \text{Img}(G^{SV}_{t'}) \subseteq \text{Img}(G^{SV}_t) \) for any \( t' \geq t \).

Observation 13. Let \( f \in \mathbb{F}[x] \) be a non-zero polynomial that depends on only \( b \) of the \( x \) variables, and \( g \in \text{orb}(f) \). Then, \( g \) has a monomial of support at most \( b \) and \( g(G^{SV}_{b'}) \neq 0 \).

The above observation is proved in the full version [64]. The following observation, which allows us to construct a hitting set generator for \( f \) from a hitting set generator for \( \frac{\partial f}{\partial x_i} \) is used crucially in the proofs of Theorems 9 and 10 and is proved in the full version [64].

Observation 14. Let \( f \in \mathbb{F}[x] \) be an \( n \)-variate, degree \( d \) polynomial, and for some \( m \in \mathbb{N} \), let \( G : \mathbb{F}^m \rightarrow \mathbb{F}^n \) be a polynomial map of degree at most \( d' \). If \( |F| > dd' \) and there is an \( i \in [n] \) such that \( \frac{\partial f}{\partial x_i}(G) \neq 0 \), then \( f(G + G^{SV}_i) \) is not a constant.

2.2 Low support rank concentration

Let \( F \) be a polynomial in \( x \)-variables with coefficients from \( \mathbb{K}^{w \times w} \), where \( \mathbb{K} \) is a field and \( w \in \mathbb{N} \). For an \( m \in \mathbb{N} \), we say that \( F \) has support-\( m \) rank concentration over \( \mathbb{K} \) if the coefficient of every monomial in \( F \) is in the \( \mathbb{K} \)-span of the coefficients of the monomials of support at most \( m \) in \( F \). Support of a monomial \( x^\alpha \) will be denoted as \( \text{Supp}(x^\alpha) \). We prove the below observation in the full version [64].
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Observation 15. Let \( f = 1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1 \in \mathbb{F}[x] \) be computable by an ROABP of width \( w \), and \( F = M_1(x_1)M_2(x_2) \cdots M_n(x_n) \). For an \( m \in \mathbb{N} \) and \( t_1(z), \ldots, t_n(z) \in \mathbb{F}[z] \), where \( z \) is a set of variables different from \( x \), suppose that \( F(x + t(z)) := M_1(x_1 + t_1(z))M_2((x_2 + t_2(z)) \cdots M_n(x_n + t_n(z)) \in \mathbb{F}[z]^{w \times w}[x] \) has support-m rank concentration over \( F(x) \). Then, \( f(x_1 + t_1(z), \ldots, x_n + t_n(z)) \), when viewed as a polynomial in \( x \)-variables with coefficients from \( \mathbb{F}[z] \), has an \( x \)-monomial of support at most \( m \), provided \( f \neq 0 \).

2.3 Algebraic rank and faithful homomorphisms

We say that polynomials \( f_1, \ldots, f_m \in \mathbb{F}[x] \) are algebraically independent over \( \mathbb{F} \), if they do not satisfy any non-trivial polynomial equation over \( \mathbb{F} \), i.e., for any \( p \in \mathbb{F}[y_1, \ldots, y_m] \), \( p(f_1, \ldots, f_m) = 0 \) only if \( p = 0 \). For \( f = (f_1, \ldots, f_m) \), the transcendence degree (i.e., the algebraic rank) of \( f \) over \( \mathbb{F} \) is the cardinality of any maximal algebraically independent subset of \( \{f_1, \ldots, f_m\} \) over \( \mathbb{F} \). The notion of algebraic rank is well defined as algebraic independence satisfies the matroid properties.

For \( f = (f_1, \ldots, f_m) \in \mathbb{F}[x]^m \), let \( J_f(f) \) denote the Jacobian matrix of \( f \). The following well-known lemma relates the transcendence degree of \( f \) over \( \mathbb{F} \) − denoted by \( \trdeg_\mathbb{F}(f) \) − to the rank of the Jacobian.

Lemma 16 (The Jacobian criterion). Let \( f = (f_1, \ldots, f_m) \in \mathbb{F}[x]^m \) be a tuple of polynomials of degree at most \( D \) and \( \trdeg_\mathbb{F}(f) = r \). If \( \text{char}(\mathbb{F}) = 0 \) or \( \text{char}(\mathbb{F}) > D^r \), then \( \trdeg_\mathbb{F}(f) = \text{rank}_{\mathbb{F}(x)} J_f(f) \).

Definition 17 (Faithful homomorphisms). A homomorphism \( \phi : \mathbb{F}[x] \to \mathbb{F}[z] \) is said to be faithful to \( f = (f_1, \ldots, f_m) \in \mathbb{F}[x]^m \) if \( \trdeg_\mathbb{F}(f) = \trdeg_\mathbb{F}(\phi(f)) \).

Lemma 18 (Theorem 2.4 in [5]). If a homomorphism \( \phi : \mathbb{F}[x] \to \mathbb{F}[z] \) is faithful to \( f = (f_1, \ldots, f_m) \in \mathbb{F}[x]^m \), then for any \( p \in \mathbb{F}[y_1, \ldots, y_m] \), \( p(f) = 0 \) if and only if \( p(\phi(f)) = 0 \).

The following lemma was proved in [5, 11].

Lemma 19 (Lemma 2.7 of [5]). Let \( f = (f_1, \ldots, f_m) \) be a tuple of polynomials of degree at most \( D \), \( \trdeg_\mathbb{F}(f) \leq r \), and \( \text{char}(\mathbb{F}) = 0 \) or \( \text{char}(\mathbb{F}) > D^r \). Let \( \psi : \mathbb{F}[x] \to \mathbb{F}[z] \) be a homomorphism such that \( \text{rank}_{\mathbb{F}(x)} J_f(f) = \text{rank}_{\mathbb{F}(x)} \psi(J_f(f)) \). Then, the map \( \phi : \mathbb{F}[x] \to \mathbb{F}[z, t, y_1, \ldots, y_r] \) that, for all \( i \in [n] \), maps \( x_i \to (\sum_{j=1}^{r} y_j t^j) + \psi(x_i) \) is faithful to \( f \).

We will need the following observation in our proofs. It is proved in the full version [64].

Observation 20. Let \( f = (f_1, \ldots, f_m) \in \mathbb{F}[x]^m \) be a tuple of polynomials with \( \trdeg_\mathbb{F}(f) = r \). For any \( A \in \text{GL}(n, \mathbb{F}) \), let \( g_i = f_i(Ax) \forall i \in [m] \) and \( g = (g_1, \ldots, g_m) \). Then, \( \trdeg_\mathbb{F}(g) = r \).

3 Hitting sets for the orbits of commutative ROABPs

The strategy. (Recap) Let \( f = 1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1 \) be a width-\( w \) commutative ROABP; here \( M_i(x_i) \in \mathbb{F}^{w \times w}[x_i] \) for all \( i \in [n] \). Also, let \( F = M_1(x_1)M_2(x_2) \cdots M_n(x_n) \). For any \( A \in \text{GL}(n, \mathbb{F}) \), let \( g = f(Ax) \) and \( G = F(Ax) \). For \( i \in [n] \), suppose that \( A \) maps \( x_i \mapsto t_i(x), \) where \( t_i \) is a linear form, and let \( y_i = t_i(x) \) and \( y = \{y_1, \ldots, y_n\} \). Then, \( g = 1^T \cdot M_1(y_1)M_2(y_2) \cdots M_n(y_n) \cdot 1 \) and \( G = M_1(y_1)M_2(y_2) \cdots M_n(y_n) \). We will show that if \( g \neq 0 \), then there exist explicit “low” degree polynomials \( t_1(z), \ldots, t_n(z) \), where \( z \) is a “small” set of variables such that \( g(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has a “low” support monomial. This
will be done by proving that \( G(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has low support rank concentration in the “y-variables”. Applying Observation 15, we will get that \( g(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has a low support y-monomial. This will then imply that \( g(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has a low support x-monomial, provided \( f \) has low individual degree. Finally, we will plug in the SV generator to preserve the non-zeroness of \( g \). More precisely, we will prove the following theorem at the end of Section 3.2.

**Theorem 21.** Let \( f \) be an \( n \)-variate polynomial with individual degree at most \( d \) that is computable by a width-\( w \) commutative ROABP. If \( |F| \geq n \), then \( G_{(2\log w)^2}(d+1) \) is a hitting set generator for orb.

**Notations and conventions.** In the analysis, we will treat \( t_1(z), \ldots, t_n(z) \) as formal variables \( t = (t_1, \ldots, t_n) \) while always keeping in mind the substitution map \( t_i \mapsto t_i(z) \). For \( i \in [n] \), let \( r_i = t_i(t) \). For \( S \subseteq [n] \), define \( r_S = \{ r_i : i \in S \} \). The \( F \)-linearity of \( t_1, \ldots, t_n \) allows us to treat \( y \) and \( r \) as sets of formal variables. Notice that in this notation, \( G(x + t) = M_1(y_1 + r_1)M_2(y_2 + r_2) \cdots M_n(y_n + r_n) \). Let \( A \) denote the matrix algebra \( F^{w \times w} \). For \( i \in [n] \), let \( M_i(y_i) = \sum_{d_i=0}^{d} u_{i,e_i} y_i^{e_i}, \) where \( u_{i,e_i} \in A \) and \( M_i(y_i + r_i) = \sum_{d_i=0}^{d} v_{i,b_i} y_i^{b_i} \), where \( v_{i,b_i} \in A[r_i] \subseteq A[t] \). As \( f \) is a commutative ROABP, \( M_1(y_1), \ldots, M_n(y_n) \) commute with each other and hence \( u_{i,e_i} \) and \( v_{j,e_j} \) also commute for \( i \neq j \). The following observation, which we prove in the full version [64], implies that \( u_{i,e_i} \) and \( v_{j,e_j} \) also commute for \( i \neq j \).

**Observation 22.** For every \( i \in [n] \) and \( b_i, e_i \in \{0, \ldots, d\} \), \( v_{i,b_i} = \sum_{e_i=0}^{d} \binom{d}{e_i} (\binom{a}{b_i} (-1)^{e_i-b_i} u_{i,e_i} \) and \( u_{i,e_i} = \sum_{b_i=0}^{d} \binom{d}{b_i} (-1)^{b_i-e_i} v_{i,b_i} \), where \( \binom{a}{b} = 0 \) if \( a < b \).

For a set \( S = \{ i_1, i_2, \ldots, i_{|S|} \} \subseteq [n] \), where \( i_1 < i_2 < \ldots < i_{|S|} \), the vector \( (b_{i_1}, b_{i_2}, \ldots, b_{i_{|S|}}) \) will be denoted by \( (b_i : i \in S) \). Let \( \text{Supp}(b) \) denote the support of the vector \( b \) which is defined as the number of non-zero elements in it. Define the parameter \( m := 2 \lceil \log w^2 \rceil + 1 \).

### 3.1 The goal: low support rank concentration

We set ourselves the goal of proving that there exist explicit degree-\( n \) polynomials \( t_1(z), \ldots, t_n(z) \), where \( |z| = 2m \), such that \( G(x_1 + t_1(z), \ldots, x_n + t_n(z)) = M_1(y_1 + r_1)M_2(y_2 + r_2) \cdots M_n(y_n + r_n) \in A[r_1, \ldots, r_n][y] \) has support-\( (m-1) \) rank concentration over \( F(z) \) in the y-variables. We will show in this and the next section that this happens if all polynomials in a certain collection of non-zero polynomials \( \{ h_S(r_S) : S \subseteq \{ 1, \ldots, n \} \} \subseteq F[r_1, \ldots, r_n] \), remain non-zero under the substitution \( t_i \mapsto t_i(z) \). The following lemma, proved in the full version [64], will help us achieve this goal.

**Lemma 23.** Let \( G, t, z, y \) and \( S \) be as defined above. Suppose that the following two conditions are satisfied:

1. For every \( S \subseteq \{ 1, \ldots, n \} \) and \((b_i : i \in S) \in \{ 0, \ldots, d \}^m\), there is a non-zero polynomial \( h_S(r_S) \) such that \( h_S(r_S) \cdot \prod_{i \in S} v_{i,b_i} \in F[t] \cdot \text{span} \left\{ \prod_{i \in S} v_{i,b'_i} : \text{Supp}(b'_i : i \in S) < m \right\} \).

2. There exists a substitution \( t_i \mapsto t_i(z) \) that keeps \( h_S(r_S) \) non-zero for all \( S \subseteq \{ 1, \ldots, n \} \).

Then, for every \( b = (b_i : i \in [n]) \in \{ 0, \ldots, d \}^n \),

\[
\prod_{i \in [n]} v_{i,b_i} \in F(z) \cdot \text{span} \left\{ \prod_{i \in [n]} v_{i,b'_i} : \text{Supp}(b'_i : i \in [n]) < m \right\},
\]

and \( G(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has support-(\( m-1 \)) rank concentration over \( F(z) \) in y-variables.
3.2 Achieving rank concentration

We will now see how to satisfy conditions 1 and 2 of Lemma 23 such that \( \deg_{\mathcal{E}} (h_S(\mathbf{r}_S)) \leq md^{m+1} \), \( \ell_i(z) \) is an explicit degree-\( n \)-polynomial, and \( |z| = 2m \). Assume wlog that \( S = [m] \). For \( \mathbf{b} = (b_1, \ldots, b_m) \) and \( \mathbf{e} = (e_1, \ldots, e_m) \) in \( \{0, \ldots, d\}^m \), define \( \binom{\mathbf{b}}{\mathbf{e}} := \prod_{i \in [m]} \binom{b_i}{e_i} \), where, \( \binom{b_i}{e_i} = 0 \) if \( b_i < e_i \). Also, let \( v_{\mathbf{b}} := \prod_{i \in [m]} v_{i, b_i} \) and \( u_{\mathbf{e}} := \prod_{i \in [m]} u_{i, e_i} \). Define \( \mathbf{r} := (-r_1, \ldots, -r_m) \), \( \mathbf{r}^\mathbf{b} := \prod_{i \in [m]} (-r_i)^{b_i} \) and \( \mathbf{r}^{-\mathbf{e}} := \prod_{i \in [m]} (-r_i)^{-e_i} \). We now define some vectors and matrices by fixing an arbitrary order on the elements of \( \{0, \ldots, d\}^m \).

Let \( V := (v_{\mathbf{b}} : \mathbf{b} \in \{0, \ldots, d\}^m) \) and \( U := (u_{\mathbf{e}} : \mathbf{e} \in \{0, \ldots, d\}^m) \); \( V \) is a row vector in \( \mathbb{A}[r]^{d+1} \) whereas \( U \) is a row vector in \( \mathbb{A}[d+1]^{m} \). Let \( C := \text{diag}(\mathbf{r}^\mathbf{b}) : \mathbf{b} \in \{0, \ldots, d\}^m \) and \( D := \text{diag}(\mathbf{r}^{-\mathbf{e}}) : \mathbf{e} \in \{0, \ldots, d\}^m \); both \( C \) and \( D \) are \( (d+1)^m \times (d+1)^m \) diagonal matrices. Let \( M \) be a \( (d+1)^m \times (d+1)^m \) matrix whose rows and columns are indexed by \( \mathbf{b} \in \{0, \ldots, d\}^m \) and \( \mathbf{e} \in \{0, \ldots, d\}^m \) respectively. The entry of \( M \) indexed by \( (\mathbf{b}, \mathbf{e}) \) contains \( \binom{\mathbf{b}}{\mathbf{e}} \). We now make the following claim which is proved in the full version [64].

\[ \text{Claim 24.} \quad \text{Let } U, V, C, M \text{ and } D \text{ be as defined above. Then, } U = V CMD. \]

In [6], a very similar equation was called the transfer equation and we will refer to \( U = V CMD \) by the same name. Let \( F := \{ \mathbf{b} \in \{0, \ldots, d\}^m : \text{Supp}(\mathbf{b}) = m \} \); clearly, \( |F| = d^m \). Also, let us call the set of all vectors \( \{ u_{\mathbf{e}} : \mathbf{e} \in \{0, \ldots, d\}^m \} \in \mathbb{A}^{(d+1)^m} \) for which \( \sum_{\mathbf{e} \in \{0, \ldots, d\}^m} u_{\mathbf{e}} = 0 \) the null space of \( U \). Then, we have the following lemma.

\[ \text{Lemma 25.} \quad \text{There are vectors } \{ \mathbf{n}_b : \mathbf{b} \in F \} \text{ in the null space of } U \text{ such that the following holds: Let } N \text{ be the } (d+1)^m \times d^m \text{ matrix whose rows are indexed by } \mathbf{e} \in \{0, \ldots, d\}^m \text{ and whose columns are indexed by } \mathbf{b} \in F \text{ and whose column indexed by } \mathbf{b} \text{ is } \mathbf{n}_b. \text{ Then, the square matrix } [CMDN]_F \text{ is invertible, where } [CMDN]_F \text{ is the sub-matrix of } CMDN \text{ consisting of only those rows of } CMDN \text{ that are indexed by } \mathbf{b} \in F. \]

We need the value of \( m \) in the proof of the lemma which is given in Appendix A. For now, observe that \( \text{det}([CMDN]_F) \in \mathbb{F}[r] \): Every entry of \( [CMDN]_F \) is a \( \mathbb{F} \)-linear combination of some entries of the matrix \( CMD \). The entry of \( CMD \) indexed by \( (\mathbf{b}, \mathbf{e}) \) is \( \binom{\mathbf{b}}{\mathbf{e}} \cdot \mathbf{r}^\mathbf{b} \cdot \mathbf{r}^{-\mathbf{e}} \), which is non-zero only if \( b_i \geq e_i \) for all \( i \in [m] \). In this case, \( \mathbf{r}^\mathbf{b} \cdot \mathbf{r}^{-\mathbf{e}} \) is a monomial in the \( \mathbf{r} \)-variables. Thus, \( \text{det}([CMDN]_F) \) is a polynomial in the entries of \( [CMDN]_F \) — which is a polynomial in the \( \mathbf{r} \)-variables. This observation leads to the following corollary of the above lemma, which immediately gives a way to satisfy condition 1 of Lemma 23.

\[ \text{Corollary 26.} \quad \text{Let } h(\mathbf{r}) := \text{det}([CMDN]_F). \text{ Then, for every } \mathbf{b} \in F, \]

\[ h(\mathbf{r}) \cdot v_{\mathbf{b}} \in \mathbb{F}[t]\text{-span } \{ v_{\mathbf{b}'} : \mathbf{b}' \in \{0, \ldots, d\}^m \text{ and Supp}(\mathbf{b}') < m \}. \]

The above corollary is proved in the full version [64]. The following claim about \( h(\mathbf{r}) \) gives us a way to satisfy condition 2 of Lemma 23. It's proof can be found in the full version [64].

\[ \text{Claim 27.} \quad \text{The polynomial } h(\mathbf{r}) \text{, when viewed as a polynomial in the } t \text{-variables after setting } r_i = \ell_i(t), \text{ has a } t \text{-monomial of support at most } m. \]

By substituting \( G_m^{SV} \) for \( t \), the polynomial \( h(\mathbf{r}) \) remains non-zero, satisfying condition 2. The number of variables in \( G_m^{SV} \), i.e., \( |z| = 2m \) and its degree is \( n \). The proofs of Theorems 21 and 6 using Lemma 23 can be found in Appendix A.
4 Hitting sets for the orbits of multilinear constant-width ROABPs

The strategy. (Recap) Let \( f = T_1 \cdot M_1(x_1) M_2(x_2) \cdots M_n(x_n) \cdot 1 \) be a multilinear, width-\( w \) ROABP; here \( M_i(x_i) \in \mathbb{F}^{w \times [x_i]} \) for all \( i \in [n] \). Also, let \( F = M_1(x_1) M_2(x_2) \cdots M_n(x_n) \). For any \( A \in \text{GL}(n, \mathbb{F}) \), let \( g = f(Ax) \) and \( G = F(Ax) \). For \( i \in [n] \), suppose that \( A \) maps \( x_i \mapsto t_i(x) \), where \( t_i \) is a linear form, and let \( y_i = t_i(x) \) and \( y = \{y_1, \ldots, y_n\} \).

Then, \( g = T_1 \cdot M_1(y_1) M_2(y_2) \cdots M_n(y_n) \cdot 1 \) and \( G = M_1(y_1) M_2(y_2) \cdots M_n(y_n) \). Just like in the previous section, we will show that if \( g \neq 0 \), then there exist explicit “low” degree polynomials \( t_1(z), \ldots, t_n(z) \), where \( z \) is a “small” set of variables such that \( G(x_1 + t_1(z), \ldots, x_n + t_n(z)) \) has “low” support rank concentration in the “\( y \)-variables”. While in the rank concentration argument in the previous section the \( x \)-variables were translated only once, here the translations can be thought of as happening sequentially and in stages. There will be \([\log n]\) stages with each stage also consisting of multiple translations. After the \( p \)-th stage, the product of any \( 2^p \) consecutive matrices in \( G \) will have low support rank concentration in the \( y \)-variables. Thus, after \([\log n]\) stages, we will have low support rank concentration in the \( y \)-variables for \( G(x_1 + t_1(z), \ldots, x_n + t_n(z)) \).

Notations and conventions. Much like in the previous section, we will first translate the \( x \)-variables by the \( t \)-variables and then substitute the \( t \)-variables by low degree polynomials in a small set of variables. We will translate the \( x \)-variables by \([\log n]\) groups of \( t \)-variables, \( t_1, \ldots, t_{[\log n]} \). For all \( p \in [\log n] \), the group \( t_p \) will have \( \mu := w^2 + [\log w^2] \) sub-groups of \( t \)-variables, \( t_{p,1}, \ldots, t_{p,\mu} \). For all \( p \in [\log n] \) and \( q \in [\mu] \), \( t_{p,q} := \{t_{p,1}, \ldots, t_{p,\mu}\} \). Thus, finally the translation will look like \( x_i \mapsto x_i + \sum_{p \in [\log n], q \in [\mu]} \tau_{p,q,i} t_{p,q,i} \) for all \( i \in [n] \).

Finally, we will substitute the \( t \)-variables as \( t_{p,q,i} \mapsto s_{p,q} \cdot z^{\beta_{p,q}(i)} \), where \( \beta_{p,q}(i) \) will be fixed later in the analysis. Let \( r_{p,q,i} := \ell_i(t_{p,q}) \); notice that for all \( i \in [n] \), \( y_i \) is translated as \( y_i \mapsto y_i + \sum_{p \in [\log n], q \in [\mu]} \ell_i(t_{p,q}) = y_i + \sum_{p \in [\log n], q \in [\mu]} r_{p,q,i} \).

For the purpose of analysis, we will think of the translation as happening sequentially in the order \( t_{1,1}, \ldots, t_{1,\mu}, t_{2,1}, \ldots, t_{2,\mu}, \ldots, t_{n,1}, \ldots, t_{n,\mu} \), i.e., we will first translate by \( t_{1,1} \), then by \( t_{1,2} \), and so on. We denote the order thus imposed on the set \( \{(p, q) : p \in [\log n], q \in [\mu]\} \) by \( \prec \).

For a set \( S = \{i_1, i_2, \ldots, i_{|S|}\} \subseteq [n] \), where \( i_1 < i_2 < \ldots < i_{|S|} \), the vector \((b_{i_1}, b_{i_2}, \ldots, b_{i_{|S|}})\) will be denoted by \((b_i : i \in S)\). Let \( \text{Supp}(b) \) denote the support of the vector \( b \) which is defined as the number of non-zero elements in it. The inductive argument given on the next two subsections is inspired by the “merge-and-reduce” idea from [21, 23].

4.1 Low support rank concentration: an inductive argument

In this and the next sections, we will prove the following lemma. Let \( A := \mathbb{F}^{w \times w} \).

**Lemma 28.** There exist \( \beta_{p,q}(i) : p \in [\log n], q \in [\mu], i \in [n] \) \( \subset \mathbb{Z}_{\geq 0} \), such that when we treat \( G \left( x_1 + \sum_{p \in [\log n], q \in [\mu]} s_{p,q} \cdot z^{\beta_{p,q}(1)} \right), \ldots, x_n + \sum_{p \in [\log n], q \in [\mu]} s_{p,q} \cdot z^{\beta_{p,q}(n)} \) as a polynomial in the \( y \)-variables over \( A[r_{p,q,i}] : p \in [\log n], q \in [\mu], i \in [n] \), has support-\( \mu \) rank concentration in \( y \)-variables over \( \mathbb{F}(s_{p,q}, z_{p,q}) : p \in [\log n], q \in [\mu] \). The \( \beta_{p,q}(i) \)'s can be found in time \( n^{O(w^4)} \) and each \( \beta_{p,q}(i) \leq n^{O(w^4)} \).

We will prove this lemma by induction on \((p, q)\). Let us call \( \beta_{p,q}(i) \) is efficiently computable and good if they can be found in time \( n^{O(w^4)} \) and each \( \beta_{p,q}(i) \leq n^{O(w^4)} \). Precisely, the induction hypothesis is as follows.
**Induction hypothesis.** Just before translating by \( t_{p^*,q^*} \)-variables, assume that there exist efficiently computable and good \( \{ \beta_{p,q}(i) : (p, q) \prec (p^*, q^*) \} \) such that the product of any \( 2^{p^*} \) consecutive matrices in

\[
G \left( x_1 + \sum_{(p,q)\prec(p^*,q^*)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(1)}, \ldots, x_n + \sum_{(p,q)\prec(p^*,q^*)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(n)} \right)
\]

has support-(\( 2\mu - (q^* - 1) \)) rank concentration over \( F(s_{p,q}, z_{p,q} : (p, q) \prec (p^*, q^*)) \) in \( y \)-variables.

**Base case.** In the base case, \((p^*, q^*) = (1, 1)\). Observe that we can assume that \( w \geq 2 \); if \( w = 1 \), then \( g \) is a product of univariates and the existence of a polynomial time hitting set follows from Observation 13. For any \( w \geq 2, 2 \leq 2\mu \). As a product of any two consecutive matrices in \( G \) has support \( 2 \leq 2\mu \) rank concentration in the \( y \)-variables over \( F \), the base case is satisfied.

**Induction step.** We need to show that there exist \( \{ \beta_{p,q}(i) : (p, q) \preceq (p^*, \mu) \} \) which are efficiently computable and good, such that after translating by \( t_{p^*,q^*} \) and substituting \( t_{p^*,q^*} \to \beta_{p^*,q^*}(i) \), the product of any \( 2^{p^*} \) consecutive matrices in

\[
G \left( x_1 + \sum_{(p,q)\preceq(p^*,\mu)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(1)}, \ldots, x_n + \sum_{(p,q)\preceq(p^*,\mu)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(n)} \right)
\]

has support-\( (2\mu - q^*) \) rank concentration in the \( y \)-variables over \( F(s_{p,q}, z_{p,q} : (p, q) \preceq (p^*, \mu)) \). If \( q^* \prec \mu \), then this would mean that the induction hypothesis holds immediately before translation by \( t_{p^*,q^*+1} \). Otherwise, if \( q^* = \mu \), then the following easy-to-verify observation implies that the induction hypothesis holds immediately before translation by \( t_{p^*,1,1} \).

**Observation 29.** Suppose that \( \{ \beta_{p,q}(i) : (p, q) \preceq (p^*, \mu) \} \) are such that the product of any \( 2^{p^*} \) consecutive matrices in

\[
G \left( x_1 + \sum_{(p,q)\preceq(p^*,\mu)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(1)}, \ldots, x_n + \sum_{(p,q)\preceq(p^*,\mu)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(n)} \right)
\]

has support-\( \mu \) rank concentration in \( y \)-variables over \( F(s_{p,q}, z_{p,q} : (p, q) \preceq (p^*, \mu)) \). Then the product of any \( 2^{p^*+1} \) consecutive matrices in

\[
G \left( x_1 + \sum_{(p,q)\preceq(p^*,\mu)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(1)}, \ldots, x_n + \sum_{(p,q)\preceq(p^*,\mu)} s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(n)} \right)
\]

has support-\( 2\mu \) rank concentration in the \( y \)-variables over \( F(s_{p,q}, z_{p,q} : (p, q) \preceq (p^*, \mu)) \).

Simplifying notations for the case of exposition. By focusing on the induction step, we will henceforth denote \( F(s_{p,q}, z_{p,q} : (p, q) \preceq (p^*, q^*)) \) by \( F \), and for all \( i \in [n] \),

\[
M_i \left( y_j + \sum_{(p,q)\preceq(p^*,q^*)} \ell_i \left( s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(1)}, \ldots, s_{p,q} \cdot z_{p,q}^{\beta_{p,q}(n)} \right) \right)
\]

by \( M_i(y_i) \), \( t_{p^*,q^*} \) by \( t_l \), \( r_{p^*,q^*} \) by \( r_s \), \( s_{p^*,q^*} \) by \( s \), \( z_{p^*,q^*} \) by \( z \) and \( \beta_{p^*,q^*}(i) \) by \( \beta(i) \).
Without loss of generality, we shall consider the product $M_1(y_1 + r_1) \cdots M_m(y_m + r_m)$ of the first $m = 2^d$ matrices. Our goal is to show that there exist efficiently computable and good \([\beta(i) : i \in [m]]\) such that after substituting $t_i \rightarrow s \cdot z^{\beta(i)}$, the above product has support-$(2\mu - q^*)$ rank concentration in the $y$-variables over $\mathbb{F}(s,z)$ assuming that $M_1(y_1) \cdots M_m(y_m)$ has support-$(2\mu - (q^* - 1))$ rank concentration in the $y$-variables over $\mathbb{F}$.

### 4.2 Details of the induction step

**Recalling some notations.** Before we show how to achieve rank concentration, let us recall some notations defined in Section 3. While in Section 3, the individual degree is $d$, here the individual degree is 1 and so, we modify the definitions accordingly. $\mathbb{A}$ is used to denote the matrix algebra $\mathbb{F}^{w \times w}$. For $i \in [m]$, $M_i(y_i) = \sum_{t_i=0}^{\mu} u_{i,t} y_i^{t_i}$, where $u_{i,t} \in \mathbb{A}$ and $M_i(y_i + r_i) = \sum_{t_i=0}^{1} v_{i,t} y_i^{t_i}$, where $v_{i,t} \in \mathbb{A}[r_i] \subset \mathbb{A}[t]$. For $b = (b_1, \ldots, b_m)$ and $e = (e_1, \ldots, e_m)$ in $\{0,1\}^m$, \(\binom{b}{e}\) := $\prod_{i \in [m]} \binom{b_i}{e_i}$. Also, \(v_b := \prod_{i \in [m]} v_{i,b_i}\) and \(u_e := \prod_{i \in [m]} u_{i,e_i}\). Moreover, \(r := (-r_1, \ldots, -r_m), a^b := \prod_{i \in [m]} (-r_i)^{b_i}\) and \(r^{-e} := \prod_{i \in [m]} (-r_i)^{-e_i}\). Let \(t := (t_1, \ldots, t_n)\).

The following vectors and matrices are defined by fixing an arbitrary order on the elements of $\{0,1\}^m$. $V := (v_b : b \in \{0,1\}^m)$ and $U := (u_e : e \in \{0,1\}^m)$; $V$ is a row vector in $\mathbb{A}[r]^{2^m}$ whereas $U$ is a row vector in $\mathbb{A}^{2^m}$. Both $C := \text{diag}(r^b : b \in \{0,1\}^m)$ and $D := \text{diag}(r^{-e} : e \in \{0,1\}^m)$ are $2^m \times 2^m$ diagonal matrices. Finally, $M$ is a $2^m \times 2^m$ numeric matrix whose rows and columns were indexed by $b \in \{0,1\}^m$ and $e \in \{0,1\}^m$, respectively. The entry of $M$ indexed by $(b,e)$ contains $\binom{b}{e}$. The proof of the following transfer equation is same as the proof of Claim 24.

\[\triangleright \text{Claim 30}. \quad \text{Let } U, V, C, M \text{ and } D \text{ be as defined above. Then, } U = V CMD.\]

Let $F := \{b \in \{0,1\}^m : \text{Supp}(b) > 2\mu - q^*\}$. Also, recall that the the null space of $U$ is the set of all vectors \(\{u_e : e \in \{0,1\}^m\} \in \mathbb{F}^{2^m}\) for which $\sum_{e \in \{0,1\}^m} u_e u_e = 0$. We have the following lemma.

\[\triangleright \text{Lemma 31}. \text{ There are vectors } \{n_b : b \in F\} \text{ in the null space of } U \text{ such that the following holds: Let } N \text{ be the } 2^m \times [F] \text{ matrix whose rows are indexed by } e \in \{0,1\}^m \text{ and whose columns are indexed by } b \in F \text{ and whose } b-th \text{ column is } n_b. \text{ Then, the square matrix } [CMDN]_F \text{ is invertible, where } [CMDN]_F \text{ is the sub-matrix of } CMDN \text{ consisting of only those rows of } CMDN \text{ that are indexed by } F. \text{ Also, } \det([CMDN]_F) \in \mathbb{F}[r] \subset \mathbb{F}[t] \text{ can be expressed as the ratio of a polynomial in } \mathbb{F}[t] \text{ that contains a monomial of degree at most } 2\mu^2 \mu \text{ in the } t \text{-variables and a product of linear forms in } \mathbb{F}[t].\]

The proof of this lemma, which uses the value of $\mu$, is given in the full version [64]. We now complete the induction step using this lemma. As $\det([CMDN]_F)$ is a polynomial in $\mathbb{F}[r]$ we get the following corollaries.

\[\triangleright \text{Corollary 32}. \quad \text{Let } h(r) := \det([CMDN]_F). \text{ Then, for every } b \in F,\]

$$h(r) \cdot v_b \in \mathbb{F}[t]-\text{span}\{v_{t'} : b' \in \{0,1\}^m \text{ and Supp}(b') \leq 2\mu - q^*\}. \quad (1)$$

\[\text{Proof. Same as the proof of Corollary 26.} \]

\[\triangleright \text{Corollary 33}. \quad \text{Suppose } \{\beta(i) : i \in [n]\} \text{ are such that the substitution } t_i \mapsto s \cdot z^{\beta(i)} \text{ keeps all non-zero polynomials in } \mathbb{F}[t] \text{ containing a monomial of degree at most } 2\mu^2 \mu \text{ in the } t \text{-variables non-zero. Then, the product } M_1(y_1 + r_1) \cdots M_m(y_m + r_m) \text{ has support-}(2\mu - q^*) \text{ rank concentration in the } y \text{-variables over } \mathbb{F}(s,z) \text{ after substituting } t_i \mapsto s \cdot z^{\beta(i)}.\]
Proof. Multiply both sides of (1) by \((h(r))^{-1}\) after substituting \(t_i \mapsto s \cdot z^{\beta(i)}\).

The following claim, proved in the full version [64], allows us to compute \(\{\beta(i) : i \in [n]\}\) efficiently.

Claim 34. There exist \(\{\beta(i) : i \in [n]\}\) such that the substitution \(t_i \mapsto s \cdot z^{\beta(i)}\) keeps all non-zero polynomials in \(F[t]\) containing a monomial of degree at most \(2w^2\mu\) in the \(t\)-variables non-zero. Moreover, we can find all the \(\beta(i)\) in time \(n^{O(w^4)}\) and each \(\beta(i) \leq n^{O(w^4)}\).

This completes the induction step. Lemma 28 and Theorem 8 are proved in Appendix B.

5 Conclusion

In this paper, we have given efficient hitting sets for orbits of several well-studied circuit classes such as commutative ROABPs and constant-width ROABPs (under the low individual degree restriction), and constant-depth constant-occur formulas and occur-once formulas. In the process, we have obtained efficiently constructible hitting sets for the orbits of the elementary symmetric and power symmetric and sum-product polynomials as well as the iterated matrix multiplication polynomials of width-3, which is a complete family of polynomials for arithmetic formulas under \(p\)-projections. The hitting set problem for the orbits of these circuit classes and polynomial families is interesting as their affine projections capture much larger circuit classes and orbits are a natural and dense subset of the set of affine projections. However, the following questions still remain open:

- **Removing the low individual degree restriction.** The low individual degree restriction is natural as it subsumes the multilinear case. However, it would be ideal if we get rid of this limitation of our results. In particular, can we give an efficient hitting-set construction for the orbits of general commutative ROABPs and constant-width ROABPs?

- **Lower bound and hitting set for the orbits of ROABPs.** We would also like to remove the requirements of commutativity and constant-width from our results on hitting sets for the orbits of ROABPs. It is worth noting that an explicit hitting set for the orbits of ROABPs implies a lower bound for the same model computing some explicit polynomial [1]. To our knowledge, no explicit lower bound is known for the orbits of ROABPs. Can we prove such a lower bound first?

- **Hitting sets for the orbits of Det and IMM.** The determinant (\(\text{Det}\)) and the iterated matrix multiplication (\(\text{IMM}\)) polynomial families are complete for the class of algebraic branching programs under \(p\)-projections. Can we design efficiently constructible hitting sets for the orbits of \(\text{Det}\) and \(\text{IMM}\)?
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A Missing proofs from Section 3

A.1 Proof of Lemma 25

The entries of $U$, the columns of $M$, and the rows and columns of $D$, and the rows of $N$ are indexed by $e \in \{0, \ldots, d\}^m$. Impose an order $\prec$, say the lexicographical order, on the indices $e \in \{0, \ldots, d\}^m$ of $U$ and the other three matrices. Pick the minimal basis of the space spanned by the entries of $U$ according to this order, i.e., consider the entries of $U$ in the order dictated by $\prec$ while forming the basis. Let $B := \{e \in \{0, \ldots, d\}^m : u_e \text{ is in the minimal basis of } U \text{ w.r.t. } \prec\}$. 

Construction of the matrix $N$. The columns of $N$ are indexed by $b \in F$. We will now specify a set of column vectors $\{n_b : b \in F\}$ in the null space of $U$ such that the column of $N$ indexed by $b \in F$ is $n_b$. There are two cases for $b \in F$:

Case 1: $b \in F \setminus B$. In this case, $u_b$ is dependent on $\{u_e : e \in B \text{ and } e \prec b\}$. Pick this dependence vector as $n_b$.

Case 2: $b \in F \cap B$. Let there be $p$ such $b$, where $p \leq |B| \leq w^2$. For a set $E \subseteq [m]$ and $b \in \{0, \ldots, d\}^m$, let $(b)_E$ denote the vector obtained by projecting $b$ to the coordinates in $E$. Roughly speaking, the following claim which is proved in the full version [64] says that each of these $p$ vectors has a “small signature” that differentiates it from the other $p - 1$ vectors.

▷ Claim 35. There exists a way of numbering all $b \in F \cap B$ as $b_1, \ldots, b_p$ and there exist non-empty sets $E_1, \ldots, E_p \subseteq [m]$, each of size at most $\log p \leq \log w^2$ such that for all $k \in [p - 1],$

\begin{equation}
(b_k)_{E_k} \neq (b_\ell)_{E_k} \quad \forall \ell \in \{k + 1, \ldots, p\}
\end{equation}
We will call $E_k$ the signature of $b_k$ for $k \in [p]$. The following claim tells us that for each vector $b_k$, there is a vector that is not in $B$ and has support at most $m - 1$, but agrees with $b_k$ on its signature and so in some sense can be used as a proxy for $b_k$.

\begin{claim}
For every $k \in [p]$, there exists a vector $b'_k \in \{0, \ldots, d\}^m \setminus (F \cup B)$ such that $(b'_k)_E = (b_k)_E$ and also $b'_k$ and $b_k$ agree on all locations where $b'_k$ is non-zero.
\end{claim}

A proof of the above claim is provided in the full version [64]. We will now use the above two claims to construct $n_{b_k}$ for all $k \in [p]$. We will use $b'_k$ from Claim 36 as a proxy for $b_k$.

\begin{claim}
The matrix $[CMDN]_F$ is invertible. As $C$ is a diagonal matrix with non-zero entries, it is sufficient to show that $[MDN]_F = [M]_F DN$ is an invertible matrix, where $[M]_F$ is the sub-matrix of $M$ consisting of only those rows of $M$ that are indexed by $b \in F$. The following claim lets us simplify the structure of $[M]_F$ so that it becomes easier to argue that $[MDN]_F$ is invertible.
\end{claim}

\begin{claim}
There is a row operation matrix $R \in GL(d^n, F)$ with $det(R) = 1$ such that $R[M]_F$ has the following structure: The rows of $R[M]_F$ are indexed by $b = (b_1, \ldots, b_m) \in F$ and its columns by $e = (e_1, \ldots, e_m) \in \{0, \ldots, d\}^m$. Its entry indexed by $(b, e)$ is non-zero if and only if for all $i \in [m]$ and $e_i \neq 0$. All the non-zero entries of $R[M]_F$ are $\pm 1$.
\end{claim}

The above claim is proved in the full version [64]. Because of this claim, showing that $R[M]_F DN$ is invertible would suffice. Just like we did with $M$, we also impose the order $\prec$ on the columns of $R[M]_F$ that are indexed by $b \in \{0, \ldots, d\}^m$. Recall that the rows of $R[M]_F$ and the columns of $N$ are indexed by $b \in F$. We order these indices as follows.

Let $A := \{b : b \in F \setminus B \cup \{b'_1, \ldots, b'_p\}\}$; notice that $|A| = |F|$. Also, the elements of $A$ are ordered as the elements of $F$ but with $b'_k$ replacing $b_k$ for $k \in [p]$. Then, from the Cauchy-Binet formula and the construction of the matrix $N$, $det(R[M]_F DN)$ equals

$$
det ([R[M]_F]_{\bullet, A}) [N]_A \prod_{e \in A} r^{-e} + \text{lower order monomials in the } (-r_1)^{-1}, \ldots, (-r_m)^{-1}.
$$

Here $[R[M]_F]_{\bullet, A}$ denotes the restriction of $R[M]_F$ to the columns indexed by $e \in A$, and $[N]_A$ denotes the restriction of $N$ to the rows indexed by $e \in A$. Thus to show that $R[M]_F DN$ is invertible, the following two claims, both of which are proved in the full version [64], suffice.

\begin{claim}
$[N]_A$ is an identity matrix.
\end{claim}

\begin{claim}
The matrix $[R[M]_F]_{\bullet, A}$ is an upper triangular matrix with 1 or $-1$ entries on the diagonal.
\end{claim}

\subsection{Proof of Theorem 21}

Let $f = 1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1$ be a width-$w$ commutative ROABP having individual degree at most $d$; here $M_i \in \mathbb{F}^{w \times w}[x_i]$ for all $i \in [n]$. Also, let $F = M_1(x_1)M_2(x_2) \cdots M_n(x_n)$. For any $A \in GL(n, \mathbb{F})$, let $g = f(Ax)$ and $G = F(Ax)$. Suppose that $A$ maps $x_i \mapsto \ell_i(x)$ and let $y_i = \ell_i(x)$ for all $i \in [n]$. Then, $g = 1^T \cdot M_1(y_1)M_2(y_2) \cdots M_n(y_n) \cdot 1$ and
\(G = M_1(y_1) M_2(y_2) \cdots M_n(y_n)\). In Sections 3.1 and 3.2, we have shown that \(G(x + G_m^{SV})\) has support-(\(m - 1\)) rank concentration (for \(m = 2 \lceil \log w^2 \rceil + 1\)) over \(F(z)\) in the \(y\)-variables; the \(z\)-variables are the variables introduced by the \(G_m^{SV}\) generator. From Observation 15, if \(g(x) \neq 0\), then \(g(x + G_m^{SV})\), when viewed as a polynomial over \(F[z]\) in the \(y\)-variables (this we can do as \(g(x + G_m^{SV}) = 1^T \cdot G(x + G_m^{SV}) \cdot 1\), and \(G(x + G_m^{SV})\) can be viewed as a polynomial over \(\mathbb{A}[z]\) in the \(y\)-variables), has a \(y\)-monomial of support at most \(m - 1\). Let the \(y\)-degree of this monomial be \(D'\). As the individual degree of every \(x\)-variable in \(f\) is at most \(d\), the individual degree of every \(y\)-variable in \(g\) is also at most \(d\). Thus, \(D' \leq (m - 1)d\).

As the homogeneous component of \(g(x + G_m^{SV})\) of \(y\)-degree \(D'\) is non-zero, the homogeneous component of \(g(x + G_m^{SV})\) (now viewed as polynomial over \(F[z]\) in the \(x\)-variables) of \(x\)-degree \(D'\) must also be non-zero, since \(\ell_1, \ldots, \ell_n\) are linearly independent. This means that \(g(x + G_m^{SV})\), when viewed as a polynomial over \(F[z]\) in the \(x\)-variables, has an \(x\)-monomial of support (in fact, degree) at most \(D' \leq (m - 1)d\). Thus, \(g(G_{(m-1)d}^{SV} + G_m^{SV}) \neq 0\). Now, it follows from the definition of the SV generator that \(G_{(m-1)d}^{SV} + G_m^{SV} = G_{(m-1)d}^{SV}\) and so \(g(G_{(m-1)d}^{SV}) \neq 0\). Replacing \(m\) by its value \(2 \lceil \log w^2 \rceil + 1\) proves the theorem. Note that the SV generator needs \(|F| \geq n\).

### A.3 Proof of Theorem 6

Let \(f\) be an \(n\)-variate polynomial computed by a width-\(w\) commutative ROABP of individual degree at most \(d\), and \(g \in \text{orb}(f)\). Then, from Theorem 21, \(g(G_{(2\lceil \log w^2 \rceil)(d+1)+1}) \neq 0\) whenever \(g \neq 0\). Now, \(G_{(2\lceil \log w^2 \rceil)(d+1)+1}\) has \(2(2 \lceil \log w^2 \rceil)(d+1)+1\) variables, and is of degree \(n\). So \(g(G_{(2\lceil \log w^2 \rceil)(d+1)+1})\) also has \(2(2 \lceil \log w^2 \rceil)(d+1)+1\) variables. Since the individual degree of \(f\) is at most \(d\), the \(\text{deg}(f) = \text{deg}(g) \leq nd\). So the degree of \(g(G_{(2\lceil \log w^2 \rceil)(d+1)+1})\) is at most \(n^2d\). Thus, as \(|F| > n^2d\), a hitting set for \(g\) can be computed in time \((n^2d+1)(2\lceil \log w^2 \rceil)(d+1)+1) = (nd)^{O(d \log w)}\).

### B Missing proofs from Section 4

#### B.1 Proof of Lemma 31

The entries of \(U\), the columns of \(M\), the rows and columns of \(D\), and the rows of \(N\) are indexed by \(e \in \{0, 1\}^m\). Impose the degree lexicographic order, denoted by \(\prec_{\text{dlex}}\), on the indices \(e \in \{0, 1\}^m\) of \(U\) and the other three matrices (by identifying \(e\) with an \(m\)-variate monomial) . Pick the minimal basis of the space spanned by the entries of \(U\) according to this order, i.e., consider the entries of \(U\) in the order dictated by \(\prec_{\text{dlex}}\) while forming the basis. Let \(\mathcal{B} := \{e \in \{0, 1\}^m : u_e\text{ is in the minimal basis of }U \text{ w.r.t. } \prec_{\text{dlex}}\}\).

**Observation 40.** By the induction hypothesis, for every \(e \in F \cap \mathcal{B}\), \(\text{Supp}(e) = 2\mu - (q^* - 1)\).

**Construction of the matrix \(N\).** The columns of \(N\) are indexed by \(b \in F\). We will now specify a set of column vectors \(\{n_b : b \in F\}\) in the null space of \(U\) such that the column of \(N\) indexed by \(b \in F\) is \(n_b\). There are two cases for \(b \in F\):

**Case 1:** \(b \in F \setminus \mathcal{B}\). In this case, \(u_b\) is dependent on \(\{u_{e} : e \in \mathcal{B}\} \text{ and } e \prec_{\text{dlex}} b\). Pick this dependence vector as \(n_b\).

**Case 2:** \(b \in F \cap \mathcal{B}\). Let there be \(p\) such \(b, b_1, \ldots, b_p\), where \(p \leq |\mathcal{B}| \leq w^2\). For a set \(E \subseteq [m]\) and \(b \in \{0, 1\}^m\), let \((b)_E\) denote the vector obtained by projecting \(b\) to the coordinates
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in $E$. Roughly speaking, the following claim, which is proved in the full version [64], says that each of these $p$ vectors has a “small signature” that differentiates it from the other $p - 1$ vectors.

Claim 41. There exist sets $E_1, \ldots, E_p \subseteq [m]$, each of size $w^2 - 1$ such that for all $k \in [p]$,

1. $\text{Supp}((b_k)_{E_k}) = w^2 - 1$,
2. $(b_k)_{E_k} \neq (b_{\ell})_{E_{\ell}} \forall \ell \neq k$.

As before, we will call $E_k$ the signature of $b_k$. The following claim tells us that for each vector $b_k$, there is a vector that is not in $B$ and has support less than $2\mu - (q^* - 1)$, but agrees with $b_k$ on its signature and so in some sense can be used as a proxy for $b_k$.

Claim 42. For every $k \in [p]$, there exists a vector $b_k' \in \{0, 1\}^m \setminus (F \cup B)$ such that $(b_k')_{E_k} = (b_k)_{E_k}$ and also $b_k'$ and $b_k$ agree on all locations where $b_k'$ is non-zero.

Proof. Similar to the proof of Claim 36. $\square$

We will now use the above two claims to construct $n_{b_k}$ for all $k \in [p]$. We will use $b_k'$ from Claim 42 as a proxy for $b_k$. Notice that $u_{b_k'}$ is dependent on $\{u_e : e \in B \text{ and } e \prec_{\text{lex}} b_k\}$. Let this dependence vector be $n_{b_k}$. This completes the construction of $N$. We will now show that $[\text{CMDN}]_F$ is invertible. In fact, we will show that $\det([\text{CMDN}]_F)$ is the ratio of a polynomial in $\mathbb{F}[t]$ which contains a monomial of degree at most $2w^2\mu$ and a product of a bunch of non-zero linear forms in $\mathbb{F}[t]$.

$[\text{CMDN}]_F$ is invertible. Let $[M]_F$ be the restriction of $M$ to the rows indexed by $F$, and $[C]_F$ the restriction of $C$ to the rows and columns indexed by $F$.

Observation 43. The matrix $[M]_F$ has the following structure: The rows of $[M]_F$ are indexed by $b = (b_1, \ldots, b_m) \in F$ and its columns by $e = (e_1, \ldots, e_m) \in \{0, 1\}^m$. Its entry indexed by $(b, e)$ is non-zero if and only if for all $i \in [m]$, $b_i = e_i$ if $e_i \neq 0$. All non-zero entries are 1.

We order the indices $b \in F$ as follows: Let $F_0 := \{b \in F : \text{Supp}(b) > 2\mu - (q^* - 1)\}$ and $F_1 := \{b \in F : \text{Supp}(b) = 2\mu - (q^* - 1)\}$. We first keep the $b \in F_0$ in (descending) degree lexicographic order\(^3\), followed by $b \in F_1 \setminus B$ in (reverse) lexicographic order\(^4\), and then $b_1, \ldots, b_p$. Also, let $A := (F \setminus B) \cup \{b_1', \ldots, b_p'\}$. Notice that $|A| = |F|$. Also, the elements of $A$ are ordered as the elements of $F$ but with $b_k'$ replacing $b_k$ for $k \in [p]$. For any $S \subseteq \{0, 1\}^m$ of size $|S| = |F|$, let $[M]_{F,S}$ denote the restriction of $[M]_F$ to the columns indexed by $e \in S$, and $[N]_S$ denote the restriction of $N$ to the rows indexed by $e \in S$. Now, $\det([\text{CMDN}]_F) = \det([C]_F) \det([M]_F \text{DN})$

\[
= \prod_{b \in F} r^b \left( \sum_{S \subseteq A, |S| = |F|} \frac{\det([M]_{F,S}) \cdot \det([N]_S) \cdot \prod_{a \in S} r^{-e}}{\prod_{a \in S \cap A} r^{-e} \cdot \prod_{a \in S \cap B} r^{-e}} \right)
\]

\(^3\) i.e., $b$ comes before $b$ if $\text{Supp}(b) > \text{Supp}(b')$, or if $\text{Supp}(b) = \text{Supp}(b')$ and $b \prec_{\text{lex}} b'$.

\(^4\) i.e., $b$ comes before $b$ if $b \prec_{\text{lex}} b'$. 

45 and the fact that for any $\det([N]_S) = 0$. Now, notice that $\prod_{b \in F} r^b \cdot \prod_{e \in B} r^{-e}$ is the reciprocal of a product of non-zero linear forms in $t$-variables, as $F \subseteq A \cup B$. We shall now prove that

$$\sum_{S \subseteq A \cup B \atop |S| = |F|} \det([M]_{F,S}) \cdot \det([N]_S) \cdot \prod_{e \in A \setminus S} r^e \cdot \prod_{e \in B \setminus S} r^e$$

has a $t$-monomial of degree at most $w^2(2\mu - (q^* - 1))$.

$\triangleright$ Claim 44. $[N]_A$ is an identity matrix.

Proof. Same as that of Claim 38.

$\triangleright$ Claim 45. The matrix $[M]_{F,A}$ is an upper triangular matrix with ones on the diagonal.

The proof of the above claim is provided in the full version [64].

$\triangleright$ Claim 46. $\det([M]_{F,A}) \cdot \det([N]_A) \cdot \prod_{e \in B \setminus A} r^e = \prod_{e \in B} r^e \neq 0$ and has $t$-degree at most $2w^2\mu$.

Proof. $\det([M]_{F,A}) \cdot \det([N]_A) \cdot \prod_{e \in B \setminus A} r^e = \prod_{e \in B} r^e \neq 0$ follows from Claims 44 and 45 and the fact that $A \cap B$ is empty. For every $e \in B$, $\deg_t(r^e) \leq 2\mu - (q^* - 1)$. So, $\deg_t(\prod_{e \in B} r^e) \leq w^2(2\mu - (q^* - 1)) \leq 2w^2\mu$, as $|B| \leq w^2$.

$\triangleright$ Claim 47. For any $S \subseteq A \cup B$ such that $|S| = |F|$ and $\det([N]_S)$ is non-zero, there is a one-to-one correspondence between $A \setminus S$ and $S \cap B$ such that if $e \in A \setminus S$ corresponds to $e' \in S \cap B$, then $e' \prec_d e$.

The above claim, which is proved in the full version [64], implies that for every $S \in A \cup B$ of size $|F|$, either $\det([M]_{F,S}) \cdot \det([N]_S) \cdot \prod_{e \in A \setminus S} r^e \cdot \prod_{e \in B \setminus S} r^e \neq 0$, or $\prod_{e \in B} r^e \prec_d \prod_{e \in A \setminus S} r^e \cdot \prod_{e \in B \setminus S} r^e$. Hence, $\prod_{e \in B} r^e$ is the smallest $r$-monomial in the polynomial given in (3) w.r.t. $\prec_d$ order, and so, the homogeneous component of this polynomial that has the same $r$-degree as that of $\prod_{e \in B} r^e$ survives. Now, from Claim 46 and the fact that $\ell_1, \ldots, \ell_n$ are linearly independent, the polynomial in (3) has a $t$-monomial of degree $\leq 2w^2\mu$.

### B.2 Proof of Lemma 28

So far we have proved that there exist $\{\beta_{p,q}(i) : p \in \llbracket \log n \rrbracket, q \in \llbracket \mu \rrbracket, i \in \llbracket n \rrbracket\}$, such that $G \left(x_1 + \sum_{p \in \llbracket \log n \rrbracket, q \in \llbracket \mu \rrbracket} s_{p,q} \cdot \beta_{p,q}(i), \ldots, x_n + \sum_{p \in \llbracket \log n \rrbracket, q \in \llbracket \mu \rrbracket} s_{p,q} \cdot \beta_{p,q}(n)\right)$ has support-$\mu$ rank concentration in the $y$-variables over $F(s_{p,q}, z_{p,q} : p \in \llbracket \log n \rrbracket, q \in \llbracket \mu \rrbracket)$. Moreover, for each $(p, q)$, we can find all $\beta_{p,q}(i)$ in time $n^{O(w^5)}$ and each $\beta_{p,q}(i) \leq n^{O(w^5)}$. However, since the algorithm that follows from [45] is oblivious, the $\beta_{p,q}(i)$ found for some fixed $(p, q)$ can be used for all values of $(p, q)$. This proves the lemma.
B.3 Proof of Theorem 8

Let \( f = 1^T \cdot M_1(x_1)M_2(x_2) \cdots M_n(x_n) \cdot 1 \) be a multilinear width-\( w \) ROABP; here \( M_i(x_i) \in \mathbb{F}^{w \times w}[x_i] \) for all \( i \in [n] \). Also, let \( F = M_1(x_1)M_2(x_2) \cdots M_n(x_n) \). For any \( A \in \text{GL}(n, \mathbb{F}) \), let \( g = f(Ax) \) and \( G = F(Ax) \). For \( i \in [n] \), suppose that \( A \) maps \( x_i \mapsto \ell_i(x) \), where \( \ell_i \) is a linear form, and let \( y_i = \ell_i(x) \) and \( y = \{y_1, \ldots, y_n\} \). Then, \( g = 1^T \cdot M_1(y_1)M_2(y_2) \cdots M_n(y_n) \cdot 1 \) and \( G = M_1(y_1)M_2(y_2) \cdots M_n(y_n) \). Let \( \mu = w^2 + \lceil \log w^2 \rceil \). From Lemma 28, there exist polynomials, say \( t_1, \ldots, t_n \), in \( \mathbb{F}^\{s_{p,q}, z_{p,q}\} : p \in [\lceil \log n \rceil], q \in [\mu] \) of degree at most \( nO(w^4) \) such that \( G(x_1 + t_1, \ldots, x_n + t_n) \) has support-\( \mu \) rank concentration in the \( y \)-variables over \( \mathbb{F}^{\{s_{p,q}, z_{p,q}\}_{p,q}} \). Moreover, these polynomials can be computed in time \( nO(w^4) \). Suppose that \( g \neq 0 \). Then, from Observation 15, \( g(x_1 + t_1, \ldots, x_n + t_n) \) has a support-\( \mu \), \( y \)-monomial when viewed as a polynomial over \( \mathbb{F}^{\{s_{p,q}, z_{p,q}\}_{p,q}} \) in the \( y \)-variables. Since \( f \) is multilinear, as seen in the proof of Theorem 21, \( g(x_1 + t_1, \ldots, x_n + t_n) \) has a support-\( \mu \), \( x \)-monomial. Thus, \( g(G^S + (t_1, \ldots, t_n)) \neq 0 \). Now, \( g(G^S + (t_1, \ldots, t_n)) \) is a polynomial in \( 2\mu + \mu \cdot \lceil \log n \rceil \) variables over \( \mathbb{F} \). Also, its degree is at most \( nO(w^4) \). So, if \( |\mathbb{F}| > nO(w^4) \), a hitting set for \( g \) can be computed in time \( nO(w^4 \mu \cdot \log n) = nO(w^8 \log n) \). This, along with the time required to compute \( t_1, \ldots, t_n \), still gives a \( nO(w^6 \log n) \)-time hitting set for \( g \).
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Abstract
We present a sublinear time algorithm that allows one to sample multiple edges from a distribution that is pointwise $\epsilon$-close to the uniform distribution, in an amortized-efficient fashion. We consider the adjacency list query model, where access to a graph $G$ is given via degree and neighbor queries.

The problem of sampling a single edge in this model has been raised by Eden and Rosenbaum (SOSA 18). Let $n$ and $m$ denote the number of vertices and edges of $G$, respectively. Eden and Rosenbaum provided upper and lower bounds of $\Theta^*(n/\sqrt{m})$ for sampling a single edge in general graphs (where $O^*(\cdot)$ suppresses poly($1/\epsilon$) and poly($\log n$) dependencies). We ask whether the query complexity lower bound for sampling a single edge can be circumvented when multiple samples are required. That is, can we get an improved amortized per-sample cost if we allow a preprocessing phase? We answer in the affirmative.

We present an algorithm that, if one knows the number of required samples $q$ in advance, has an overall cost that is sublinear in $q$, namely, $O^*(\sqrt{q} \cdot (n/\sqrt{m}))$, which is strictly preferable to $O^*(q \cdot (n/\sqrt{m}))$ cost resulting from $q$ invocations of the algorithm by Eden and Rosenbaum.

Subsequent to a preliminary version of this work, Tětek and Thorup (arXiv, preprint) proved that this bound is essentially optimal.

1 Introduction
The ability to select edges uniformly at random in a large graph or network, namely edge sampling, is an important primitive, interesting both from a theoretical perspective in various models of computation (e.g., [19, 2, 3, 1, 13, 12, 7, 4, 15]), and from a practical perspective in the study of real-world networks (e.g., [20, 22, 31, 6, 27]). We consider the task of outputting edges from a distribution that is close to uniform; more precisely, the output distribution on edges will be pointwise $\epsilon$-close to the uniform distribution, so that each edge will be returned with probability in $[1-\epsilon, 1+\epsilon]$. Note that this is a stronger notion than the more standard
notion of $\epsilon$-close to uniform in total variation distance (TVD). \footnote{1} We consider this task in the sublinear setting, specifically, in the adjacency list query model, where the algorithm can perform uniform vertex queries, as well as degree and neighbor queries.

Three recent algorithms have been presented for this problem in the adjacency list model. The first, by Eden and Rosenbaum \cite{eden2016sampling}, is an $O^*(n/\sqrt{m})$ query complexity\footnote{2} algorithm that works in general graphs. \footnote{3} This was later refined by Eden, Ron, and Rosenbaum \cite{eden2017sampling} to an $O^*(ma/n)$ algorithm for graphs that have arboricity\footnote{4} at most $\alpha$ (where it is assumed that $\alpha$ is given as input to the algorithm). Finally, in \cite{tepek2017sampling}, Tětek and Thorup combined techniques from the previous two works and presented the state of the art algorithm for sampling a single edge. This algorithm exponentially improves on the dependency in $1/\epsilon$ compared to the algorithm by \cite{eden2016sampling}. All of these algorithms were also shown to be essentially optimal if one is interested in outputting a single edge sample. Naively, to sample $q$ edges in general graphs, one can invoke the \cite{tepek2017sampling} algorithm $q$ times, with expected complexity $O^*(q \cdot (n/\sqrt{m}))$. In this paper, we prove that this query complexity can be improved to $O^*(\sqrt{q} \cdot (n/\sqrt{m}))$. That is, we prove that there exists an algorithm with a better amortized query complexity.

### 1.1 Results

We present an algorithm that returns an edge from a distribution that is pointwise $\epsilon$-close to uniform, and efficiently supports many edge sample invocations. Assuming one knows in advance the number of required edge samples $q$, the overall cost of $q$ edge samples is $O^*(q \cdot (n/\sqrt{m}) + q) = O^*(q \cdot (n/\sqrt{m}))$, where the equality is since we can assume that $q = O(n^3/m)$. \footnote{5} Subsequent to a preliminary version of this work, Tětek and Thorup \cite[Theorem 15]{tepek2017sampling} proved that the above result is essentially optimal.

Our algorithm is based on two procedures: a preprocessing procedure that is invoked once, and a sampling procedure which is invoked whenever an edge sample is requested. There is a trade-off between the preprocessing cost and per-sample cost of the sampling procedure. Namely, for a trade-off parameter $x \geq 1$, which can be given as input to the algorithm, the preprocessing query complexity is $O^*(n^2/(m \cdot x))$ and the per-sample cost of the sampling procedure is $O(x/\epsilon)$.

\textbf{Theorem 1.1 (Informal.).} Let $G$ be a graph over $n$ vertices and $m$ edges. Assume access to $G$ is given via the adjacency list query model. There exists an algorithm that, given an approximation parameter $\epsilon$ and a trade-off parameter $x$, has two procedures: a preprocessing procedure, and a sampling procedure. The sampling procedure outputs an edge from a distribution that is pointwise $\epsilon$-close to uniform. The preprocessing procedure has $O^*(n^2/(m \cdot x))$ expected query complexity, and the expected per-sample query complexity of the sampling procedure is $O(x/\epsilon)$.

As mentioned previously, this result is essentially optimal, due to a lower bound by Tětek and Thorup \cite{tepek2017sampling}.

\footnote{1}{See Section 1.1 for a detailed discussion comparing TVD-closeness to pointwise closeness.} \footnote{2}{We note that in all the mentioned algorithms the running time is asymptotically equal to the query complexity, and therefore we limit the discussion to query complexity.} \footnote{3}{Throughout the paper $O^*(\cdot)$ is used to suppress poly(log$n$/\epsilon) dependencies.} \footnote{4}{The arboricity of a graph is the minimal number of forests required to cover its edge set.} \footnote{5}{Observe that if the number of required samples $q$ exceeds $n^2/m$, then one can simply perform $O(n^2 \log n/m)$ uniform pair queries and with high probability recover all edges in the graph. Hence, we can assume that $q \leq n^2/m$, and so the term $q$ does not asymptotically affect the complexity.}
Theorem 1.2 (Theorem 15 in [26], restated). Let $\epsilon$ be some small constant $0 < \epsilon < 1$. Any algorithm that samples $q$ edges from a distribution that is pointwise $\epsilon$-close to uniform in the adjacency list query model must perform $\Omega(\sqrt{q} \cdot (n/\sqrt{m}))$ queries.

To better understand how the complexity of our upper bound compares to what was previously known, we give some possible instantiations. First, setting $x = n/\sqrt{m}$ implies a preprocessing phase with $O^*(n/\sqrt{m})$ queries and a cost of $O(n/\sqrt{m})$ per sample, thus recovering the bounds of [13]. Second, setting $x = 1$ implies a preprocessing phase with $O(n^2/m)$ queries and a cost of $O(1/\epsilon)$ per sample. This can be compared to the naive approach of querying the degrees of all the vertices in the graph, and then sampling each vertex with probability proportional to its degree and returning an edge incident to the sampled vertex. Hence, the naive approach yields an $O(n)$ preprocessing cost and $O(1)$ per-sample cost while our algorithm with $x = 1$ yields an $O^*(n^2/m) = O^*(n/d_{avg})$ preprocessing and $O(1/\epsilon)$ per-sample cost, where $d_{avg}$ denotes the average degree of the graph.

For a concrete example, consider the case where $m = \Theta(n)$ and $q = O(\sqrt{m})$ edge samples are required. Setting $x = n^{1/4}$ gives an overall cost of $n^{3/4}$ for sampling $q$ edges, where previously this would have required $O(n)$ queries (by either the naive approach, or performing $O(\sqrt{n})$ invocations of the $O^*(n/\sqrt{m}) = O^*(\sqrt{n})$ algorithm of [26]). In general, if the number of queries $q$ is known in advance, then setting $x = \frac{\sqrt{\sqrt{q}}}{\sqrt{m}}$, yields that sampling $q$ edges has an overall cost of $O^*(\sqrt{q} \cdot (n/\sqrt{m}))$, where previously this would have required $O^*(q \cdot (n/\sqrt{m}))$ queries resulting from $q$ invocations of the algorithm by [26]. We discuss some more concrete applications in the following section.

From the augmented model to the general query model

Recently, it has been suggested by Aliakbarpour et al. [3] to consider query models that also provide queries for uniform edge samples, and multiple algorithms have since been developed for this model, e.g., [4, 15, 5, 28].

Currently, for “transferring” results in models that allow uniform edge samples back to models that do not allow such queries in a black-box manner, one must either (1) pay a multiplicative cost of $O^*(n/\sqrt{m})$ per query (replacing each edge sample query in an invocation of the [13] algorithm for sampling edges), (2) pay an additive cost of $O(n)$ (using the naive approach described above), or (3) pay an additive cost of $O^*(n^2/m)$ if pair queries are allowed.

For example, the works by Assadi, Kapralov and Khanna [4], Fichtenberger, Gao and Peng [15], and Biswas, Eden and Rubinfeld [5] give algorithms that rely on edge samples for the tasks of approximately counting and uniformly sampling arbitrary subgraphs in sublinear time. Specifically, these works assume the augmented query model which allows for vertex, degree, neighbor, pair as well as uniform edge samples queries. When only vertex, degree, neighbor and pair queries (without uniform edge samples) are provided, this is referred to as the general query model [21]. Currently, there are no dedicated algorithms for these tasks in the general model, that does not allow edge samples. For approximating the number of 4-cycles, denoted $\#C_4$, the algorithms of [4, 15] have query complexity of $O^*(m^2/\#C_4)$.

---

\[8\] Indeed, the naive approach returns an edge from a distribution that is exactly uniform.

\[9\] This is true for results for which pointwise-close to uniform edge samples are sufficient, as in the case in all the current sublinear results that rely on edge samples (that we know of).

\[9\] Pair queries return whether there is an edge between two vertices in the graph.

\[9\] As one can sample all edges in the graph with high probability using $O^*(n^2/m)$ uniform pair queries (by the coupon collector’s argument), and then return from the set of sampled edges.
For a graph with $m = O(n)$ edges and $\#C_4 = \Theta(n^{3/2})$ 4-cycles, this results in an $O^*(\sqrt{n})$ query complexity in the augmented model. Using our algorithm, we can set $q = O(\sqrt{n})$, and approximately count the number of $\#C_4$'s in $O^*(n^{3/4})$ queries in the general query model, where previously to our results this would have cost $O(n)$ queries. We note that this “black-box” transformation from the augmented model to the general query model is not guaranteed to be optimal in terms of the resulting complexity in the general model. Indeed, dedicated algorithms for counting and sampling stars and cliques in the general model, prove that this is not the case [18, 9, 11, 10, 8, 28]. Nonetheless, to the best of our knowledge, no other results are currently known for subgraphs apart from stars or cliques, and so this approach provides the only known algorithms for arbitrary subgraph counting and sampling in the general model.

**Pointwise vs. TVD**

A more standard measure of distance between two distributions $P$ and $Q$ is the total variation distance (TVD), $d_{TV}(P, Q) = \frac{1}{2} \sum_{x \in \Omega} |P(x) - Q(x)|$. Observe that this is a strictly weaker measure. That is, pointwise-closeness implies closeness in TVD. Thus our algorithm immediately produce a distribution that is TVD close to uniform. However, being close to a distribution in TVD, does not imply pointwise-closeness.¹⁰ Furthermore, in various settings, this weaker definition is not sufficient, as is the case in some of the applications we mentioned previously. For instance, the uniform edge samples in the algorithms of [4, 15] cannot be replaced in a black-box manner by edge samples that are only guaranteed to be close to uniform in TVD. For a concrete example, consider the task of approximately counting the number of triangles. Let $G = A \cup B$ be a graph, where $A$ is a bipartite subgraph over $(1 - \epsilon)m$ edges, and $B$ is a clique over $\epsilon m$ edges. An algorithm that returns a uniformly distributed edge in $A$ is close in TVD to uniform over the entire edge set of $G$. However, it does not allow one to correctly approximate the number of triangles in $G$, as the algorithm will never return an edge from the clique, which is where all the triangles reside.

**1.2 Technical Overview**

Sampling (almost) uniformly distributed edges is equivalent to sampling vertices with probability (almost) proportional to their degree $\frac{d(v)}{2m}$.¹¹ Hence, from now on we focus on the latter task.

Consider first the following naive procedure for sampling vertices with probability proportional to their degree. Assume that $d_{\text{max}}$, the maximum degree in the graph is known. Query a vertex uniformly at random and return it with probability $\frac{d(v)}{d_{\text{max}}}$; otherwise, return fail. Then each vertex is sampled with probability $\frac{d(v)}{n \cdot d_{\text{max}}}$. Therefore, if we repeatedly invoke the above until a vertex is returned, then each vertex is returned with probability $\frac{d(v)}{2m}$ as desired. However, the expected number of attempts until a vertex is returned is $O\left(\frac{n \cdot d_{\text{max}}}{m}\right)$ (since the overall success probability of a single attempt is $\sum_{v \in V} \frac{d(v)}{n \cdot d_{\text{max}}} = \frac{2m}{n \cdot d_{\text{max}}}$), which could be as high as $O\left(\frac{n^2}{m}\right)$ when $d_{\text{max}} = \Theta(n)$.

---

¹⁰ E.g., a distribution that ignores $\epsilon/2$-fraction of the edges and is uniform on the rest is close in TVD to uniform, but clearly it is not pointwise close.

¹¹ Since if every $v$ is sampled with probability in $(1 \pm \epsilon)\frac{d(v)}{2m}$, performing one more uniform neighbor query from $v$ implies that each specific edge $(v, w)$ in the graph is sampled with probability in $(1 \pm \epsilon) \cdot \frac{1}{2m}$.
Our idea is to partition the graph vertices into *light* and *heavy*, according to some degree threshold \( \tau \), that will play a similar role to that of \( d_{\text{max}} \) in the naive procedure above. Our algorithm has two procedures, a preprocessing procedure and a sampling procedure. The preprocessing procedure is invoked once in the beginning of the algorithm, and the sampling procedure is invoked every time an edge sample is requested. In the preprocessing procedure we construct a data structure that will later be used to sample heavy vertices. In the sampling procedure, we repeatedly try to sample a vertex, each time either a light or a heavy with equal probability, until a vertex is returned. To sample light vertices, we invoke the above simple procedure with \( \tau \) instead of \( d_{\text{max}} \). Namely, sample a uniform random vertex \( v \), if \( d(v) \leq \tau \), return it with probability \( \frac{d(v)}{\tau} \). To sample heavy vertices, we use the data structure constructed by the preprocessing procedure as will be detailed shortly.

In the preprocessing procedure, we sample a set \( S \) of \( O \left( \frac{\frac{\alpha}{\tau} \cdot \log n}{\epsilon^2} \right) \) vertices uniformly at random. We then construct a data structure that allows to sample edges incident\(^{12} \) to \( S \) uniformly at random. It holds that with high probability for every heavy vertex \( v \), its number of neighbors in \( S \), denoted \( d_S(v) \), is close to its expected value, \( d(v) \cdot \frac{|S|}{n} \). Also, it holds that with high probability the sum of degrees of the vertices in \( S \), denoted \( d(S) \), is close to its expected value, \( 2m \cdot \frac{|S|}{n} \). Hence, to sample heavy vertices, we first sample an edge \((u, v)\) incident to \( S \) uniformly at random (without loss of generality \( u \in S \)) and then we check if the second endpoint \( v \) is heavy. If so, we return \( v \), and otherwise we fail. By the previous discussion on the properties of \( S \), it holds that every heavy vertex is sampled with probability approximately \( \frac{d_S(v)}{d(S)} \approx \frac{d(v)}{2m} \).

### 1.3 Comparison to Previous Work

For the sake of this discussion assume that \( \epsilon \) is some small constant. Most closely related to our work, is the algorithm of \cite{T13}. Their algorithm also works by partitioning the graph’s vertices to *light* and *heavy* vertices according to their some degree threshold \( \theta \). Their method of sampling light edges is identical to ours: one simply samples a vertex uniformly at random, and keeps it with probability \( d(v)/\theta \). In our algorithm, \( \tau \) is the degree threshold for light and heavy vertices, so that \( \tau \) and \( \theta \) plays the same role. The difference between our works is in the sampling of heavy vertices. To sample heavy vertices, the algorithm of \cite{T13} tries to reach heavy vertices by sampling light vertices, and then querying one of their neighbors uniformly at random. For this approach to output heavy vertices with almost equal probability to light vertices, \( \theta \) must be set to \( \Omega(\sqrt{m}) \). Our approach for sampling heavy vertices is different, and relies on the preprocessing phase, which later allows us to reach heavy vertices with \( O(1) \) queries. This allows us, in a sense, to decouple the dependence of the threshold \( \tau \) and the success probability of sampling light vertices. Hence, we can allow to set the degree threshold \( \tau \) to smaller values, which results in a more efficient per-sample complexity (at a cost of a preprocessing step).

The algorithm of \cite{JT1} also outputs a uniformly distributed single edge, however in graphs with bounded arboricity \( \alpha \). Here too the algorithm first defines light vertices, setting the threshold to \( \Theta(\alpha) \). Sampling heavy edge is then performed by starting at light vertices as before, but taking longer random walks of length \( \ell \), for \( \ell \) chosen uniformly in \([\log n]\). This method was later used by Tětek \cite{TETK} to exponentially improve the dependence in \( \epsilon \) of sampling a single edge in the general setting. It is an interesting open question whether there exists an algorithm for sampling multiple edges in bounded arboricity graphs which has better complexity than the algorithm of this work.

---

\(^{12}\) We say that an edge \((u, v)\) is incident to \( S \) if either \( u \) or \( v \) are in \( S \).
Further Related Work

We note that some of the related works were already mentioned, but we list them again for the sake of completeness.

Sampling edges in the adjacency list model

As discussed previously, the most related work to ours is that of [13] for sampling a single edge from an almost uniform distribution in general graphs in $O^*(n/\sqrt{m})$ expected time. This was later refined by Eden, Rosenbaum and Ron [7] to an $O^*(n\alpha/m)$ expected time algorithm in bounded arboricity graphs, where a bound $\alpha$ on the arboricity of the graph at question is also given as input to the algorithm. Recently, Tětek and Thorup [26] proved that the dependency in $\epsilon$ in the algorithm of [13] could be improved from $1/\sqrt{\epsilon}$ to $\log(1/\epsilon)$. They further proved (subsequent to our work) that given additional access to what they refer to as hash-based neighbor queries, there exists an algorithm for sampling multiple edges (with and without replacement) from the exactly uniform distribution in $O^*(\sqrt{q} \cdot (n/\sqrt{m}))$ time.

The augmented edge samples model

In [3], Aliakbarpour et al. suggested a query model which allows access to uniform edge samples and degree queries. In this model they presented an algorithm for approximately counting the number of $s$-stars in expected time $O^*(m/#H^{1/8})$, where $#H$ denotes the number of $s$-stars in the graph. In [4], Assadi, Kapralov and Khanna considered the combined power of neighbor, degree, pair and uniform vertex and edge samples. In this model, they presented an algorithm that approximates the number of occurrences of any arbitrary subgraph $H$ in a graph $G$ in expected time $O^*(m^{\rho(H)}/#H)$, where $\rho(H)$ is the fractional edge cover of $H$, and $#H$ is the number of occurrences of $H$ in $G$. In the same model, Fichtenberger, Gao, and Peng [15] simplified the above algorithm and proved the same complexity for the additional task of sampling a uniformly distributed copy of $H$. Recently, Biswas, Eden and Rubinfeld [5], paramerterized the complexity of counting and sampling arbitrary subgraph by what they refer to as the decomposition cost of $H$, improving the above results for a large family of subgraphs $H$. In [28], Tětek considers this model in the context of approximately counting triangles in the super-linear regime.

Sampling from networks

Sampling from networks is a very basic primitive that is used in a host of works for studying networks’ parameters (e.g., [20, 22, 31, 6, 27]). Most approaches for efficiently sampling edges from networks are random walk based approaches, whose complexity is proportional to the mixing time of the network, e.g., [22, 16, 25, 24]. We note that our approach cannot be directly compared with that of the random walk based ones, as the query models are different: The adjacency list query model assumes access to uniform vertex queries and one can only query one neighbor at a time, while random walk based approaches usually only assume access to arbitrary seed vertices and querying a node reveals its set of neighbors. Furthermore, while in theory the mixing time of a graph can be of order $O(n)$, in practice,

13 Note that since for all graphs $\alpha \leq \sqrt{m}$, this result is always at least as good as the previous one.

14 The fractional edge cover of a graph is minimum weight assignment of weights to the graph’s edges, so that the sum of weights over the edges incident to each vertex is at least 1.
social networks tend to have smaller mixing times [24], making random walk based approaches very efficient. Still, denoting the mixing time of the network by $t_{\text{mix}}$, such approaches require one to perform $\Omega(t_{\text{mix}})$ queries in order to obtain each new sample, thus leaving the question of a more efficient amortized sampling procedure open.

2 Preliminaries

Let $G = (V,E)$ be an undirected simple graph over $n$ vertices. We consider the adjacency list query model, which assumes the following set of queries:

- **Uniform vertex queries**: which return a uniformly distributed vertex in $V$.
- **Degree queries**: $\text{deg}(v)$, which return the degree of the queried vertex.
- **Neighbor queries** $\text{nbr}(v,i)$ which return the $i^{th}$ neighbor of $v$, if one exists and ⊥ otherwise.

We sometimes say that we perform a “uniform neighbor query” from some vertex $v$. This can be simply implemented by choosing an index $i \in [d(v)]$ uniformly at random, and querying $\text{nbr}(v,i)$.

Throughout the paper we consider each edge from both endpoints. That is, each edge $\{u,v\}$ is considered as two oriented edges $(u,v)$ and $(v,u)$. Abusing notation, let $E$ denote the set of all oriented edges, so that $m = |E| = \sum_{v \in V} d(v)$ and $d_{\text{avg}} = m/n$. Unless stated explicitly otherwise, when we say an “edge”, we refer to oriented edges.

For a vertex $v \in V$ we denote by $\Gamma(v)$ the set of $v$’s neighbors. For a set $S \subseteq V$ we denote by $E(S)$ the subset of edges $(u,v)$ such that $u \in S$, and by $m(S)$ the sum of degrees of all vertices in $S$, i.e. $m(S) = |E(S)| = \sum_{v \in S} d(v)$. For every vertex $v \in V$ and set $S \subseteq V$, we denote by $d_S(v)$ the degree of $v$ in $S$, $d_S(v) = |\Gamma(v) \cap S|$.

3 Multiple Edge Sampling

As discussed in the introduction, our algorithm consists of a preprocessing procedure that creates a data structure that enables one to sample heavy vertices, and a sampling procedure that samples an almost uniformly distributed edge. Also recall that our procedures are parameterized by a value $x$ which allows for a trade-off between the preprocessing complexity and the per-sample complexity. Namely, allowing per-sample complexity of $O(x/\epsilon)$, our preprocessing procedure will run in time $O^*(n/(d_{\text{avg}} \cdot x))$. If one knows the number of queries, $q$, then setting $x = \frac{n/\sqrt{m}}{\sqrt{q}}$ yields the optimal trade-off between the preprocessing and the sampling.

3.1 Preprocessing

In this section we present our preprocessing procedure that will later allow us to sample heavy vertices. The procedure and its analysis are similar to the procedure Sample-degrees-typical of Eden, Ron, and Seshadhri [11].
Sampling Multiple Edges Efficiently

The input parameters to the procedure are \( n \), the number of vertices in the graph, \( x \), the trade-off parameter, \( \delta \), a failure probability parameter, and \( \epsilon \), the approximation parameter. The output is a data structure that, with probability at least \( 1 - \delta \), allows one to sample heavy vertices with probability (roughly) proportional to their degree.

We note that we set \( x = \min\{x, \sqrt{n/d_{avg}}\} \) since for values \( x = \Omega(\sqrt{n/d_{avg}}) \) it is better to simply use the \( O^*(\sqrt{n/d_{avg}}) \) per-sample algorithm of [13]. We shall make use of the following theorems.

\begin{itemize}
\item \textbf{Theorem 3.1} (Theorem 1.1 of [17], restated.). There exists an algorithm that, given query access to a graph \( G \) over \( n \) vertices and \( m \) edges, an approximation parameter \( \epsilon \in (0, \frac{1}{2}] \), and a failure parameter \( \delta \in (0, 1) \), returns a value \( m \) such that with probability at least \( 1 - \delta \), \( m \in [(1 - \epsilon)m, m] \). The expected query complexity and running time of the algorithm are \( O(\frac{n \log^{\frac{3}{2}} n}{m}) \).
\item \textbf{Theorem 3.2} (Section 4.2 and Lemma 17 in [14], restated.). For a set \( S \) of size at least \( \frac{n}{\sqrt{m}} \), it holds that with probability at least \( 5/6 \), \( m(S)/s > \frac{1}{2} \cdot (1 - \epsilon) \cdot d_{avg} \).
\item \textbf{Theorem 3.3} (A data structure for a discrete distribution (e.g., [29, 30, 23])). There exists an algorithm that receives as input a discrete probability distribution \( P \) over \( \ell \) elements, and constructs a data structure that allows one to sample from \( P \) in linear time \( O(\ell) \).
\end{itemize}

\begin{tabular}{|l|}
\hline
\textbf{Preprocessing (} \( n, \epsilon, \delta, x \) \textbf{)}
\hline
1. Invoke the algorithm of [17] \(^a\) to get an estimate \( \bar{d}_{avg} \) of the average degree \( d_{avg} \).
2. Let \( x = \min\{x, \sqrt{n/d_{avg}}\} \).
3. Let \( t = \lceil \log_3(\frac{1}{\epsilon}) \rceil \), and let \( \tau = \frac{n \bar{d}_{avg}}{t} \).
4. For \( i = 1 \) to \( t \) do:
   a. Let \( S_i \) be a multiset of \( s = \frac{n}{\tau} \cdot \frac{35\log(6nt/\delta)}{\epsilon^2} \) vertices chosen uniformly at random.
   b. Query the degrees of all the vertices in \( S_i \) and compute \( m(S_i) = \sum_{v \in S_i} d(v) \).
5. Let \( S \) be the first set \( S_i \) such that \( \frac{m(S_i)}{s} \in \left[ \frac{1}{4}, \frac{1}{2} \bar{d}_{avg}, 12 \cdot d_{avg} \right] \).
   a. If no such set exists, then return \( \text{fail} \).
   b. Else, set up a data structure \(^b\) \( D(S) \) that supports sampling each vertex \( v \in S \) with probability \( \frac{d(v)}{m(S)} \).
6. Let \( \tau = \frac{m(S)}{d_{avg}|S|} \).
7. Return \( (\tau, \tau, \tau, D(S)) \).
\hline
\end{tabular}

\(^a\) See Theorem 3.1
\(^b\) See Theorem 3.3

The following definitions will be useful in order to prove the lemma regarding the performance of the \textbf{Preprocessing} procedure.

\begin{itemize}
\item \textbf{Definition 2.} We say that a sampled set \( S \subseteq V \) is \( \epsilon \)-good if the following two conditions hold:
   \begin{itemize}
   \item For every heavy vertex \( v \in V \setminus \tau \), \( d_{S}(v) \in (1 \pm \epsilon)|S| \cdot \frac{d(v)}{n} \).
   \item \( \frac{m(S)}{s} \in \left[ \frac{1}{4}, \bar{d}_{avg}, 12 \cdot d_{avg} \right] \).
   \end{itemize}
\item \textbf{Definition 3.} We say that \( \bar{d}_{avg} \) is an \( \epsilon \)-good estimate of \( d_{avg} \) if \( \bar{d}_{avg} \in [(1 - \epsilon)d_{avg}, d_{avg}] \).
\end{itemize}
Lemma 4. Assume query access to a graph \( G \) over \( n \) vertices, \( \epsilon \in (0, \frac{1}{4}) \), \( \delta \in (0, 1) \), and \( x \geq 1 \). The procedure Preprocessing\((n, \epsilon, \delta, x)\), with probability at least \( 1 - \delta \), returns a tuple \((\gamma, \tau, D(S))\) such that the following holds.

- \( D(S) \) is a data structure that supports sampling a uniform edge in \( E(S) \), for an \( \epsilon \)-good set \( S \), as defined in Definition 2.
- \( \tau \in [1, \sqrt{n/d_{avg}}], \tau = \frac{\tau_d}{\epsilon}, \) and \( \gamma = \frac{m(S)}{d_{avg} |S|} \), where \( d_{avg} \) is an \( \epsilon \)-good estimate of \( d_{avg} \), as defined in Definition 3.

The expected query complexity and running time of the procedure are

\[
O \left( \max \left\{ \frac{n}{\tau d_{avg}^2} \cdot \sqrt{\frac{n}{d_{avg}}} \cdot \log^2 (\sqrt{n \log(1/\delta)}) \right\} \right).
\]

Proof. We start with proving that with probability at least \( 1 - \delta \) the set \( S \) chosen in Step 5 is a good set. Namely, that \( 1 - \frac{m(S)}{|S|} \in [\frac{1}{4}, \tau d_{avg}, 12 \cdot d_{avg}] \), and that (2) for all heavy vertices \( v \in V_{>\tau}, d_S(v) \in (1 \pm \epsilon)s \cdot \frac{d(v)}{n} \).

By Theorem 1.1 of [17] (see Theorem 3.1), with probability at least \( 1 - \frac{1}{7} \), \( d_{avg} \) is an \( \epsilon \)-good estimate of \( d_{avg} \), that is

\[
(1 - \epsilon)d_{avg} \leq d_{avg} \leq d_{avg}.
\]

We henceforth condition on this event, and continue to prove the latter property. Fix an iteration \( i \in [t] \). Observe that \( \mathbb{E} \left[ \frac{m(S_i)}{s} \right] = d_{avg} \). By Markov’s inequality,\(^{15}\) equation (1), and the assumption that \( \epsilon \in (0, \frac{1}{2}) \),

\[
\Pr \left[ \frac{m(S_i)}{s} > 12 \cdot d_{avg} \right] \leq \frac{d_{avg}}{12 \cdot d_{avg}} \leq \frac{1}{12(1 - \epsilon)} \leq \frac{1}{6}.
\]

Recall that \( s = \frac{n \cdot 35 \log \left( \frac{6nt/\delta}{\epsilon^2} \right)}{\epsilon^2}, \tau = \frac{\tau_d}{\epsilon}, \) and \( \tau \leq \sqrt{n/d_{avg}} \) and that we condition on \( d_{avg} \geq (1 - \epsilon)d_{avg} \). Thus, \( \tau \leq \frac{n}{\epsilon \cdot \sqrt{n}} \), and \( s \geq \frac{34}{\epsilon} \cdot \frac{n}{\sqrt{m}} \). Therefore, by Lemma 17 in [14] (see Theorem 3.2), for every \( i \), it holds that

\[
\Pr \left[ \frac{m(S_i)}{s} \leq \frac{1}{2} \cdot (1 - \epsilon) d_{avg} \right] \leq \frac{1}{6}.
\]

By equations (1), (2), and the assumption that \( \epsilon \in (0, \frac{1}{2}) \),

\[
\Pr \left[ \frac{m(S_i)}{s} < \frac{1}{4} \cdot d_{avg} \right] \leq \Pr \left[ \frac{m(S_i)}{s} \leq \frac{1}{2} \cdot (1 - \epsilon) d_{avg} \right] \leq \frac{1}{6}
\]

By the union bound, for every specific \( i \),

\[
\Pr \left[ \frac{m(S_i)}{s} < \frac{1}{4} \cdot d_{avg} \text{ or } \frac{m(S_i)}{s} > 12 \cdot d_{avg} \right] \leq \frac{1}{3}.
\]

Hence, the probability that for all the selected multisets \( \{S_i\}_{i \in [t]} \), either \( \frac{m(S_i)}{s} < \frac{1}{4} \cdot d_{avg} \) or \( \frac{m(S_i)}{s} > 12 \cdot d_{avg} \) is bounded by \( \frac{1}{3} = \frac{\delta}{7} \) (recall \( t = \lceil \log_3(\frac{3}{\delta}) \rceil \)). Therefore, with probability at least \( 1 - \frac{2}{7} \), it holds that \( \frac{m(S_i)}{s} \in [\frac{1}{4} \cdot d_{avg}, 12 \cdot d_{avg}] \), and the procedure does not return fail in Step 5a.

\(^{15}\) Markov’s inequality: if \( X \) is a non-negative random variable and \( a > 0 \), \( \Pr(X \geq a) \leq \frac{EX}{a} \).
Next, we prove that there exists a high-degree vertex \( v \in V_{\geq \tau} \) such that \( d_S(v) \not\in (1 \pm \epsilon)s \cdot \frac{d(v)}{n} \) with probability at most \( \frac{1}{2} \). Fix an iteration \( i \in [t] \), and let \( S_i = \{u_1, \ldots, u_s\} \) be the sampled set. For any fixed high-degree vertex \( v \in V_{\geq \tau} \) and for some vertex \( u \in V \), let

\[
\chi^v(u) = \begin{cases} 
1 & \text{if } u \text{ is a neighbor of } v \\
0 & \text{otherwise}
\end{cases}
\]

Observe that \( \mathbb{E}_{u \in V} \left[ \chi^v(u) \right] = \frac{d(v)}{n} \), and that \( d_S(v) = \sum_{j \in [s]} \chi^v(u_j) \). Thus, \( \mathbb{E} \left[ d_S(v) \right] = s \cdot \frac{d(v)}{n} \). Since the \( \chi^v(u) \) variables are independent \( \{0, 1\} \) random variables, by the multiplicative Chernoff bound,\(^{16}\)

\[
\Pr \left[ \left| d_S(v) - s \cdot \frac{d(v)}{n} \right| \geq \epsilon \cdot s \cdot \frac{d(v)}{n} \right] \leq 2 \exp \left( -\frac{\epsilon^2 \cdot s \cdot \frac{d(v)}{n}}{3n} \right) \leq \frac{\delta}{3n^t}.
\]

where the last inequality is by the assumption that \( \epsilon \in (0, \frac{1}{2}) \), the setting of \( s = \frac{n}{\tau} \cdot \frac{35 \log(6nt/\delta)}{\epsilon^2} \), and since we fixed a heavy vertex \( v \) so that \( d(v) \geq \tau \). By taking a union bound over all high-degree vertices, it holds that there exists \( v \in V_{\geq \tau} \) such that \( d_S(v) \not\in (1 \pm \epsilon)s \cdot \frac{d(v)}{n} \) with probability at most \( \frac{1}{nt} \).

Hence, with probability at least \( 1 - \delta \), \( D(S) \) is a data structure of a good set \( S \). Moreover, by steps 2, 6, and 3 in the procedure Preprocessing \((n, \epsilon, \delta, x)\) it holds that \( \overline{x} \in \left[ 1, \sqrt{n/d_{\text{avg}}} \right] \), \( \overline{\gamma} = \frac{m(S)}{d_{\text{avg}} |S|} \), and \( \tau = \frac{\overline{\gamma} d_{\text{avg}} \overline{x}}{\epsilon} \) respectively. By equation (1), \( \overline{d_{\text{avg}}} \) is an \( \epsilon \)-good estimate for \( d_{\text{avg}} \).

We now turn to analyze the complexity. By [17] (see Theorem 3.1), the query complexity and running time of step 1 is \( O \left( \frac{n}{\sqrt{m}} \cdot \frac{\log^2(n)}{\epsilon^2} \right) \). The expected query complexity and running time of the for loop are \( O(t \cdot s) = O \left( \frac{n}{d_{\text{avg}}} \frac{\log^2(n \log(1/\delta)/\delta)}{\epsilon} \right) \), where the equality holds by the setting of \( s, t \) and since the expected value of \( d_{\text{avg}} \) is \( d_{\text{avg}} \). Step 5 takes \( O(t) \) time. By [29, 30, 23] (see Theorem 3.3), the running time of step 5b is \( O(s) \). All other steps take \( O(1) \) time. Hence, the expected query complexity and running time are dominated by the for loop. By the setting of \( \overline{x} = \min \{ x, \sqrt{n/d_{\text{avg}}} \} \) we have \( O(s \cdot t) = O \left( \frac{n}{d_{\text{avg}}} \frac{\log^2(n \log(1/\delta)/\delta)}{\epsilon} \right) = O \left( \max \left\{ \frac{n}{d_{\text{avg}}} \frac{\sqrt{n}}{d_{\text{avg}}}, \sqrt{n/d_{\text{avg}}} \right\} \cdot \frac{\log^2(n \log(1/\delta)/\delta)}{\epsilon} \right) \) which proves the claim. \( \blacklozenge \)

### 3.2 Sampling an edge

In this section we present our sampling procedures. The following definition and claim will be useful in our analysis.

**Definition 5.** Let \( \tau \) be a degree threshold. Let \( V_{\leq \tau} = \{v \in V \mid d(v) \leq \tau\} \), and let \( V_{\geq \tau} = V \setminus V_{\leq \tau} \). We refer to \( V_{\leq \tau} \) and \( V_{\geq \tau} \) as the sets of light vertices and heavy vertices, respectively. Let \( E_{\leq \tau} = \{(u, v) \mid u \in V_{\leq \tau}\} \) and \( E_{\geq \tau} = \{(u, v) \mid u \in V_{\geq \tau}\} \).

**Definition 6.** If the procedure Preprocessing \((n, \epsilon, \delta, x)\) returns a tuple \((\overline{x}, \tau, \overline{\gamma}, D(S))\) such that the following items of Lemma 4 hold, then we say that this invocation is successful.

- \( D(S) \) is a data structure that supports sampling a uniform edge in \( E(S) \), for an \( \epsilon \)-good set \( S \), as defined in Definition 2.
- \( \overline{x} \in [1, \sqrt{n/d_{\text{avg}}}] \), \( \tau = \frac{\overline{\gamma} d_{\text{avg}} \overline{x}}{\epsilon} \), and \( \overline{\gamma} = \frac{m(S)}{d_{\text{avg}} |S|} \), where \( d_{\text{avg}} \) is an \( \epsilon \)-good estimate of \( d_{\text{avg}} \), as defined in Definition 3.

\(^{16}\)Multiplicative Chernoff bound: if \( X_1, \ldots, X_n \) are independent random variables taking values in \( \{0, 1\} \), then for any \( 0 \leq \delta \leq 1 \), \( \Pr \left[ \left| \sum_{i \in [n]} X_i - \mu \right| \geq \delta \mu \right] \leq 2e^{-\frac{\delta^2 \mu}{2}} \) where \( \mu = \mathbb{E} \left[ \sum_{i \in [n]} X_i \right] \).
Claim 7. Let $\gamma = \frac{m(S)}{d_{avg}[S]}$ and $\tau = \frac{m(S)}{d_{avg}[S]}$. If $S$ is an $\epsilon$-good set, as in Definition 2, and $d_{avg}$ is an $\epsilon$-good estimate of $d_{avg}$, as in Definition 3, then it holds that $\gamma \in [1/4, 12]$ and that $\gamma \in [(1-\epsilon)\gamma, \gamma]$.

Proof. By the assumption that $S$ is an $\epsilon$-good set, it holds that $\frac{m(S)}{|S|} \in \left[\frac{1}{4} \cdot d_{avg}, 12 \cdot d_{avg}\right]$. Therefore, $\gamma \in \left[\frac{1}{4}, 12\right]$. By the assumption that $d_{avg}$ is an $\epsilon$-good estimate of $d_{avg}$, namely $d_{avg} \in [(1-\epsilon)d_{avg}, d_{avg}]$, it holds that $\gamma \in [(1-\epsilon)\gamma, \gamma]$. \hfill \blacksquare

3.2.1 The sampling procedures

We now present the two procedures for sampling light edges and heavy edges.

Sample-Uniform-Edge $(\gamma, \tau, \pi, D(S), \epsilon)$

1. While True do:
   a. Sample uniformly at random a bit $b \leftarrow \{0, 1\}$.
   b. If $b = 0$ invoke Sample-Light$(\gamma, \tau)$.
   c. Otherwise, invoke Sample-Heavy$(\tau, D(S), \pi, \epsilon)$.
   d. If an edge $(v, u)$ was returned, then return $(v, u)$.

Sample-Light $(\gamma, \tau)$

1. Sample a vertex $v \in V$ uniformly at random and query for its degree.
2. If $d(v) > \tau$ return fail.
3. Query a uniform neighbor of $v$. Let $u$ be the returned vertex.
4. Return $(v, u)$ with probability $\frac{d(v)}{\tau} \cdot \frac{1}{\pi}$, otherwise return fail.

Sample-Heavy $(\tau, D(S), \pi, \epsilon)$

1. Sample from the data structure $D(S)$ a vertex $v \in S$ with probability $\frac{d(v)}{m(S)}$.
2. Sample uniform neighbor of $v$. Let $u$ be the returned vertex.
3. If $d(u) \leq \tau$ return fail.
4. Sample uniform neighbor of $u$. Let $w$ be the returned vertex.
5. Return $(u, w)$ with probability $\frac{\epsilon}{4\pi}$, otherwise return fail.

Our procedure for sampling an edge Sample-Uniform-Edge gets as input a tuple $(\gamma, \tau, \pi, D(S))$ which is the output of the procedure Preprocessing. Our guarantees on the resulting distribution of edge samples rely on the preprocessing being successful (see Definition 6), which happens with probability at least $1 - \delta$.

Lemma 8. Assume that Preprocessing has been invoked successfully, as defined in Definition 6. The procedure Sample-Light$(\gamma, \tau)$ returns an edge in $E_{\leq \tau}$ such that each edge is returned with probability $\frac{d(S)}{4m(S)}$. The query complexity and running time of the procedure are $O(1)$.

Proof. Let $(v, u)$ be a fixed edge in $E_{\leq \tau}$.

\[ \Pr[(v, u) \text{ returned}] = \Pr[(v \text{ is sampled in Step 1}) \text{ and } (u \text{ sampled in Step 3}) \text{ and } ((v, u) \text{ returned in Step 4})] \]

\[ = \frac{1}{n} \cdot \frac{1}{d(v)} \cdot \frac{d(v)}{\tau \cdot 4\pi}. \]
Note that by Claim 7, $1/4\gamma \leq 1$ and therefore, Step 4 is valid and the above holds. Hence, by the setting of $\tau = \frac{x d_{\text{avg}}}{x}$ and $\gamma = \frac{m(S)}{d_{\text{avg}}|S|}$,

$$\Pr[(v, u) \text{ is returned}] = \frac{1}{n \cdot \tau \cdot 4\gamma} = \frac{\epsilon \cdot |S|}{4n \cdot \tau \cdot m(S)}.$$

The procedure performs at most one degree query and one uniform neighbor query. All other operations take constant time. Therefore, the query complexity and running time of the procedure are constant.

▶ **Lemma 9.** Assume that Preprocessing has been invoked successfully, as defined in Definition 6. The procedure $\text{Sample-Heavy}(\tau, D(S), \tau, \epsilon)$ returns an edge in $E_{>\tau}$ such that each edge is returned with probability $\frac{(1 \pm \epsilon)|S|}{4n \cdot \tau \cdot m(S)}$. The query complexity and running time of the procedure are $O(1)$.

**Proof.** Let $(u, w)$ be an edge in $E_{>\tau}$. We first compute the probability that $u$ is sampled in Step 2. Recall, the data structure $D(S)$ supports sampling a vertex $v$ in $S$ with probability $\frac{d(v)}{m(S)}$. The probability that $u$ is sampled in Step 2 is equal to the probability that a vertex $v \in S$ which is a neighbor of $u$ is sampled in step 1, and $u$ is the selected neighbor of $v$ in Step 2. Namely,

$$\Pr[u \text{ is sampled in Step 2}] = \sum_{v \in \mathcal{S} \cap \Gamma(u)} \frac{d(v)}{m(S)} \cdot \frac{1}{d(v)} = \sum_{v \in \mathcal{S} \cap \Gamma(u)} \frac{1}{m(S)} = \frac{d_S(u)}{m(S)}.$$

By the assumption that Preprocessing has been invoked successfully, so that $S$ is $\epsilon$-good, and because $u \in V_{>\tau}$,

$$d_S(u) \in (1 \pm \epsilon) \cdot |S| \cdot \frac{d(u)}{n}.$$

Hence, the probability that $(u, w)$ is returned by the procedure is

$$\Pr[(u, w) \text{ is returned}] = \Pr[(u \text{ sampled in Step 2}) \text{ and } (w \text{ sampled in Step 5}) \text{ and } ((u, w) \text{ returned in Step 5})]$$

$$= \frac{d_S(u)}{m(S)} \cdot \frac{1}{d(u)} \cdot \frac{1}{4\gamma} \leq \frac{(1 \pm \epsilon)|S| \cdot \frac{d(u)}{n} \cdot \epsilon}{m(S) \cdot d(u) \cdot 4\gamma} = \frac{(1 \pm \epsilon)|S|}{4n \cdot \tau \cdot m(S)}.$$

The procedure performs one degree query and two neighbor queries, and the rest of the operations take constant time. Hence the query complexity and running time are constant.

We are now ready to prove the formal version of Theorem 1.1.

▶ **Theorem 3.4.** There exists an algorithm that gets as input query access to a graph $G$, $n$, the number of vertices in the graph, $\epsilon \in (0, \frac{1}{2})$, an approximation parameter, $\delta \in (0, 1)$, a failure parameter, and $x > 1$, a trade-off parameter. The algorithm has a preprocessing procedure and a sampling procedure.

The preprocessing procedure has expected query complexity $O \left( \max \left\{ \frac{n}{d_{\text{avg}}^2}, \sqrt{\frac{n}{d_{\text{avg}}}} \right\}, \frac{\log^2(n \log(1/\delta)/\epsilon)}{\epsilon} \right)$, and it succeeds with probability at least $1 - \delta$. If the preprocessing procedure succeeds, then each time the sampling procedure is invoked it returns an edge such that the distribution on returned edges is $2\epsilon$-point-wise close to uniform, as defined in Definition 1. Each invocation of the sampling procedure has expected $O(\tau/\epsilon)$ query and time complexity.
Proof. By 9, the procedure Preprocessing procedure succeeds with probability at least $1 - \delta$. Furthermore, it has expected running time and query complexity as stated.

Condition on the event that the invocation of Preprocessing was successful. Let $P$ denote the distribution over the returned edges by the procedure Sample-Uniform-Edge. By Lemma 2.3 in [13], in order to prove that $P$ is pointwise $2\epsilon$-close to uniform, it suffices to prove that for every two edges $e, e'$ in the graph, $\frac{P(e)}{P(e')} \in (1 \pm 2\epsilon)$. By Lemma 8, every light edge $e$ is returned with probability $\epsilon \cdot \frac{|S|}{4n \cdot \bar{\tau} \cdot m(S)}$. By Lemma 9, every heavy edge $e'$ is returned with probability $(1 \pm \epsilon) \cdot \frac{1 - \epsilon}{\epsilon} \cdot \frac{|S|}{4n \cdot \bar{\tau} \cdot m(S)}$. Therefore, for every two edges $e, e'$ in the graph, $\frac{P(e)}{P(e')} \in (1 \pm 2\epsilon)$.

Next, we prove a lower bound on the success probability of a single invocation of the while loop in Step 1 in Sample-Uniform-Edge.

$$\Pr[\text{an edge is returned}] = \frac{1}{2} \Pr[\text{Sample-Light returns an edge}] + \frac{1}{2} \Pr[\text{Sample-Heavy returns an edge}] \geq \frac{1}{2} \frac{|E \leq \tau|}{4n \cdot \bar{\tau} \cdot m(S)} \cdot \epsilon \cdot |S| + \frac{1}{2} \frac{|E > \tau|}{4n \cdot \bar{\tau} \cdot m(S)} \cdot (1 - \epsilon) \cdot |S| \geq \frac{1}{2} \frac{(1 - \epsilon) \epsilon |S|}{4n \cdot \bar{\tau} \cdot m(S)} = \frac{\epsilon}{8n \bar{\tau}} \geq \frac{\epsilon}{192x},$$

where the second inequality is due to Claim 7, i.e. $\gamma \leq 12$. Hence, the expected number of invocations until an edge is returned is $O(\bar{\tau}/\epsilon)$.
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Abstract

The Forrelation problem, first introduced by Aaronson [1] and Aaronson and Ambainis [2], is a well studied computational problem in the context of separating quantum and classical computational models. Variants of this problem were used to give tight separations between quantum and classical query complexity [2]; the first separation between poly-logarithmic quantum query complexity and bounded-depth circuits of super-polynomial size, a result that also implied an oracle separation of the classes BQP and PH [15]; and improved separations between quantum and classical communication complexity [12]. In all these separations, the lower bound for the classical model only holds when the advantage of the protocol (over a random guess) is more than \( \approx \frac{1}{\sqrt{N}} \), that is, the success probability is larger than \( \approx \frac{1}{2} + \frac{1}{\sqrt{N}} \). This is unavoidable as \( \approx \frac{1}{\sqrt{N}} \) is the correlation between two coordinates of an input that is sampled from the Forrelation distribution, and hence there are simple classical protocols that achieve advantage \( \approx \frac{1}{\sqrt{N}} \), in all these models.

To achieve separations when the classical protocol has smaller advantage, we study in this work the XOR of \( k \) independent copies of (a variant of) the Forrelation function (where \( k \ll N \)). We prove a very general result that shows that any family of Boolean functions that is closed under restrictions, whose Fourier mass at level \( 2^k \) is bounded by \( \alpha^k \) (that is, the sum of the absolute values of all Fourier coefficients at level \( 2^k \) is bounded by \( \alpha^k \)), cannot compute the XOR of \( k \) independent copies of the Forrelation function with advantage better than \( O \left( \frac{\alpha^k N^k}{2^k} \right) \). This is a strengthening of a result of [8], that gave a similar statement for \( k = 1 \), using the technique of [15]. We give several applications of our result. In particular, we obtain the following separations:

Quantum versus Classical Communication Complexity. We give the first example of a partial Boolean function that can be computed by a simultaneous-message quantum protocol with communication complexity \( \text{polylog}(N) \) (where Alice and Bob also share \( \text{polylog}(N) \) EPR pairs), and such that, any classical randomized protocol of communication complexity at most \( \tilde{\alpha}(N^{1/4}) \), with any number of rounds, has quasipolynomially small advantage over a random guess. Previously, only separations where the classical protocol has polynomially small advantage were known between these models [10, 12].

Quantum Query Complexity versus Bounded Depth Circuits. We give the first example of a partial Boolean function that has a quantum query algorithm with query complexity \( \text{polylog}(N) \), and such that, any constant-depth circuit of quasipolynomial size has quasipolynomially small advantage over a random guess. Previously, only separations where the constant-depth circuit has polynomially small advantage were known [15].
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1 Introduction

Several recent works used Fourier analysis to prove lower bounds for computing (variants of) the Forrelation (partial) function of [1, 2], in various models of computation and communication [15, 8, 12]. These works show that for many computational models, when analyzing the success probability of computing the Forrelation function, it’s sufficient to bound the contribution of Fourier coefficients at level 2, ignoring all other Fourier coefficients [15, 8]. This holds for any computational model that is closed under restrictions and is proved by analyzing the Forrelation distribution as a distribution resulting from a certain random walk, rather than analyzing it directly.

While this is a powerful technique, it could only be used to bound computations of the Forrelation function with advantage (over a random guess) larger than $\approx \frac{1}{\sqrt{N}}$, that is, computations with success probability larger than $\approx \frac{1}{2} + \frac{1}{\sqrt{N}}$. Roughly speaking, this is because the bound on the Fourier coefficients at level 2 of the Forrelation function is $\approx O\left(\frac{1}{\sqrt{N}}\right)$. We note that while ruling out protocols with advantage larger than $\frac{1}{\sqrt{N}}$ is satisfactory in many cases, an advantage of $\frac{1}{\sqrt{N}}$ is often viewed as non-negligible and it is often desirable to rule out protocols with negligible (sub-polynomially small) advantage as well.

In this work, we study the XOR of $k$ independent copies of the Forrelation function of [15] (where $k < o(N^{1/50})$). We show that for many computational models, when analyzing the success probability of computing the XOR of $k$ independent copies of the Forrelation function, it’s sufficient to bound the contribution of Fourier coefficients at level $2k$, ignoring all other Fourier coefficients. Our proof builds on the techniques of [15], and followup works [8, 12], by analyzing a “product” of $k$ random walks, one for each of the independent copies of the Forrelation function. This can be viewed as a random walk with a $k$-dimensional time variable.

Consequently, we obtain a very general lower bound that shows that any family of Boolean functions that is closed under restrictions, whose Fourier mass at level $2k$ is bounded by $\alpha^k$ (that is, for every function in the family, the sum of the absolute values of all Fourier coefficients at level $2k$ is bounded by $\alpha^k$), cannot compute the XOR of $k$ independent copies of the Forrelation function with advantage better than $O\left(\frac{\alpha^k}{N^{1/2k}}\right)$, that is, with success probability larger than $\frac{1}{2} + O\left(\frac{\alpha^k}{N^{1/2k}}\right)$. This is a strengthening of a result of [8], that gave a similar statement for $k = 1$, using the technique of [15]. While bounding the advantage of protocols for the XOR of $k$ independent copies of a problem is often non-trivial, our result gives a very general way to do that for the special case of Forrelation.
We note that the requirement that the family of Boolean functions is closed under restrictions is satisfied by essentially all non-uniform computational models. The requirement of having a good bound on the Fourier mass at level $2^k$ is satisfied by several central and well-studied computational models (see for example [7] for a recent discussion). In particular, we focus in this work on three such models: communication complexity, query complexity (decision trees) and bounded-depth circuits. We note that our result is valid for any $k < N^c$, for some constant $c > 0$, and hence it can be used to prove lower bounds for circuits/protocols with exponentially small advantage, in all these models. However, for the applications of separating quantum and classical computational models, we take $k$ to be poly-logarithmic in $N$, so that we have quantum protocols of poly-logarithmic cost. We use our main theorem to give several separations between quantum and classical computational models.

1.1 Communication Complexity

Quantum versus classical separations in communication complexity have been studied for more than two decades in numerous works. We briefly summarize the history of quantum advantage in communication complexity of partial functions, that is most relevant for us: First, Buhrman, Cleve and Wigderson proved an exponential separation between zero-error simultaneous-message quantum communication complexity (without entanglement) and classical deterministic communication complexity [4]. For the bounded-error model, Raz showed an exponential separation between two-way quantum communication complexity and two-way randomized communication complexity [14]. Gavinsky et al (building on Bar-Yossef et al [3]) gave an exponential separation between one-way quantum communication complexity and one-way randomized communication complexity [11]. Klartag and Regev gave an exponential separation between one-way quantum communication complexity and two-way randomized communication complexity [16]. The state of the art separation, by Gavinsky, gave an exponential separation between simultaneous-message quantum communication complexity (with entanglement) and two-way randomized communication complexity [10]. An alternative proof for Gavinsky’s result was recently given by [12], as a followup to [15, 8], and had the additional desired property that in the quantum protocol, the time complexity of all the players is poly-logarithmic.

Our Result

In all these works, the lower bounds for classical communication complexity only hold when the advantage of the protocol (over a random guess) is more than $\approx 1/\sqrt{N}$, that is, the success probability is larger than $\approx 1/2 + 1/\sqrt{N}$.

In this work, we give a partial Boolean function that can be computed by a simultaneous-message quantum protocol with communication complexity $\text{polylog}(N)$ (where Alice and Bob also share $\text{polylog}(N)$ EPR pairs), and such that, any classical randomized protocol of communication complexity at most $\tilde{o}(N^{1/4})$, with any number of rounds, has quasipolynomially small advantage over a random guess. This qualitatively matches the results of [10, 12] and has the additional desired property that the lower bound for the classical communication protocol holds for quasipolynomially small advantage, rather than polynomially small advantage. Moreover, as in [12], the quantum protocol in our upper bound has the additional property of being efficiently implementable, in the sense that it can be described by quantum circuits of size $\text{polylog}(N)$, with oracle access to the inputs.

To prove this result we use the XOR of $k$ independent copies of the Forrelation function, lifted to communication complexity using XOR as the gadget [13], as in [12]. The quantum upper bound is simple. For the classical lower bound, we use ideas from [12] to bound the
level-$2k$ Fourier mass. This, along with our main theorem implies the desired separation. Our bounds for the level-$2k$ Fourier mass may be interesting in their own right and are proved in Section 7.

Related Work

We note that an exponential separation between two-way quantum communication complexity and two-way randomized communication complexity, with quasipolynomially small advantage, can be proved by a combination of several previous results, as follows:

Start with an existing separation between quantum and classical query complexity, such as the one of [2]. Use Drucker’s xor lemma for randomized decision tree [9] to get a separation between quantum and classical query complexity, where the classical protocol has quasipolynomially small advantage. Finally, use the recent lifting theorem of [5] to lift the result to communication complexity. To the best of our knowledge, this separation was not previously observed.

It follows from these works that there exists a function computable in the quantum two-way model in communication complexity polylog$(N)$, for which randomized protocols of cost $\tilde{o}(\sqrt{N})$ have at most quasipolynomially small advantage. While the lower bound is for cost $\tilde{o}(\sqrt{N})$ protocols, which is quantitatively stronger than our lower bound for cost $\tilde{o}(N^{1/4})$ protocols, the quantum upper bound in this result seems to require two rounds of communication, while our function is computable in the simultaneous model when Alice and Bob share entanglement.

1.2 Bounded Depth Circuits

Separations of quantum query complexity and bounded-depth classical circuit complexity have been studied in the context of oracle separations of the classes BQP and PH. An example of a partial Boolean function (Forrelation) that has a quantum query algorithm with query complexity polylog$(N)$, and such that, any constant-depth circuit of quasipolynomial size has polynomially small advantage over a random guess, was given in [15]. This result implied an oracle separation of the classes BQP and PH.

Here, we give the first example of a partial Boolean function (xor of $k$ copies of Forrelation) that has a quantum query algorithm with query complexity polylog$(N)$, and such that, any constant-depth circuit of quasipolynomial size has quasipolynomially small advantage over a random guess.

For the proof, we use our main theorem, together with Tal’s bounds on the level-$2k$ Fourier mass of bounded-depth circuits [17].

1.3 Decision Trees

The query complexity model (also known as black box model or decision-tree complexity) has played a central role in the study of quantum computational complexity. Quantum advantages in query complexity (decision trees) have been demonstrated for partial functions in various settings and numerous works. For example, Aaronson and Ambainis [2] showed that the Forrelation problem can be solved by one quantum query, while its randomized query complexity is $\Omega(\sqrt{N}/\log N)$.

For classical randomized query complexity, there is a known xor lemma, proved by Drucker [9]. In particular, Theorem 1.3 of [9], along with the result of [2] gives a partial function (xor of polylog$(N)$ copies of Forrelation) that can be computed by a quantum query algorithm with polylog$(N)$ queries, while every classical randomized algorithm that makes $\tilde{o}(N^{1/2})$ queries, has quasipolynomially small advantage.
Our main theorem implies a different proof for this result, using Tal’s recent bounds on the level-2k Fourier mass of decision trees [18].

1.4 The Main Theorem

Our functions are obtained by taking an XOR of several copies of a variant of the Forrelation problem, as defined in [15].

Let \( N = 2^n \) for sufficiently large \( n \in \mathbb{N} \). Let \( k \in \mathbb{N} \) be a parameter. We assume that \( k = o(N^{1/50}) \). Let \( \epsilon = \frac{1}{200k \ln N} \) be a parameter.

Let \( H_N \) denote the \( N \times N \) normalized Hadamard matrix whose entries are either \( -\frac{1}{\sqrt{N}} \) or \( \frac{1}{\sqrt{N}} \). Let

\[
\text{forr}(z) := \frac{1}{N} \langle z, H_N z \rangle
\]

denote the Forrelation of a vector \( z = (z_1, z_2) \), where \( z_1, z_2 \in \mathbb{R}^N \). The Forrelation Decision Problem is the partial Boolean function \( F : \{-1, 1\}^{2N} \rightarrow \{-1, 1\} \) defined at \( z \in \{-1, 1\}^{2N} \) by

\[
F(z) := \begin{cases} 
-1 & \text{if } \text{forr}(z) \geq \epsilon/2 \\
1 & \text{if } \text{forr}(z) \leq \epsilon/4 \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

The \( \oplus^k \) Forrelation Decision Problem \( F^{(k)} : \{-1, 1\}^{2kN} \rightarrow \{-1, 1\} \) is defined as the XOR of \( k \) independent copies of \( F \). More precisely, for every \( z_1, \ldots, z_k \in \{-1, 1\}^{2N} \), let

\[
F^{(k)}(z_1, \ldots, z_k) := \prod_{j=1}^{k} F(z_j).
\]

For our separation results, we take the function \( F^{(k)} \), where \( k = \lfloor \log^2 N \rfloor \). For our communication complexity separation we take the lift of \( F^{(k)} \) with XOR as the gadget. The quantum upper bounds in all these separation results are quite simple. Moreover, all the quantum algorithms in our upper bounds have the additional advantage of being efficiently implementable, in the sense that they can be described by quantum circuits of size \( \text{polylog}(N) \), with oracle access to the inputs.

Our main contribution is the classical lower bound. Towards this, our main theorem provides an upper bound on the maximum correlation of \( F^{(k)} \) with any family of Boolean functions, in terms of the maximum level-2k Fourier mass of a function in the family.

**Main Theorem (Informal).** There exist two distributions, \( \sigma_0^{(k)} \) and \( \sigma_1^{(k)} \), on the NO and YES instances of \( F^{(k)} \), respectively, with the following property. Let \( \mathcal{H} \) be a family of Boolean functions, each of which maps \( \{-1, 1\}^{2kN} \) into \([-1, 1]\). Assume that \( \mathcal{H} \) is closed under restrictions. For \( H \in \mathcal{H} \), let \( L_{2k}(H) := \sum_{|S|=2k} |\hat{H}(S)| \). Let \( \alpha \in \mathbb{R} \) be such that

\[
\alpha^k := \sup_{H \in \mathcal{H}} (L_{2k}(H), 1). \]

Then, for every \( H \in \mathcal{H} \),

\[
\left| \mathbb{E}_{z \sim \sigma_0^{(k)}} [H(z)] - \mathbb{E}_{z \sim \sigma_1^{(k)}} [H(z)] \right| \leq O \left( \frac{\alpha^k}{N^{k/2}} \right).
\]

Our main theorem implies that functions in \( \mathcal{H} \) cannot correlate with \( F^{(k)} \) by more than \( \frac{1}{2} + O \left( \frac{\alpha^k}{N^{k/2}} \right) \). For the applications, we instantiate \( \mathcal{H} \) with the class of functions computed by classical protocols of small cost.
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1.5 Overview of Proof of the Main Theorem for $k = 2$

Our proof builds on the techniques of [15], and followup works [8, 12], which, in turn, used a key idea from [7]. We will now give an overview of the proof of the Main Theorem for the special case $k = 2$, where one can already see most of the key ideas.

We start by recalling the hard distributions for $k = 1$, as in [15]. The distribution $\mathcal{U}$ on no instances of $F$ is the uniform distribution $U_{2N}$ on $\{-1,1\}^{2N}$. It can be shown that a bit string drawn uniformly at random almost always has low Forrelation. The distribution $\mathcal{G}$ on yes instances of $F$ is the Gaussian distribution with mean 0 and covariance matrix $\epsilon \begin{bmatrix} I_N & H_N \\ H_N & I_N \end{bmatrix}$. It can be shown that a vector drawn from this distribution almost always has high Forrelation (at least $\epsilon/2$). Although $\mathcal{G}$ is not a distribution over $\{-1,1\}^{2N}$, this can be fixed (by probabilistically rounding the values) and we ignore this issue in the proof overview.

Our hard distributions for $k \geq 2$ are obtained by naturally lifting these distributions. The distribution $\mu_0$ on no instances of $F^{(2)}$ is $\frac{1}{2} (\mathcal{U} \times \mathcal{G} + \mathcal{G} \times \mathcal{U})$. The distribution $\mu_1$ on yes instances is $\frac{1}{2} (\mathcal{U} \times \mathcal{G} + \mathcal{G} \times \mathcal{U})$. It can be shown that these distributions indeed have almost all their mass on the YES and NO instances of $F^{(2)}$, respectively.

Throughout this proof, we identify functions in $\mathcal{H}$ with their unique multilinear extensions. Using this identification, it follows that for all $H \in \mathcal{H}$ and $z_0 \in \mathbb{R}^{4N}$, we have $\mathbb{E}_{z \sim \mathcal{U}} [H(z_0 + (z,0))] = \mathbb{E}_{z \sim \mathcal{G}} [H(z_0 + (0,z))] = \mathbb{E}_{z \sim \mathcal{U}} [H(z_0 + z)] = H(z_0)$.

Bounding the Advantage of $H$ in Distinguishing $p \cdot \mu_0$ and $p \cdot \mu_1$, for Small $p$

As in [15, 8], in order to show that functions in $\mathcal{H}$ can’t distinguish between $\mu_0$ and $\mu_1$, we first show that they can’t distinguish between $p \cdot \mu_0$ and $p \cdot \mu_1$, for small $p$. We show that for every $H \in \mathcal{H}$, and $p \leq \frac{1}{2N}$,

$$\left| \mathbb{E}_{z \sim p \cdot \mu_0} [H(z)] - \mathbb{E}_{z \sim p \cdot \mu_1} [H(z)] \right| \leq \frac{1}{2} \left| \mathbb{E}_{z_1 \sim p \cdot \mathcal{U}} [H(z_1, z_2)] - H(z_1, 0) - H(0, z_2) + H(0, 0) \right|$$

$$\leq p^4 \cdot O \left( \frac{L_4(H)}{N} \right) + O(p^6 N^{1.5})$$

This claim is analogous to Claim 20 from [8]. For sufficiently small $p$, the second term in the R.H.S. of the inequality is negligible, compared to the first term. To prove this inequality, we use the Fourier expansion of $H$ in the L.H.S. and bound the difference between the moments of $p \cdot \mu_0$ and $p \cdot \mu_1$. We show that $p \cdot \mu_0$ and $p \cdot \mu_1$ agree on moments of degree less than 4, so these moments don’t contribute to the difference. We then show that the contribution of the moments of degree 4 is $L_4(H) \cdot O \left( \frac{p^4}{N} \right)$ and the contribution of moments of higher degrees is $O(p^6 N^{1.5})$. 


Bounding the Advantage of $H(z_0 + z)$ in Distinguishing $p \cdot \mu_0$ and $p \cdot \mu_1$, for Small $p$

Next, as in [15, 8], we show a similar statement for the function $H(z_0 + z)$ of $z$, where $z_0$ is not too large. We show that for every $H \in \mathcal{H}$, and every $z_0 \in [-1/2, 1/2]^{2kN}$ and $p \leq \frac{1}{16}$,

$$\frac{1}{2} \mathbb{E}_{z_1 \sim p \cdot G} \left| H(z_0 + (z_1, z_2)) - H(z_0 + (z_1, 0)) - H(z_0 + (0, z_2)) + H(z_0) \right|$$

$$\leq p^3 \cdot O \left( \frac{L_4(H)}{N} \right) + O(p^6N^{1.5}) \quad (1)$$

The proof of this inequality is similar to the proof of Claim 19 of [8], using key ideas from [7], and relies on the multilinearity of functions in $\mathcal{H}$ and the closure of $\mathcal{H}$ under restrictions.

A Random Walk with Two-Dimensional Time Variable

This is the main place where our proof differs from the one of [15] and followup works [8, 12]. In all these works the Forrelation distribution was ultimately analyzed as the distribution obtained by a certain random walk. Here, we consider a product of two random walks, which can also be viewed as a random walk with two-dimensional time variable.

Let $T = 16N^4$ and $p = \frac{1}{\sqrt{T}}$. Let $z_1^{(i)}, z_2^{(i)}, \ldots, z_{1+T}^{(i)}, z_{2+T}^{(i)} \sim p \cdot G$ be independent samples. Let $t = (t_1, t_2)$ for $t_1, t_2 \in \{0, \ldots, T\}$. Let $z_{\leq(t)} := \left( \sum_{i=1}^{t_1} z_1^{(i)}, \sum_{i=1}^{t_2} z_2^{(i)} \right)$. Note that $z_{\leq(t)}$ is distributed according to $(p\sqrt{T_1} \cdot G) \times (p\sqrt{T_2} \cdot G)$. In particular, $z_{\leq(T,T)}$ is distributed according to $G \times G$. This implies that

$$(*) := \mathbb{E}_{z \sim \mu_0} [H(z)] - \mathbb{E}_{z \sim \mu_1} [H(z)] \triangleq \frac{1}{2} \mathbb{E} \left[ H(z_{\leq(T,T)}) - H(z_{\leq(T,0)}) - H(z_{\leq(0,T)}) + H(0,0) \right]$$

We now rewrite $(*)$ as follows.

$$(*) = \frac{1}{2} \sum_{t_1 \in [T]} \sum_{t_2 \in [T]} \mathbb{E} \left[ H(z_{\leq(t_1, t_2)}) - H(z_{\leq(t_1-1, t_2)}) - H(z_{\leq(t_1, t_2-1)}) + H(z_{\leq(t_1-1, t_2-1)}) \right] \quad (2)$$

The last equation follows by a two-dimensional telescopic cancellation, as depicted in Figure 1. This turns out to be a powerful observation. Note that for every fixed $t = (t_1, t_2)$, the random variable $z_{\leq(t)} - z_{\leq(t-1,1)} \triangleq (z_1^{(t_1)}, z_2^{(t_2)})$ is distributed according to $p \cdot G^2$, by construction. We can thus apply Inequality (1), setting $z_0 = z_{\leq(T-1,1)}$. This, along with the Triangle-Inequality implies that

$$|(*)| \leq \frac{1}{2} \sum_{t_1 \in [T]} \sum_{t_2 \in [T]} \mathbb{E} \left[ H(z_{\leq(t_1, t_2)}) - H(z_{\leq(t_1-1, t_2)}) - H(z_{\leq(t_1, t_2-1)}) + H(z_{\leq(t_1-1, t_2-1)}) \right]$$

$$\leq \frac{1}{2} \sum_{t_1 \in [T]} \sum_{t_2 \in [T]} \left( p^3 \cdot O \left( \frac{L_4(H)}{N} \right) + O(p^6N^{1.5}) \right) \quad \text{by Inequality (1)}$$

$$= O \left( \frac{L_4(H)}{N} \right) + o \left( \frac{1}{N} \right) \quad \text{since } T = 16N^4 = 1 \frac{1}{p^2}$$

This completes the proof overview for $k = 2$, albeit with many details left out.
Figure 1 Consider the $(T + 1) \times (T + 1)$ grid whose vertices are indexed by $v \in \{0 \} \cup [T]^2$. Each vertex $v$ is labelled by $H(z^{v \leq (v)})$. Each rectangle has a sign on its vertices as defined in Figure 1 and the label of a rectangle is the sum of signed labels of its vertices. The sum of labels of all $1 \times 1$ rectangles equals the label of the larger $T \times T$ rectangle. This is exactly the content of Equation (2).

1.6 Organization of the Paper

In the appendix, we present a formal description of our main results. The proofs can be found in the full version of the paper.

1.7 Related Work

Independently of our result, [6] demonstrated PRGs with polylogarithmic dependence on seed length, for a large class of boolean functions. Their result builds on the framework of [7, 8, 15] and constructs improved PRGs by leveraging level-$k$ Fourier bounds.

References

we use the notation $D \times D$ to refer to the distribution obtained by sampling $n \times n$. Typically, we use $\tilde{D}$ to denote the distribution obtained by sampling $\hat{D}(S,T)$ with $\hat{D}(S,T)$ being a positive semi-definite matrix. We use $\mathbb{E}$ to denote the expectation over $D$.

Sometimes, we use the notation $\mathbb{E} [ X | Y ]$ to denote the conditional expectation of $X$ given $Y$. We use $\mathbb{P}$ to denote the probability.

Distributions

For a probability distribution $D$, let $x \sim D$ denote a random variable $x$ sampled according to $D$. For distributions $D_1$ and $D_2$, we define $D_1 \times D_2$ to denote the product distribution defined by sampling $(x,y)$ where $x \sim D_1$ and $y \sim D_2$ are sampled independently. For $n \in \mathbb{N}$ and a distribution $D$, let $D^n$ denote the product of $n$ distributions, each of which is $D$. Let $\mu \in \mathbb{R}^n$ be a vector and $\Sigma \in \mathbb{R}^{n \times n}$ be a positive semi-definite matrix. We use $\mathcal{N}(\mu, \Sigma)$ to refer to the $n$-dimensional Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$. Let $U_n$ denote the uniform distribution on $\{-1, 1\}^n$. For a distribution $D$ over $\mathbb{R}^n$ and $a \in \mathbb{R}^n$, let $a + D$ refer to the distribution obtained by sampling $z \sim D$ and returning $z + a$. For $P \in \mathbb{R}^n$ and a distribution $D$ over $\mathbb{R}^n$, let $P \cdot D$ denote the distribution obtained by sampling $x \sim D$ and returning $P \cdot x$. For $p \in \mathbb{R}$, we use $p \cdot D$ to denote the distribution obtained by sampling $x \sim D$ and returning $px$. For $I \subseteq [n]$, let $\hat{D}(I) := \mathbb{E}_{z \sim D} [\prod_{i \in I} z_i]$ refer to the $I$-th moment of $D$. 

A Formal Description of the Main Results

Notation

For $n \in \mathbb{N}$, we use $[n]$ to denote the set $\{1, 2, \ldots, n\}$. We typically use $N$ to refer to $2^n$. For a set $S \subseteq [n]$, let $S := [n] \setminus S$ denote the complement of $S$. For sets $S \subseteq [n], T \subseteq [m]$, we typically use $S \times T := \{(s, t) : s \in S, t \in T\}$ to denote the set product of $S$ and $T$. Sometimes, we use the notation $(S, T)$. Note that the map $(i, j) \mapsto m(i-1) + j$ is a bijection between $[n] \times [m]$ and $[nm]$. Using this identification, $S \times T$ is a subset of $[nm]$. We identify subsets $S \subseteq [n]$ with their $\{0, 1\}$ indicator vector, that is, the vector $S \in \{0, 1\}^n$ such that for each $j \in [n], S_j = 1$ if and only if $j \in S$.

Let $v \in \mathbb{R}^n$. For $i \in [n]$, we refer to the $i$-th coordinate of $v$ by $v_i$ or $v(i)$. For $x, y \in \mathbb{R}^n$, let $x \cdot y \in \mathbb{R}$ be the pointwise product between $x$ and $y$. This is the vector whose $i$-th coordinate is $x_i y_i$, for every $i \in [n]$. Let $\langle x, y \rangle$ denote the real inner product between $x$ and $y$. For $x, y \in \{0, 1\}^n$, let $\langle x, y \rangle_2 := \sum_{i=1}^n x_i y_i \mod 2$ denote the mod 2 inner product between $x$ and $y$. We use $I_n$ to denote the $n \times n$ identity matrix. We use $0$ to denote the zero vector in arbitrary dimensions.
Fourier Analysis

We refer to \( \{-1, 1\}^n \) as the Boolean hypercube in \( n \) dimensions. Let \( \mathcal{F} := \{ f : \{-1, 1\}^n \to \mathbb{R} \} \) denote the real vector space of all Boolean functions on \( n \) variables. There is an inner product on this space as follows. For \( f, g \in \mathcal{F} \), let \( \langle f, g \rangle := \mathbb{E}_{x \sim U_n} [f(x)g(x)] \). For every \( S \subseteq [n] \), there is a character function \( \chi_S : \{-1, 1\}^n \to \{-1, 1\} \) defined at \( x \in \{-1, 1\}^n \) by \( \chi_S(x) := \prod_{i \in S} x_i \). The set of character functions \( \{ \chi_S \}_{S \subseteq [n]} \) forms an orthonormal basis for \( \mathcal{F} \). For \( f \in \mathcal{F} \) and \( S \subseteq [n] \), let \( \hat{f}(S) := \langle f, \chi_S \rangle \) denote the \( S \)-th Fourier coefficient of \( f \). Note that for all \( f \in \mathcal{F} \), we have \( f = \sum_{S \subseteq [n]} \hat{f}(S) \chi_S \). For \( f \in \mathcal{F} \), the multilinear extension of \( f \) is the unique multilinear polynomial \( \tilde{f} : \mathbb{R}^n \to \mathbb{R} \) which agrees with \( f \) on \( \{-1, 1\}^n \). For every \( S \subseteq [n] \), the multilinear extension of \( \chi_S \) is the monomial \( \prod_{i \in S} x_i \). This implies that the multilinear extension of \( f \in \mathcal{F} \) is \( \sum_{S \subseteq [n]} \hat{f}(S) \prod_{i \in S} x_i \). Henceforth, we identify Boolean functions with their multilinear extensions. With this identification, it can be shown that functions in \( \mathcal{F} \) which map \( \{-1, 1\}^n \) into \([-1, 1]\) also map \([-1, 1]^n\) into \([-1, 1]\). For \( f, g \in \mathcal{F} \), let \( f \circ g \in \mathcal{F} \) be defined at \( z \in \{-1, 1\}^n \) by \( (f \circ g)(z) := \mathbb{E}_{x \sim U_n} [f(x \cdot z)] \). It can be shown that for all \( S \subseteq [n] \), we have \( f \circ g(S) = \hat{f}(S)\hat{g}(S) \).

Level-\( k \) Fourier Mass

For \( f \in \mathcal{F} \) and \( k \in \{0, \ldots, n\} \), let \( L_k(f) := \sum_{|S|=k} |\hat{f}(S)| \) denote the level-\( k \) Fourier mass of \( f \). For a family \( \mathcal{H} \subseteq \mathcal{F} \) of Boolean functions, let \( L_k(\mathcal{H}) := \sup_{H \in \mathcal{H}} L_k(H) \).

A.1 The Forrelation Problem

Let \( k, N \in \mathbb{N} \) be parameters, where \( N = 2^n \) for some \( n \in \mathbb{N} \). We assume that \( k = o(N^{1/50}) \).

Fix a parameter \( \epsilon = \frac{1}{60k^2 \ln N} \). Let \( \mathcal{U} \) refer to \( U_{2N} \).

Hadamard Matrix

The Hadamard matrix \( H_N \) of size \( N \) is an \( N \times N \) matrix. The rows and columns are indexed by strings \( a \) and \( b \) respectively where \( a, b \in \{0, 1\}^n \) and the \((a, b)\)-th entry of \( H_N \) is defined to be \( \frac{1}{\sqrt{N}} (-1)^{a \cdot b} \). Equivalently,

\[
H_N(a, b) := \begin{cases} 
\frac{1}{\sqrt{N}} & \text{if } \sum_{i=1}^n a_i b_i \equiv 1 \pmod{2} \\
\frac{1}{\sqrt{N}} & \text{if } \sum_{i=1}^n a_i b_i \equiv 0 \pmod{2}
\end{cases}
\]

The Forrelation Function

The Forrelation Function \( forr : \mathbb{R}^{2N} \to \mathbb{R} \) is defined as follows. Let \( z \in \mathbb{R}^{2N} \) and \( x, y \in \mathbb{R}^N \) be such that \( z = (x, y) \). Then,

\[
forr(z) := \frac{1}{N} \langle x, H_N y \rangle
\]

The \( \oplus^k \) Forrelation Decision Problem

Definition 1 (The \( \oplus^k \) Forrelation Decision Problem). The Forrelation Decision Problem is the partial Boolean function \( F : \{-1, 1\}^{2N} \to \{-1, 1\} \) defined as follows. For \( z \in \{-1, 1\}^{2N} \),
let

\[ F(z) := \begin{cases} 
    -1 & \text{if } \text{forr}(z) \geq \epsilon/2 \\
    1 & \text{if } \text{forr}(z) \leq \epsilon/4 \\
    \text{undefined} & \text{otherwise}
\end{cases} \]

The \( \oplus^k \) Forrelation Decision Problem \( F^{(k)} : \{-1,1\}^{2kN} \rightarrow \{-1,1\} \) is defined as the XOR of \( k \) independent copies of \( F \). To be precise, for every \( z_1, \ldots, z_k \in \{-1,1\}^{2N} \), let

\[ F^{(k)}(z_1, \ldots, z_k) := \prod_{j=1}^{k} F(z_j) \]

The Gaussian Forrelation Distribution \( G \)

\[ \text{Definition 2.} \quad \text{Let } G \text{ denote the Gaussian distribution over } \mathbb{R}^{2N} \text{ defined by the following process.} \]

1. Sample \( x_1, \ldots, x_N \sim \mathcal{N}(0, \epsilon) \) independently.
2. Let \( x = (x_1, \ldots, x_N) \) and \( y = H_N x \).
3. Output \((x, y)\).

The distribution \( G \) can be equivalently expressed as \( \mathcal{N} \left( 0, \epsilon \left[ I_N \ H_N \ H_N \ I_N \right] \right) \).

A.2 Hard Distributions over \( \mathbb{R}^{2kN} \)

Let \( P, Q \) be two probability distributions on the domain \( D := \mathbb{R}^{2N} \). Let \( S \subseteq [k] \). We define \( P^S Q^\bar{S} \) to be the distribution on \( \mathbb{D}^k \) defined by sampling \( x = (x_1, \ldots, x_k) \) where \( x_1, \ldots, x_k \in \mathbb{D} \) are sampled as follows.

For each \( j \in [k] \), independently sample \( x_j \sim P \) if \( j \in S \)
\( x_j \sim Q \) if \( j \notin S \)

\[ \text{Definition 3.} \quad \text{Let } G \text{ be the distribution in Definition 2 and } U = U_{2N}. \text{ Define a pair of distributions } \mu_0^{(k)}, \mu_1^{(k)} \text{ on } \mathbb{R}^{2kN} \text{ as follows.} \]

\[ \mu_0^{(k)} := \frac{1}{2^{k-1}} \sum_{S \subseteq [k]} G^S U^\bar{S} \quad \text{and} \quad \mu_1^{(k)} := \frac{1}{2^{k-1}} \sum_{S \subseteq [k]} G^S U^S \]

A.3 Rounding Distributions to the Boolean Hypercube

Let \( \text{trnc} : \mathbb{R} \rightarrow [-1,1] \) denote the truncation function, whose action on \( a \in \mathbb{R} \) is given by

\[ \text{trnc}(a) = \begin{cases} 
    \text{sign}(a) & \text{if } a \notin [-1,1] \\
    a & \text{otherwise}
\end{cases} \]

For \( l \in \mathbb{R} \), we also use \( \text{trnc} : \mathbb{R}^l \rightarrow [-1,1]^l \) to refer to the function that applies the above truncation function coordinate-wise.

\[ \text{Definition 4.} \quad \text{Let } \mu \text{ be any distribution on } \mathbb{R}^M. \text{ We define the rounded distribution } \bar{\mu} \text{ on } \{-1,1\}^M \text{ as follows.} \]

1. Sample \( z \sim \mu. \)
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2. For each coordinate $i \in [M]$, independently, let $z'_i = 1$ with probability \( \frac{1 + \text{trnc}(z_i)}{2} \) and $z'_i = -1$ with probability \( \frac{1 - \text{trnc}(z_i)}{2} \).

3. Output $z' = (z'_1, \ldots, z'_M)$.

Let $z_0 \in \mathbb{R}^M$ and $\mu$ be the distribution whose support is $\{z_0\}$. We use $\bar{z}_0$ to refer to $\mu$.

### A.4 The Forrelation Distribution

Let $k \in \mathbb{N}$. Let $\tilde{\mu}_0^{(k)}$ and $\tilde{\mu}_1^{(k)}$ (respectively $\tilde{G}$) be distributions over $\{-1, 1\}^{2kN}$ (respectively $\{-1, 1\}^{2N}$) generated from rounding $\mu_1^{(k)}$ and $\mu_0^{(k)}$ (respectively $G$) according to Definition 4. Observe that we may alternatively define $\tilde{\mu}_0^{(k)}$ and $\tilde{\mu}_1^{(k)}$ as follows.

**Definition 5.** Let $G$ be as in Definition 2 and $U = U_{2N}$. Let

\[
\tilde{\mu}_0^{(k)} := \frac{1}{2^{k-1}} \sum_{\mathcal{S} \subseteq [k]} \tilde{G}^S U^S \quad \text{and} \quad \tilde{\mu}_1^{(k)} := \frac{1}{2^{k-1}} \sum_{\mathcal{S} \subseteq [k]} \tilde{G}^S U^S
\]

We refer to $\tilde{\mu}_1^{(k)}$ as the Forrelation Distribution.

We show that the distributions $\tilde{\mu}_1^{(k)}$ and $\tilde{\mu}_0^{(k)}$ put considerable mass on the YES and NO instances of $F^{(k)}$, respectively, where $F^{(k)}$ is the $\ominus^k$ Forrelation Decision Problem as in Definition 1.

**Lemma 6.** Let $\tilde{\mu}_0^{(k)}$ and $\tilde{\mu}_1^{(k)}$ be distributions as in Definition 5 and $F^{(k)}$ be the $\ominus^k$ Forrelation Decision Problem as in Definition 1. Then,

\[
P_{z \sim \tilde{\mu}_0^{(k)}}[F^{(k)}(z) = 1] \geq 1 - O\left(\frac{k}{N^{6k^2}}\right) \quad \text{and} \quad P_{z \sim \tilde{\mu}_1^{(k)}}[F^{(k)}(z) = -1] \geq 1 - O\left(\frac{k}{N^{6k^2}}\right)
\]

### A.5 Closure under Restrictions

**Definition 7.** Let $a \in \{-1, 1, 0\}^M$. Let $\rho_a : \mathbb{R}^M \to \mathbb{R}^M$ be a restriction defined as follows. For $v \in \mathbb{R}^M$, let $\rho_a(v) \in \mathbb{R}^M$ be such that for all $j \in [M],$

\[
(\rho_a(v))(j) := \begin{cases} v(j) & \text{if } a(j) = 0 \\ a(j) & \text{otherwise} \end{cases}
\]

For a function $F : \{-1, 1\}^M \to \mathbb{R}$, the restricted function $F \circ \rho_v : \{-1, 1\}^M \to \mathbb{R}$ is defined at $z \in \{-1, 1\}^M$ by $(F \circ \rho_v)(z) := F(\rho_v(z))$.

We say that a family $\mathcal{H}$ of Boolean functions in $M$ variables is closed under restrictions if for all restrictions $v \in \{-1, 1, 0\}^M$ and $H \in \mathcal{H}$, the restricted function $H \circ \rho_v$ is in $\mathcal{H}$.

### B The Main Result

Let $N \in \mathbb{N}$ be a parameter describing the input size. We will assume that $N$ is a sufficiently large power of 2. Let $k \in \mathbb{N}$. We assume that $k = o(N^{1/50})$. Let $\epsilon = \frac{1}{60k^2 \ln N}$ be the parameter defining $G$ as before.

**Theorem 8.** Let $\mathcal{H}$ be a family of Boolean functions on $2kN$ variables, each of which maps $\{-1, 1\}^{2kN}$ into $[-1, 1]$. Assume that $\mathcal{H}$ is closed under restrictions. Let $\tilde{\mu}_0^{(k)}$, $\tilde{\mu}_1^{(k)}$ be the distributions over $\{-1, 1\}^{2kN}$ as in Definition 5. Then, for every $H \in \mathcal{H},$

\[
\left| \mathbb{E}_{z \sim \tilde{\mu}_0^{(k)}}[H(z)] - \mathbb{E}_{z \sim \tilde{\mu}_1^{(k)}}[H(z)] \right| \leq O\left(\frac{L_{2k}(\mathcal{H})}{N^{k/2}}\right) + o\left(\frac{1}{N^{k/2}}\right)
\]
Definition 9. Let \( \mu_0^{(k)}, \mu_1^{(k)} \) be as in Definition 5. Let \( \sigma_0^{(k)} \) (respectively \( \sigma_1^{(k)} \)) be obtained by conditioning \( \mu_0^{(k)} \) on being a NO (respectively YES) instance of \( F^{(k)} \).

Corollary 10. Under the same hypothesis as Theorem 8, for every \( H \in \mathcal{H} \)

\[
\left| \mathbb{E}_{z \sim \sigma_0^{(k)}} [H(z)] - \mathbb{E}_{z \sim \sigma_1^{(k)}} [H(z)] \right| \leq O \left( \frac{L_2(H)}{N^{k/2}} \right) + o \left( \frac{1}{N^{k/2}} \right)
\]

B.1 Applications to Quantum versus Classical Separations

Query Complexity Separations

Lemma 11. Let \( D : \{-1, 1\}^{2kN} \rightarrow \{-1, 1\} \) be a deterministic decision tree of depth \( d \geq 1 \). Then,

\[
\left| \mathbb{E}_{z \sim \sigma_0^{(k)}} [D(z)] - \mathbb{E}_{z \sim \sigma_1^{(k)}} [D(z)] \right| \leq \left( \frac{O(d \log(kN))}{N^{1/2}} \right)^k
\]

Theorem 12. \( F^{(k)} \) can be computed in the bounded-error quantum query model with \( O(k^5 \log^2 N \log k) \) queries. However, every randomized decision tree of depth \( \tilde{o}(\sqrt{N}) \) has a worst-case success probability of at most \( \frac{1}{2} + \exp(-\Omega(k)) \).

Setting \( k = \lceil \log^c N \rceil \) for \( c \in \mathbb{N} \) in Theorem 12 gives us an explicit family of partial functions that are computable by quantum query algorithms of cost \( \tilde{O}(\log^{5c+2} N) \), however every randomized query algorithm of cost \( \tilde{o}(N^{\frac{1}{2}}) \) has at most \( \frac{1}{2} + \exp(-\Omega(k)) \) advantage over random guessing.

Communication Complexity Separations

Definition 13 (The \( \oplus^k \) Forrelation Communication Problem \( F^{(k)} \circ \text{XOR} \)). Alice is given \( x \) and Bob is given \( y \) where \( x, y \in \{-1, 1\}^{2kN} \). Let \( F^{(k)} \) be as in Definition 1. Their goal is to compute the partial function \( F^{(k)}(x \cdot y) \).

Lemma 14. Let \( C : \{-1, 1\}^{2kN} \times \{-1, 1\}^{2kN} \rightarrow \{-1, 1\} \) be any deterministic protocol of communication complexity \( c \). Then,

\[
\left| \mathbb{E}_{x \sim U_{2kN}^{(k)}} \mathbb{E}_{z \sim \sigma_0^{(k)}} [C(x, x \cdot z)] - \mathbb{E}_{x \sim U_{2kN}^{(k)}} \mathbb{E}_{z \sim \sigma_1^{(k)}} [C(x, x \cdot z)] \right| \leq O \left( \frac{(c + 8k)^{2k}}{N^{k/2}} \right)
\]

Theorem 15. \( F^{(k)} \circ \text{XOR} \) can be solved in the quantum simultaneous with entanglement model with \( O(k^5 \log^3 N \log k) \) bits of communication, when Alice and Bob share \( O(k^5 \log^3 N \log k) \) EPR pairs. However, any randomized protocol of cost \( \tilde{o}(N^{1/4}) \) has a worst-case success probability of at most \( \frac{1}{2} + \exp(-\Omega(k)) \).

Setting \( k = \lceil \log^c N \rceil \) for \( c \in \mathbb{N} \) in Theorem 15 gives us an explicit family of partial functions that are computable by quantum simultaneous protocols of cost \( \tilde{O}(\log^{5c+3} N) \) when Alice and Bob share \( \tilde{O}(\log^{5c+3} N) \) EPR pairs, however every interactive randomized protocol of cost \( \tilde{o}(N^{\frac{1}{2}}) \) has at most \( \frac{1}{2} + \exp(-\Omega(k)) \) advantage over random guessing.
Circuit Complexity Separations

Lemma 16. Let $C : \{-1, 1\}^{2kN} \to \{-1, 1\}$ be an AC0 circuit of depth $d \geq 1$ and size $s$. Then,

$$\left| \mathbb{E}_{z \sim \sigma_0^{(k)}} [C(z)] - \mathbb{E}_{z \sim \sigma_1^{(k)}} [C(z)] \right| \leq \left( \frac{O \left( \log^{2d-2}(s) \right)}{N^{1/2}} \right)^k$$

Theorem 17. The distributions $\sigma_1^{(k)}$ and $\sigma_0^{(k)}$ can be distinguished by a bounded-error quantum query protocol with $O(k^5 \log^2 N \log k)$ queries with $2/3$ advantage. However, every constant depth circuit of size $\alpha \left( \exp \left( N^{1/(d-1)} \right) \right)$ can distinguish these distributions with at most $\exp(-\Omega(k))$ advantage.

Setting $k = \lceil \log^c N \rceil$ for $c \in \mathbb{N}$ in Theorem 17 gives us an explicit family of distributions that are distinguishable by cost $\tilde{O}(\log^{5c+2} N)$ quantum query algorithms, however every constant depth circuit of quasipolynomial size can distinguish them with at most $\frac{1}{2^{\Omega(N^c)}}$ advantage.
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- We show that any symmetric degree-$d$ $\mathbb{F}_2$-polynomial $p$ has $L_{1,k}(p) \leq \Pr[p = 1] \cdot O(d^k)$. This quadratically strengthens an earlier bound that was implicit in [33].

- We show that any read-$\Delta$ degree-$d$ $\mathbb{F}_2$-polynomial $p$ has $L_{1,k}(p) \leq \Pr[p = 1] \cdot (k\Delta d)^{O(k)}$.

- We establish a composition theorem which gives $L_{1,k}$ bounds on disjoint compositions of functions that are closed under restrictions and admit $L_{1,k}$ bounds.

Finally, we apply the above structural results to obtain new unconditional pseudorandom generators and new correlation bounds for various classes of $\mathbb{F}_2$-polynomials.
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1 Introduction

1.1 Background: $L_1$ Fourier norms and Fourier growth

Over the past several decades, Fourier analysis of Boolean functions has emerged as a fundamental tool of great utility across many different areas within theoretical computer science and mathematics. Areas of application include (but are not limited to) combinatorics, the theory of random graphs and statistical physics, social choice theory, Gaussian geometry and the study of metric spaces, cryptography, learning theory, property testing, and many branches of computational complexity such as hardness of approximation, circuit complexity, and pseudorandomness. The excellent book of O’Donnell [29] provides a broad introduction.

In this paper we follow the notation of [29], and for a Boolean-valued function $f$ on $n$ Boolean variables and $S \subseteq [n]$, we write $\hat{f}(S)$ to denote the Fourier coefficient of $f$ on $S$.

Given the wide range of different contexts within which the Fourier analysis of Boolean functions has been pursued, it is not surprising that many different quantitative parameters of Boolean functions have been analyzed in the literature. In this work we are chiefly interested in the $L_1$ Fourier norm at level $k$:

▶ Definition 1 ($L_1$ Fourier norm at level $k$). The $L_1$ Fourier norm of a function $f: \{-1, 1\}^n \rightarrow \{0, 1\}$ at level $k$ is the quantity:

$$L_{1,k}(f) := \sum_{S \subseteq [n]: |S|=k} |\hat{f}(S)|.$$

For a function class $F$, we write $L_{1,k}(F)$ to denote $\max_{f \in F} L_{1,k}(f)$.

As we explain below, strong motivation for studying the $L_1$ Fourier norm at level $k$ (even for specific small values of $k$ such as $k = 2$) is given by exciting recent results in unconditional pseudorandomness. More generally, the notion of Fourier growth is a convenient way of capturing the $L_1$ Fourier norm at level $k$ for every $k$:

▶ Definition 2 (Fourier growth). A function class $F \subseteq \{f: \{-1, 1\}^n \rightarrow \{0, 1\}\}$ has Fourier growth $L_1(a,b)$ if there exist constants $a$ and $b$ such that $L_{1,k}(F) \leq a \cdot b^k$ for every $k$.

The notion of Fourier growth was explicitly introduced by Reingold, Steinke, and Vadhan in [33] for the purpose of constructing pseudorandom generators for space-bounded computation (though we note that the Fourier growth of DNF formulas was already analyzed in [26], motivated by applications in learning theory). In recent years there has been a surge of research interest in understanding the Fourier growth of different types of functions [38, 19, 11, 22, 17, 39, 36, 16]. One strand of motivation for this study has come from the study of quantum computing; in particular, bounds on the Fourier growth of $\text{AC}^0$ [38] were used in the breakthrough result of Raz and Tal [31] which gave an oracle separation between the classes $\text{BQP}$ and $\text{PH}$. More recently, in order to achieve an optimal separation between quantum and randomized query complexity, several researchers [39, 1, 36] have studied the Fourier growth of decision trees, with the recent work of [36] obtaining optimal bounds. Analyzing the Fourier growth of other classes of functions has also led to separations between quantum and classical computation in other settings [16, 17, 18].

Our chief interest in the current paper arises from a different line of work which has established powerful applications of Fourier growth bounds in pseudorandomness. We describe the relevant background, which motivates a new conjecture that we propose on Fourier growth, in the next subsection.
1.2 Motivation for this work: Fourier growth, pseudorandomness, \( F_2 \)-polynomials, and the CHLT conjecture

1.2.1 Pseudorandom generators from Fourier growth bounds

Constructing explicit, unconditional pseudorandom generators (PRGs) for various classes of Boolean functions is an important goal in complexity theory. In the recent work \([9]\), Chattopadhyay, Hatami, Hosseini, and Lovett introduced a novel framework for the design of such PRGs. Their approach provides an explicit pseudorandom generator for any class of functions that is closed under restrictions and has bounded Fourier growth:

▼ Theorem 3 (PRGs from Fourier growth: Theorem 23 of \([9]\)). Let \( F \) be a family of \( n \)-variable Boolean functions that is closed under restrictions and has Fourier growth \( L_1(a, b) \). Then there is an explicit pseudorandom generator that \( \epsilon \)-fools \( F \) with seed length \( O(b^2 \log(n/\epsilon) (\log \log n + \log(a/\epsilon))) \).

Building on Theorem 3, in \([10]\) Chattopadhyay, Hatami, Lovett, and Tal showed that in fact it suffices to have a bound just on \( L_1, 2(F) \) in order to obtain an efficient PRG for \( F \):

▼ Theorem 4 (PRGs from \( L_1 \) Fourier norm bounds at level \( k = 2 \): Theorem 2.1 of \([10]\)). Let \( F \) be a family of \( n \)-variable Boolean functions that is closed under restrictions and has \( L_1, 2(F) \leq t \). Then there is an explicit pseudorandom generator that \( \epsilon \)-fools \( F \) with seed length \( O((t/\epsilon)^{2+o(1)} \cdot \text{polylog}(n)) \).

Observe that while Theorem 4 requires a weaker structural result than Theorem 3 (a bound only on \( L_1, 2(F) \) as opposed to \( L_1, k(F) \) for all \( k \geq 1 \)), the resulting pseudorandom generator is quantitatively weaker since it has seed length polynomial rather than logarithmic in the error parameter \( 1/\epsilon \). Even more recently, in \([8]\) Chattopadhyay, Gaitonde, Lee, Lovett, and Shetty further developed this framework by interpolating between the two results described above. They showed that a bound on \( L_1, k(F) \) for any \( k \geq 3 \) suffices to give a PRG, with a seed length whose \( \epsilon \)-dependence scales with \( k \):

▼ Theorem 5 (PRGs from \( L_1 \) Fourier norm bounds up to level \( k \) for any \( k \): Theorem 4.3 of \([8]\)). Let \( F \) be a family of \( n \)-variable Boolean functions that is closed under restrictions and has \( L_1, k(F) \leq b^k \) for some \( k \geq 3 \). Then there exists a pseudorandom generator that \( \epsilon \)-fools \( F \) with seed length \( O\left(\frac{b^{2^k-1} \cdot k \cdot \text{polylog}(n)}{\epsilon^{2^k}}\right) \).

1.2.2 \( F_2 \)-polynomials and the CHLT conjecture

The works \([9]\) and \([10]\) highlighted the challenge of proving \( L_{1,k} \) bounds for the class of bounded-degree \( F_2 \)-polynomials as being of special interest. Let

\[ \text{Poly}_{n,d} := \text{the class of all } n \text{-variate } F_2 \text{-polynomials of degree } d. \]

It follows from Theorem 4 that even proving

\[ L_{1,2}(\text{Poly}_{n,\text{polylog}(n)}) \leq n^{0.49} \tag{1} \]

\(^3\) In fact, they showed that a bound on the weaker quantity \( M_{1,k}(f) := \max_{x \in \{ -1, 1 \}^n} |\sum_{|S|=k} \hat{f}(S)x^S| \) suffices.
would give nontrivial PRGs for $\mathbb{F}_2$-polynomials of polylog($n$) degree, improving on [5, 24, 41].

By the classic connection (due to Razborov [32]) between such polynomials and the class AC$^0[\oplus]$ of constant-depth circuits with parity gates, this would also give nontrivial PRGs, of seed length $n^{1-c}$, for AC$^0[\oplus]$. This would be a breakthrough improvement on existing results, which are poor either in terms of seed length [15] or in terms of explicitness [12].

The authors of [10] in fact conjectured the following bound, which is much stronger than Equation (1):

$\textbf{Conjecture 6 ([10]).}$ For all $d \geq 1$, it holds that $L_{1,2}(\text{Poly}_{n,d}) = O(d^2)$.

\subsection*{1.2.3 Extending the CHLT conjecture}

Given Conjecture 6, and in light of Theorem 5, it is natural to speculate that an even stronger result than Conjecture 6 might hold. We consider the following natural generalization of the [10] conjecture, extending it from $L_{1,2}(\text{Poly}_{n,d})$ to $L_{1,k}(\text{Poly}_{n,d})$:

$\textbf{Conjecture 7.}$ For all $d, k \geq 1$, it holds that $L_{1,k}(\text{Poly}_{n,d}) = O(d^k)$.

The work [10] proved that $L_{1,1}(\text{Poly}_{n,d}) \leq 4d$, and already in [9] it was shown that $L_{1,k}(\text{Poly}_{n,d}) \leq (2^{kd} \cdot k)^k$, but to the best of our knowledge no other results towards Conjecture 6 or Conjecture 7 are known.

Given the apparent difficulty of resolving Conjecture 6 and Conjecture 7 in the general forms stated above, it is natural to study $L_{1,2}$ and $L_{1,k}$ bounds for specific subclasses of degree-$d$ $\mathbb{F}_2$-polynomials. This study is the subject of our main structural results, which we describe in the next subsection.

\subsection*{1.3 Our results: Fourier bounds for structured $\mathbb{F}_2$-polynomials}

Our main results show that $L_{1,2}$ and $L_{1,k}$ bounds of the flavor of Conjecture 6 and Conjecture 7 indeed hold for several well-studied classes of $\mathbb{F}_2$-polynomials, specifically symmetric $\mathbb{F}_2$-polynomials and read-$\Delta$ $\mathbb{F}_2$-polynomials. We additionally prove a composition theorem that allows us to combine such polynomials (or, more generally, any polynomials that satisfy certain $L_{1,k}$ bounds) in a natural way and obtain $L_{1,k}$ bounds on the resulting combined polynomials.

Before describing our results in detail, we pause to briefly explain why (beyond the fact that they are natural mathematical objects) such “highly structured” polynomials are attractive targets of study given known results. It has been known for more than ten years [2, Lemma 2] that for any degree $d < (1 - \epsilon)n$, a random $\mathbb{F}_2$-polynomial of degree $d$ (constructed by independently including each monomial of degree at most $d$ with probability 1/2) is extremely unlikely to have bias larger than $\exp(-n/d)$. It follows that as long as $d$ is not too large, a random degree-$d$ polynomial $p$ is overwhelmingly likely to have $L_{1,k}(p) = o_n(1)$, which is much smaller than $d^k$. (To verify this, consider the polynomials $p_S$ obtained by XORing $p$ with the parity function $\sum_{i \in S} x_i$. Note that the bias of $p_S$ is the Fourier coefficient of $(-1)^p$ on $S$. Now apply [2, Lemma 2] to each polynomial $p_S$, and sum the terms.)

Since the conjectures hold true for random polynomials, it is natural to investigate highly structured polynomials.
1.3.1 Symmetric $\mathbb{F}_2$-polynomials

A symmetric $\mathbb{F}_2$-polynomial over $x_1, \ldots, x_n$ is one whose output depends only on the Hamming weight of its input $x$. Such a polynomial of degree $d$ can be written in the form

$$p(x) := \sum_{d=0}^{d} \sum_{|S|=k} \prod_{i \in S} x_i,$$

where $c_0, \ldots, c_d \in \{0, 1\}$. While symmetric polynomials may seem like simple objects, their study can sometimes lead to unexpected discoveries; for example, a symmetric, low-degree $\mathbb{F}_2$-polynomial provided a counterexample to the “Inverse conjecture for the Gowers norm” [25, 20].

We prove the following upper bound on the $L_1$ Fourier norm at level $k$ for any symmetric polynomial:

**Theorem 8.** Let $p(x_1, \ldots, x_n)$ be a symmetric $\mathbb{F}_2$-polynomial of degree $d$. Then $L_{1,k}(p) \leq \Pr[p = 1] \cdot O(d)^k$ for every $k$.

We note that if $d = n$ and $p$ is the AND function, then an easy computation shows that $L_{1,k}(p) = \Pr[p = 1] \cdot \binom{n}{k}$. Moreover, in Appendix A we show that this implies that the upper bounds conjectured in Conjecture 7 are best possible for any constant $k$. Theorem 8 verifies the [10] conjecture (Conjecture 6), and even the generalized version Conjecture 7, for the class of symmetric polynomials.

Theorem 8 provides a quadratic sharpening of an earlier bound that was implicit in [33] (as well as providing the “correct” dependence on $\Pr[p = 1]$). In [33] Reingold, Steinke and Vadhan showed that any function $f$ computed by an oblivious, read-once, regular branching program of width $w$ has $L_{1,k}(f) \leq (2w^2)^k$. It follows directly from a result of [3] (Lemma 15 below) that any symmetric $\mathbb{F}_2$-polynomial $p$ of degree $d$ can be computed by an oblivious, read-once, regular branching program of width at most $2d$, and hence the [33] result implies that $L_{1,k}(p) \leq 8^k d^{2k}$.

1.3.2 Read-$\Delta$ $\mathbb{F}_2$-polynomials

For $\Delta \geq 1$, a read-$\Delta$ $\mathbb{F}_2$-polynomial is one in which each input variable appears in at most $\Delta$ monomials. The case $\Delta = 1$ corresponds to the class of read-once polynomials, which are simply sums of monomials over disjoint sets of variables; for example, the polynomial $x_1x_2 + x_3x_4$ is read-once whereas $x_1x_2 + x_1x_4$ is read-twice. Read-once polynomials have been studied from the perspective of pseudorandomness [23, 27, 22, 14] as they capture several difficulties in improving Nisan’s generators [28] for width-$4$ read-once branching programs.

We show that the $L_{1,k}$ Fourier norm of read-$\Delta$ polynomials is polynomial in $d$ and $\Delta$:

**Theorem 9.** Let $p(x_1, \ldots, x_n)$ be a read-$\Delta$ polynomial of degree $d$. Then $L_{1,k}(p) \leq \Pr[p = 1] \cdot O(k)^k \cdot (d\Delta)^{8k}$.

[22] showed that read-once polynomials satisfy an $L_{1,k}$ bound of $O(d)^k$ for every $k$, but we are not aware of previous bounds on even the $L_1$ Fourier norm at level $k = 2$ for read-$\Delta$ polynomials, even for $\Delta = 2$.

As any monomial with degree $\Omega(\log n)$ vanishes under a random restriction with high probability, we have the following corollary which applies to polynomials of any degree:

**Corollary 10.** Let $p(x_1, \ldots, x_n)$ be a read-$\Delta$ polynomial. Then $L_{1,k}(p) \leq O(k)^k \cdot (\Delta \log n)^{8k}$.
A composition theorem

The upper bounds of Theorem 8 and Theorem 9 both include a factor of $\Pr[p = 1]$. (We observe that negating $p$, i.e. adding 1 to it, does not change its $L_{1,2}$ or $L_{1,k}$ and keeps $p$ symmetric (respectively, read-$\Delta$) if it was originally symmetric (respectively, read-$\Delta$), and hence in the context of those theorems we can assume that this $\Pr[p = 1]$ factor is at most $1/2$. Level-$k$ bounds that include this factor have appeared in earlier works for other classes of functions [30, 4, 11, 39, 18], and have been used to obtain high-level bounds for other classes of functions [11, 39, 18] and to extend level-$k$ bounds to more general classes of functions [22]. Having these $\Pr[p = 1]$ factors in Theorem 8 and Theorem 9 is important for us in the context of our composition theorem, which we now describe. We begin by defining the notion of a disjoint composition of functions:

Definition 11. Let $F$ be a class of functions from $\{-1,1\}^m$ to $\{-1,1\}$ and let $G$ be a class of functions from $\{-1,1\}^\ell$ to $\{-1,1\}$. Define the class $H = F \circ G$ of disjoint compositions of $F$ and $G$ to be the class of all functions from $\{-1,1\}^{m\ell}$ to $\{-1,1\}$ of the form

$$h(x^1, \ldots, x^m) = f(g_1(x^1), \ldots, g_m(x^m)),$$

where $g_1, \ldots, g_m \in G$ are defined on $m$ disjoint sets of variables and $f \in F$.

As an example of this definition, the class of block-symmetric polynomials (i.e. polynomials whose variables are divided into blocks and are symmetric within each block but not overall) are a special case of disjoint compositions where $G$ is taken to be the class of symmetric polynomials. We remark that block-symmetric polynomials are known to correlate better with parities than symmetric polynomials in certain settings [21].

We prove a composition theorem for upper-bounding the $L_1$ Fourier norm at level $k$ of the disjoint composition of any classes of functions that are closed under restriction and admit a $L_{1,k}$ bound of the form $\Pr[f = 1] \cdot a \cdot b^k$:

Theorem 12. Let $g_1, \ldots, g_m \in G$ and let $f \in F$, where $F$ is closed under restrictions. Suppose that for every $1 \leq k \leq K$, we have

1. $L_{1,k}(f) \leq \Pr[f = 1] \cdot a_{\text{out}} \cdot b_{\text{out}}^k$ for every $f \in F$, and
2. $L_{1,k}(g) \leq \Pr[g = 1] \cdot a_{\text{in}} \cdot b_{\text{in}}^k$ for every $g \in G$.

Then for every $\pm 1$-valued function $h \in H = F \circ G$, we have that

$$L_{1,k}(h) \leq \Pr[h = 1] \cdot a_{\text{out}} \cdot (a_{\text{in}} b_{\text{out}})^K.$$

See the full version of this paper for a slightly sharper bound. We remark that Theorem 12 does not assume any $F_2$-polynomial structure for the functions in $F$ or $G$ and thus may be of broader utility.

Applications of our results

Our structural results imply new pseudorandom generators and correlation bounds.

Pseudorandom generators

Combining our Fourier bounds with the polarizing framework, we obtain new PRGs for read-few polynomials. The following theorem follows from applying Theorem 5 with some $k = \Theta(\log n)$ and the $L_{1,k}$ bound in Corollary 10.
Theorem 13. There is an explicit pseudorandom generator that $\epsilon$-fools read-$\Delta$ $\mathbb{F}_2$-polynomials with seed length $\text{poly}(\Delta, \log n, \log(1/\epsilon))$.

For constant $\epsilon$, this improves on a PRG by Servedio and Tan [34], which has a seed length of $2^{O(\sqrt{\log(\Delta n)})}$. (Note that read-$\Delta$ polynomials are also $(\Delta n)$-sparse.) We are not aware of any previous PRG for read-2 polynomials with polylog($n$) seed length.

Note that the OR function has $L_1$ Fourier norm $O(1)$. By expressing a DNF in the Fourier expansion of OR in its terms, it is not hard to see that the same PRG also fools the class of read-\Delta DNFs (and read-\Delta CNFs similarly) [35].

1.4.2 Correlation bounds

Exhibiting explicit Boolean functions that do not correlate with low-degree polynomials is a fundamental challenge in complexity. Perhaps surprisingly, this challenge stands in the way of progress on a striking variety of frontiers in complexity, including circuits, rigidity, and multiparty communication complexity. For a survey of correlation bounds and discussions of these connections we refer the reader to [40, 42, 44].

For polynomials of degree larger than $\log_2 n$, the state-of-the-art remains the lower bound proved by Razborov and Smolensky in the 1980s’ [32, 37], showing that for any degree-$d$ polynomial $p$ and an explicit function $h$ (in fact, majority) we have:

$$\Pr[p(x) = h(x)] \leq 1/2 + O(d/\sqrt{n}).$$

Viola [43] recently showed that upper bounds on $L_1, k(F)$ imply correlation bounds between $F$ and an explicit function $h_k$ that is related to majority and is defined as

$$h_k(x) := \text{sgn}\left(\sum_{|S|=k} x^S\right).$$

In particular, proving Conjecture 6 or related conjectures implies new correlation bounds beating Razborov–Smolensky. The formal statement of the connection is given by the following theorem.

Theorem 14 (Theorem 1 in [43]). For every $k \in [n]$ and $F \subseteq \{f: \{0,1\}^n \rightarrow \{-1,1\}\}$, there is a distribution $D_k$ on $\{0,1\}^n$ such that for any $f \in F$,

$$\Pr_{x \sim D_k} [f(x) = h_k(x)] \leq 1/2 + \frac{e^k}{2\sqrt{\binom{n}{k}}}L_{1,k}(F).$$

For example, if $k = 2$ and we assume that the answer to Conjecture 6 is positive, then the right-hand side above becomes $1/2 + O(d^2/n)$, which is a quadratic improvement over the bound by Razborov and Smolensky.

Therefore, Theorems 8 and 9 imply correlation bounds between these polynomials and an explicit function that are better than $O(d/\sqrt{n})$ given in [32, 37]. We note that via a connection in [41], existing PRGs for these polynomials already imply strong correlation bounds between these polynomials and the class of NP. Our results apply to more general classes via the composition theorem, where it is not clear if previous techniques applied. For a concrete example, consider the composition of a degree-$(n^\alpha)$ symmetric polynomial with degree-$(n^\alpha)$ read-$(n^\alpha)$ polynomials. Theorem 12 shows that such polynomial has $L_{1,2} \leq n^{O(\alpha)}$. For a sufficiently small $\alpha = \Omega(1)$, we again obtain correlation bounds improving on Razborov–Smolensky.
1.5 Related work

We close this introduction by discussing a recent work of Girish, Tal and Wu [18] on parity decision trees that is related to our results.

Parity decision trees are a generalization of decision trees in which each node queries a parity of some input bits rather than a single input bit. The class of depth-$d$ parity decision trees is a subclass of $\mathbb{F}_2$ degree-$d$ polynomials, as such a parity decision tree can be expressed as a sum of products of sums over $\mathbb{F}_2$, where each product corresponds to a path in the tree (and hence gives rise to $\mathbb{F}_2$-monomials of degree at most $d$). The Fourier spectrum of parity decision trees was first studied in [4], which obtained a level-1 bound of $O(\sqrt{d})$. This bound was recently extended to higher levels in [18], showing that any depth-$d$ parity decision tree $T$ over $n$ variables has $L_{1,k}(T) \leq d^{k/2} \cdot O(k \log n)^k$.

2 Our techniques

We now briefly explain the approaches used to prove our results. We note that each of these results is obtained using very different ingredients, and hence the results can be read independently of each other.

2.1 Symmetric polynomials (Theorem 8, Section 4)

The starting point of our proof is a result from [3], which says that degree-$d$ symmetric $\mathbb{F}_2$-polynomials only depend on the Hamming weight of their input modulo $m$ for some $m$ (a power of two) which is $\Theta(d)$. Given this, since $p(x)$ takes the same value for all strings $x$ with the same weights $\ell \mod m$, to analyze $L_{1,k}(p)$ it suffices to analyze $E[(-1)^{x_1 + \cdots + x_k}]$ conditioned on $x$ having Hamming weight exactly $\ell \mod m$.

We bound this conditional expectation by considering separately two cases depending on whether or not $k \leq n/m^2$. For the case that $k \leq n/m^2$, we use a (slight sharpening of a) result from [6], which gives a bound of $m^{-k} e^{-\Omega(n/m^2)}$. In the other case, that $k \geq n/m^2$, in Lemma 17 we prove a bound of $O(km/n)^k$. This is established via a careful argument that gives a new bound on the Kravchuk polynomial in certain ranges (see the full version of the paper for more details), extending and sharpening similar bounds that were recently established in [13] (the bounds of [13] would not suffice for our purposes).

In each of the above two cases, summing over all the $\binom{n}{k}$ coefficients gives the desired bound of $O(m)^k = O(d)^k$.

2.2 Read-$\Delta$ polynomials (Theorem 9, Section 5)

Writing $f := (-1)^p$ for an $\mathbb{F}_2$-polynomial $p$, we observe that the coefficient $\hat{f}(S)$ is simply the bias of $p_S(x) := p(x) + \sum_{i \in S} x_i$. Our high-level approach is to decompose the read-few polynomial $p_S$ into many disjoint components, then show that each component has small bias. Since the components are disjoint, the product of these biases gives an upper bound on the bias of $p_S$.

In more detail, we first partition the variables according to the minimum degree $t_i$ of the monomials containing each variable $x_i$. Then we start decomposing $p_S$ by collecting all the monomials in $p$ containing $x_i$ to form the polynomial $p_i$. We observe that the larger $t_i$ is, the more likely $p_i$ is to vanish on a random input, and therefore the closer $p_i + x_i$ is to being unbiased. For most $S$, we can pick many such $p_i$’s ($i \in S$) from $p$ so that they are disjoint. For the remaining polynomial $r$, because $\Delta$ and $d$ are small, we can further decompose $r$ into
many disjoint polynomials \( r_i \). Finally, our upper bound on \(|\hat{f}(S)|\) will be the magnitude of the product of the biases of the \( p_i \)'s and \( r_i \)'s. We note that our decomposition of \( p \) uses the structure of \( S \); and so the upper bound on \( f(S) \) depends on \( S \) (see Lemma 18). Summing over each \(|\hat{f}(S)|\) gives our upper bound.

2.3 Composition theorem (Theorem 12, Section 6)

As a warmup, let us first consider directly computing a degree-1 Fourier coefficient \( \hat{h}((i,j)) \) of the composition. Since the inner functions \( g_i \) depend on disjoint variables, by writing the outer function \( f \) in its Fourier expansion, it is not hard to see that

\[
\hat{h}((i,j)) = \sum_{S \supseteq i} \hat{f}(S) \prod_{\ell \in S \setminus \{i\}} \mathbb{E}[g_{\ell}] \cdot \hat{g}_i((j)).
\]

When the \( g_i \)'s are balanced, i.e. \( \mathbb{E}[g_i] = 0 \), we have \( \hat{f}(((i,j))) = \hat{f}(i)\hat{g}_i((j)) \), and it follows that \( L_{1,1}(h) \leq L_{1,1}(F)L_{1,1}(G) \). To handle the unbalanced case, we apply an idea from [9] that lets us relate \( \sum_{S \supseteq i} \hat{f}(S) \prod_{\ell \in S \setminus \{i\}} \mathbb{E}[g_{\ell}] \) to the average of \( f_R(\{i\}) \), for some suitably chosen random restriction \( R \) on \( f \) (see Claim 20). As \( F \) is closed under restrictions, we can apply the \( L_{1,1}(F) \) bound on \( f_R \), which in turns gives a bound on \( \sum_{S \supseteq i} \hat{f}(S) \prod_{\ell \in S \setminus \{i\}} \mathbb{E}[g_{\ell}] \) in terms of \( L_{1,1}(F) \) and \( \mathbb{E}[g_i] \).

Bounding \( L_{1,k}(h) \) for \( k \geq 2 \) is more complicated, as each \( \hat{h}(S) \) involves \( \hat{f}(J) \) and \( \hat{g}_i(T) \)'s, where the sets \( J \) and \( T \) have different sizes. We provide more details in Section 6.

3 Preliminaries

**Notation.** For a string \( x \in \{0,1\}^n \) we write \( |x| \) to denote its Hamming weight \( \sum_{i=1}^n x_i \). We use \( \mathcal{X}_W \) to denote \( \{x : |x| = w\} \), the set of \( n \)-bit strings with Hamming weight \( w \), and \( \mathcal{X}_{w \mod m} = \bigcup_{w \equiv \ell \mod m} \mathcal{X}_w \) = \( \{x : |x| \equiv \ell \mod m\} \).

We recall that for an \( n \)-variable Boolean function \( f \), the level-\( k \) Fourier \( L_1 \) norm of \( f \) is

\[
L_{1,k}(f) = \sum_{S \subseteq [n] : |S| = k} |\hat{f}(S)|.
\]

We note that a function \( f \) and its negation have the same \( L_{1,k} \) for \( k \geq 1 \). Hence we can often assume that \( \Pr[\hat{f} = 1] \leq 1/2 \), or replace the occurrence of \( \Pr[\hat{f} = 1] \) in a bound by \( \min\{\Pr[\hat{f} = 1], \Pr[\hat{f} = 0]\} \) for a \( \{0,1\} \)-valued function \( f \) (or by \( \min\{\Pr[\hat{f} = 1], \Pr[\hat{f} = -1]\} \) for a \( \{-1,1\} \)-valued function). If \( f \) is a \( \{-1,1\} \)-valued function then \( \frac{1 - |\mathbb{E}[\hat{f}]|}{2} \) is equal to \( \min\{\Pr[\hat{f} = 1], \Pr[\hat{f} = -1]\} \), and we will often write \( \frac{1 - |\mathbb{E}[\hat{f}]|}{2} \) for convenience.

Unless otherwise indicated, we will use the letters \( p, q, r \), etc. to denote \( \mathbb{P}_2 \)-polynomials (with inputs in \( \{0,1\}^n \) and outputs in \( \{0,1\} \)) and the letters \( f, g, h, \) etc. to denote general Boolean functions (where the inputs may be \( \{0,1\}^n \) or \( \{-1,1\}^n \) and the outputs may be \( \{0,1\} \) or \( \{-1,1\} \) depending on convenience). We note that changing from \( \{0,1\} \) outputs to \( \{-1,1\} \) outputs only changes \( L_{1,k} \) by a factor of \( 2 \).

We use standard multilinear monomial notation as follows: given a vector \( \beta = (\beta_1, \ldots, \beta_n) \) and a subset \( T \subseteq [n] \), we write \( \beta^T \) to denote \( \prod_{j \in T} \beta_j \).
4 \quad L_{1,k} \text{ bounds for symmetric polynomials}

In this section we prove Theorem 8, which gives an upper bound on $L_{1,k}(p)$ for any symmetric $\mathbb{F}_2$-polynomial $p$ of degree $d$, covering the entire range of parameters $1 \leq k, d \leq n$.

4.1 \quad Proof idea

As the polynomial $p$ is symmetric, its Fourier coefficient $\hat{p}(S)$ only depends on $|S|$, the size of $S$. Hence to bound $L_{1,k}$ it suffices to analyze the coefficient $\hat{p}(\{1, \ldots, k\}) = E_{x \sim \{0,1\}^n} [p(x)(-1)^{x_1+\cdots+x_k}]$.

Our proof uses a result from [3] (Lemma 15 below), which says that degree-$d$ symmetric $\mathbb{F}_2$-polynomials only depend on the Hamming weight of their input modulo $m$ for some $m = O(d)$. Given this, since $p(x)$ takes the same value for strings $x$ with the same weights $\ell$ mod $m$, we can in turn bound each $E[(-1)^{x_1+\cdots+x_k}]$ conditioned on $x$ having Hamming weight exactly $\ell$ mod $m$, i.e. $x \in X_{\ell \mod m}$. We consider two cases depending on whether or not $k \leq n/m^2$. If $k \leq n/m$, we can apply a (slight sharpening of a) result from [6], which gives a bound of $m^{-k}e^{-\Omega(n/m^2)}$. If $k \geq n/m^2$, in Lemma 17 we prove a bound of $O(km/n)^k$.

In each case, summing over all the $\binom{n}{k}$ coefficients gives the desired bound of $O(m)^k = O(d)^k$.

We now give some intuition for Lemma 17, which upper bounds the magnitude of the ratio

$$E_{x \sim X_{\ell \mod m}} [(-1)^{x_1+\cdots+x_k}] = \frac{\sum_{x \in X_{\ell \mod m}} (-1)^{x_1+\cdots+x_k}}{|X_{\ell \mod m}|} \quad (2)$$

by $O(km/n)^k$. Let us first consider $k = 1$ and $m = \Theta(\sqrt{n})$. As most strings $x$ have Hamming weight within $[n/2 - \Theta(\sqrt{n}), n/2 + \Theta(\sqrt{n})]$, it is natural to think about the weight $|x|$ in the form of $n/2 + mZ + \ell'$. It is easy to see that the denominator is at least $\Omega(2^{n/2}/\sqrt{n})$, so we focus on bounding the numerator. Consider the quantity $\sum_{x \in X_{n/2+s}} E[(−1)^{x_1}]$ for some $s$. As we are summing over all strings of the same Hamming weight, we can instead consider $\sum_{x \in X_{n/2+s}} E_{i \sim [n]} [(−1)^{x_i}]$. For any string of weight $n/2 + s$, it is easy to see that

$$E_{i \sim [n]} [(−1)^{x_i}] = (1/2 - s/n) - (1/2 + s/n) = -2s/n. \quad (3)$$

Therefore, in the $k = 1$ case we get that

$$\left| E_{x \sim X_{\ell \mod m}} [(-1)^{x_1+\cdots+x_k}] \right| \leq 2 \sum_{c} \binom{n}{n/2 + cm + \ell'} \frac{|cm + \ell'|}{n}.$$ 

Using the fact that $\binom{n}{n/2 + cm + \ell'}$ is exponentially decreasing in $|c|$, in the full version of the paper we show that this is at most $O(2^{n}/n)$. So the ratio in (2) is at most $O(1/\sqrt{n})$, as desired, when $k = 1$.

However, already for $k = 2$, a direct (but tedious) calculation shows that

$$E_{i<j} [(−1)^{x_i+x_j}] = \frac{4s^2 - 2ns + n}{n(n-1)}, \quad (4)$$

which no longer decreases in $s$ like in (3). Nevertheless, we observe that this is bounded by $O(1/n + (|s|/n)^2)$, which is sufficient for bounding the ratio by $O(1/n)$. Building on this, for any $k$ we obtain a bound of $2^{O(k)}(k/n)^{k/2} + (|s|/n)^k$ in the full version of the paper, and by a more careful calculation we are able to obtain the desired bound of $O(km/n)^k$ on Equation (2).
4.2 Proof of Theorem 8

We now prove the theorem. We will use the following result from [3], which says that degree-$d$ symmetric $\mathbb{F}_2$-polynomials only depend on their input’s Hamming weight modulo $O(d)$.

▶**Lemma 15** (Theorem 2.4 in [3], $p = 2$). Let $p : \{0, 1\}^n \rightarrow \{0, 1\}$ be a symmetric $\mathbb{F}_2$-polynomial of degree $d$, where $m/2 \leq d < m$ and $m$ is a power of two. Then $p(x)$ only depends on $\|x\| \mod m$.

We will also use two bounds on the biases of parities under the uniform distribution over $\mathcal{X}_{\ell \mod m}$, one holds for $k \leq n/(2d)^2 \leq n/m^2$ (Claim 16) and the other for $k \geq n/(2d)^2 \geq n/(4m^2)$ (Lemma 17). Claim 16 is essentially taken from [6]. However, the statement in [6] has a slightly worse bound; so in the full version of the paper we explain the changes required to give the bound of Claim 16. The proof of Lemma 17 involves bounding the magnitude of Kravchuk polynomials. As it is somewhat technical we defer its proof to the full version of the paper.

▶**Claim 16** (Lemma 10 in [6]). For every $1 \leq k \leq n/m^2$ and every integer $\ell$,

$$2^n \sum_{x \in \mathcal{X}_{\ell \mod m}} (-1)^{x_1 + \cdots + x_k} \leq m^{-(k+1)} e^{-\Omega(n/m^2)},$$

while for $k = 0$,

$$2^{-n} |\mathcal{X}_{\ell \mod m}| - 1/m \leq m^{-1} e^{-\Omega(n/m^2)}.$$

▶**Lemma 17**. For $k \geq n/(4m^2)$, we have

$$\binom{n}{k} \cdot \max_{\ell} \left| \sum_{x \in \mathcal{X}_{\ell \mod m}} (-1)^{x_1 + \cdots + x_k} \right| \leq O(m)^k.$$

We now use Claim 16 and Lemma 17 to prove Theorem 8.

**Proof of Theorem 8.** As $p$ is symmetric, all the level-$k$ coefficients are the same, so it suffices to give a bound on $\tilde{p}([1, 2, \ldots, k])$. Let $\tilde{p} : \{0, \ldots, n\} \rightarrow \{0, 1\}$ be the function defined by $\tilde{p}(x) := p(x_1, \ldots, x_n)$. By Lemma 15, we have $\tilde{p}(\ell) = \tilde{p}(\ell \mod m)$ for some $d < m \leq 2d$ where $m$ is a power of 2. Using the definition of $\tilde{p}(\{1, \ldots, k\})$, we have

$$|\tilde{p}([1, \ldots, k])| = \left| \mathbb{E}_{x \sim \{0, 1\}^n} [p(x)(-1)^{x_1 + \cdots + x_k}] \right| = \left| \sum_{\ell = 0}^{m-1} \tilde{p}(\ell) \frac{|\mathcal{X}_{\ell \mod m}|}{2^n} \cdot \sum_{x \in \mathcal{X}_{\ell \mod m}} (-1)^{x_1 + \cdots + x_k} \right| \leq E[p] \cdot \max_{0 \leq \ell \leq m-1} \left| \sum_{x \in \mathcal{X}_{\ell \mod m}} (-1)^{x_1 + \cdots + x_k} \right| \mathcal{X}_{\ell \mod m},$$

where we use the shorthand $E[p] = \mathbb{E}_{x \sim \{0, 1\}^n} [p(x)]$ in the last step.

When $k \leq n/(2d)^2 \leq n/m^2$, by Claim 16 (using the first bound for the numerator and the second $k = 0$ bound for the denominator) we have

$$\max_{0 \leq \ell \leq m-1} \left| \sum_{x \in \mathcal{X}_{\ell \mod m}} (-1)^{x_1 + \cdots + x_k} \right| \mathcal{X}_{\ell \mod m} \leq m^{-(k+1)} e^{-\Omega(n/m^2)} \leq O(1) \cdot m^{-1} e^{-\Omega(n/m^2)},$$
where the last inequality holds because $1 \leq k \leq n/m^2$ and hence the $(1 - e^{-\Omega(n/m^2)})$ factor in the denominator of the left-hand side is $\Omega(1)$. Hence, summing over all the $\binom{n}{k}$ level-$k$ coefficients, we get that

$$L_{1,k}(p) \leq \mathbb{E}[p] \cdot \left(\frac{n}{k}\right) O(1) \cdot m^k e^{-\Omega(n/m^2)} \leq \mathbb{E}[p] O(1) \cdot m^k \left(\frac{m}{km^2}\right)^k e^{-\Omega(n/m^2)} \leq \mathbb{E}[p] O(m)^k,$$

where the last inequality is because for constant $c$, the function $(x/k)^k e^{-cx}$ is maximized when $x = k/c$, and is $O(1)^k$.

When $k \geq n/(2d)^2 \geq n/(4m^2)$, by Lemma 17 we have

$$L_{1,k}(p) \leq \mathbb{E}[p] \cdot \binom{n}{k} \max_{0 \leq t \leq m-1} \left| \sum_{x \in X \mod m} (-1)^{x_1 + \cdots + x_k} \right| |X \mod m| \leq \mathbb{E}[p] O(m)^k. \hspace{1cm} \triangleright$$

## 5 $L_{1,k}$ bounds for read-$\Delta$ polynomials

In this section we prove our $L_{1,k}$ bounds for read-few polynomials, proving Theorem 9.

### 5.1 Proof idea

We first observe that for $f = (-1)^p$, the Fourier coefficient \(\hat{f}(S)\) is simply the bias of the \(\mathbb{F}_2\)-polynomial \(ps(x) := p(x) + \sum_{i \in S} x_i\). Assuming that \(ps\) depends on all \(n\) variables, by a simple greedy argument we can collect \(n/\text{poly}(\Delta, d)\) polynomials in \(ps\) so that each of them depends on disjoint variables, and it is not hard to show that the product of the biases of these polynomials upper bounds the bias of \(ps\). From this it is easy to see that any read-$\Delta$ degree-$d$ polynomial has bias \(\exp(2^{-d} n/\text{poly}(\Delta, d))\). However, this quantity is too large to sum over \(\binom{n}{k}\) coefficients.

Our next idea (Lemma 18) is to give a more refined decomposition of the polynomial \(p\) by inspecting the variables \(x_i : i \in S\) more closely. Suppose the variables \(x_i : i \in S\) are far apart in their dependency graph (see the definition of \(G_p\) below), as must indeed be the case for most of the \(\binom{n}{k}\) size-$k$ sets \(S\). Then we can collect all the monomials containing each \(x_i\) to form a polynomial \(p_i\), and these \(p_i\)'s will depend on disjoint variables. Moreover, if every monomial in \(p_i\) has high degree (see the definition of \(V_i(p)\) below), then \(p_i = 0\) with high probability and therefore \(p_i + x_i\) is almost unbiased. Therefore, we can first collect these \(p_i\) and \(x_i\) from \(ps\); then, for the remaining \(m \geq |S| \cdot \text{poly}(\Delta, d)\) monomials in \(ps\), as before we collect \(m/\text{poly}(\Delta, d)\) polynomials \(r_i\) so that they depend on disjoint variables, but this time we collect these monomials using the variables in \(V_i(p)\), and give an upper bound in terms of the size \(|V_i(p)|\). Multiplying the biases of the \(p_i + x_i\)'s and the bias of \(r\) gives our refined upper bound on \(\hat{f}(S)\) in Lemma 18.

### 5.2 Proof of Theorem 9

We now proceed to the actual proof. We first define some notions that will be used throughout our arguments. For a read-$\Delta$ degree-$d$ polynomial \(p\), we define \(V_i(p) : t \in [d]\) and \(G_p\) as follows.

For every \(t \in [d]\), define

$$V_t(p) := \{i \in [n] : \text{the minimum degree of the monomials in } p \text{ containing } x_i \text{ is } t\}.$$

Note that the sets \(V_1(p), \ldots, V_d(p)\) form a partition of the input variables \(p\) depends on.
Define the undirected graph $G_p$ on $[n]$, where $i, j \in [n]$ are adjacent if $x_i$ and $x_j$ both appear in the same monomial in $q$. Note that $G_p$ has degree at most $3d$. For $S \subseteq [n]$, we use $N_{=d}(S)$ to denote the indices that are at distance exactly $i$ to $S$ in $G_p$, and use $N_{\leq d}(S)$ to denote $\bigcup_{j=0}^{i} N_{=j}(S)$.

We first state our key lemma, which gives a refined bound on each $\hat{f}(S)$ stronger than the naive bound sketched in the first paragraph of the “Proof Idea” above, and use it to prove Theorem 9. Due to lack of space, we defer its proof to the full version of the paper.

**Lemma 18** (Main lemma for read-$\Delta$ polynomials). Let $p(x_1, \ldots, x_n)$ be a read-$\Delta$ degree-$d$ polynomial. Let $S \subseteq [n], |S| \geq \ell$ be a subset containing some $\ell$ indices $i_1, \ldots, i_\ell \in S$ whose pairwise distances in $G_p$ are at least $4$, and let $t_1, \ldots, t_\ell \in [d]$ be such that each $i_j \in V_{t_j}(p)$. Let $f = (-1)^p$. Then

$$\hat{f}(S) \leq O(1)^{|S|} \cdot \Delta^\ell \prod_{j \in [\ell]} \left( 2^{-t_j} \exp \left( -\frac{2^{-t_j} |V_{t_j}(p)|}{\ell \cdot (\Delta d)^3} \right) \right).$$

**Proof of Theorem 9.** Using a reduction given in the proof of [7, Lemma 2.2], it suffices to prove the same bound without the acceptance probability factor, i.e. to prove that for every $1 \leq k \leq n$,

$$L_{1,k}(p) \leq O(k)^k \cdot (\Delta d)^{3k}.$$

As [7] did not provide an explicit statement of the reduction, for completeness we provide a self-contained statement and proof in Lemma 22 in Appendix A.

For every subset $S \subseteq [n]$ of size $k$, there exists an $\ell \leq k$ and $i_1, \ldots, i_\ell \in S$ such that their pairwise distances in $G_p$ are at least $4$, each $i_j \in V_{t_j}(p)$ for some $t_j \in [d]$, and each of the remaining $k - \ell$ indices in $S$ is within distance at most $3$ to some $i_j$.

Fix any $i_1, \ldots, i_\ell$, and let us bound the number of subsets $S \subseteq [n]$ of size $k$ that can contain $i_1, \ldots, i_\ell$. Because $|N_{\leq 3}(j)| \leq (\Delta d)^3 + (\Delta d)^2 + \Delta d + 1 \leq 4(\Delta d)^3$ for every $j \in [n]$, the remaining $k - \ell$ indices of $S$ can appear in at most

$$\sum_{j_1, \ldots, j_{k-\ell}\in [n]} \prod_{b \in [\ell]} \left( \binom{4(\Delta d)^3}{j_b} \right) = \binom{4\ell(\Delta d)^3}{k-\ell} \leq (4(\Delta d)^3)^{k-\ell} \cdot e^{k-\ell} \left( \frac{\ell}{k-\ell} \right)^{k-\ell} \leq (e\Delta d)^{3k}$$

different ways, where the equality uses the Vandermonde identity, the first inequality uses $\binom{\ell}{k} \leq \left(\frac{\ell}{k}\right)^k$, and the last one uses $\left(\frac{\ell}{k-\ell}\right)^{k-\ell} \leq \left(\frac{\ell}{k-\ell}\right)^{k-\ell} \leq e^{\ell}$ and $4e < e^\ell$. Therefore, by Lemma 18,

$$\sum_{S: |S| = k} \hat{f}(S) \leq \sum_{\ell=1}^{k} \sum_{t_1, \ldots, t_{\ell}\in [d]} \left( \prod_{j \in [\ell]} |V_{t_j}(p)| \right) \cdot (\Delta d)^{3k} \cdot O(1)^k \Delta^\ell \prod_{j' \in [\ell]} \left( 2^{-t_j} \exp \left( -\frac{2^{-t_j} |V_{t_j}(p)|}{\ell \cdot (\Delta d)^3} \right) \right)$$

$$\leq O(1)^k \cdot (\Delta d)^{3k} \sum_{\ell=1}^{k} \Delta^\ell \cdot d^\ell \cdot (\ell \cdot (\Delta d)^4)^\ell$$

$$\leq O(k)^k \cdot (\Delta d)^{3k} \cdot (\Delta d)^{3k}$$

$$= O(k)^k \cdot (\Delta d)^{3k},$$

where the third inequality is because the function $x \mapsto xe^{-x/c}$ is maximized when $x = c$. This completes the proof. ▶
6 $L_{1,k}$ bounds for disjoint compositions

In this section we give $L_{1,k}$ bounds on disjoint compositions of functions, proving Theorem 12.

6.1 Proof idea

Before proving Theorem 12, we briefly describe the main ideas of the proof. For a subset $J \subseteq [m]$, let $\partial_J f$ denote the $J$-th derivative of $f$, which can be expressed as

$$\partial_J f(x_1, \ldots, x_m) := \sum_{T \supseteq J} \hat{f}(T)x^{T\setminus J}.$$ 

Note that $\hat{f}(J) = \partial_J f(\vec{0})$.

Let us begin by considering the task of bounding $L_{1,1}(h) = \sum_{(i,j) \in [m] \times [t]} |\hat{h}\{(i,j)\}|$. Let $\beta = (\beta_1, \ldots, \beta_m)$, where $\beta_i := E[g_i]$. Using the Fourier expansion of $f$, we have

$$\hat{h}\{(i,j)\} = \sum_{S \subseteq [m]} \hat{f}(S) \mathbb{E} \left[ \prod_{k \in S} g_k(x_k) \cdot x_{i,j} \right].$$

If $S \ni i$, then the expectation is zero, because $\prod_{k \in S} g_k(x_k)$ and $x_{i,j}$ are independent and $E[x_{i,j}] = 0$. So, we have

$$\hat{h}\{(i,j)\} = \sum_{S \notni i} \hat{f}(S) \beta^S(i) \cdot \hat{g}_i\{(j)\} = \partial_i f(\beta) \cdot \hat{g}_i\{(j)\}.$$ 

If the functions $g_i$ are balanced, i.e. $E[g_i] = 0$ for all $i$, then we would have $\beta = \vec{0}$, and

$$\hat{h}\{(i,j)\} = \partial_i f(\vec{0}) \cdot \hat{g}_i\{(j)\} = \hat{f}(\{i\}) \hat{g}_i\{(j)\}.$$ 

So in this case we have

$$L_{1,1}(h) = \sum_{i \in [m], j \in [t]} |\hat{h}\{(i,j)\}| = \sum_{i \in [m]} \sum_{j \in [t]} |\hat{f}(\{i\})\hat{g}_i\{(j)\}| = \sum_{i \in [m]} |\hat{f}(\{i\})| \sum_{j \in [t]} |\hat{g}_i\{(j)\}|$$

and we can apply our bounds on $L_{1,1}(\mathcal{F})$ and $L_{1,1}(\mathcal{G})$ to $\sum_{i \in [m]} \hat{f}(\{i\})$ and $\sum_{j \in [t]} \hat{g}_i\{(j)\}$ respectively. Specializing to the case $g_1 = \cdots = g_m$, we have

$\triangleright$ Claim 19. Suppose $g_1 = g_2 = \cdots = g_m =: g$ and $E[g] = 0$. Then $L_{1,1}(h) = L_{1,1}(f)L_{1,1}(g)$.

In general the $g_i$’s may not all be the same and may not be balanced, and so it seems unclear how we can apply our $L_{1,1}(\mathcal{F})$ bound on $\sum_{i \in [m]} \partial_i f(\beta_1, \ldots, \beta_m)$ when $\beta \neq \vec{0}$. To deal with this, in Claim 20 below we apply a clever idea introduced in [9] that lets us relate $f(\beta)$ at a nonzero point $\beta$ to the average of $f_{R_{\beta}}(\vec{0})$, where $f_{R_{\beta}}$ is $f$ with some of its inputs fixed by a random restriction $R_{\beta}$. As $\mathcal{F}$ is closed under restrictions, we have that $f_{R_{\beta}} \in \mathcal{F}$ and we can apply the $L_{1,1}(\mathcal{F})$ bound on $\sum_{i \in [m]} \partial_i f_{R_{\beta}}(\vec{0})$, which in turn gives a bound on $\sum_{i \in [m]} \partial_i f(\beta_1, \ldots, \beta_m)$.

Bounding $L_{1,k}(h)$ for $K \geq 2$ is more complicated, as now each $\hat{h}(S)$ involves many $\hat{f}(J)$ and $\hat{g}_i(T)$’s, where the sets $J$ and $T$ have different sizes. So one has to group the coefficients carefully.
6.2 Useful notation

For a set $S \subseteq [m] \times [\ell]$, let $S_{f} := \{i \in [m] : (i, j) \in S \text{ for some } j \in [\ell]\}$ be the “set of first coordinates” that occur in $S$, and let $S_{i} := \{j \in [\ell] : (i, j) \in S\}$. Note that if $(i, j) \in S$, then $i \in S_{f}$ and $j \in S_{i}$. Let $\beta$ denote the vector $(\beta_{1}, \ldots, \beta_{m})$, where $\beta_{i} := \text{sgn}(g_{i})$ for each $i \in [m]$. For a set $J = \{i_{1}, \ldots, i_{|J|}\} \subseteq [m]$ and $f = f(y_{1}, \ldots, y_{m})$, we write $\partial_{J} f$ to denote $\partial y^{T} \beta_{\setminus J}$.

Since $\partial_{J} y^{T} = \mathbb{1}(T \supseteq J) y^{T \setminus J}$, by the multilinearity of $f$ we have that

$$
\partial_{J} f(\beta) = \sum_{T \supseteq J} \hat{f}(T) \beta_{\setminus J}.
$$

(5)

6.3 The random restriction $R_{\beta}$

Given $\beta \in [-1, 1]^{m}$, let $R_{\beta}$ be the random restriction which is the randomized function from $\{-1, 1\}^{m}$ to $\{-1, 1\}^{m}$ whose $i$-th coordinate is (independently) defined by

$$
R_{\beta}(y)_{i} := \begin{cases} 
\text{sgn}(\beta_{i}) & \text{with probability } |\beta_{i}| \\
\beta_{i} & \text{with probability } 1 - |\beta_{i}|.
\end{cases}
$$

Note that we have

$$
\mathbb{E}_{R_{\beta}}[R_{\beta}(y)] = \mathbb{E}_{R_{\beta}}[R_{\beta}(0)] = \beta_{i}.
$$

Define $f_{R_{\beta}}(y)$ to be the (randomized) function $f(R_{\beta}(y))$. By the multilinearity of $f$ and independence of the $R_{\beta}(y)$, we have

$$
\mathbb{E}_{R_{\beta}}[f_{R_{\beta}}(y)] = \mathbb{E}_{R_{\beta}}[f_{R_{\beta}}(0)] = f(\beta).
$$

The following claim relates the two derivatives $\partial_{S} f(\beta)$ and $\partial_{S} f_{R_{\beta}}(0) = \hat{f}_{R_{\beta}}(S)$.

$\triangleright$ Claim 20.

$$
\partial_{S} f(\beta) = \prod_{i \in S} \frac{1}{1 - |\beta_{i}|} \cdot \mathbb{E}_{R_{\beta}}[\partial_{S} f_{R_{\beta}}(0)] = \prod_{i \in S} \frac{1}{1 - |\beta_{i}|} \cdot \mathbb{E}_{R_{\beta}}[\hat{f}_{R_{\beta}}(S)].
$$

Proof. Due to lack of space, we defer the proof to the full version of the paper. $\triangle$

We can use Claim 20 to express each coefficient of $h$ in terms of the coefficients of $f$ and $g_{i}$.

$\triangleright$ Lemma 21. For $S \subseteq [m] \times [\ell]$, we have $\hat{h}(S) = \prod_{i \in S_{1}} \hat{g}(S_{i}) \cdot \prod_{i \in S_{\ell}} \frac{1}{1 - |\beta_{i}|} \cdot \mathbb{E}_{R_{\beta}}[\hat{f}_{R_{\beta}}(S_{f})]$.

Proof. Due to lack of space, we defer the proof to the full version of the paper. $\triangle$

6.4 Proof of Theorem 12

By Lemma 21, $L_{1,K}(h)$ is equal to

$$
\sum_{S \subseteq [m] \times [\ell] : |S| = K} |\hat{h}(S)| = \sum_{S \subseteq [m] \times [\ell] : |S| = K} \left| \prod_{i \in S_{1}} \hat{g}(S_{i}) \cdot \prod_{i \in S_{\ell}} \frac{1}{1 - |\beta_{i}|} \cdot \mathbb{E}_{R_{\beta}}[\hat{f}_{R_{\beta}}(S_{f})] \right|.
$$

We enumerate all the subsets $S \subseteq [m] \times [\ell]$ of size $K$ in the following order: For every $|J| = k \in [K]$ out of the $m$ blocks of $\ell$ coordinates, we enumerate all possible combinations
of the (disjoint) nonempty subsets \( \{S_i : i \in J\} \) in those \( k \) blocks whose sizes sum to \( K \).

Rewriting the summation above in this order, we obtain

\[
\sum_{S \subseteq [m] \times [\ell] : |S| = K} \left| \hat{g}(S) \right| = \sum_{k=1}^{K} \sum_{J \subseteq [m] : |J| = k} \sum_{w \subseteq [\ell] : |w| = K} \sum_{i \in J} \left| \prod_{i \in J} \hat{g}(S_i) \right| \left( \frac{1}{1 - |\beta_i|} \mathbb{E}_{R_{\beta}} \left[ f_{R_{\beta}}(J) \right] \right)
\]

\[
\leq \sum_{k=1}^{K} \sum_{J \subseteq [m] : |J| = k} \sum_{w \subseteq [\ell] : |w| = K} \sum_{i \in J} \left| \prod_{i \in J} \hat{g}(S_i) \right| \left( \frac{1}{1 - |\beta_i|} \mathbb{E}_{R_{\beta}} \left[ f_{R_{\beta}}(J) \right] \right).
\]

Since \( L_{1,w_i}(g_i) \leq \frac{1 - |\beta_i|}{2} a_{\text{in}}^{w_i} b_{\text{in}}^{w_i} \), for every \( \{w_i\}_{i \in J} \) such that \( \sum_{i \in J} w_i = K \), we have

\[
\sum_{\{S_i : i \in J\} : \forall i \in J, |S_i| = w_i} \prod_{i \in J} \left| \hat{g}(S_i) \right| = \prod_{i \in J} L_{1,w_i}(g_i) \leq \prod_{i \in J} \left( \frac{1 - |\beta_i|}{2} a_{\text{in}}^{w_i} b_{\text{in}}^{w_i} \right) = b_{\text{in}}^{K} a_{\text{in}}^{|J|} \prod_{i \in J} \left( \frac{1 - |\beta_i|}{2} \right).
\]

Plugging the above into (6), we get that

\[
\sum_{S \subseteq [m] \times [\ell] : |S| = K} \left| \hat{g}(S) \right| \leq b_{\text{in}}^{K} \sum_{k=1}^{K} \sum_{J \subseteq [m] : |J| = k} \sum_{w \subseteq [\ell] : |w| = K} \left| \prod_{i \in J} \hat{g}(S_i) \right| \left( \frac{1 - |\beta_i|}{2} \mathbb{E}_{R_{\beta}} \left[ f_{R_{\beta}}(J) \right] \right)
\]

\[
= b_{\text{in}}^{K} \sum_{k=1}^{K} \left( \frac{a_{\text{in}}}{2} \right)^k \sum_{J \subseteq [m] : |J| = k} \sum_{w \subseteq [\ell] : |w| = K} \left| \prod_{i \in J} \hat{g}(S_i) \right| \left( \frac{1}{1 - |\beta_i|} \mathbb{E}_{R_{\beta}} \left[ f_{R_{\beta}}(J) \right] \right)
\]

\[
\leq b_{\text{in}}^{K} \sum_{k=1}^{K} \left( \frac{a_{\text{in}}}{2} \right)^k \sum_{J \subseteq [m] : |J| = k} \left| \prod_{i \in J} \hat{g}(S_i) \right| \left( \frac{K - 1}{k - 1} \right) \sum_{w \subseteq [\ell] : |w| = K} \left| \mathbb{E}_{R_{\beta}} \left[ f_{R_{\beta}}(J) \right] \right|,
\]

where the last inequality is because for every subset \( J \subseteq [m] \), the set \( \{w \subseteq [\ell] : \sum_{i \in J} w_i = K\} \) has size at most \( \binom{K - 1}{|J| - 1} \). We now bound \( |\mathbb{E}_{R_{\beta}} [f_{R_{\beta}}(J)]| \). Since for every restriction \( R_{\beta} \), we have \( f_{R_{\beta}} \in \mathcal{F} \) (by the assumption that \( \mathcal{F} \) is closed under restrictions), it follows that

\[
L_{1,k}(f_{R_{\beta}}) \leq \frac{1 - \mathbb{E}_{y}[f_{R_{\beta}}(y)]}{2} a_{\text{out}}^{k} b_{\text{out}}^{k} \leq \frac{1 - \mathbb{E}_{y}[f_{R_{\beta}}(y)]}{2} a_{\text{out}}^{k} b_{\text{out}}^{k}.
\]

So

\[
\sum_{J \subseteq [m] : |J| = k} \left| \mathbb{E}_{R_{\beta}} \left[ f_{R_{\beta}}(J) \right] \right| \leq \mathbb{E}_{R_{\beta}} \left[ L_{1,k}(f_{R_{\beta}}) \right]
\]

\[
\leq \frac{1 - \mathbb{E}_{R_{\beta},y}[f_{R_{\beta}}(y)]}{2} a_{\text{out}}^{k} b_{\text{out}}^{k}
\]

\[
= \frac{1 - \mathbb{E}[h]}{2} a_{\text{out}}^{k} b_{\text{out}}^{k}.
\]
Continuing from (7), we get
\[
\sum_{S \subseteq [m] \times [\ell]; |S| = K} \tilde{h}(S) \leq \frac{1 - \mathbb{E}[h]}{2} \cdot h_{in}^K \cdot \sum_{k=1}^{K} \left( \frac{a_{in}}{2} \right)^k \left( \frac{K - 1}{k - 1} \right) \cdot a_{out} h_{out}^k \\
= \frac{1 - \mathbb{E}[h]}{2} \cdot a_{out} \cdot h_{in}^k \cdot \left( 1 + \frac{a_{in} h_{out}}{2} \right)^{K-1} \\
\leq \frac{1 - \mathbb{E}[h]}{2} \cdot a_{out} \cdot (a_{in} h_{in} a_{out})^K.
\]
where the last equality used the binomial theorem. Applying the same argument to \(-h\) lets us replace \(\frac{1 - \mathbb{E}[h]}{2}\) with \(\frac{1 - \mathbb{E}[h]}{2}\), concluding the proof of Theorem 12. ▶
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then for every \(XOR\) of disjoint copies of \(f\), so that \(f\) is closed under \(XOR\) on disjoint variables, such a bound can be automatically “upgraded” to a refined bound that depends on the acceptance probability: 

\[
|\text{E}[f]| \leq 2e \cdot \frac{1-|\text{E}[f]|}{2} \cdot b^k.
\]

**Proof.** Suppose not, and let \(f \in \mathcal{F}\) be such that \(L_{1,k}(f) > 2e \cdot \frac{1-|\text{E}[f]|}{2} \cdot b^k\). We first observe that since \(L_{1,k}(\mathcal{F}) \leq b^k\), it must be the case that \(1 - |\text{E}[f]| \leq 1/e\). Let \(\alpha := \frac{1-|\text{E}[f]|}{2} \in [0, \frac{1}{2}]\) so that \(|\text{E}[f]| = 1 - 2\alpha > 1 - 1/e\). Let \(f^{\oplus t}\) be the XOR of \(t\) disjoint copies of \(f\) on \(tn\) variables, where the integer \(t\) is to be determined below. By our assumption, we have \(f^{\oplus t} \in \mathcal{F}\) and thus, \(L_{1,k}(f^{\oplus t}) \geq \frac{t}{1} \cdot L_{1,0}(f)^{t-1} \cdot L_{1,k}(f)\) (by disjointness)

\[
= t \cdot (1 - 2\alpha)^{t-1} \cdot L_{1,k}(f)
\]

\[
> t \cdot (1 - 2\alpha)^{t-1} \cdot 2e \cdot \alpha \cdot b^k =: \Lambda(t).
\]
We note that if $\alpha = 0$ then $|E[f]| = 1$, so all the Fourier weight of $f$ is on the constant coefficient, and hence the claimed inequality holds trivially. So we subsequently assume that $0 < \alpha \leq \frac{1}{2e}$. Let $t^* := \frac{1}{\ln(1 - 2\alpha)} > 0$. It is easy to verify that $\Lambda(t)$ is increasing when $t \leq t^*$, and is decreasing when $t \geq t^*$.

We choose $t = \lceil t^* \rceil$. Since $\alpha \leq \frac{1}{2e} < \frac{e - 1}{2e} \approx 0.3161$, we have $t^* > 1$ and thus

$$L_{1,k}(f^{\otimes t}) \Lambda(\lceil t^* \rceil) \geq \Lambda(t^* + 1) = \left( \frac{1}{-\ln(1 - 2\alpha)} + 1 \right) \cdot (1 - 2\alpha) \cdot \frac{1}{\ln(1 - 2\alpha)} \cdot 2e \cdot \alpha \cdot b^k$$

$$= \left( \frac{2\alpha}{-\ln(1 - 2\alpha)} + 2\alpha \right) \cdot b^k \geq b^k,$$

where the last inequality holds for every $\alpha \in (0, \frac{e - 1}{2e}]$ and can be checked via elementary calculations. This contradicts $L_{1,k}(F) \leq b^k$, and the lemma is proved. ◀
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1 Introduction

Coding theory addresses the problem of communication over an imperfect channel. In the classic setting studied in the seminal work of Shannon [26], Alice wishes to communicate a message to Bob over a channel that may induce errors. The question then is: how should Alice encode her message so that if the amount of errors is not excessive, Bob can recover her message? Around the same time, Hamming [14] introduced the notion of an error-correcting code. A function \( C: \Sigma^k \to \Sigma^n \) is an error-correcting code with distance \( \delta \) if for every distinct \( x, y \in \Sigma^k \), the respective images \( C(x), C(y) \) have relative Hamming distance at least \( \delta \). The
rate of information transmission $\rho = \frac{h}{n}$ and the fraction of errors corrected (roughly $\delta/2$) are competing quantities with a tradeoff between them. Among the most basic questions in coding theory is to obtain explicit \textit{asymptotically good codes}, that is, codes over fixed $\Sigma$ with constant distance $\delta > 0$ and constant rate $\rho > 0$. By “explicit” we mean that $C$ can be evaluated in time $\text{poly}(n)$. Justesen [15] was the first to devise such an explicit construction. Since then, several explicit constructions have appeared, including using algebraic geometry codes [28] and expander graphs [27].

While error-correcting codes can be used to solve the problem of sending a single message from Alice to Bob over an imperfect channel, in some settings, the two parties interact with each other, sending multiple messages where a message depends on previous messages that were exchanged. Interactive coding addresses the subtler problem of enabling such dynamic interaction over an imperfect channel. In this far more challenging setting, standard codes do not offer a satisfactory solution.

Tree codes are powerful combinatorial structures, defined by Schulman [23, 25] as key ingredients for achieving interactive coding schemes. They play a role analogous to that error-correcting codes take in the single message setting. Tree codes, as their name suggests, are trees with certain distance properties. To give the formal definition, we set some notation. Let $T$ be a rooted binary tree that is endowed with an edge coloring from some ambient color set (or alphabet) $\Sigma$. For vertices $u, v$ of equal depth let $w$ be their least common ancestor and denote the distance, in edges, from $u$ to $w$ by $\ell$. Let $p_u, p_v \in \Sigma^\ell$ be the sequences of colors on the path from $w$ to $u$ and to $v$, respectively. We define $h(u, v)$ to be the relative Hamming distance between $p_u$ and $p_v$. Informally, $h(u, v)$ measures the distance between the two color sequences obtained by following the paths from the root to each of $u$ and $v$, excluding the “non-interesting” common prefix. A tree code is any coloring that has a lower bound on this quantity. Formally,

\begin{definition}[Tree codes [23]]
Let $T$ be the complete rooted binary tree of depth $n$. The tree $T$, together with an edge-coloring of $T$ by a color set $\Sigma$ is called a tree code with distance $\delta$ if for every pair of vertices $u, v$ with equal depth it holds that $h(u, v) \geq \delta$.
\end{definition}

It is not clear at all that there exists a universal constant $\delta > 0$ such that for every $n$ there exists a depth-$n$ tree code with distance $\delta$. Namely, it is not clear that there is a family of tree codes $(T_n)_{n \in \mathbb{N}}$, where $T_n$ has depth $n$, such that the color set $\Sigma$ is common to all trees in the family, and every $T_n$ has distance $\delta$. We refer to such a family as a tree code with distance $\delta$ over the color set $\Sigma$.

Three different proofs were provided by Schulman, showing that for any constant $\delta < 1$ there exists a tree code with alphabet size $|\Sigma| = O_\delta(1)$ achieving distance $\delta$. More recently, based on Schulman’s ideas, it was shown that there is a tree code with only 4 colors, having positive distance (in particular, distance $\delta = 0.136$) [8] and, moreover, 3 colors do not suffice to guarantee any constant distance $\delta > 0$. All of these proofs rely on the probabilistic method and thus are not explicit. The problem of constructing asymptotically-good tree codes has drawn substantial attention [24, 6, 19, 21, 12, 7, 20], but has endured as a difficult challenge.

Given this difficulty, it is natural to construct, for a given distance parameter $\delta > 0$, a family of tree codes $(T_n)_{n \in \mathbb{N}}$ for which $T_n$ is allowed to use some $c(n)$ number of colors. The goal is to obtain an asymptotically slowly-growing function $c$. Note that constructing a tree code family with $c(n) = 2^n$ colors is trivial. Indeed, having so many colors at hand, one can encode the entire path leading to a vertex on the edge preceding it, yielding distance $\delta = 1$. In an unpublished manuscript, Evans, Klugerman and Schulman [24] constructed a tree code with $c(n) = n^{O_\delta(1)}$ colors. The state-of-the-art construction [7] achieves $c(n) = (\log n)^{O_\delta(1)}$. See [20] for alternative constructions achieving the same parameters as well as decoding algorithms, and [4] for an account relating [7] and [21].
Despite this progress, constructing asymptotically-good tree codes is wide open. Curi-
osely, even candidate constructions are rare. This is mostly because a tree code is not a pseudorandom object. Its defining property requires structure that remains elusive. For this reason, even proposing a plausible construction, without the burden of proof, requires further insight and is not an easy task. To the best of our knowledge, there is a single candidate in the literature, due to Moore and Schulman [19]. The construction’s distance property relies on an intriguing open conjecture about certain exponential sums that the authors introduce. The Moore-Schulman conjecture was verified computationally for small instances, and the hope is that these represent the general case.

1.1 Our Contribution

In this work we put forth a candidate construction of asymptotically-good tree codes. Namely, for some universal constant $c \geq 1$ and for every integer $n \geq 1$ we give an explicit construction of a depth-$n$ binary tree code with $c$ colors. The distance of the tree code is bounded below by some constant $\delta > 0$, independent of $n$, provided a conjecture that we introduce on certain Pascal determinants associated with the points of the Boolean hypercube holds. We give independent supporting evidence for our conjecture: first through the combinatorics of planar path graphs underlying our construction and then based on well-studied heuristics from arithmetic geometry. Furthermore, we verify the conjecture computationally on small values.

Our candidate tree code is an extension of the [7] construction. We set the stage in Section 2 with a discussion of [7] followed by a description of our contributions in Section 3. Underlying the [7] construction is a key online uncertainty principle for the Newton basis: a consequence of non-vanishing of Pascal (binomial) sub-matrix determinants, proved by invoking the combinatorial Lindström-Gessel-Viennot lemma. These determinants are in fact positive numbers growing exponentially with the depth of the tree, forcing the [7] construction to require poly-logarithmic number of colors. With the intent of reducing the number of colors, one may try to work modulo a prime in hopes the non-vanishing is still preserved. In Section 3.1 we reason the contrary is true: it is unlikely to work for primes small enough to guarantee a constant number of colors. There are exponentially many Pascal sub-matrix determinants, at least one of which is likely to vanish “accidentally” modulo the chosen prime.

Our main technical contribution is an extension of the [7] construction, which we present as a candidate asymptotically-good tree code. The construction extends ideas of [7] and further makes use of the vanishing-distance tree code by Gelles et al. [12], which allows us to relax our assumption. An informal description of the main ideas is in Section 3.3 with a formal treatment of the more intricate aspects deferred to Section 5. In our construction, the role of each Pascal sub-matrix determinant is recast as a bundle of Pascal sub-matrix determinants, parametrized by points on the Boolean hypercube of high enough dimension (hence the term “Pascal determinant cube” in the title). We then work modulo a prime $p$ of appropriate size. Instead of worrying about a determinant vanishing modulo $p$, we only have to worry about the whole associated cube of Pascal determinants vanishing modulo $p$. Informed by computation, combinatorics and arithmetic, we formulate the Conjecture 4 in Section 3.2 that the cube of determinants never vanishes modulo our chosen prime. We prove that if the conjecture (or even an asymptotic version of it, Conjecture 5) holds then our construction is indeed asymptotically good.

In Appendix A, we investigate our conjecture through a combinatorial lens. Each determinant bundle in the conjecture can be encoded as an integer polynomial whose evaluation at the points of the Boolean hypercube gives the bundle. Through the Lindström-
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Gessel-Viennot lemma, in Appendix A.1 we prove that the polynomial never vanishes on any point of the Boolean hypercube. For the conjecture to fail, all these exponentially many evaluations must be divisible by our chosen prime number, which we reason is likely impossible for our chosen parameters. This very scenario is reformulated in terms of Boolean functions in Appendix A.2, by multi-linearizing the aforementioned polynomial. Conjecture 4 is then rephrased as the non vanishing of an $\mathbb{F}_p$-valued Boolean function, furthering our belief in the conjecture.

In Appendix B, we look to deep results from arithmetic geometry to claim the plausibility of our conjecture. If the hypersurface of zeroes of the aforementioned polynomial encoding the bundle of determinants intersects with the Boolean hypercube generically, our conjecture holds true. Following Fouvry [10], we investigate this intersection deploying Katz-Laumon exponential sums. The bounds on Katz-Laumon sums and Fouvry’s point counting technique fall short of quantitatively proving our conjecture. Yet, we show they suffice to prove a nontrivial relaxation of our conjecture: with the Boolean hypercube extended to hypercubes of side length $\approx p^{3/4}$. Despite falling short of proving our conjecture, the methods are illuminating and suggest there are no arithmetic obstructions to our conjecture.

1.2 Recent Developments

Since posting our report online, there have been several exciting developments. Brakerski, Kalai and Saxena [5] published a major advancement on the use of tree codes in interactive coding. They demonstrate how a tree code with an efficient encoding algorithm suffices in obtaining efficient and deterministic interactive coding schemes against adversarial errors. In particular, they completely eliminate the necessity of the tree code possessing an efficient decoding algorithm. Our candidate tree code clearly has an efficient encoding algorithm and seamlessly fits their needs. Therefore, proving our tree codes are indeed asymptotically good would immediately imply efficient and deterministic interactive coding schemes.

Pudlák gleaned an abstraction of our construction and reduced the problem of constructing asymptotically good tree codes to constructing block matrices of the following form [22]. Consider an $n \times n$ block matrix whose entries are $2 \times 1$ column vector blocks. Say it is triangular, meaning all blocks above the diagonal are $(0, 0)$ vectors. For every $k \times k$ block sub matrix (where the sorted column indices are never ahead of the row indices), Pudlák demands that the $2k \times k$ matrix induced by forgetting the block structure is full rank. This rank criterion is a relaxation of our determinant bundle non vanishing. Pudlák further proves that random triangular block matrices with entries from a finite field of size quadratic in $n$ satisfy the rank criterion with high probability. Explicit deterministic construction of such block matrices beckons, with our construction being the only currently proposed candidate.

2 Cohen-Haeupler-Schulman Tree Codes

For the sequel, it is convenient to think of a tree code as an online version of a regular error correcting code. Recall that a tree code consists of a complete rooted, depth-$n$ binary tree in which each edge is labeled by a symbol from an alphabet $\Sigma$. This naturally induces a one-to-one mapping assigning each binary string $s$ to a path starting at the root, where $s$ indicates which child is taken in each of the steps. Such a path maps to a string over $\Sigma$, namely, the concatenation of symbols along the path. This way, a tree code $T$ encodes any binary string $s$ into an equally long string $T(s)$ over $\Sigma$. This encoding has the online property because the encoding of any prefix does not depend on later symbols. Thus, one
can view a binary tree code as an online function $T : \{0, 1\}^n \to \Sigma^n$. It is useful to consider input alphabets other than binary (which corresponds to a larger arity of the tree). In [7], the input elements are symbols of $\mathbb{Z}$ rather than $\{0, 1\}$.

The distance property of a tree code can be phrased as follows when viewed as a function $T : \Sigma^n_m \to \Sigma^n_{m_{\text{out}}}$. For every pair of distinct strings $m = (m_0, \ldots, m_{n-1})$, $m' = (m'_0, \ldots, m'_{n-1})$, $c$ being the least integer such that $m_c \neq m'_c$, the following holds. For every $\ell \in [0, n-c]$ (for integers $a < b$ we write $[a, b)$ for $\{a, a+1, \ldots, b-1\}$) the strings $(T(m)_c, \ldots, T(m)_{c+\ell})$, $(T(m'_c), \ldots, T(m'_{c+\ell}))$ are at Hamming distance at least $\delta(\ell + 1)$.

**The Newton basis.** [7] makes use of the Newton basis for real polynomials. This basis consists of polynomials of the form \( \binom{x}{k} \in \mathbb{R}[x] \) for $k \in \mathbb{N}$, where \( \binom{x}{k} = \frac{x(x-1)\cdots(x-(k-1))}{k!} \).

It is easy to verify that for every $d \in \mathbb{N}$, the set \( \{\binom{x}{k} \mid k = 0, 1, \ldots, d\} \) forms a basis for the space of univariate real polynomials of degree at most $d$. The feature which makes the Newton basis suitable for constructing tree codes unlike, say, the standard basis, is its online nature with respect to $\mathbb{N}$. Let $m_0, \ldots, m_t \in \mathbb{R}$. Let $f(x) = \sum_{i=0}^t a_i x^i$ be the least degree polynomial that interpolates on the points $(0, m_0), \ldots, (t, m_t)$. Then, generally, given a new point $(t+1, m_{t+1})$, the least degree polynomial, $g(x) = \sum_{i=0}^{t+1} b_i x^i$, that interpolates on $(0, m_0), \ldots, (t+1, m_{t+1})$ will have a completely different sequence of coefficients (i.e., $a_i \neq b_i$). By contrast, using the Newton basis, the coefficients that were already “recorded” stay intact given the new point $(t+1, m_{t+1})$. More precisely, if $f(x) = \sum_{i=0}^t \gamma_i \binom{x}{i}$ then $g(x) = f(x) + \gamma_{t+1} \binom{x}{t+1}$ for some $\gamma_{t+1} \in \mathbb{R}$. Thus, for every $t$, the coefficient $\gamma_t$ is determined by $m_0, m_1, \ldots, m_t$. Another convenient property of the Newton basis, not shared by the standard basis, is that if $m_0, \ldots, m_t$ are all integers, so are the coefficients $\gamma_0, \ldots, \gamma_t$.

**The [7] tree code over the integers.** In [7], for every integer $n \geq 1$ a function $\text{TC}_Z : \mathbb{Z}^n \to (\mathbb{Z} \times \mathbb{Z})^n$ is constructed as follows. Given $m = (m_0, \ldots, m_{n-1}) \in \mathbb{Z}^n$, let $f \in \mathbb{R}[T]$ be the least degree real polynomial that interpolates on $(0, m_0), \ldots, (n-1, m_{n-1})$. Expand $f$ in the Newton basis $f(T) = \sum \gamma_t \binom{T}{t}$. With this notation, for every $t \in [0, n]$, define $\text{TC}_Z(m)_t = (m_t, \gamma_t)$. In words, at time $t$, both the $t^{th}$ input symbol is outputted as well as the “new” coefficient $\gamma_t$.

**Analysis.** To argue about the distance of $\text{TC}_Z$, using the fact that it is $\mathbb{R}$-linear, one has to prove that if $c \in [0, n)$ is the least integer for which $m_c \neq 0$ then for every $\ell \in [0, n-c)$, at least $\delta$-fraction of the indices in $[c, c+\ell]$ satisfies that $\text{TC}_Z(m)_t$ is nonzero (as a pair). If we write, for $d \in [0, n)$, $f_d(T) = \sum_{t=0}^d \gamma_t \binom{T}{t}$ then the number of non-zeros in the sequence $\gamma_c, \gamma_{c+1}, \ldots, \gamma_{c+\ell}$ is precisely the sparsity of $f_{c+\ell}$ in the Newton basis. This, together with the fact that for every $i \leq t$, $m_i = f_t(i)$, implies that to “break” the construction $\text{TC}_Z$, one must come up with a sparse polynomial $f_{c+\ell}$, with respect to the Newton basis, that has many roots in $I = \{c, c+1, \ldots, c+\ell\}$. Indeed, if $f_{c+\ell}$ is not sparse, then many of the $\gamma$-entries of $\text{TC}_Z(m)_t \in \mathbb{N}$ be nonzero. On the other hand, if $f_{c+\ell}$ has only few roots in $I$ then many of the $m$-entries are nonzero. To this end, the main lemma proved in [7] is a bound on the numbers of distinct integral roots a real polynomial can have as a function of its sparsity in the Newton basis.

**Lemma 2 ([7]).** Let $f \in \mathbb{R}[T]$ be a nonzero polynomial of sparsity $s \geq 1$ in the Newton basis. Let $c \geq 0$ be the least integer such that $f(c) \neq 0$. Then, $f$ has at most $s - 1$ distinct roots in $[c, \infty) \cap \mathbb{N}$.

Lemma 2 implies that if the sparsity of $f_{c+\ell}$ is $s$ then there can be at most $s - 1$ zeros among the $m$-entries of $\{\text{TC}_Z(m)_t\}_{t \in I}$, establishing $\text{TC}_Z$ has distance at least $\frac{1}{2}$. 
The Lindström-Gessel-Viennot Lemma. Lemma 2 is proved using a corollary of the Lindström-Gessel-Viennot Lemma. Let \( t = (t_1, \ldots, t_s) \), \( c = (c_1, \ldots, c_s) \) be strictly increasing sequences of non-negative integers. Let \( M_{t,c} \) be the \( s \times s \) matrix whose \((i,j)\)th entry is given by \( \binom{t_i}{c_j} \). We write \( c \leq t \) if \( c_i \leq t_i \) for every \( i \in [s] \).

Lemma 3 ([13], Corollary 2). \( c \leq t \iff \det M_{t,c} \neq 0 \).

For more recent treatments of the LGV Lemma see [1], Chapter 5.4 or [2], Chapter 25. This lemma is in fact much older, and we invite the reader to look at the appendix of [7] for more information regarding the history of this lemma.

The binary tree code. To reduce the alphabet to binary, [7] proves that if for every \( t_i \leq 2^k \) for some \( k \) then \( |\gamma_t| \leq 2^{t+k} \). Given a binary string \( m = (m_0, \ldots, m_{n-1}) \), partition \( m \) to \( \sqrt{n} \) consecutive blocks of length \( \sqrt{n} \), and interpret each block as a non-negative integer \( M_i \) of size at most \( 2\sqrt{n} \). At this point, the tree code over the integers \( TC : \mathbb{N}^{\sqrt{n}} \to (\mathbb{Z} \times \mathbb{Z})^{\sqrt{n}} \) can be applied to \( M_0, \ldots, M_{\sqrt{n}-1} \). By the above bound, \( |\gamma_t| \leq 2^{t+\sqrt{n}} \leq 2^{2\sqrt{n}} \). Hence, an output symbol \((m_t, \gamma_t)\) can be encoded using \( 3\sqrt{n} \) bits. Of course, these bits cannot be output on the fly as one must write a symbol only after all of the \( \sqrt{n} \) bits of the corresponding input symbol have been read. This creates a “lag” of length \( \sqrt{n} \) that can be resolved by using a depth-\( \sqrt{n} \) tree code which is obtained recursively. As the recursive depth is \( O(\log \log n) \) and since for every bit read one writes \( O(1) \) bits per recursive call, the number of bits written per input bit is \( O(\log \log n) \). Hence, the poly(\( \log n \)) alphabet size.

3 Our Contribution

3.1 The Unlikeness of an LGV-Like Lemma Over Small Fields

The reason that the [7] construction is not asymptotically-good is that their tree code is constructed over the integers, and the alphabet reduction that is invoked has a cost that is exponential in the depth of the recursion. The recursion’s depth is directly affected by the magnitude of the \( \gamma_t \) symbols which, unfortunately, are exponential in \( t \). Taking \( \sqrt{n} \)-length blocks yields the best trade-off, resulting in depth \( O(\log \log n) \).

One can show that resorting to such recursion could have been avoided if the construction was carried over a prime field \( \mathbb{F}_p \) with \( p = \text{poly}(n) \). That is, instead of outputting \( \gamma_t \), output its reduction modulo \( p \). To be precise, for the construction to work, one must take \( p \geq n^e \) due to other considerations. However, as long as \( p < n^e \) for some constant \( e \), standard techniques can be used to obtain an asymptotically-good binary tree code, where the constant \( e \) will affect the rate of the resulted tree.

A very similar approach to this was raised by Pudlák [21]. On this, we quote a sentence from the conclusion part of [21]: “This seems to be a very difficult problem and we do not dare to conjecture that \( p \) may be of polynomial size”. At this point, Pudlák suggests studying restricted cases for which small fields suffice and try to base tree code constructions on such results, but we digress.

In consensus with Pudlák, we too believe that the approach of working over \( \mathbb{F}_p \) as suggested above is not likely to work. That is, it seems very plausible to us that the LGV Lemma does not have an analog over a field of size \( \text{poly}(n) \). More precisely, we suspect that for every constant \( e \geq 1 \), there exists \( n_0 = n_0(e) \) such that for every \( n \geq n_0 \) and \( p \leq n^e \), there exists a pair \( t, c \in [0, n]^s \), for some \( s \in [n] \), satisfying \( c \leq t \), such that \( \det M_{t,c} \equiv_p 0 \).

To get some intuition as to why we believe this is the case, fix some prime \( p \) and \( s \in [n] \). There are between \( \binom{n}{s} \) and \( \binom{n}{s}^2 \) pairs of sequences \( t, c \) to consider. Unless some structure is present, one would expect that roughly \( \frac{1}{p} \) fraction of pairs \( t, c \) would satisfy \( p \mid \det M_{t,c} \).
By that heuristic, we do not expect that \( p \) can be taken much smaller than \( \binom{n}{s} \). As we are interested in \( s \) that can be as large as \( \Omega(n) \), this heuristic points against the existence of a “good” prime \( p = 2^\Theta(n) \), let alone \( p = \text{poly}(n) \).

This heuristic is supported by a computational search that we carried. Let \( \mathcal{P}_1 : \mathbb{N} \to \mathbb{N} \) be the function that maps \( n \in \mathbb{N} \) to the least prime \( p \) that satisfies the following property. For every \( s \in [n] \) and strictly increasing sequences \( c = (c_1, \ldots, c_s), t = (t_1, \ldots, t_s) \in [0, n]^s \) with \( c \leq t \) it holds that \( \det M_{t,c} \neq 0 \). Informally, \( \mathcal{P}_1 \) maps \( n \) to the smallest prime \( p \) that is “good” for \( n \). An exhaustive search we have conducted for hundreds of computer hours seems to suggest that \( \mathcal{P}_1(n) \) grows exponentially with \( n \).

Table 1: Values of \( \mathcal{P}_1(n) \) obtained using a computer search.

<table>
<thead>
<tr>
<th>( n )</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{P}_1(n) )</td>
<td>13</td>
<td>17</td>
<td>47</td>
<td>89</td>
<td>241</td>
<td>641</td>
<td>2,687</td>
<td>6,521</td>
<td>15,401</td>
<td>74,257</td>
<td>&gt; 250,000</td>
</tr>
</tbody>
</table>

Since posting our preprint online, Karingula and Lovett [16] consider the non singularity of submatrices of triangular matrices modulo \( p \) in a different context. They too arrive at our conclusion, in fact, conjecturing a stronger claim ([16], Conjecture 1.5): for every triangular integer matrix, a fraction of the determinants (corresponding to index sequences \( t, c \), as above) are likely to vanish modulo \( p \) unless the field size \( p \) grows exponentially.

### 3.2 A Conjecture

The informal heuristic presented above makes the point that no \( \text{poly}(n) \)-size prime is likely to work against all \( \exp(n) \) many pairs of sequences as we have no evidence for a structural phenomenon to support the seemingly unlikely alternative. The main contribution of this work is a tree code construction—a variant of [7]—whose distance analysis relies on what we believe is a plausible statement which we put forth as a conjecture. To formally state our conjecture some preparation is required.

As before, let \( c = (c_1, \ldots, c_s), t = (t_1, \ldots, t_s) \in [0, n]^s \) be a pair of strictly increasing sequences with \( c \leq t \). For symbolic variables \( X_1, \ldots, X_s \), define the \( s \times s \) (symbolic) matrix \( M_{t,c}(X_1, \ldots, X_s) \) whose \((i,j)\)th entry is given by \( \binom{X_i + t_j}{c_j} \). Define \( \Phi_{t,c}(X_1, \ldots, X_s) \) as \( \det M_{t,c}(X_1, \ldots, X_s) \in \mathbb{Z}[X_1, \ldots, X_s] \). For a prime \( p \), let \( \Phi_{p,t,c}(X_1, \ldots, X_s) \in \mathbb{F}_p[X_1, \ldots, X_s] \) denote the reduction of \( \Phi_{t,c} \) at \( p \). That is, every coefficient of \( \Phi_{t,c} \) is taken modulo \( p \) to form \( \Phi_{p,t,c} \). With this notation, to ensure that the [7] tree code works over \( \mathbb{F}_p \), one must establish that \( \Phi_{p,t,c}(0, \ldots, 0) \neq 0 \) for all \( t, c \) in question. Put differently, the [7] construction fails if for some pair \( t, c \) as above, \( \Phi_{p,t,c} \) evaluates to 0 at the origin. Our main contribution is an explicit construction which fails only if \( \Phi_{p,t,c} \) evaluates to 0 on the entire Boolean hypercube \( \{0,1\}^s \).

Equivalently, our construction is asymptotically-good if

\[
\exists (x_1, \ldots, x_s) \in \{0,1\}^s \quad \Phi_{t,c}(x_1, \ldots, x_s) \neq_p 0. \tag{3.1}
\]

### 3.2.1 Preliminary Informal Discussion on the Plausibility of Equation (3.1)

To start with, consider a very informal point of view on the plausibility of Equation (3.1), a discussion similar in spirit to the one conducted for arguing against the plausibility of taking the [7] construction over \( \mathbb{F}_p \). Heuristically, and very informally, one may think of the \( 2^s \) conditions in Equation (3.1) as \( 2^s \) trials that are “generated by \( s \) independent
random variables” $X_1, \ldots, X_s$. Unless some structural obstruction is in place, the “event” in Equation (3.1) is expected to have probability of about $p^{-s}$. Continuing this informal line of reasoning, by a union bound, one would expect that for a choice of $p$ satisfying $p^{-s} \left(\frac{n}{s}\right)^2 \lesssim \frac{1}{n}$, Equation (3.1) holds for every pair $t, c \in [0, n]^s$, for every $s \in [n]$. The latter holds by taking $p \gg n^3$.

Another informal argument supporting the validity of Equation (3.1) is as follows. Note that $\Phi_{t,c}$ has total degree $d \leq sn \leq n^2$. In fact, as we only care about $\Phi_{t,c}$ restricted to $\{0,1\}^s$, we may assume that $\Phi_{t,c}$ is multi-linear and so $d \leq s \leq n$. One can show that for $p > n$, $\Phi_{t,c}^p$ is a nonzero polynomial; thus, by Schwartz-Zippel, $\Phi_{t,c}^p$ has at most $\frac{2}{p} \leq \frac{2}{p}$ fraction of roots in $\mathbb{F}_p^s$. By taking, say, $p \geq n^2$, the roots of $\Phi_{t,c}$ occupy at most $\frac{1}{\sqrt{p}}$-fraction of $\mathbb{F}_p^s$. Now, for the heuristic part, one may conjecture that $\{0,1\}^s$ “looks random” to the zero set $V_{t,c}$ of $\Phi_{t,c}$. As a weak consequence, $\{0,1\}^s$ is not contained in $V_{t,c}$, which is the content of Equation (3.1).

3.2.2 The Conjecture

There is one small technical issue we need to address before presenting our formal conjecture. Note that if $t_{i+1} = t_i + 1$ for some $i$ then $\Phi_{t,c}(x_1, \ldots, x_s) = 0$ whenever $x_i = 1$ and $x_{i+1} = 0$ for the simple reason that two of the rows of $M_{t,c}(x_1, \ldots, x_s)$ are identical. Informally, from the heuristic point of view discussed above, when $t_{i+1} = t_i + 1$, the events associated with the variables $X_i, X_{i+1}$ are dependent. To exclude these trivial roots of $\Phi_{t,c}(x_1, \ldots, x_s)$ we assume in the conjecture (and guarantee in the construction) that $t, c$ only have even entries. In Appendix A.1 we prove that, having done so, $\Phi_{t,c}$ has no root in $\{0,1\}^s$. That is, when considering $t, c$ with even entries, $\Phi_{t,c}(x_1, \ldots, x_s) \neq 0$ for every $(x_1, \ldots, x_s) \in \{0,1\}^s$, and so it is only the reduction modulo $p$ that may yield roots. With this, we are finally ready to state our conjecture.

**Conjecture 4 (The Pascal determinant cubes (PDC) conjecture).** There exists a universal constant $c_p \geq 1$ such that for every integer $n \geq 1$ and prime $p \geq n^6$ the following holds. For every $s \in [n]$ and a pair of strictly increasing sequences $t = (t_1, \ldots, t_s), c = (c_1, \ldots, c_s) \in ([0, n] \cap \mathbb{Z})^s$ satisfying $c \leq t$, $\exists (x_1, \ldots, x_s) \in \{0,1\}^s$ $\Phi_{t,c}^p(x_1, \ldots, x_s) \neq 0$.

3.2.3 Experiments Supporting Conjecture 4

To support Conjecture 4 and, more fundamentally, to verify that there is no “structure” obstructing our heuristic arguments, we ran a computer search. Let $\mathcal{P}_2 : \mathbb{N} \to \mathbb{N}$ be the function that maps $n \in \mathbb{N}$ to the least prime $p$ that satisfies the following property. For every $s \in [n]$, and every pair of strictly increasing sequences $t = (t_1, \ldots, t_s), c = (c_1, \ldots, c_s) \in ([0, n] \cap \mathbb{Z})^s$ satisfying $c \leq t$, it holds that $\Phi_{t,c}^p(x_1, \ldots, x_s) \neq 0$ for some $(x_1, \ldots, x_s) \in \{0,1\}^s$. Informally, $\mathcal{P}_2$ maps $n$ to the least prime that is “good” for $n$ in our conjecture. In comparison with $\mathcal{P}_1$, for every $t, c$ in question, $\mathcal{P}_1$ provides $\Phi_{t,c}^p$ a single trial by evaluating it over the origin, while $\mathcal{P}_2$ evaluates it over the entire Boolean hypercube of dimension $s$, and accepts the smallest prime that for every such $t, c, \Phi_{t,c}^p$ doesn’t vanish on at least one of its points.

An exhaustive search we have conducted, spanned over hundreds of computer hours, verifies at least for small numbers, that unlike $\mathcal{P}_1(n)$, the function $\mathcal{P}_2(n)$ grows very slowly with $n$. In fact, the data collected in Table 2 shows that for $7 \leq n \leq 30$, $\mathcal{P}_2(n)$ equals the least prime number $p \geq n - 1$. \footnote{This is tight, namely, for every $n \geq 7$, $\mathcal{P}_2(n) \geq n - 1$. Indeed, take $p < n - 1$ a prime. If $p \geq 5$, consider}
Table 2 Values of \( P_2(n) \) obtained using a computer search. Note that for an even \( n \), \( P_2(n) = P_2(n-1) \) as \( t, c \) have even entries. Thus, only the data of odd \( n \)'s is collected.

<table>
<thead>
<tr>
<th>( n )</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>11</th>
<th>13</th>
<th>15</th>
<th>17</th>
<th>19</th>
<th>21</th>
<th>23</th>
<th>25</th>
<th>27</th>
<th>29</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_2(n) )</td>
<td>3</td>
<td>7</td>
<td>11</td>
<td>11</td>
<td>13</td>
<td>17</td>
<td>17</td>
<td>19</td>
<td>23</td>
<td>23</td>
<td>29</td>
<td>29</td>
<td>29</td>
</tr>
</tbody>
</table>

We do not expect \( P_2(n) \) to grow so slowly and we certainly do not expect it to have such a simple formula. While we could not compute \( P_2(n) \) for \( n > 29 \), we were able to show that \( P_2(127) > 131 \) by eliminating the first two “potential” primes 127, 131. To see that, say, \( P_2(127) \neq 131 \) we invite the diligent reader to verify that \( c = (0, 4, 10) \), \( t = (64, 68, 74) \) yields a counterexample. That is,

$$
\begin{pmatrix}
64 + x_1 \\
68 + x_2 \\
74 + x_3 \\
\end{pmatrix}
\begin{pmatrix}
0 \\
4 \\
0 \\
\end{pmatrix}
\begin{pmatrix}
64 + x_1 \\
68 + x_2 \\
74 + x_3 \\
\end{pmatrix}
\begin{pmatrix}
0 \\
4 \\
0 \\
\end{pmatrix}
\equiv_{131} 0
$$

for every \((x_1, x_2, x_3) \in \{0, 1\}^3\).

3.2.4 Asymptotic Version of Conjecture 4

For the informal heuristic argument used in Section 3.2.1 the point made is that while the number of “tests” \((t, c)\) grows exponentially with \( s \), so does the number of “trials” \((x_1, \ldots, x_s)\). Thus, when considering such a heuristic, \( s \) is thought of as an asymptotic parameter. However, Conjecture 4 is stated for every \( s \geq 1 \). While it may very well be the case that our conjecture holds as is, we prefer to base our construction on a more robust conjecture that avoids the possible “irregularities” that may be present for small values of \( s \).

A natural relaxation is to bound \( s \) from below by some parameter \( s_0 \) that is may even be allowed to grow with \( n \). However, note that this should be done with some care. Indeed, if Conjecture 4 can be falsified for some value \( s \), it is immediately false for larger values of \( s \). To see this, take the counterexample \( c = (c_1, \ldots, c_s) \), \( t = (t_1, \ldots, t_s) \in [0, n]^s \) and consider \( c' = (c_1, \ldots, c_s; c_{s+1}) \), \( t' = (t_1, \ldots, t_s, t_{s+1}) \in [0, n]^s \) where \( c_{s+1}, t_{s+1} \) are chosen so that \( t_s < c_{s+1} \leq t_{s+1} \). Observe that this has the effect of “embedding” \( M_{t, c}(X_1, \ldots, X_s) \) as the top-left sub matrix of \( M_{t', c'}(X_1, \ldots, X_{s+1}) \). Furthermore, all but the lowest entry of the rightmost column are 0. In particular,

$$
\Phi_{t', c'}(X_1, \ldots, X_{s+1}) = \left( \frac{t_{s+1} + X_{s+1}}{c_{s+1}} \right) \cdot \Phi_{t, c}(X_1, \ldots, X_s).
$$

Thus, if \( \Phi_{t, c} \) vanishes on \([0, 1]^s\) then \( \Phi_{t', c'} \) vanishes on \([0, 1]^{s+1}\).

The “correct” way of formalizing a relaxation of Conjecture 4 in which only sufficiently large \( s \) are of interest is to restrict to pairs \( t, c \) for which not only \( s \geq s_0 \) but also \( t_1 \geq c_{s_0} \).

Observe that under this condition, counterexamples of size less than \( s_0 \) cannot be embedded as in the above discussion. We state below a variant of Conjecture 4 on which our candidate constructions rely. However, when discussing our conjecture we do not distinguish between Conjecture 4 and Conjecture 5 unless such a distinction is essential.

the sequences \( t = (0, p+1) \) and \( c = (0, 4) \). Note that \( \Phi^p_{t, c}(x_1, x_2) = \left( \frac{p+1+x_2}{4} \right) \), and that \( p \) divides both \( \left( \frac{p+1}{4} \right) \) and \( \left( \frac{p+2}{4} \right) \). For \( p = 2, 3 \) one can use \( t = (0, 2p), c = (0, 2) \). By Table 2, the assertion is false for \( n < 7 \).
Candidate Tree Codes via Pascal Determinant Cubes

**Conjecture 5 (Asymptotic PDC conjecture).** There exist universal constants $e_p, e_s \geq 1$ such that for every integer $n \geq 1$ and prime $p \geq n^{e_p}$ the following holds. For every $s \geq s_0 \triangleq (\log n)^{e_s}$ and every pair of strictly increasing sequences $t = (t_1, \ldots, t_s), c = (c_1, \ldots, c_s) \in ([0, n) \cap \mathbb{Z})^s$ satisfying $t \geq c$ and $t_1 \geq c_{s_0}$, it holds that $\exists(x_1, \ldots, x_s) \in \{0, 1\}^s : \Phi_{t,c}(x_1, \ldots, x_s) \neq 0$.

We will overcome this relaxation with the aid of the explicit tree code by Gelles et al. [12], which will provide some structure to the polynomials we need to analyze to prove the correctness of our construction.

### 3.2.5 Structural Factors of $\Phi_{t,c}$ and Its Linearization

Conjecture 4 only concerns with the evaluation of $\Phi_{t,c}$ at the Boolean hypercube which, recall, we prove never vanishes in Appendix A.1. But, as defined, $\Phi_{t,c}$ does not encode this in any way. In this section, we identify and remove certain factors of $\Phi_{t,c}$ that are, in a sense, “outside” the Boolean hypercube, and so are of no interest to us.

For sequences $t, c$ as in Conjecture 4, consider the matrix $M_{t,c}(X_1, \ldots, X_s)$. Take distinct $i, j \in [s]$ with $i > j$. The substitution $X_i = X_j + t_j - t_i$ turns the $i^{th}$ and $j^{th}$ rows identical, resulting in an identically zero determinant. By Hilbert’s Nullstellensatz, $X_i - X_j + t_j - t_j$ divides $\Phi_{t,c}(X_1, \ldots, X_s)$ in $\mathbb{Q}[X_1, \ldots, X_s]$. Therefore the determinant polynomial is of the form

$$\Phi_{t,c}(X_1, \ldots, X_s) = \Xi_{t,c}(X_1, \ldots, X_s) \cdot \prod_{i>j} (X_i - X_j + t_i - t_j)$$

for some polynomial $\Xi_{t,c}[X_1, \ldots, X_s] \in \mathbb{Q}[X_1, \ldots, X_s]$. In fact, by Gauss’s lemma for GCD domains, $\Xi_{t,c}[X_1, \ldots, X_s]$ is in $\mathbb{Z}[X_1, \ldots, X_s]$ since $\Phi_{t,c}$ and the structural factor are both primitive. Thus, we can consider reduction modulo a prime $p$. Since $t_i, t_j$ are distinct even numbers in $[0, n)$, the structural factors do not vanish at any point of the Boolean hypercube, even when reduced modulo a prime $p > n$. Therefore, studying the zeros of $\Phi_{t,c}$ in the Boolean hypercube is equivalent to studying those of $\Xi_{t,c}$, even modulo a prime $p > n$.

Observe that the linearization of the univariate polynomial $\binom{X+t}{c}$, for $c \geq 1$ takes the nice form $\binom{X+t}{c} = \binom{t}{c-1}X + \binom{t}{c}$ as can be seen using Pascal’s identity. In Appendix A.2 we take these ideas a step further and obtain a reformulation of Conjecture 4 which, informally, states that a certain polynomial $\Psi_{t,c}$ is nonzero (as an element of the ring $\mathbb{F}_p[X_1, \ldots, X_s]$). That is to say, while the [7] tree code fails over $\mathbb{F}_p$ if a certain polynomial has a root at the origin, via its reformulation, Conjecture 4 is false only if a certain polynomial is the zero polynomial. An asymptotic version, equivalent to Conjecture 5 is immediate.

In Appendix B we suggest a stronger variant of Conjecture 4 and further study the plausibility of Conjecture 4 and its stronger variant based on deep results in arithmetic geometry. In particular, we reason about the distribution of values attain by $\Phi_{t,c}$ on the Boolean hypercube by considering the exponential sum $\sum_{(x_1, \ldots, x_s) \in \{0, 1\}^s} \zeta_p^{\Phi_{t,c}(x_1, \ldots, x_s)}$, where $\zeta_p$ is a $p^{th}$ root of unity in $\mathbb{C}$, and collect computational data that appear in a longer version of the paper [3]. However, we wrap up this preliminary discussion on our conjecture and its variants. In the next section we go back to the problem of constructing tree codes, and give an informal presentation of our construction and its analysis, based on Conjecture 4 or, more precisely, based on the asymptotic variant, Conjecture 5.
3.3 The Candidate Tree Code

Our candidate construction is a variant of the construction discussed in Section 2. In fact, for obtaining distance larger than $\frac{1}{2}$, [7] modified their original construction so that at time $t$, not one but some $r \geq 1$ number of evaluations of the "current" polynomial $f_i$ is recorded. This enabled them to achieve distance $1 - \frac{1}{1+2^r}$. Our candidate construction is closely related to that variant. We make use of this idea of multiple evaluations not for improving the distance, but rather for relaxing the analysis so that it is plausible that the reduction modulo a small prime $p$ yields non-vanishing distance and, in particular, follows by Conjecture 5.

Recall, however, that Conjecture 5 holds only for pairs of length $s \geq s_0$ for which $t_1 \geq c_{s_0}$. Therefore, we need to introduce some mechanism to the construction so that its correctness does not rely on the behaviour when applied with small values of $s$ (nor on invalid pairs). To this end, we make use of an explicit tree code construction by [12]. For every $n \geq 1$, an explicit tree code $\text{TC}': [n^2]^n \rightarrow [2n]^n$ having distance $\frac{1}{\log n}$ is given (see Corollary 11 for a precise statement). Although $\text{TC}'$ has a vanishing distance, it suffices for our needs as we will not use $\text{TC}'$ directly for arguing about the distance; rather, we invoke $\text{TC}'$ to guarantee some structure on the polynomials we need to analyze.

Take $p > 2n^2$ a prime, and think of $\text{TC}' : [n^2]^n \rightarrow \mathbb{F}_p$ in the natural way. Our construction proceeds as follows. Given $m = (m_0, m_1, \ldots, m_{n-1}) \in [n^2]^n$ we first apply $\text{TC}'$ to obtain $(\gamma_0, \gamma_2, \gamma_4, \ldots, \gamma_{2(n-1)}) = \text{TC}'(m)$. For $t \in [0, n)$, we define $f_t(T) \in \mathbb{F}_p[2^t]$ by $f_t(T) = \sum_{j=0}^{c-1} \gamma_{2^j} T^j$. At time $t \in [0, n)$, our tree code $\text{TC} : [n^2]^n \rightarrow [2n]^n$ outputs $\text{TC}(m)_t = (\gamma_2, f_2(2t), f_1(2t + 1))$. As mentioned, as the alphabet is of size poly($n$), standard techniques can then be used to obtain an explicit binary tree code with comparable parameters. We thus have:

**Theorem 6.** Assume that Conjecture 5 holds with parameters $c_p, e_s$. Then, there exist $c = c(e_p, e_s) \in \mathbb{N}$ and $\delta = \delta(e_p, e_s) \in (0, 1)$ such that the following holds. For every $n \in \mathbb{N}$ there exists an explicit tree code $\text{TC} : \{0, 1\}^n \rightarrow [c]^n$ with distance $\delta$.

3.3.1 Sketch of the Analysis

As for the analysis, consider distinct $m = (m_0, m_1, \ldots, m_{n-1}), m' = (m'_0, m'_1, \ldots, m'_{n-1})$, and let $c \in [0, n]$ be the least integer for which $m_c \neq m'_c$. By the property of $\text{TC}'$ we get that for every $\ell \in [0, n-c)$, when restricted to $[c, c+\ell]$, the strings $\gamma = \text{TC}'(m), \gamma' = \text{TC}'(m')$ are of distance $s \geq \frac{1}{\log n}$. In particular, when considering $\ell \geq (\log n)^c$ for some constant $c > 1$, we have that $s \geq (\log n)^{c-1}$. Let us assume this bound on $\ell$ for the moment. Observe now that, by construction, $s$ is precisely the sparsity of the polynomial $g(T) = f_{c+\ell}(T) - f'_{c+\ell}(T)$ with respect to the Newton basis. Thus, we can write $g(T) = \sum_{j=1}^s \gamma_{2^{c_j}} T^{2c_j}$, where $c = c_1 < c_2 < \cdots < c_s \leq c + \ell < n$ and $\gamma''_{2c_j} = \gamma_{2c_j} - \gamma'_{2c_j}$.

We wish to bound the number of integers $t \in [c, c+\ell]$ for which $g(2t) = g(2t + 1) = 0$ as indeed for every such $t$, $\text{TC}(m)_t$ and $\text{TC}(m')_t$ agree when projected to the last two entries of the triplet. To get a bound of $b$ on such indices $t$, the natural approach is to assume the existence of some $t_1 < t_2 < \cdots < t_s$ in $[c, c+\ell]$ with $g(2t_i) = g(2t_i + 1) = 0$ for every $i \in [s]$, and try to get a contradiction via Conjecture 5 for a sufficiently large value $b$. Recall, however, that for the conjecture it is required that $t \geq c$ which is not necessarily the case. In [7] this technical issue is resolved by observing that one can restrict to the longest prefixes $(c_1, c_2, \ldots, c_s), (t_1, t_2, \ldots, t_s)$ of the original sequences for which $c_i \leq t_i$ for every $i \in [s]$. Such $s_1$ exists as $c_1 \leq t_1$.

Our analysis is somewhat trickier as we can only invoke Conjecture 5 starting from some $s_0$ (and under some restriction on the pair). In particular, in the notation of Conjecture 5, we have $s_0 = (\log (2n))^e_s$, and it may very well be the case that the longest prefix length
$s_1 < s_0$. To overcome this, and to satisfy the hypothesis of Conjecture 5, we first prove a bound of $s$ on the number of $t_i$’s in $[c_{s_0}, c + \ell]$ rather than in $[c, c + \ell]$. This can be done based on Conjecture 5 using a similar argument to that of [7] who invoke the LGV Lemma.

To bound the number of the remaining $t_i$’s, namely, those in $[c, c_{s_0}]$ we bound the length of this interval. Had $c_1, \ldots, c_{s_0}$ been arbitrary, the interval’s length could have been unbounded. However, recall that by construction, $c_1, \ldots, c_{s_0}$ are the indices in $[c, c_{s_0}]$ for which $TC'(m), TC'(m')$ disagree. Since $TC'$ has distance $\frac{1}{\log n}$ it follows that $s_0 \geq \frac{c_{s_0} - c}{\log n}$, and so the interval’s length is bounded by $c_{s_0} - c \leq s_0 \log n \leq (\log (2n))^{c_0 + 1}$. Hence, the total number of $t_i$’s is bounded by $s + (\log (2n))^{c_0 + 1}$, and so the distance between $TC(m)$ and $TC(m')$ when restricted to $[c, c + \ell]$ is at least max$(s, \ell - (s + (\log (2n))^{c_0 + 1}))$. By taking $\ell$ sufficiently large, the latter approaches $\frac{\ell}{2}$.

In the discussion above, we assumed $\ell$ is sufficiently large. In particular, $\ell > \ell_0 = (\log n)^e$ for some constant $e$. To resolve this “lag”, namely, to handle also smaller values of $\ell$, we use a standard technique in which an explicit tree code of length $O(\ell_0)$ is concatenated with the construction above.

### 4 Preliminaries

Let $n \geq 1$ be an integer and $\Sigma$ some (finite or infinite) set. For a string $x = (x_1, \ldots, x_n) \in \Sigma^n$ and integers $1 \leq a \leq b \leq n$, we let $x_{[a,b]}$ denote the substring $(x_a, \ldots, x_b)$. Given $x, y \in \Sigma^n$, we write $\text{dist}(x, y)$ for their Hamming distance. For an integer $n \geq 1$ write $[n]$ for $\{1, 2, \ldots, n\}$. For integers $a < b$ we denote $[a, b) = \{a, a + 1, \ldots, b - 1\}$. We use the conventions that the natural numbers are $\mathbb{N} = \{0, 1, 2, \ldots\}$, and that $\binom{n}{a} = 0$ for integers $0 \leq a < b$.

Tree codes, as their name suggest, are trees with certain distance properties. However, as discussed in Section 2, we use an equivalent definition of tree codes that more explicitly specifies their online characteristic. Recall that a function $f: \Sigma^n_{\text{in}} \rightarrow \Sigma^n_{\text{out}}$ is said to be online if for every $i \in [n]$ and $x \in \Sigma^n_{\text{in}}$, $f(x)_i$ is determined by $x_1, \ldots, x_i$. For a pair of distinct $x, y \in \Sigma^n$, we define split$(x, y)$ as the least integer $i \in [n]$ such that $x_s \neq y_s$.

**Definition 7 ([23]).** An online function $TC: \Sigma^n_{\text{in}} \rightarrow \Sigma^n_{\text{out}}$ is a tree code with distance $\delta$ if for every distinct $x, y \in \Sigma^n_{\text{in}}$, with $s = \text{split}(x, y)$, and every $\ell \in [0, n - s)$,

$$\text{dist} \left( \text{TC}(x)_{[s,s+\ell]}, \text{TC}(y)_{[s,s+\ell]} \right) \geq \delta(\ell + 1).$$

We refer to $n$ as the depth of $TC$. We refer to $\Sigma_{\text{in}}, \Sigma_{\text{out}}$ as the input alphabet and output alphabet, respectively.

We are interested in some further properties of tree codes.

**Definition 8.** Let $TC: \Sigma_{\text{in}}^n \rightarrow \Sigma_{\text{out}}^n$ be a tree code.

1. We say that $TC$ is a binary tree code if $\Sigma_{\text{in}} = \{0, 1\}$.
2. We say that $TC$ is explicit if it can be evaluated on every input $m \in \Sigma_{\text{in}}^n$ in polynomial time in the bit complexity of $m$.

### 5 Proof of Theorem 6

In this section we present our candidate tree code and prove Theorem 6. Our construction is obtained in several steps, where the main part is to construct a relaxation of tree codes, called a lagged tree code. Informally, this is a tree code whose distance property holds only after a certain time interval.
exists an explicit tree code defined in Equation (5.2)

there exists an explicit tree code

construction of lagged tree codes, given below by Proposition 12, has lag \( \ell_0 = \text{poly}(\log n) \). A result by Braverman [6] provides, for every constant \( \epsilon \in (0, 1) \) and integer \( m \) an asymptotically-good tree code of length \( m \) in time \( 2^{O(m^\epsilon)} \). Thus, asymptotically-good tree codes of length \( \ell_0 \) can be obtained in time \( \text{poly}(n) \). The obtained tree code (as well as the lagged tree code that is given by Proposition 12) is over a \( \text{poly}(n) \)-size alphabet. It is well-known how to reduce the alphabet to binary, obtaining tree codes with comparable parameters (see, e.g., [21], Proposition 3.1).

In light of the discussion above, we turn to present our candidate construction of \( \text{poly}(\log n) \)-lagged tree codes over \( \text{poly}(n) \)-size alphabet. Our construction makes use of a tree code construction by [12].

**Lemma 10** (Lemma 5.1 in [12]). There exists an absolute constant \( k_0 \in \mathbb{N} \) such that the following hold for every \( \epsilon > 0 \) and integers \( k,n \in \mathbb{N} \) such that \( \frac{k_0 \log n}{\epsilon} \leq k \leq n \). There exists an explicit tree code \( C : \Sigma^k_{\text{in}} \rightarrow \{0,1\}^{\frac{\log n}{\epsilon}} \), \( \Sigma^k_{\text{out}} = \{0,1\}^{\frac{\log n}{\epsilon} + 1} \), rate \( \rho' = \frac{1}{1+\epsilon/\log n} \) and relative distance at least \( \delta' = \frac{1}{1+2\log(n)/\epsilon} \).

The following is a straightforward corollary of Lemma 10 obtained by taking \( \epsilon = \frac{1}{2} \). Note that the factors of 4 and 8 in the alphabet size of \( TC' \) in Corollary 11 are for obtaining a tree code for every \( n \), not just a power of two as in Lemma 10.

**Corollary 11.** There exists a universal constant \( n_0 \geq 1 \) such that for every integer \( n \geq n_0 \) there exists an explicit tree code \( TC' : [4n^2]^n \rightarrow [8n^2]^n \) with distance \( \delta = \frac{1}{5\log n} \).

Given an integer \( n \geq n_0 \) we proceed as follows. Let \( p \) be the least prime number larger than \( \max(8n^2, (2n)^{\rho'}) \), where \( \rho' \) is the constant from Conjecture 5. By Corollary 11, there exists an explicit tree code \( TC' : [4n^2]^n \rightarrow [8n^2]^n \) with distance \( \frac{1}{5\log n} \). As \( p > 8n^2 \) we can embed the output symbols of \( TC' \) in \( \mathbb{F}_p \) by identifying them with the field elements \( 1, \ldots, 8n^2 \) of \( \mathbb{F}_p \). Hence, we may think of \( TC' \) as a function of the form \( TC' : [4n^2]^n \rightarrow \mathbb{F}_p^N \).

Define the function \( TC : [4n^2]^n \rightarrow (\mathbb{F}_p)^n \) as follows. Let \( m = (m_0, m_1, \ldots, m_n) \in [4n^2]^n \). Compute \( TC'(m) = (\gamma_0, \gamma_2, \ldots, \gamma_{2(n-1)}) \in \mathbb{F}_p^N \). For \( t = 0, 1, \ldots, n-1 \) define the polynomial \( f_t(T) \in \mathbb{F}_p[T] \) by

\[
f_t(T) = \sum_{i=0}^{t} \gamma_{2i} \binom{T}{2i}.
\]

Finally, for \( t = 0, 1, \ldots, n-1 \), define

\[
TC(m)_t = (\gamma_{2t}, f_t(2t), f_t(2t+1)).
\]

**Proposition 12.** Assume that Conjecture 5 holds with parameters \( c_p, c_s \). Then, \( TC \) as defined in Equation (5.2) is an \( \ell_0 \)-lagged tree code, where \( \ell_0 = 15(\log (2n))^{c_s+1} \), having distance \( \frac{1}{3} \) and rate at least \( \frac{1}{2 \max(2c_s)} \).

**Proof.** That the rate is bounded below by \( \frac{1}{2 \max(2c_s)} \) is a straightforward calculation. We turn to analyze the distance. Note that \( TC \) is not linear and so, for the distance analysis, we consider two distinct messages. Let \( m = (m_0, \ldots, m_{n-1}) \in [4n^2]^n \) and \( m' = (m'_0, \ldots, m'_{n-1}) \in [4n^2]^n \).
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distinct. Let $0 \leq c \leq n - 1$ be the least integer for which $m_c \neq m'_c$, and let $\ell \in [t_0, n - c)$. Denote

$$\gamma = (\gamma_0, \gamma_2, \ldots, \gamma_{2(n-1)}) = TC'(m),$$

$$\gamma' = (\gamma'_0, \gamma'_2, \ldots, \gamma'_{2(n-1)}) = TC'(m').$$

Since $TC'$ has distance $\frac{1}{5 \log n}$ it holds that

$$s \triangleq \text{dist} \left( (\gamma_{c+c+1}), (\gamma'_{c+c+1}) \right) = \text{dist} \left( (\gamma_{2c}, \gamma_{2(c+1)}, \ldots, \gamma_{2(c+\ell)}), (\gamma'_{2c}, \gamma'_{2(c+1)}, \ldots, \gamma'_{2(c+\ell)}) \right) \geq \ell + 1 \geq 0 \left(\text{and so the maximum is taken over a non-empty, finite, set}\right).$$

As $\ell \geq t_0$ we have that $s > s_0$, where $s_0 \triangleq (\log(2n))^{c}$. Similarly to Equation (5.1), we define for $t = 0, 1, \ldots, n - 1$ the polynomial $f'_t(T) \in F_p[T]$ by

$$f'_t(T) = \sum_{i=0}^{t} \gamma'_i \left( \frac{T}{2i} \right).$$

Observe that $s$ is precisely the sparsity of $f_{c+\ell}(T) - f'_{c+\ell}(T)$ with respect to the Newton basis. Let $c \leq c_1 < c_2 < \cdots < c_s \leq c + \ell$ be all the integers such that $\gamma_{2c_i} \neq \gamma'_{2c_i}$ for every $j \in [s]$. As $TC'$ is a tree code (with nonzero distance) $\gamma_{2c} = TC'(m)c \neq TC'(m')c = \gamma_{2c}$, and so $c_1 = c$. By denoting $\gamma'_i = \gamma_i - \gamma'_i$, one can write the polynomial $f_{c+\ell}(T) - f'_{c+\ell}(T)$ as

$$g(T) = \sum_{j=1}^{s} \gamma''_{2c_j} \left( \frac{T}{2c_j} \right).$$

Define $Z = \{ t \in [c, c + \ell] \mid g(2t) = g(2t + 1) = 0 \}$. 

\textbf{Claim 13.} Assuming Conjecture 5, $|Z \cap [c_{s_0}, c + \ell]| < s$.

\textbf{Proof.} Assume by way of contradiction that there are distinct integers $t_1, \ldots, t_s \in [c_{s_0}, c + \ell]$ such that

$$\forall i \in [s] \quad g(2t_i) = g(2t_i + 1) = 0.$$

(5.3)

Assume further that $t_1 < \cdots < t_s$. Let $s_1 \in \{ s_0, s_0 + 1, \ldots, s \}$ be the largest integer with the property that for every $i \in \{ s_0, s_0 + 1, \ldots, s_1 \}$, $t_i \geq c_i$. Note that $s_1$ is well-defined as $t_{s_0} \geq c_{s_0}$ (and so the maximum is taken over a non-empty, finite, set). Let $M(X_1, \ldots, X_{s_1})$ be the $s_1 \times s_1$ matrix whose $(i, j)^{th}$ entry is

$$M_{i,j}(X_1, \ldots, X_{s_1}) = \left( \frac{X_i + 2t_i}{2c_j} \right),$$

where $X_1, \ldots, X_{s_1}$ are formal variables. Let $\Phi \in F_p[X_1, \ldots, X_{s_1}]$ be the polynomial that is given by $\Phi(X_1, \ldots, X_{s_1}) = \det M(X_1, \ldots, X_{s_1})$. Denote $t = (2t_1, \ldots, 2t_{s_1})$ and $c = (2c_1, \ldots, 2c_{s_1})$. Note that $\Phi$ as defined above is precisely $\Phi^e_{c}$ in the notation of Conjecture 5. Clearly, $t, e \in (0, 2n] \cap 2Z$. We turn to show that $c \leq t$. Indeed, for $i \in \{ s_0, s_0 + 1, \ldots, s_1 \}$ we have that $t_i \geq c_i$ by the definition of $s_1$. Moreover, recall that for every $i \in [s]$, $t_i \geq c_{s_0}$, and so, for $i < s_0$ we have that $t_i \geq c_{s_0} > c_i$. Recall that $p \geq (2n)^{c}$, $s_1 \geq s_0 = (\log(2n))^{c}$, and $2t_1 \geq 2c_{s_0}$. Thus, the hypothesis of Conjecture 5 is met with $s, n$ in the notation
the conjecture taken to be \(s_1\) and \(2n\) in our notation, respectively. Therefore, assuming the validity of Conjecture 5 we conclude the existence of \((x_1, \ldots, x_{s_1}) \in \{0,1\}^{s_1}\) such that \(\Phi(x_1, \ldots, x_{s_1}) \neq 0\) in \(\mathbb{F}_p^*\).

We now use \((x_1, \ldots, x_{s_1})\) to get a contradiction. Let \(\Gamma \in \mathbb{F}_p^{s_1}\) be the vector with \(i\)th entry \(\Gamma_i = \gamma_{2c_i}''\). Observe that \(\Gamma\) is a nonzero vector. To see this, consider its first entry \(\Gamma_1 = \gamma_{2c_1}'' = \gamma_{2c_1}''\). Recall that \(\gamma_{2c}'' = \gamma_{2c} - \gamma_{2c}'\). As \(TC'\) is a tree code (with distance larger than 0) and since \(m_c \neq m_c''\) we have that \(\gamma_{2c} = TC'(m_c) \neq TC'(m_c'') = \gamma_{2c}'\). Thus, \(\Gamma_1 \neq 0\).

Since \(\Phi(x_1, \ldots, x_{s_1}) \neq 0\) we have that \(M(x_1, \ldots, x_{s_1})\) is nonsingular, and therefore \(M(x_1, \ldots, x_{s_1})\Gamma\) is a nonzero vector. Let then \(i \in [s_1]\) be such that \((M(x_1, \ldots, x_{s_1})\Gamma)_i \neq 0\). Note that

\[
(M(x_1, \ldots, x_{s_1})\Gamma)_i = \sum_{j=1}^{s_1} \gamma_{2c_j}'' \left( x_i + 2t_i \right) 2c_j.
\] (5.4)

Assume for the moment that \(s_1 < s\). As \(i \leq s_1\) we have that \(i < s\) and so we may refer to \(t_{i+1}\). As \(x_i \in \{0,1\}\), we have that \(2t_i + x_i \leq 2t_i + 1 < 2t_{i+1}\). Hence, as \(i \leq s_1\), \(2t_i + x_i < 2t_{s_1+1}\). By the definition of \(s_1\) we have that \(t_{s_1+1} < c_{s_1+1}\), and so \(2t_i + x_i < 2c_{s_1+1}\). Hence, \((x_i + 2t_i) = 0\) for all \(j \in \{s_1 + 1, \ldots, s\}\). Thus,

\[
\sum_{j=1}^{s_1} \gamma_{2c_j}'' \left( x_i + 2t_i \right) 2c_j = \sum_{j=1}^{s} \gamma_{2c_j}'' \left( x_i + 2t_i \right) 2c_j = g(2t_i + x_i).
\] (5.5)

Equation (5.5) trivially follows also when \(s_1 = s\), and so it holds in general, namely, without any assumption on \(s_1\). Equations (5.4) and (5.5) together imply that

\[
g(2t_i + x_i) = (M(x_1, \ldots, x_{s_1})\Gamma)_i \neq 0
\]

which, as \(x_i \in \{0,1\}\), stands in contradiction to Equation (5.3), and thus proving the claim.

\(\checkmark\) Claim 14. \(|Z| \leq s + 5(\log (2n))^{\varepsilon_s + 1}\).

Proof. As \(TC'\) is a tree code with distance \(\frac{1}{\log n}\), we have that

\[
s_0 = \text{dist}\left((\gamma_{2c_1}, \gamma_{2(c_1+1)}, \ldots, \gamma_{2c_0}), (\gamma_{2c_1}'', \gamma_{2(c_1+1)'}, \ldots, \gamma_{2c_0}'')\right)
\]

\[
= \text{dist}\left(TC'(m) [c_1, c_0], TC'(m') [c_1, c_0]\right)
\]

\[
\geq c_{s_0} - c_{1} + \frac{1}{5 \log n}
\]

\[
\geq c_{s_0} - 1 + \frac{1}{5 \log n}.
\]

Now, \(s_0 = (\log (2n))^{\varepsilon_s}\), and so

\[
c_{s_0} - c \leq (\log (2n))^{\varepsilon_s} \leq (\log (2n))^{\varepsilon_s + 1}.
\]

This, together with Claim 13, implies that

\[
|Z| \leq (c_{s_0} - c) + |Z \cap [c_{s_0}, c + \ell]| \leq s + 5(\log (2n))^{\varepsilon_s + 1}.
\]

\(\checkmark\) Claim 15. For every \(\ell \in [c, c + \ell]\) and \(x \in \{0,1\}\),

\[
g(2t + x) = f(x (2t + x) - f'(x) (2t + x).
\]
Proof. Recall that \( c_1, \ldots, c_s \) are precisely the indices in \([c, c + \ell]\) for which \( \gamma \) and \( \gamma' \) disagree. More precisely, for \( i \in [c, c + \ell] \), \( \gamma_{2i} \neq \gamma'_{2i} \) if and only if \( i \in \{c_1, \ldots, c_s\} \). Hence, for every \( t \in [c, c + \ell] \) and \( x \in \{0, 1\} \),

\[
\begin{align*}
f_t(2t + x) - f'_t(2t + x) &= \sum_{i=0}^{t} (\gamma_{2i} - \gamma'_{2i}) \left( \frac{2t + x}{2i} \right) \\
&= \sum_{j \in [s] \atop c_j \leq t} \gamma''_{2c_j} \left( \frac{2t + x}{2c_j} \right) \\
&= \sum_{j=1}^{s} \gamma''_{2c_j} \left( \frac{2t + x}{2c_j} \right) \\
&= g(2t + x),
\end{align*}
\]

where the penultimate equality follows since \( \left( \frac{2t + x}{2c_j} \right) = 0 \) for every \( j \in [s] \) for which \( c_j > t \). Indeed, if \( c_j > t \) then \( 2c_j \geq 2t + 2 \) and so \( \left( \frac{2t + x}{2c_j} \right) = 0 \).

By Claim 15, \( t \in Z \) if and only if the last two entries of \( TC(m)_t \), namely, \( f_t(2t) \), \( f_t(2t + 1) \), agree with the corresponding entries, \( f'_t(2t) \), \( f'_t(2t + 1) \), of \( TC(m')_t \). As the third entry of \( TC(m) \) and \( TC(m') \), when restricted to \([c, c + \ell]\), disagree on exactly \( s \) indices, we have that the number of indices \( t \in [c, c + \ell] \) for which \( TC(m)_t \neq TC(m')_t \) (as a triplet) is bounded below by

\[
\max(s, \ell + 1 - |Z|) \geq \max(s, \ell + 1 - s - 5(\log(2n))^{c+1}) \\
\geq \frac{\ell - 5(\log(2n))^{c+1} + 1}{2} \\
\geq \frac{\ell + 1}{3},
\]

where the last inequality follows since \( \ell \geq \ell_0 = 15(\log(2n))^{c+1} \). \( \Box \)

---
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A Combinatorics Corroborating Conjecture 4

A.1 Non-Vanishing of $\Phi_{t,c}$ on the Boolean Hypercube

In this section we prove that the integer polynomial $\Phi_{t,c}$ as in Conjecture 4 does not vanish on any point of the Boolean hypercube. To this end, we make use of ideas similar to those used by [7] to prove that $\Phi_{t,c}$ has no root at the origin. Fix sequences $t,c$ as in Conjecture 4 for the remainder of this section. Consider a directed acyclic graph $G = (V,E)$ with edge weights $\{w(e) \mid e \in E\}$ coming from a commutative ring with identity, along with two ordered vertex sets $R = \{R_1, R_2, \ldots, R_d\}, C = \{C_1, C_2, \ldots, C_d\} \subseteq V$ of the same cardinality $d$. Associated to it is the path matrix $M$: the square matrix indexed by $R, C$ with the $R \in R, C \in C$ entry $M_{R,C} = \prod_{P: R \rightarrow C} w(P)$ where the product is taken over all paths $P$ from $R$ to $C$ and the weight $w(P)$ is the product of edge weights in the path $P$. Paths of length 0 are included and given the weight 1. A path system $P$ from $R$ to $C$ consists of a permutation $\sigma \in S_d$ and a set of paths $\{P_i : R_i \rightarrow C_{\sigma(i)} \mid i \in [d]\}$. Let $\text{sgn}(P)$ denote the sign of $\sigma$ and $w(P)$ denote the product of the weights $\prod_{i=1}^{d} w(P_i)$. The path system is called vertex disjoint if its set of paths are vertex disjoint. The LGV Lemma is the expression for the determinant of the path matrix $M$ in terms of the underlying path graph

$$\det(M) = \sum_{\text{vertex disjoint path systems } P} \text{sgn}(P) w(P).$$

Gessel and Viennot applied it to path graphs cut out from the square lattice and proved the non vanishing theorem for determinants of Pascal submatrices. We next show a non vanishing of determinants central to our construction using the same path graph but with vertices relabelled.
Lemma 16. For all strictly increasing non-negative integer sequences $c = (c_1, \ldots, c_s)$, $t = (t_1, \ldots, t_s)$ such that $c \leq t$ and $t_i$ is even for all $i \in [s]$, and $\forall (x_1, x_2, \ldots, x_s) \in \{0, 1\}^s$,

$$\Phi_{t,c}(x_1, \ldots, x_s) \neq 0.$$  

Proof. Fix numbers $c_1, \ldots, c_s, t_1, \ldots, t_s, x_1, \ldots, x_s$ as in the statement. Consider the directed acyclic graph below with unit edge weights and distinguished (in red) vertex subsets $\{R_1, R_2, \ldots, R_s\}$ and $\{C_1, C_2, \ldots, C_s\}$. The $(t_1 + x_1)\text{th}$ vertex on the first column is labelled $R_1$, the $(t_2 + x_2)\text{th}$ vertex on the first column is labelled $R_2$ and so on. The labels $R_i$s are well defined, for $(t_i + x_i)$s are distinct as $t_i$s are even and $x_i$s are in $\{0, 1\}$. The $c_1\text{th}$ vertex on the diagonal is labelled $C_1$, the $c_2\text{th}$ vertex on the diagonal is labelled $C_2$ and so on. To illustrate, $t_1 = 4, x_1 = 0, c_1 = 3$ in the diagram. The horizontal edges are directed from left to right and the vertical edges from bottom to top.

Since all the edge weights are 1, the $(i, j)\text{th}$ entry $M_{i,j}$ of the path matrix is the number of paths $P_{t_i+x_i,c_j}$ from $R_i$ to $C_j$. This satisfies the two term recurrence $P_{t_i+x_i,c_j} = P_{t_i+x_i-1,c_j} + P_{t_i+x_i-1,c_j-1}$ as evident from the picture on the right. This is Pascal’s identity for binomials. The boundary conditions $(t+0 \choose 0) = 1$ and $(t+c \choose c) = 1$ for $t_i + x_i = c_i$ are consistent with the path formulation. We conclude that the associated path matrix is $M_{t,c} = \left\{ (t+c \choose i) \right\}_{i, j \in [s]}$, whose determinant $\Phi_{t,c}(x_1, \ldots, x_s)$ is in question. The planar geometry forces all vertex disjoint path systems to have the identity permutation, which has sign 1. Hence the determinant is a positive number provided there is at least one vertex disjoint path system. By the condition $t_i + x_i \geq c_i$ for all $i$, there is at least one, namely for each $R_i \rightarrow C_i$, traverse $c_i$ edges right before turning up.  

A.2 Reformulation of Conjecture 4

In this section we provide a reformulation of Conjecture 4. Fix sequences $t, c$ as in Conjecture 4. Consider the variety $X_{t,c}$ of intersection of the hypercube and the hypersurface generated by $\Phi_{t,c}$. The variety $X_{t,c}$ is generated by the ideal

$$I_{t,c} := \langle \Phi_{t,c}(X_1, X_2, \ldots, X_s), X_1^2 - X_1, \ldots, X_s^2 - X_s \rangle.$$  

Clearly, the intersection variety is zero dimensional (or empty), since the hypercube is zero dimensional and $\Phi_{t,c}$ is nonzero. The degree of the polynomial defining the hypersurface can be reduced through the relations carving out the hypercube as follows. Let $\Psi_{t,c}(X_1, X_2, \ldots, X_s) \in \mathbb{Z}[X_1, X_2, \ldots, X_s]$ be the unique lift of $$\Phi_{t,c}(X_1, X_2, \ldots, X_s) \mod \langle X_1^2 - X_1, X_2^2 - X_2, \ldots, X_s^2 - X_s \rangle$$

with degree in each variable at most 1. Informally, $\Psi_{t,c}$ is merely $\Phi_{t,c}$ with every indeterminate $X_i^*$ replaced by $X_i$. The $*$ in the superscript denotes some positive exponent. Since $\Phi_{t,c}$ is nonzero, so is $\Psi_{t,c}$. The respective hypersurfaces generated by $\Phi_{t,c}$ and $\Psi_{t,c}$ have the same intersection with the Boolean hypercube and hence we can work with either. We will proceed with $\Psi_{t,c}$ as it has the form

$$\Psi_{t,c}(X_1, X_2, \ldots, X_s) = \sum_{b=(b_1, b_2, \ldots, b_s) \in \{0, 1\}^s} a_b X_1^{b_1} X_2^{b_2} \ldots X_s^{b_s}$$

familiar to Boolean functional analysts with possibly smaller degrees. Further, restricting to the Boolean cube removed the structural factors that concerned us in Section 3.2.5 from $\Psi_{t,c}$. Let $\Psi_{t,c}^p \in \mathbb{F}_p[X_1, X_2, \ldots, X_s]$ be the reduction of $\Psi_{t,c}$ modulo the prime $p$.  
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Conjecture 4 amounts to \( \Psi_{t,c}^p \) being a nonzero polynomial. This is, at least one of the coefficients \( a_0 \mod p, b \in \{0,1\}^s \) is nonzero. Equivalently, at least one of the evaluations \( \Psi_{t,c}^p(e), e \in \{0,1\}^s \subset \mathbb{F}_p^s \) is nonzero. Below we choose to reformulate the asymptotic version, Conjecture 5.

\[ \text{Conjecture 17 (Conjecture 5 reformulated). There exist universal constants } e_p, e_s \geq 1 \text{ such that for every integer } n \geq 1, \text{ prime } p \geq n^e_p, \text{ and } s \geq (\log n)^{e_s} \text{ the following holds. For every pair of strictly increasing sequences } t = (t_1, \ldots, t_s), c = (c_1, \ldots, c_s) \in ([0,n] \cap 2\mathbb{Z})^s \text{ satisfying } c \leq t, \text{ it holds that } \Psi_{t,c}^p(X_1, X_2, \ldots, X_s) \text{ is nonzero.} \]

\[ \text{B} \quad \text{Arithmetic Geometry Heuristics Supporting Conjecture 4} \]

We laboured through the whole previous section trying to argue that the restriction \( \Psi_{t,c} \) to the Boolean hypercube of \( \Phi_{t,c} \) is not identically zero modulo our chosen prime \( p \). Our starting observation in this section is that the reduction \( \Phi_{t,c}^p \) of \( \Phi_{t,c} \) is non zero, since \( \Phi_{t,c} \) is primitive (it is apparent from the defining equation that the highest total degree term of \( \Phi_{t,c} \) is monic). Therefore, the zeroes of \( \Phi_{t,c}^p \) define a hypersurface (that is, of codimension 1). We study the intersection of the Boolean hypercube sitting inside \( \mathbb{F}_p^s \) with this hypersurface using arithmetic geometry. Our analysis falls short of proving Conjecture 4 owing the failure to control some error terms. But we will prove Conjecture 4 holds when relaxed to accommodate hypercubes of side length growing with \( p \).

It is convenient to be ambitious and target stronger versions of Conjecture 4 (or its asymptotic variant, Conjecture 5) which, arguably, are even more natural. First, the distribution of values obtained by evaluating \( \Phi_{t,c}^p \) on the Boolean hypercube \( \{0,1\}^s \), for any \( t,c \) in question, is fairly balanced when \( p \) is taken sufficiently large compared to \( n \). More precisely, we postulate the following conjecture.

\[ \text{Conjecture 18 (Strong form, value distribution). There exist universal constants } e_p, e_s \geq 1 \text{ and } \beta \in (0,1) \text{ such that for every integer } n \geq 1, \text{ prime } p \geq n^e_p, \text{ and } s \geq (\log n)^{e_s} \text{ the following holds. For every pair of strictly increasing sequences } t = (t_1, \ldots, t_s), c = (c_1, \ldots, c_s) \in ([0,n] \cap 2\mathbb{Z})^s \text{ satisfying } c \leq t, \text{ it holds that} \]

\[ \sum_{(x_1, \ldots, x_s) \in \{0,1\}^s} \zeta_p \Phi_{t,c}(x_1, \ldots, x_s) \leq 2^{\beta s}, \quad (B.1) \]

where \( \zeta_p \) is a \( p \)th root of unity in \( \mathbb{C} \).

When the prime \( p \) exceeds the height of \( \Phi_{t,c} \), the sum concentrates in a wedge above the positive real axis disturbing the equidistribution. Despite not stating explicitly, we are only interested in (and only claim the conjecture) when \( p \) is small compared to the height of \( \Phi_{t,c} \). What really concerns us is the distribution of zeroes

\[ \Phi_{t,c}(\mathbb{F}_p, 2) := \left\{ (x_1, x_2, \ldots, x_s) \in \{0,1\}^s \subset \mathbb{F}_p^s \ \middle| \ \Phi_{t,c}(x_1, x_2, \ldots, x_s) = 0 \right\} \]

of \( \Phi_{t,c}^p \) on the Boolean hypercube; suggesting another strengthening of Conjecture 5.

\[ \text{Conjecture 19 (Strong form, point count). There exist universal constants } e_p, e_s \geq 1 \text{ and } \beta \in (0,1) \text{ such that for every integer } n \geq 1, \text{ prime } p \geq n^e_p, \text{ and } s \geq (\log n)^{e_s} \text{ the following holds. For every pair of strictly increasing sequences } t = (t_1, \ldots, t_s), c = (c_1, \ldots, c_s) \in ([0,n] \cap 2\mathbb{Z})^s \text{ satisfying } c \leq t, \text{ it holds that} \]

\[ |\Phi_{t,c}(\mathbb{F}_p, 2)| \leq 2^{\beta s}. \]

We have gathered some data using a computer program to shed some more light on the exponential sum in Conjecture 18, presented in a longer version of the paper [3].
B.1 Pascal Determinant Hypersurfaces

Using arithmetic geometry, we next argue for the rarity of zeroes as stated in Conjecture 19. We start with the most naive yet convincing argument. Before addressing the intersection with the Boolean hypercube, consider the $\mathbb{F}_p$-rational points $\Phi_{t,c}(\mathbb{F}_p) := \{ w \in \mathbb{F}_p \mid \Phi_{t,c}(w) = 0 \}$ on the hypersurface of dimension $s - 1$ and degree $\leq ns$ in isolation. The Schwartz-Zippel Lemma implies $|\Phi_{t,c}(\mathbb{F}_p)| \leq nsp^{s-1}$. If $\Phi_{t,c}$ is irreducible or if it has only a few (say $N_{t,c}^p$) irreducible components, the Lang-Weil bound gives the improved estimate [18]

$$|\Phi_{t,c}(\mathbb{F}_p)| - N_{t,c}^p p^{-s-1} = (ns - 1)(ns - 2)p^{-s/2} + O(ns p^{s-2}).$$

With the unimportant structured factors removed from $\Phi_{t,c}$, the remaining $\Xi_{t,c}$ (which is also primitive, by Gauss’s lemma) also has non zero reduction $\Xi_{t,c}^p$. It is not always irreducible. For instance, if the index sets $t, c$ are such that $c_j < t_{j+1}$ for some $j$, then the vertex disjoint paths connecting the first $j$ vertices are decoupled from the rest: resulting in a factorization of $\Xi_{t,c}$. But for the factorization induced by such decouplings, the reduction $\Xi_{t,c}^p$ is likely to be irreducible. Better still, if (the homogenization of) $\Xi_{t,c}^p$ is irreducible and defines a smooth projective variety, then deep results arising from Deligne’s proof of the Weil conjectures [9, Théorème 8.1] imply the full “square root cancellation”

$$|\Xi_{t,c}(\mathbb{F}_p)| - p^{s-1} = O(b_{s-1}p^{-1/2})$$

where $b_{s-1} \leq \frac{1}{2}(s+1)(sn)^s$ is the $s-1^{th}$ Betti number. To derive our heuristic estimate, Schwartz-Zippel will suffice. For ease of exposition, we will use $\Phi_{t,c}$ in the ensuing analysis, even though $\Xi_{t,c}^p$ offers some minor gains degree wise. In spirit, the probability $\Phi_{t,c}^p$ is zero at a point in $\mathbb{F}_p^s$ is centred at $\frac{N_{t,c}^p}{p}$ with an error term depending on the smoothness. Irrespective of the smoothness, the error term is negligible compared to the estimate for $p$ a big enough polynomial in $n$. We hypothesise that the hypersurface intersects generically with the Boolean hypercube and the number of intersection points is bounded as

$$|\Phi_{t,c}(\mathbb{F}_p, 2)| \approx |\Phi_{t,c}(\mathbb{F}_p)| \left(\frac{2}{p}\right)^s. \quad (B.2)$$

By the Schwartz-Zippel lemma

$$|\Phi_{t,c}(\mathbb{F}_p, 2)| \approx |\Phi_{t,c}(\mathbb{F}_p)| \left(\frac{2}{p}\right)^s = O \left(\frac{nsp^{s-2}}{p}\right) \quad (B.3)$$

suggestions Conjecture 19 holds for $p > n^2$.

B.2 Katz-Laumon Sums and Point Counting in Hypercubes

Through arithmetic geometric bounds on exponential sums, we argue our determinant hypersurfaces intersect generically with the Boolean hypercube. We show Conjecture 4 holds when relaxed to allow hypercubes of length (larger than 2) growing with the prime. Quantitatively, the bounds attained fall short of proving Conjecture 4. Yet, the methods are illuminating and suggest there are no arithmetic obstructions to our conjectures.

The key ingredient is the Katz-Laumon sum [17]. Building on Grothendieck’s foundational trace formula for $\ell$–adic cohomology and Deligne’s proof of the Weil conjectures, Katz and Laumon studied certain trigonometric sums over arbitrary high dimensional varieties over finite fields, parametrized by auxiliary points. They proved square root cancellation without any strong geometric assumption (such as smoothness) on the variety, for almost all choices
of the parameter. Fouvry [10] and Fouvry-Katz [11] extended Katz and Laumon’s theorem to obtain a stratified theorem. Fouvry applied Katz-Laumon sums to count points of a variety on hypercubes (Boolean or more general). Fouvry and Katz extended this approach and proved better bounds provided more is assumed about the geometry of the variety. We adapt these techniques to bound the intersection of our hypersurfaces $\Phi_{t,c}(\mathbb{F}_p)$ with Boolean hypercubes as (a proof of the bound is in a longer version of the paper [3]):

$$|\Phi_{t,c}(\mathbb{F}_p, 2)| = \left(\frac{2}{p}\right)^s |\Phi_{t,c}(\mathbb{F}_p)| + O\left(p^{(s-1)/2}(\log p)^s + \frac{2^{s-1} \log p}{\sqrt{p}}\right). \quad (B.4)$$

The constant hidden in the asymptotic $O$ notation may depend on $s$, but this dependence will be subsumed and removed in Equation (B.5). Our ultimate goal is to claim the right hand side is strictly less that $2^s$, which would prove Conjecture 4. However, $p^{(s-1)/2}$ is too large and muddies the estimate. The bounds are good enough if the hypercube side length is extended to $b > 2$, since Fouvry [10] shows for every $\Phi_{t,c}$, for large enough $p$,

$$|\Phi_{t,c}(\mathbb{F}_p, b)| = \left(\frac{b}{p}\right)^s |\Phi_{t,c}(\mathbb{F}_p)| + O\left(p^{(s-1)/2}(\log p)^s + \frac{b^{s-1} \log p}{\sqrt{p}}\right). \quad (B.5)$$

From the Schwartz-Zippel lemma bound Equation (B.3) on $|\Phi_{t,c}(\mathbb{F}_p)|$,

$$|\Phi_{t,c}(\mathbb{F}_p, b)| \leq \frac{ns2^s}{p} + O\left(p^{(s-1)/2}(\log p)^s + \frac{b^{s-1} \log p}{\sqrt{p}}\right).$$

For $b \gg p^{3/4}$, $|\Phi_{t,c}(\mathbb{F}_p, b)| \ll b^s$. Fouvry’s theorem applies to arbitrary varieties and the “for large enough $p$” clause is primarily in place to ensure the defining polynomials do not identically vanish modulo $p$. To us, $\Phi_{t,c}^p$ is non zero, so the bounds should hold uniformly for all $p$. Therefore, with some work to ensure uniformity of bounds, these methods prove Conjecture 19 when relaxed to Boolean cubes of length growing $b \gg p^{3/4}$. A proof is deferred to the full version of this paper.

We believe the large error term in Equation (B.4) and Fouvry’s theorem Equation (B.5) to be artefacts of proof techniques and not intrinsic to the quantities. The primary lesson we advocate from these arithmetic geometric techniques is qualitative and not quantitative. There should be no arithmetic obstruction to equidistribution of the zeroes of the hypersurfaces defined by our determinant polynomials in the Boolean hypercube, as claimed in the strong form of our conjecture.
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Finally, we prove that this algorithm is decomposition-optimal for decompositions that contain at least one odd cycle. These are the first lower bounds for motifs $H$ with a nontrivial decomposition, i.e., motifs that have more than a single component in their decomposition.
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1 Introduction

The problems of counting and sampling small motifs in graphs are fundamental algorithmic problems with many applications. Small motifs statistics are used for the study and characterization of graphs in multiple fields, including biology, chemistry, social networks and many others (see e.g., [36, 30, 21, 33, 32, 43, 28, 35, 38, 41, 31]). From a theoretical perspective, the complexity of the best known classical algorithms for exactly enumerating small motifs such as cliques and paths of length $k$, grows exponentially with $k$ [42, 9]. On the more applied side, there is an extensive study of practical algorithms for approximate motif counting (e.g., [39, 5, 34, 1, 27, 12, 7, 24]). We study the problems of approximate motif counting and uniform sampling in the sublinear-time setting, where sublinear is with respect to the size of the graph. We consider the augmented query model, introduced by [2], where the allowed queries are degree, neighbor and pair queries as well as uniform edge sample queries.\(^1\) We note that the model which only allows for the first three types of queries is referred to as the general graph query model, introduced by [29].

The problems of approximate counting and uniformly sampling of arbitrary motifs of constant size in sublinear-time have seen much progress recently, through the results of Assadi, Kapralov and Khanna [3], and Fichtenberger, Gao and Peng [23]. The algorithms of [3, 23] both start by computing an optimal (in a sense that will be clear shortly) decomposition of the motif $H$ into vertex-disjoint odd cycles and stars, defined next.

A decomposition into odd cycles and stars. A decomposition $D$ of a motif (graph) $H$ into a collection of vertex disjoint small cycles and stars $\{O_{k_1}, \ldots, O_{k_m}, S_{p_1}, \ldots, S_{p_q}\}$ is valid if all vertices of $H$ belong to either a star or an odd cycle in the collection. Each decomposition can be associated with a weight function $f_D : E \to \{0, \frac{1}{2}, 1\}$ which assigns weight 1 to edges of its star components, weight $1/2$ to edges of its odd cycle components and weight 0 to all other edges in $H$. See figure 1 for an illustration. Hence, each decomposition $\{O_{k_1}, \ldots, O_{k_m}, S_{p_1}, \ldots, S_{p_q}\}$ has value $\rho(D) = \sum_{e \in H} f_D(e) = \sum_{i=1}^{m} k_i/2 + \sum_{j=1}^{q} p_j$, where throughout the paper $k_i$ and $p_j$ denote the length and number of petals in the $i$th cycle and $j$th star, respectively, in $D^*(H)$. For every $H$, its optimal decomposition value is $\rho(H) = \min_D \rho(D)$, and a decomposition $D$ is said to be optimal for $H$ if $\rho(D) = \rho(H)$. We fix (one of) the optimal decomposition of $H$, and denote it by $D^*(H)$. In [3], it is shown that an optimal decomposition of a motif $H$ can be computed in polynomial time in $|H|$\(^2\).

The algorithm in [23] has expected running time \(^3\) $O\left(\frac{m^{o(H)}}{n} \right)$ for the task of uniformly

---

1 Degree queries return the degree of the queried vertex, neighbor queries with index $i \leq d(v)$ return the $i$th neighbor of the queried vertex, pair queries return whether there is an edge between the queried pair of vertices, and uniform edge queries return a uniformly distributed edge in the graph.

2 We note that $\rho(H)$ is equal to the fractional edge cover value of $H$: the fractional edge cover value of a motif (graph) $H$ is the solution to the following minimization problem. Minimize $\sum_{e \in E} f(e)$ under the constraint that for every $v \in H$, $\sum_{e \in E(v)} f(e) \geq 1$. In [3], the decomposition is computed by first computing an optimal fractional cover. However, as there exists a mapping between fractional edge covers to decompositions which preserves their value, we choose to define $\rho(H)$ according to the minimal valid decomposition value.

3 Throughout the paper, unless stated otherwise, the query complexity of the mentioned sublinear-time algorithms is the same as the minimum between their running time and $\min(n+m, m \log n)$. This is true since any algorithm can simply query the entire graph and continue computation locally. Querying the entire graph can either be performed by querying the neighbors of all vertices (which takes $O(n+m)$ queries), or by performing $m \log n$ uniform edge samples, which, with high probability, return all edges in the graph (note that we do not care about isolated vertices, as we assume the motif $H$ is connected). Hence, we focus our attention on the running time complexity.
Figure 1 An example of an optimal decomposition of a motif $H$ into odd cycles and stars. The orange edges have weight $1/2$, the red edges have weight $1$, and the dotted edges have zero weight.

sampling a copy of $H$, where $\bar{h}$ is the number of copies of $H$ in $G$, and $m$ is the number of oriented edges in $G$. The algorithm in [3] for the $(1 \pm \epsilon)$-approximation task has the same complexity up to $\text{poly}(\epsilon, |H|, \log n)$ factors, where $n$ is the number of vertices in $G$.

1.1 Our results

We present improved upper and lower bounds for the tasks of estimating and sampling any arbitrary motif in a graph $G$ in sublinear time (with respect to the size of $G$). First, we give a new, essentially optimal, star-sampler for graphs. We also show that with few modifications, the star-sampler can be adapted to an optimal $\ell_p$-sampler, which might be of independent interest. Based on this sampler, as well as an improved sampling approach, we present our main algorithm for sampling a uniformly distributed copy of any given motif $H$ in a graph $G$. Our algorithm’s complexity is parameterized by what we refer to as the decomposition-cost of $H$ in $G$, denoted $\text{DECOMP-COST}(G, H, D^*(H))$. We further show that our motif sampling algorithm can be used to obtain a $(1 \pm \epsilon)$-estimate of the motif at question (with an overhead of an $O(1/\epsilon^2)$ factor). As we shall see, our result is always at least as good as previous algorithms for these problems (up to a $\log n \log \log n$ term), and greatly improves upon them for various interesting graph classes, such as random graphs and bounded arboricity graphs.

We then continue to prove that for any motif whose optimal decomposition contains at least one odd cycle, this bound is decomposition-optimal: we show that for every decomposition $D$ that contains at least one odd cycle, there exists a motif $H_D$ (with optimal decomposition $D$) and a family of graphs $G$ so that in order to sample a uniformly distributed copy of $H$ (or to approximate $\bar{h}$) in a uniformly chosen graph in $G$, the number of required queries is $\Omega(\min\{\text{DECOMP-COST}(G, H, D^*(H)), m\})$ in expectation.

We start by describing the upper bound.

1.1.1 Optimal star/$\ell_p$-sampler

Our first contribution is an improved algorithm, Sample-a-Star, for sampling a (single) star uniformly at random, and its variant for sampling vertices according to the $p$th moment. For a vertex $v$, we let $\bar{s}_p(v) = d(v)^p$, if $d(v) \geq p$, and otherwise, $\bar{s}_p(v) = 0$. We let $\bar{s}_p = \sum_{v \in V} \bar{s}_p(v)$ denote the number of $p$-stars in the graph. We will also be interested in the closely related value of the $p$th moment of the degree distribution, $\bar{\mu}_p = \sum_{v \in V} d(v)^p$.

---

4 Throughout the paper we think of every edge $\{u, v\}$ as two oriented edges $(u, v)$ and $(v, u)$, and let $m$ denote the number of oriented edges.
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**Theorem 1.** There exists a procedure, Sample-a-Star, that given query access to a graph \( G \), and a constant factor estimates of \( \bar{s}_p \), returns a uniformly distributed \( p \)-star in \( G \). The expected query complexity and running time of the procedure are
\[
\tilde{O} \left( \min \left\{ \frac{m \cdot n^{p-1}}{\bar{s}_p}, \frac{m}{\bar{s}_p^{p-1}} \right\} \right)
\]
where \( \bar{s}_p \) denotes the number of \( p \)-stars in \( G \).

We note that a constant factor estimate of \( \bar{s}_p \) can be obtained by invoking one of the algorithms in [17, 2], in expected query complexity \( \tilde{O} \left( \min \left\{ \frac{m \cdot n^{p-1}}{\bar{s}_p}, \frac{m}{\bar{s}_p^{p-1}} \right\} \right) \). Therefore, if such an estimate is not known in advance, then it could be computed, with probability at least 2/3, by only incurring a \( \log n \) factor to the expected time complexity.

We will also show a variant of Sample-a-Star, denoted Sublinear-\( \ell_p \)-Sampler, that gives an optimal \( \ell_p \)-sampler for any integer \( p \leq 2 \) in sublinear time. That is, Sublinear-\( \ell_p \)-Sampler allows to sample according to the \( p \)th moment of the degree distribution, so that every vertex \( v \in V \) is returned with probability \( d(v)^p/\bar{\mu}_p \). The question of sampling according to the \( p \)th moment for various values of \( p \) has been studied extensively in the streaming model where \( \ell_p \) samplers have found numerous applications, see, e.g., the recent survey by Cormode and Hossein [11] and the references therein. Therefore we hope it could find applications in the sublinear-time setting that go beyond subgraph sampling.

**Theorem 2.** There exists an algorithm, Sublinear-\( \ell_p \)-Sampler, that returns a vertex \( v \in V \), so that each \( v \in V \) is returned with probability \( d(v)^p/\bar{\mu}_p \). The expected running time of the algorithm is
\[
\tilde{O} \left( \min \left\{ \frac{m \cdot n^{p-1}}{\bar{\mu}_p}, \frac{m}{\bar{\mu}_p^{p-1}} \right\} \right).
\]

Observe that for every value of \( p \), \( \bar{s}_p < \bar{\mu}_p \). Furthermore, Since \( m \) and \( \bar{\mu}_p^{1/p} \) are simply the \( \ell_1 \) and \( \ell_p \) norms of the degree distribution of \( G \), it holds that \( \bar{\mu}_p^{1/p} \) is smaller than \( m \), and could be as small as \( m/n^{1-1/p} \). Therefore, \( \bar{\mu}_p^{1/p} < m \Rightarrow \bar{\mu}_p^{p-1/p} < m^{p-1} \), and it follows that
\[
m \cdot \min \left\{ n^{p-1}, \bar{s}_p^{(p-1)/p} \right\} \leq m \cdot \bar{s}_p^{(p-1)/p} < m \cdot \bar{\mu}_p^{(p-1)/p} \leq m \cdot m^{p-1} = m^p.
\]

Hence, not accounting for the \( O(\log n \log \log n) \) term, the expected complexity \( \tilde{O}(m \cdot \min \{n^{p-1}, \bar{s}_p^{(p-1)/p}/\bar{s}_p\}) \) of Sample-a-Star strictly improves upon the \( O(m^p/\bar{s}_p) \) expected complexity of the star-sampling algorithm by [23]. Accounting for that term, our algorithm is preferable when either \( d_{\text{avg}} = \omega(\log n \log \log n) \) or \( m/\bar{s}_p^{1/p} = \omega(\log n) \).

Furthermore, the complexity of Sample-a-Star matches the complexities of the star approximation algorithms by [26, 2], thus proving that uniformly sampling and approximately counting stars in the augmented model have essentially the same complexity. Finally, the construction of the lower bound for the estimation variant by [26] proves that Sample-a-Star and Sublinear-\( \ell_p \)-Sampler are essentially optimal.

### 1.1.2 An algorithm for sampling and estimating arbitrary motifs

Given the above star sampler, we continue to describe our main contribution: an algorithm, Sample-\( H \), that for any graph \( G \) and given motif \( H \), outputs a uniformly distributed copy of \( H \) in \( G \).

To sample a copy of \( H \) we first sample copies of all basic components in its decomposition \( D^*(H) \), and then check if they can be extended to a copy of \( H \) in \( G \). Therefore, it will be useful to define the costs of these sampling operations.
Notation 3 (Basic components, counts and costs). Let $H$ be a motif, and let $D^*(H) = \{O_k, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_t}\}$ be an optimal decomposition of $H$. We refer to the odd cycles and stars in $D^*(H)$ as the basic components of the decomposition (or sometimes, abusing notation, of $H$). We use the notation $\{C_i\}_{i \in [r]}$, to denote the set of all components in $D^*(H)$, $\{C_i\}_{i \in [r]} = D^*(H)$, where $r = q + \ell$.

For every basic component $C_i$ in $D^*(H) = \{C_i\}_{i \in [r]}$, we denote the number of copies of $C_i$ in $G$ as $\bar{e}_i$ and refer to it as the count of $C_i$. Similarly, $\bar{o}_k$ and $\bar{s}_p$ denote the number of copies of length $k$ odd cycles and $p$-stars in $G$, respectively.

We also define the sampling cost (or just cost in short) of $C_i$ to be:

$$\text{cost}(C_i) = \begin{cases} \frac{m^{k/2}}{\bar{o}_k} & C_i = O_k \\ \min \left\{ \frac{m \cdot n^{q-1}}{\bar{s}_p}, \frac{m \cdot n^{q-1}}{\bar{s}_p} \right\} & C_i = S_p \end{cases}$$

Observe that indeed, by Theorem 1, sampling a single $p$-star in $G$ takes $\text{cost}(S_p) = \min \left\{ \frac{m \cdot n^{p-1}}{\bar{s}_p}, \frac{m \cdot n^{p-1}}{\bar{s}_p} \right\}$ queries in expectation, and by [23, Lemma 3.1], sampling a single $O_k$ odd cycle takes $\text{cost}(O_k) = m^{k/2}/\bar{o}_k$ queries in expectation.

Notation 4 (Decomposition-cost). For a motif $H$, an optimal decomposition $D^*(H)$ of $H$, and a graph $G$, the decomposition cost of $H$ in $G$, denoted $\text{decomp-cost}(G, H, D^*(H))$ is

$$\text{decomp-cost}(G, H, D^*(H)) = \max_{i \in [r]} \{\text{cost}(C_i)\} \cdot \frac{\prod \bar{e}_i}{h}.$$ 

Note that the motif $H$ determines the counts of $h$ and its decomposition $D^*(H)$ determines what are the basic component counts in $G$ that are relevant to the sampling cost.

Theorem 5. Let $G$ be a graph over $n$ vertices and $m$ edges, and let $H$ be a motif such that $D^*(H) = \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_t}\} = \{C_i\}_{i \in [r]}$. There exists an algorithm, Sample-$H$, that returns a copy of $H$ in $G$. With probability at least $1 - 1/\text{poly}(n)$, the returned copy is uniformly distributed in $G$. The expected query complexity of the algorithm is

$$O(\min \{\text{decomp-cost}(G, H, D^*(H)), m\}) \cdot \log n \log \log n.$$ 

In the full version of this paper ([8]), we prove that with slight modifications to the sampling algorithm we can obtain a $(1 \pm \epsilon)$-approximation algorithm for $h$, with the same expected query complexity and running time up to a multiplicative factor of $O(1/\epsilon^2)$.

Comparison to previous bounds. We would like to compare our algorithm’s expected complexity stated in Theorem 5, to the expected complexity $O \left( \frac{\rho^{(r/d)}}{h} \right)$ of the counting and sampling algorithms by [3] and [23], respectively, where recall that for an optimal decomposition $D^*(H) = \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_t}\}$ of $H$, $\rho(H) = \sum_{i \in [q]} k_i/2 + \sum_{i \in [q]} p_i$.

Recalling Equation 1, and plugging in the costs of the basic components and the decomposition cost, defined in Notations 3 and 4, respectively, we get that for any graph $G$ and motif $H$,

$$\text{decomp-cost}(G, H, D^*(H)) = \max_{i \in [r]} \{\text{cost}(C_i)\} \cdot \frac{\prod \bar{e}_i}{h} = \max_{i \in [r]} \{\text{cost}(C_i)\} \cdot \frac{\prod_{i \in [q]} \bar{o}_{k_i} \cdot \prod_{i \in [q]} \bar{s}_{p_i}}{h}.$$
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Therefore, as long as $D^*(H)$ contains at least one star, and not accounting for the term $O(\log n \log \log n)$, our algorithm is preferable to the previous one, as we save a factor of at least $d_{avg}^{-1}$ for each $p$-star in $D^*(H)$.

Moreover, the complexity of our sampling algorithm is parameterized by the actual counts of the basic components $O_{k_1}, \ldots, O_{k_q}, S_{p_1}, \ldots, S_{p_s}$ of the graph $G$ at hand, rather than by the maximal possible counts of these components, respectively $m_{k_1}/2, \ldots, m_{k_q}/2, m_{p_1}, \ldots, m_{p_s}$, as is in previous algorithms. For example, if the max component cost is due to the odd cycle of length $k_1$, we get

$$
O^*\left(\frac{m_{k_1}/2 \cdot \bar{\delta}_{k_2} \cdot \cdots \bar{\delta}_{k_q} \cdot \bar{s}_{p_1} \cdot \cdots \bar{s}_{p_s}}{h}\right)
$$

vs.

$$
O^*\left(\frac{m_{k_1}/2 \cdot m_{k_2}/2 \cdot \cdots m_{k_q}/2 \cdot m_{p_1} \cdot \cdots m_{p_s}}{h}\right)
$$

of the previous algorithms. Importantly, this parameterization arises only in the analysis, while the algorithm itself is very simple, and does not depend on prior knowledge of the actual values of these counts.

**Improved results for various graph classes.** Our parameterization immediately implies improved results in various interesting graph classes. For example, for sparse Erdős-Rényi random graphs $G(n, d/n)$, the expected count of $k$-odd cycles is $\Theta(d^k)$, and of $p$-stars is $\Theta(n \cdot d^p)$. Hence, if we consider for example a motif $H$ that is composed of a triangle connected to a 5-petals star, our algorithm has expected complexity $O^*\left(\frac{m^{5.5}}{h}\right)$, while the algorithms in $[3, 23]$ have expected complexity $O\left(\frac{m^5}{h}\right)$. In another example, for graphs of bounded arboricity$^5$ $\alpha$, the number of $k$-odd cycles is upper bounded$^6$ by $\alpha \cdot m^{(k-1)/2}$. Therefore, in the case that $G$ has, e.g., constant arboricity, we save a multiplicative factor of $\sqrt{m^3}$ or $\sqrt{m^{d-1}}$, depending on whether the max cost component is due to a star or an odd cycle, respectively (recall that $q$ is the number of odd cycles in the decomposition).

**1.1.3 Lower bound for estimating and sampling general motifs**

In the full version, we prove the following lower bound, which states that for every decomposition $D$ that contains at least one odd cycle component and every realizable value of $\text{DECOMP-COST}$, there exists a motif $H_D$ such that $D$ is an optimal decomposition of $H_D$, and for which our upper bound is optimal.

**Theorem 6.** For any decomposition $D$ that contains at least one odd cycle, and for every $n$ and $m$ and realizable value $DC$ of $\text{DECOMP-COST}$, there exists a motif $H_D$, with optimal decomposition $D$, and a family of graphs $\mathcal{G}$ over $n$ vertices and $m$ edges, for which the following holds. For every $G \in \mathcal{G}$, $\text{DECOMP-COST}(G, H_D, D) = DC$, and the expected query complexity of sampling (whp) a uniformly distributed copy of $H_D$ in a uniformly chosen $G \in \mathcal{G}$ is $\Omega(DC)$.

$^5$ The arboricity of a graph $G$ is the minimal number of forests required to cover the edge set of $G$.

$^6$ In a graph $G$ with arboricity $\alpha$ there exists an acyclic ordering of the graph’s vertices, such that each vertex has $O(\alpha)$ vertices exceeding it in the order. We can attribute each $k$-cycles in the graph to its first vertex in that ordering. It then holds that each vertex has at most $(d^*(v))^2 \cdot m^{(k-1)/2}$ attributed cycles, and it follows that $\bar{s}_k \leq \alpha \cdot m^{(k-1)/2}$, where $d^*(v)$ is the number of neighbors of $v$ that exceed it in the aforementioned ordering.
Prior to this work, the only known lower bounds for the tasks of uniformly sampling or approximately counting motifs $H$ that were either a clique [19], a single odd cycle [3], or a single star [26, 2, 19]. The above theorem provides the first lower bounds for motifs with non-trivial decompositions. Furthermore, even though our bounds are only decomposition-optimal (that is, they do not hold for any motif $H$), each decomposition $D$ corresponds to at least one motif $H_D$ (generally, there are multiple valid ones), for which our bounds are tight.

In order to prove Theorem 6, we actually prove a stronger theorem, which relies on a technical notion of good counts, formally stated in Definition 17 of the full version.

> **Theorem 7.** For any decomposition $D = \{O_{k_1}, \ldots, O_{k_q}, S_{p_1}, \ldots, S_{p_\ell}\} = \{C_i\}_{i \in [r]}$ that contains at least one odd cycle component, for every $n, m, \bar{h}$ and a set of good counts, $\{\bar{c}_i\}_{i \in [r]} = \{\bar{d}_{k_1}, \ldots, \bar{d}_{k_q}, \bar{s}_{p_1}, \ldots, \bar{s}_{p_\ell}\}$, as defined in Definition 17 of the full version, the following holds. There exists a motif $H_D$, with an optimal decomposition $D$, and a family of graphs $G$ over $n$ vertices and $m$ edges, as follows. For every $G \in G$, the basic components counts are as specified by $\{\bar{c}_i\}_{i \in [r]}$, the number of copies of $H_D$ is $\bar{h}$, and the expected query complexity of sampling (whp) a uniformly distributed copy of $H_D$ in a uniformly chosen $G \in G$ is

$$
\Omega \left( \min \left\{ \max_{i \in [r]} \{\text{cost}(C_i)\} \cdot \prod_{i \in [r]} \frac{\bar{c}_i}{\bar{h}}, m \right\} \right).
$$

In the full version, we first prove that Theorem 6 follows from Theorem 7. Theorem 7 is essentially a substantial refinement of Theorem 6, in the following sense. Not only that for any decomposition cost we can match the lower bound (as stated in Theorem 6), but we can match it for a large variety of specific setting of the basic counts (as long as they are good, as stated in Theorem 7). While Theorem 7 does not state that the lower bound holds for any setting of the counts $\{\bar{c}_i\}_{i \in [r]}$, as we discuss in the full version, some of the constraints on these counts are unavoidable. It remains an open question whether this set of constraints can be weakened, or perhaps more interestingly, whether, given that a set of constraints that is not good, can a better upper bound be devised.

### 1.2 Organization of the paper

We give some preliminaries in Section 2. The discussion on additional related works on sublinear motif counting and sampling is deferred to Appendix A. In Section 3 we give a high level overview of our techniques. We present our algorithms for uniformly sampling stars and arbitrary motifs $H$ in Section 4. Due to page limitation, the full details of the $\ell_p$-sampler, approximation algorithm, as well as the decomposition-optimal lower bounds are deferred to the full version of this paper [8].

### 2 Preliminaries and Notation

Let $G = (V, E)$ be a simple undirected graph. We let $n$ denote the number of vertices in the graph. We think of every edge $\{u, v\}$ in the graph as two oriented edges $(u, v)$ and $(v, u)$, and slightly abuse notation to let $m$ denote the number of oriented edges, so that $m = \sum_{v \in V} d(v) = 2|E|$, and $d_{avg} = m/n$. Unless explicitly stated otherwise, when we say “edge” we mean an oriented edge. We let $d(v)$ denote the degree of a given vertex. We let $[r]$ denote the set of integers 1 through $r$. 
The augmented query model. We consider the augmented query model which allows for the following queries. (1) A degree query, $\text{deg}(v)$, returns the degree of $v$, $d(v)$; (2) An $i^{th}$ neighbor query, $\text{Nbr}(v, i)$ returns the $i^{th}$ neighbor of $v$ if $i \leq d(v)$, and otherwise returns FAIL; (3) A pair query, $\text{pair}(u, v)$, returns whether $(u, v) \in E$; and (4) Uniform edge query returns a uniformly distributed (oriented) edge in $E$.

A decomposition into odd cycles and stars. Given a motif $H$, the result in [3] is parameterized by the fractional edge cover number $\rho(H)$. The fractional edge cover number is the optimal solution to the linear programming relaxation of the integer linear program (ILP) for the minimum edge cover of $H$: The ILP allows each edge to take values in $\{0, 1\}$, under the constraint that the sum of edge values incident to any vertex $v$ is at least 1. The LP relaxation allows values in $[0, 1]$ instead, and $\rho(H)$ is the minimum possible sum of all the (fractional) values. In [3], the authors strengthen an existing result by Atserias, Grohe nd Marx [4], in order to prove that there always exists an optimal solution as follows. All of the weight (i.e., non zero edges) is supported on (the edges of) vertex-disjoint odd cycles and stars, where each odd cycle edge has weight $1/2$, and each star edge has weight 1. Consequently, the corresponding optimal solution of the LP for a given graph $H$ is equivalent to a decomposition of $H$ into a collection of vertex-disjoint odd cycles and stars, denoted $D^*(H) = \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_l}\}$. See Figure 1 for an illustration.

Generally, the motif we aim to sample (or approximate its counts) will be denoted by $H$, and the corresponding decomposition will be $D(H) = \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_l}\} = \{G_i\}_{i \in \mathbb{I}}$ for $r = q + t$. We use a convention of using $O_{k_i}$ to refer to the $i^{th}$ decomposition component which is an odd cycle of size $k_i$, and $S_{p_i}$ to refer to the $i^{th}$ star component, which is a star with $p_i$ petals. We use $\bar{\alpha}_k$ and $\bar{\alpha}_p$ denote the number of $k$-cycles and $p$-stars in $G$ respectively, and we use $\bar{H}$ to denote the number of copies of $H$ in $G$.

Next, we formally define the fractional edge cover of a graph (or motif), and the resulting decomposition. We note that in this paper we will be interested in the decomposition of the motif $H$, and not the graph $G$.

Definition 8 (Fractional edge cover). A fractional edge cover of a graph is a function $f : E \to \mathbb{R}_{\geq 0}$ such that for every $v \in V$, $\sum_{e \in \text{deg}(v)} f(e) \geq 1$. We say that the cost of a given edge cover $f$ is $\sum_{e \in E} f(e)$. For any graph (motif) $H$, its fractional edge cover value is the minimum cost over all of its fractional edge covers, and we denote this value by $\rho(H)$. An optimal edge-cover of $H$ is any edge-cover of $H$ with cost $\rho(H)$.

Lemma 9 (Lemma 4 in [3]). Any graph (motif) $H$ admits an optimal fractional edge cover $x^*$, whose support, denoted $\text{SUPP}(x^*)$, is a collection of vertex-disjoint odd cycles and stars, such that:

- for every odd cycle $C \in \text{SUPP}(x^*)$, for every $e \in C$, $x^*(e) = 1/2$.
- for every $e \in \text{SUPP}(x^*)$ that does not belong to an odd cycle, $x^*(e) = 1$.

Definition 10 (Decomposition into odd-cycles and stars). Given an optimal fractional edge-cover $x^*$ as in Lemma 9, let $\{O_{k_1}, \ldots, O_{k_r}\}$ be the odd-cycles in the support of $x^*$, and let $\{S_{p_1}, \ldots, S_{p_l}\}$ be the stars. We refer to $D^*(H) := \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_l}\}$ as an (optimal) decomposition of $H$.

Given a graph (motif) $H$, its fractional edge cover value and an optimal decomposition can be computed efficiently:

Theorem 11 (Lemma 4 and Section 3 in [3]). For any graph $H$, its fractional edge cover value $\rho(H)$ and an optimal decomposition $D^*(H)$ can be computed in polynomial time in $|H|$.
3 Overview of Our Results and Techniques

We start with describing the ideas behind our upper bound result.

3.1 An algorithm for sampling arbitrary motifs

We take the same approach as that of [23], of sampling towards estimating, but improve on the query complexity of their bound using two ingredients. The first is an improved star sampler, and the second is an improved sampling approach.

Improved star sampler. The algorithm of [23] tries to sample p-stars by sampling p edges uniformly at random, and checking if they form a star (by simply checking if all p edges agree on their first endpoint). Hence, each p-star is sampled with probability 1/m^p. Our first observation is that it is more efficient to sample a single edge (u, v) and then sample p − 1 neighbors of v uniformly at random, by drawing (p − 1) indices i_1, ..., i_p in [d(v)] uniformly at random, and performing neighbor queries (v, i_j) for every j ∈ [p − 1]. However, this sampling procedure introduces biasing towards stars that are incident to lower degree endpoints. If we were also given an upper bound d_{ub} on the maximal degree in the graph, i.e., a value d_{ub} such that d_{max} ≤ d_{ub}, where d_{max} is the maximum degree in G, then we could overcome the above biasing, by “unifying” all the degrees in the graph to d_{ub}. Specifically, this unification of degrees is achieved by querying the i^{th} neighbor of a vertex, where i is chosen uniformly at random in [d_{ub}], rather than in [d(v)].\footnote{This is effectively equivalent to rejection sampling where first v is “kept” with probability d(v)/d_{ub}, and then a neighbor of v is sampled uniformly at random.} By repeating this process p − 1 times, we get that each specific copy of a p-star is sampled with equal probability 1/m (d_{ub})^p. Observe that this is always preferable to 1/m^p, i.e., 1/m (d_{ub})^p > 1/m^p, since for every graph G, d_{ub} < m. While we are not given such a bound on the maximal degree, letting \( \tilde{d}_p \) denote the number of p-stars in G, it always holds that d_{max} ≤ min\{n, \tilde{d}_p^{1/p} \} (since every vertex with degree d > p contributes d^p to \( \tilde{d}_p \)). Hence, we can use the existing algorithms for star approximations by [26, 2, 17] in order to first get an estimate \( \tilde{d}_p \) of \( \tilde{d}_p \), and then use this estimate to get an upper bound d_{ub} on d_{max} by setting d_{ub} = min\{n, \tilde{d}_p^{1/p} \}.

An improved sampling approach. In order to describe the second ingredient for improving over the bounds of [23], we first recall their algorithm. In the first step, their algorithm simultaneously attempts to sample a copy of each odd cycle and star in the decomposition of H. Then if all individual sampling attempt succeed, the algorithm proceeds to check if the sampled copies are connected in H in a way that is consistent with the non-decomposition edges of H. However, it is easy to see that this approach is wasteful. Even if all but one of the simultaneous sampling attempts of the first step succeed, the algorithm starts over. For example, if D^*(H) consists of a star and a triangle, then in the first step their algorithm attempts to sample simultaneously a star and a triangle, and in the case that, say, a triangle is sampled but the star sampling attempt fails, then the sampled triangle is discarded, and the algorithm goes back to the beginning of the first step.

To remedy this, in the first step our algorithm invokes the star- and odd-cycle samplers for every basic component in D^*(H), until all samplers return an actual copy of of the requested component. This ensures that we proceed to the next step of verifying H only once we have actual copies of all the basic components. We then continue to check if these copies can be
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extended to a copy of $H$ in $G$, as before. While this is a subtle change, it is exactly what allows us to replace the dependency in the maximum number of potential copies of the basic components, to a dependency in the actual number of copies in $G$.

We note that for motifs $H$ whose decomposition has repeating smaller sub-motifs, our sampling approach can be used recursively, which can be more efficient. That is, instead of decomposing $H$ to its most basic components, stars and odd-cycles, we can consider decomposing it to collections of more complex components. For example, if $H$ has such a collection $H_1 \subset H$ that is repeated more than once, then it is more beneficial to first try and sample all of the copies of $H_1$ (as well as the other components of $H$) and only then try to extend these copies to $H$. The sampling of the $H_1$ copies can then be performed by a recursive call to the motif sampler. It can be shown that for any repeated motif $H_1$ in the decomposition of $H$, applying the recursive sampling process results in an improved upper bound.

From sampling to estimating

In order to obtain a $(1 \pm \epsilon)$-estimate of $\bar{h}$, we can use the sampling algorithm as follows. Consider a single sampling attempt in which we first sample all basic components of $D^*(H)$ (at some cost $Q$), and then preform all pair queries between the components to check if the sampled components induce a copy of $H$ (at cost $O(|H|^2)$). By the above description such an attempt succeeds with probability that depends on the counts of the basic components of $D^*(H)$ and on the count $\bar{h}$. Hence we can think of the success probability of each attempt as a coin toss with bias $p$, where $p$ depends only on the counts of the components and $\bar{h}$. By standard concentration bounds, using $\Theta(1/p\epsilon^2)$ sampling attempts, we can compute a $(1 \pm \epsilon)$-estimate $\hat{p}$ of $p$. Since we can also get $(1 \pm \epsilon)$-multiplicative estimates of the counts of each basic component without asymptotically increasing the running time, we can deduce from $\hat{p}$ a $(1 \pm \Theta(\epsilon))$-estimate of $\bar{h}$. See the full version for more details.

3.2 Decomposition-optimal lower bounds

Theorem 6 follows from Theorem 7. To prove Theorems 6 and 7, we first explain why given Theorem 7, Theorem 6 follows. We then describe at a high level a family of graphs $G$ in which sampling copies of a given motif is hard.

At a high level, Theorem 7 states that given (1) a decomposition $D$ and (2) a set of good counts $\{\bar{c}_i\}_{i \in [r]}$, we can construct (3) a motif $H_D$ (such that $D$ is an optimal decomposition of $H_D$) and (4) a family of graphs $G$ such that expected number of queries required to sampling copies of $H_D$ in $G$ is

$$\max_{i \in [r]} \frac{\text{cost}(C_i)}{\bar{c}_i} \cdot \prod_{i \in [r]} \frac{\bar{c}_i}{\bar{h}}.$$

Theorem 6 states that given (a) a decomposition $D$ and (b) a (realizable) decomposition cost DC, that there exists (c) a motif $H_D$ and (d) a family of graphs for which the decomposition-cost of $G, D$ and $H_D$ is DC, and sampling copies of $H_D$ in graphs of $G$ requires $\Omega(\text{DC})$ queries.

To prove that Theorem 6 follows from Theorem 7, we then prove that given (a) and (b), we can specify a set of counts which both satisfies $\text{DC} = \max_{i \in [r]} \left\{\text{cost}(C_i) \cdot \prod_{i \in [r]} \frac{\bar{c}_i}{\bar{h}} \right\}$ and which is good. Since the set of counts is good, we can invoke Theorem 7, and get that there exists a motif $H_D$ and a family of graphs in which it is hard to sample copies of $H_D$. Therefore, in the rest of the section we focus our attention on the proof of Theorem 7.
Ideas behind the proof of Theorem 7. Given a graph decomposition $D$, values $n$, $m$, $\bar{h}$ and a set of counts $\bar{c}_1, \ldots, \bar{c}_r$ of its basic components, our lower bound proof starts by defining a motif $H_D$, and a family of graphs $\mathcal{G}$ such that the following holds.

- The optimal decomposition of $H_D$ is $D$;
- For every $G \in \mathcal{G}$ and $O_{k_i}, S_{p_j} \in D$, their number of copies in $G$ is $\Theta(\bar{o}_{k_i})$ and $\Theta(\bar{s}_{p_j})$, respectively;
- The number of copies of $H$ in $G$ is $\Theta(\bar{h})$;
- Sampling a uniformly distributed copy of $H_D$ in a uniformly chosen $G \in \mathcal{G}$, requires $\Omega(\min\{m, dC\})$ queries in expectation.

There are several challenges in proving our lower bound. First, as they are very general and work for any given decomposition $D$ that contains at least one odd cycle, there are many sub cases that need to be dealt with separately, depending on the mixture of components in $D$. Second, the lower bound term does not only depend on the different counts, but also on the relations between them, which determines the component that maximizes $\text{cost}(C_i)$. As mentioned previously, our lower bound only holds for the case that the max cost is due to an odd cycle component. It remains an open question whether a similar lower bound can be proven for the case that the max cost is due to a star, or whether in that case a better algorithm exists. The authors suspect the latter option. Third, as in most previous lower bounds for motif sampling and counting, we prove the hardness of the task by “hiding” a constant fraction of the copies of $H_D$, so that the existence of these copies depends on a small set of crucial edges. That is, we prove that we can construct the family of graphs $\mathcal{G}$, such that for every $G \in \mathcal{G}$, a specific set of $t$ crucial edges, for some small $t$ that depends on the basic counts and $\bar{h}$, contributes $\Theta(\bar{h})$ copies of $H_D$. We then prove that detecting these edges requires many queries (this is formalized by a reduction from a variant of the Set-Disjointness communication complexity problem, based on the framework of [19]). This approach of constructing many copies of $H_D$ which all depend on small set of crucial edges, leads the construction of the graphs $\mathcal{G}$ to contain very dense components, which in turn causes correlations between the counts of the different components. A significant challenge is therefore to define the motif $H_D$ and the graphs of $\mathcal{G}$ in a way that satisfies all given counts simultaneously.

In each graph $G$ in the hard family $\mathcal{G}$, we have a corresponding “gadget” to each of the components of $D$. Let $k_1$ denote (one of) the maximum-cost odd-cycle components. For each odd-cycle component $O_{k_i}$ for $k_i \neq k_1$, we define either a few-cycles-gadget or a cycle-gadget that induce $\bar{o}_{k_i}$ odd cycles of length $k_i$ according to the relation between $k_i$ and $k_1$. For each star component $S_{p_j}$, we define a star-gadget that induces $\bar{s}_{p_j}$ many $p_j$-stars. The maximum-cost cycle component $O_{k_1}$ has a different gadget, a CC-gadget. This gadget is used to hide the set of $t$ crucial edges, and allows us to parameterize the complexity in terms of the cost $\text{cost}\{O_{k_1}\}$.

To formally prove the lower bound we make use the framework introduced in [19], which uses reductions from communication complexity problems to motif sampling and counting problems in order to prove hardness results of these latter tasks. This allows us to prove that one cannot, with high probability, witness an edge from the set of $t$ hidden edges, unless $\Omega(m/t)$ queries are performed. This in turn implies that one cannot, with high probability, witness a copy of $H_D$ contributed by these edges. Hence, we obtain a lower of $\Omega(m/t)$ for the task of outputting a uniformly sampling. Setting $t$ appropriately gives the desired bound.
4 Upper Bounds for Sampling Arbitrary Motifs

In this section we present our improved sampling algorithm. Recall that our upper bound improvement has two ingredients, an improved star sampler, and an improved sampling approach. We start with presenting the improved star sampling algorithm.

4.1 An optimal ($\ell_p$) star-sampler

Our star sampling procedure assumes that it gets as a parameter a value $\hat{\Delta}_p$ which is a constant-factor estimate of $\Delta_p$. This value can be obtained by invoking one of the star estimation algorithm of [2, 17].

Lemma 12 ([2, Theorem 1]). Given query access to a graph $G$ and an approximation parameter $\epsilon$, there exists an algorithm, Moment-Estimator, that returns a value $\hat{\Delta}_p$, such that with probability at least $2/3$, $\hat{\Delta}_p \in [\Delta_p, 2\Delta_p]$. The expected query complexity and running time $O\left(\min \left\{ m, \min \left\{ \frac{m \cdot n^{p-1}}{\hat{\Delta}_p^p}, \frac{m}{\hat{\Delta}_p^p} \right\}, \log \log n \right\} \right)\) .

Given an estimate $\hat{\Delta}_p$ on $\Delta_p$, our algorithm sets an upper bound\(^8\) $d_{ub}$ on the maximal degree, $d_{ub} = \min\{n, \hat{\Delta}_p\}$. It then tries to sample a copy of a $p$-star as follows. In each sampling attempt it samples a single edge $(v_0, v_1)$, and then performs $p-1$ neighbor queries $\text{nbr}(v_0, i_j)$ for $j = 2, \ldots, p$, where each $i_j$ is chosen independently and uniformly at random from $[d_{ub}]$. In order to ensure that the sampled neighbors are distinct, and to avoid multiplicity issues, a $p$-star is returned only if its petals are sampled in ascending order of ids. In every such sampling attempt, each specific $p$-star is therefore sampled with equal probability $\frac{1}{m \cdot d_{ub}^{p-1}}$.

Hence, invoking the above $\frac{m \cdot d_{ub}^{p-1}}{\hat{\Delta}_p^p}$ times, in expectation, returns a uniformly distributed copy of a $p$-star.

Sample-a-Star($p, n, \hat{\Delta}_p$)

1. Let $d_{ub} = \min\{n, (c_p \cdot \hat{\Delta}_p)^{1/p}\}$ for a value $c_p$ as specified in the proof of Theorem 1.
2. While TRUE:
   a. Perform a uniform edge query, an denote the returned edge $(v_0, v_1)$.
   b. Choose $p-1$ indices $i_2, \ldots, i_p$ uniformly at random in $[d_{ub}]$ (with replacement).
   c. For every $j \in [2..p]$, query the $i_j$th neighbor of $v_0$. Let $v_2, \ldots, v_p$ be the returned vertices, if all queries returned a neighbor. Otherwise break.
   d. If $id(v_2) < id(v_2) < \ldots < id(v_p)$, then return $(v_0, v_1, \ldots, v_p)$.

Theorem 13. Assume that $\hat{\Delta}_p \in [\hat{\Delta}_p, c \cdot \hat{\Delta}_p]$ for some small constants $c$. The procedure Sample-a-Star($p, \hat{\Delta}_p$) returns a uniformly distributed $p$-star in $G$. The expected query complexity of the procedure is $O\left(\min \left\{ \frac{m \cdot n^{p-1}}{\hat{\Delta}_p^p}, \frac{m}{\hat{\Delta}_p^p} \right\} \right)\) .

Proof. Let $c_p$ denote the minimal value such that for every $k \in [n]$, $c_p \cdot \binom{k}{p} \geq k^p$ (note that $c_p = \Theta(pl)$). Then $\hat{\Delta}_p = \sum_{v \in V} \frac{d(v)}{p} > \frac{d_{max}}{p} \geq c_p \cdot \frac{d_{max}}{\hat{\Delta}_p}$, and by the assumption on $\hat{\Delta}_p$, $d_{max} < (c_p \cdot \hat{\Delta}_p)^{1/p} \leq (c_p \cdot \hat{\Delta}_p)^{1/p}$. It follows by the setting of $d_{ub} = \min\{n, (c_p \cdot \hat{\Delta}_p)^{1/p}\}$ in Step 1, that $d_{ub} \geq d_{max}$.\(^8\) Observe that $d_{max} = d_{max} = \max_v d(v)$, while $d_{ub}$ is simply a bound on $d_{max}$, so that $d_{max} \leq d_{ub}$.
Consider a specific copy \( \tilde{S}_p = (a_0, a_1, \ldots, a_p) \) of a \( p \)-star in \( G \), where \( a_0 \) is the star center and \( a_1 \) through \( a_p \) are its petals in ascending id order. In each iteration of the while loop, the probability that \( \tilde{S}_p \) is returned is

\[
\Pr[\text{\( \tilde{S}_p \) is returned}] = \Pr[(a_0, a_1) \text{ is sampled in Step 2a}] \cdot \Pr[a_2, \ldots, a_p \text{ are sampled in Step 2b}]
\]

\[
= \frac{1}{m} \cdot \frac{1}{d_{ub}^{p-1}}.
\]

Note the the last equality crucially depends on \( d(v) \leq d_{max} \leq d_{ub} \) for all \( v \in V \). (Indeed, if there exists a vertex \( v \) with degree \( d(v) > d_{ub} \), then some of its incident stars will have zero probability of being sampled.) Hence, each copy is sampled with equal probability, implying that the procedure returns a uniformly distributed copy of a \( p \)-star.

We now turn to bound the expected query complexity. It follows from Equation 2 and the setting of \( d_{ub} \), that the success probability of a single invocation of the while loop is \( \frac{1}{m} \cdot \frac{1}{d_{ub}^{p-1}} \). It follows that, for a constant \( p \), the expected number of invocations is

\[
O \left( \frac{m \cdot \min\{n, \left(\frac{c_p \cdot \bar{s}_p}{\bar{m}_p} \right)^{1/p}\}^{p-1}}{\bar{s}_p} \right)
\].

Since the query complexity and running time of a single invocation of the while loop are constant, the above is also a bound on the expected query complexity and running time of the while loop.

In the full version of this paper, we explain how algorithm Sample-a-Star can be slightly modified to produce an \( \ell_p \)-sampler, Sublinear-\( \ell_p \)-Sampler as specified in Theorem 2.

### 4.2 General motif sampler

Our algorithm for sampling uniform copies of a motif \( H \) in a graph \( G \) relies on the above star sampler, and the odd cycle sampler of [23].

- **Lemma 14** (Lemma 3.3 in [23], restated). There exists a procedure that, given a parameter \( k \) and an estimate \( \hat{m} \in [m, 2m] \), samples each specific copy of an odd cycle of length \( k \) with probability \( 1/n_k^{k/2} \).

    It follows that by repeatedly invoking the procedure above until an odd cycle is returned we can get an odd cycle sampling algorithm.

- **Corollary 15.** There exists a procedure, Sample-Odd-Cycle, that, given an estimate \( \hat{m} \in [m, 2m] \), returns a uniformly distributed copy of an odd cycle of length \( k \). The expected query complexity is \( O \left( \min\left\{ m \log n, n + m, \frac{m \cdot n^{p-1}}{\bar{s}_p} \right\} \right) \), where \( \bar{o}_k \) denotes the number of odd cycles of length \( k \) in \( G \).

    We also use the following algorithm from [25] to obtain an estimate of \( m \).

- **Theorem 16** ( [25], Theorem 1, restated). There exists an algorithm that, given query access to a graph \( G \), the number of vertices \( n \), and a parameter \( \epsilon \), returns a value \( \tilde{m} \), such that with probability at least \( 2/3 \), \( \tilde{m} \in [m, (1 + \epsilon)m] \). The expected query complexity and running time of the algorithm is \( O(n/\sqrt{m}) \cdot (\log \log n/\epsilon^2) \).
Our motif sampling algorithm invokes the star-sampler and odd-cycles-sampler for each of the star and odd-cycles components in $D^*(H)$, respectively. Once actual copies of all the components are sampled, it checks whether they form a copy of $H$ in $G$, using $O(|H|^2) = O(1)$ additional pair queries.

![Sample-H (H, n)](https://example.com/sampled_h)

1. Compute a 2-factor estimate $\hat{m}$ of $m$ by invoking the algorithm of [25] with $\epsilon = 1/2$ for $10 \log n$ times, and letting $\hat{m}$ be the median of the returned values.
2. Compute an optimal decomposition of $H$, $D^*(H) = \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_q}\}$.
3. For every $S_{p_i}$ in $D$, invoke algorithm Moment-Estimator with $\epsilon = 1/2$ and $r = p_i$ for $t = 10 \log (n \cdot \ell)$ times to get $t$ estimates of $\hat{s}_{p_i}$. Let $\hat{s}_{p_i}$ be the median value among the $t$ received estimates of each $S_{p_i}$.
4. While True:
   a. For every $i \in [q]$ do:
      i. Invoke Sample-Odd-Cycle($k_i, \hat{m}$), and let $\hat{O}_i$ be the returned odd cycle.
   b. For every $i \in [\ell]$ do:
      i. Invoke Sample-a-Star($p_i, n, \hat{s}_{p_i}$), and let $\hat{S}_j$ be the returned $s_j$-star.
   c. Perform $O(|H|^2)$ pair queries to verify whether the set of components $\{\hat{O}_1, \ldots, \hat{O}_q, \hat{S}_1, \ldots, \hat{S}_\ell\}$ can be extended to a copy of $H$ in $G$.
   d. If a copy of $H$ is discovered, then return it.
   e. If the number of queries performed exceeds $n + \hat{m}$, then query all edges of the graph $G$, and output a uniformly distributed copy of $H$.

We are now ready to prove our main upper bound theorem, which we recall here.

**Theorem 17.** Let $G$ be a graph over $n$ vertices and $m$ edges, and let $H$ be a motif such that $D^*(H) = \{O_{k_1}, \ldots, O_{k_r}, S_{p_1}, \ldots, S_{p_q}\} = \{C_i\}_{i \in [r]}$. There exists an algorithm, Sample-H, that returns a copy of $H$ in $G$. With probability at least $1 - \frac{1}{\log(n)}$, the returned copy is uniformly distributed in $G$. The expected query complexity of the algorithm is

$$O\left(\min\{\text{decomp-cost}(G, H, D^*(H)), m\}\right) \cdot \log n \log \log n.$$  

**Proof.** By Theorem 16, when invoked with a value $\epsilon = 1/2$, the edge estimation algorithm of [25] returns a value $\hat{m}$ such that, with probability at least $2/3$, $\hat{m} \in [m, 1.5m]$. Hence, with probability at least $1 - 1/(3n^2)$, the median value $\bar{m}$ of the $10 \log n$ invocations is such that $\hat{m} \in [m, 1.5m]$. We henceforth condition on this event.

We next prove that with probability at least $1 - 1/(3n^2)$, all the computed $\hat{s}_{p_i}$ values are good estimates of $\bar{s}_{p_i}$. By Lemma 12, for a fixed $p_i$, with probability at least $2/3$, the value returned from Moment-Estimator is in $[\hat{s}_{p_i}, 1.5 \cdot \bar{s}_{p_i}]$. Therefore, the probability that the median value of the $t = 10 \log (n \ell)$ invocations in Step 3 is outside this range is at most $1/(3n^2)$. Hence, taking a union bound over all $i \in [\ell]$, with probability at least $1 - 1/(3n^2)$, for every $i \in [\ell]$, $\hat{s}_{p_i} \in [\bar{s}_{p_i}, 1.5 \cdot \bar{s}_{p_i}]$. We henceforth condition on this event as well.

Fix a copy $H'$ of $H$ in $G$, and let $O_1', \ldots, O_r', S_1', \ldots, S_q'$ be its cycles and stars, corresponding to those of $D^*(H)$. By Corollary 15, for each $O_i'$, its probability of being returned in Step 4(a) is $1/\bar{s}_{k_i}$. Similarly, by Lemma 1, for each $S_i'$, its probability of being returned in Step 4(b) is $1/\bar{s}_{p_i}$. Therefore, in the case that the number of queries does not exceed $\hat{m}$, in every iteration...
of the loop, each specific copy of \( H \) is returned with equal probability \( \frac{1}{\prod_{i=1}^{n} s_{h_i} \prod_{i=1}^{n} p_{h_i}} \). Hence, once a copy of \( H \) is returned, it is uniformly distributed in \( G \). In the case that the number of queries exceeds \( \hat{m} \), the algorithm either performs \( n + 2n \) queries to query all the neighbors of all vertices, or \( 10m \log n \) queries, in order to discover all edges with high probability. In the former case, the entire graph \( G \) is known. In the latter case, by the coupon collector analysis, the probability that all edges are known at the end of the process is at least \( 1 - 1/3n^2 \). Hence, with probability at least \( 1 - 1/3n^2 \), at the end of this process, a uniformly distributed copy of \( H \) is returned.

It remains to bound the query complexity. By Lemma 12, Step 3 takes \( \sum_{p_i} t \cdot \min \left\{ \frac{m \cdot n^{p_i - 1}}{s_{p_i}}, \frac{m}{s_{p_i}^{1/p_i}} \right\} \cdot \log n \log \log n \) queries in expectation. By the above discussion, it holds that the expected number of invocations of the whole loop is \( \prod_{i=1}^{n} s_{h_i} \prod_{i=1}^{n} s_{p_i} \). Furthermore, by Lemma 1, the expected query complexity of sampling each \( S_{p_i} \) is \( \min \left\{ \frac{m \cdot n^{p_i - 1}}{s_{p_i}}, \frac{m}{s_{p_i}^{1/p_i}} \right\} \). By Lemma 15, the expected running time of each invocation of the \( k_i \)-cycle sampler is \( O \left( \frac{m^{k_i/2}}{s_{h_i}} \right) \).

The complexity of Step 4e is \( O(|H|^2) = O(1) \) queries, and is subsumed by the complexity of the other steps. Hence, the expected cost of each invocation of the whole loop is

\[
\max_{i \in [q]} \left\{ \frac{m^{k_i/2}}{s_{h_i}} \right\} + \max_{i \in [t]} \left\{ \min \left\{ \frac{m}{s_{p_i}^{1/p_i}}, \frac{m \cdot n^{p_i - 1}}{s_{p_i}} \right\} \right\} = \max_{i \in [q]} \left\{ \frac{m^{k_i/2}}{s_{h_i}} \right\} + \min \left\{ \frac{m}{s_{p_i}^{1/p_i}}, \frac{m \cdot n^{p_i - 1}}{s_{p_i}} \right\},
\]

where the equality holds since the maximum of the second term is always achieved by the largest star in the decomposition, \( S_{p_i} \). Also, due to Step 4e and the assumption on \( \hat{m} \), the query complexity of algorithm is always bounded by \( O(\min\{m \log n, n + m\}) \). Therefore, the overall expected query complexity is the minimum between \( O(\min\{m \log n, n + m\}) \) and

\[
O \left( \max_{i \in [q]} \left\{ \frac{m^{k_i/2}}{s_{h_i}} \right\} + \min \left\{ \frac{m}{s_{p_i}^{1/p_i}}, \frac{m \cdot n^{p_i - 1}}{s_{p_i}} \right\} \cdot \log n \log \log n \cdot \prod_{i \in [t]} \frac{c_i}{h} \right)
= O \left( \min \left\{ \max_{i \in [q]} \{\text{cost}(C_i)\}, \prod_{i \in [t]} \frac{c_i}{h} \right\} \cdot m \cdot \log n \log \log n \right)
= O \left( \min \{\text{decomp-cost}(G, H, D^*(H)), m, n\} \cdot \log n \log \log n \right),
\]

as claimed.

---
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9 To avoid multiplicity issues, if some components are repeated in the decomposition more than once, then we can assign ids to small components and verify they are sampled in ascending id order.
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A Related Work

We note that some of the works were mentioned before, but we repeat them here for the sake of completeness. Over the past decade, there has been a growing body of work investigating the questions of approximately counting and sampling motifs in sublinear time. These questions were considered for various motifs $H$, classes of $G$, and query models.

The study of sublinear time estimation of motif counts was initiated by the works of Feige [22] and of Goldreich and Ron [25] on approximating the average degree in general graphs. Feige [22] investigated the problem of estimating the average degree of a graph, denoted $d_{avg}$, when given query access to the degrees of the vertices. By performing a careful variance analysis, Feige proved that $O \left( \sqrt{n/d_{avg}}/\epsilon \right)$ queries are sufficient in order to obtain a $(\frac{1}{2} - \epsilon)$-approximation of $d_{avg}$. He also proved that a better approximation ratio cannot be achieved in sublinear time using only degree queries. The same problem was then considered by Goldreich and Ron [25]. Goldreich and Ron proved that an $(1 + \epsilon)$-approximation can be achieved with $O \left( \sqrt{n/d_{avg}} \right) \cdot \text{poly}(1/\epsilon, \log n)$ queries, if neighbor queries are also allowed.

Building on these ideas, Gonen et al. [26] considered the problem of approximating the number of $s$-stars in a graph. Their algorithm only assumed neighbor and degree queries. In [2], Aliakbarpour, Biswas, Gouleakis, Peebles, and Rubinfeld and Yodpinyanee considered the same problem of estimating the number of $s$-stars in the augmented edqu queries model, which allowed them to circumvent the lower bounds of [26] for this problem. In [17], Eden, Ron and Seshadhari again considered this problem, and presented improved bound for the case where the graph $G$ has bounded arboricity. In [13, 16, 18], Eden, Ron and Seshadhri considered the problems of estimating the number of $k$-cliques in general and in bounded arboricity graphs, in the general graph query model, and gave matching upper and lower bounds. In [40], Tětek considers both the general and the augmented query models for approximately counting triangles in the super-linear regime. In [19], Eden and Rosenbaum presented a framework for proving motif counting lower bounds using reduction from communication complexity, which allowed them to reprove the lower bounds for all of the variants listed above.

In [20, 14], Eden and Rosenbaum and Ron has initiated the study of sampling motifs (almost) uniformly at random. They considered the general graph query model, and presented upper and matching lower bounds up to $\text{poly}(\log n/1/\epsilon)$ factors, for the task of sampling edges almost uniformly at random, both for general graphs and bounded arboricity graphs. Recently, Tětek and Thorup [37] presented an improved analysis which reduced the dependency in
$\epsilon$ to $\log(1/\epsilon)$. This result implies that for all practical applications, the edge sampler is essentially as good as a truly uniform sampler. They also proved that given access to what they refer to as hash-based neighbor queries, there exists an algorithm that samples from the exact uniform distribution. The authors of [14] also raised the question of approximating vs. sampling complexity, and gave preliminary results that there exists motifs $H$ (triangles) and classes of graphs $G$ (bounded arboricity graphs) in which approximating the number of $H$’s is strictly easier than sampling an almost uniformly distributed copy of $H$. This question was very recently resolved by them, proving a separation for the tasks of counting and uniformly sampling cliques in bounded arboricity graphs [15].

A significant result was achieved recently, when Assadi, Kapralov and Khanna gave an algorithm for approximately counting the number of copies of any given general $H$, in the edge queries augmented query model. They also gave a matching lower bound for the case that $H$ is an odd cycle. Fichtenberger, Gao and Peng presented a cleaner algorithm with a much simplified analysis for the same problem, that also returns a uniformly distributed copy of $H$.

Another query model was suggested recently by Beame et al. [6], which assumes access to only independent set (IS) queries or bipartite independent set (BIS) queries. Inspired by group testing, IS queries allow to ask whether a given set $A$ is an independent set, and BIS queries allow to ask whether two sets $A$ and $B$ have at least one edge between them. In this model they considered the problem of estimating the average degree and gave an $O(n^{2/3}) \cdot \text{poly}(\log n)$ algorithm using IS queries, and $\text{poly}(\log n)$ algorithm using BIS queries. Chen, Levi and Waingarten [10] later improved the first bound to $O(n/\sqrt{m}) \cdot \text{poly}(\log n)$ and also proved it to be optimal.
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In this work, we present an abstract framework for some algebraic error-correcting codes with the aim of capturing codes that are list-decodable to capacity, along with their decoding algorithm. In the polynomial ideal framework, a code is specified by some ideals in a polynomial ring, messages are polynomials and their encoding is the residue modulo the ideals. We present an alternate way of viewing this class of codes in terms of linear operators, and show that this alternate view makes their algorithmic list-decodability amenable to analysis.

Our framework leads to a new class of codes that we call affine Folded Reed-Solomon codes (which are themselves a special case of the broader class we explore). These codes are common generalizations of the well-studied Folded Reed-Solomon codes and Univariate Multiplicity codes, while also capturing the less-studied Additive Folded Reed-Solomon codes as well as a large family of codes that were not previously known/studied.

More significantly our framework also captures the algorithmic list-decodability of the constituent codes. Specifically, we present a unified view of the decoding algorithm for ideal-theoretic codes and show that the decodability reduces to the analysis of the distance of some related codes. We show that good bounds on this distance lead to capacity-achieving performance of the underlying code, providing a unifying explanation of known capacity-achieving results. In the specific case of affine Folded Reed-Solomon codes, our framework shows that they are list-decodable up to capacity (for appropriate setting of the parameters), thereby unifying the previous results for Folded Reed-Solomon, Multiplicity and Additive Folded Reed-Solomon codes.
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Reed-Solomon codes are obtained by evaluations of polynomial of degree less than $k$ at $n$ distinct points in a finite field $\mathbb{F}$. Folded-Reed-Solomon (FRS) codes are obtained by evaluating a polynomial at $sn_1$ (carefully chosen) points that are grouped into $n$ bundles of size $s$ each, and then viewing the resulting $sn$ evaluations as $n$ elements of $\mathbb{F}^s$. Multiplicity codes are obtained by evaluating the polynomial, and $s-1$ of its derivatives and again viewing the resulting $sn$ evaluations as $n$ elements of $\mathbb{F}^s$.

This “bundling” (or folding, as it is called for FRS codes) in FRS codes and Multiplicity codes may be viewed at best as a harmless operation – it does not hurt the rate and (relative) distance of a code which is already optimal in these parameters. But far from merely being harmless, in the context algorithmic list-decoding, bundling has led to remarkable improvements and to two of the very few explicit capacity achieving codes in the literature. Indeed the only other codes that achieve list-decoding capacity algorithmically and do not use one of the above codes as an ingredient are the Folded Algebraic-Geometric codes, which also use bundling. Despite this central role, the bundling operation is not well-understood algebraically. Indeed it seems like an “adhoc” operation rather than a principled one. Unearthing what bundling is and understanding when and why it turns out to be so powerful is the primary goal of this work, and we make some progress towards this.

Turning to the algorithms for list-decoding the above codes close to capacity, there are two significantly different ones in the literature. A (later) algorithm due to Guruswami and Wang [6] which seems more generalizable, and the original algorithm of Guruswami and Rudra [3] which is significantly more challenging to apply to multiplicity codes (see [9]). In both cases, while the algorithm for FRS works in all (reasonable) settings, the algorithms for multiplicity codes only work when the characteristic of the field is larger than the degrees of the polynomials in question. Looking more closely at FRS codes, part of the careful choice of bundling in FRS codes is to pick each bundle to be a geometric progression. If one were to switch this to an arithmetic progression, then one would get a less-studied family codes called the Additive-FRS. It turns out the Additive-FRS codes are also known to be list-decodable to capacity but only via the original algorithm. Thus, the short summary of algorithmic list-decoding is that there is no short summary! Algorithms tend to work but we need to choose carefully and read the fine print.

The goal of this paper is to provide a unifying algebraic framework that (a) captures bundling algebraically, (b) captures most of the algorithmic success also algebraically, leaving well-defined parts for combinatorial analysis and (c) leads to new codes that also achieve capacity. In this work we use basic notions from linear algebra and polynomial rings to present a unifying definition (see Definitions 3.1 and 4.4) that captures the codes very generally, and also the decoding ability (see Theorem 1.1). We elaborate on these below.

### Polynomial ideal codes

Our starting point is what we term “polynomial ideal codes”. A polynomial ideal code over a finite field $\mathbb{F}$ and parameters $k, s$ is specified by $n$ pairwise relatively prime monic polynomials $E_0(X), \ldots, E_{n-1}(X) \in \mathbb{F}[X]$ of degree equal to $s$. The encoding maps a message $p \in \mathbb{F}^k$
The codes described above, Reed-Solomon, FRS, Multiplicity and Additive-FRS, are all examples of polynomial ideal codes. For Reed-Solomon codes, this is folklore knowledge: the evaluation point $a_i$ corresponds to going mod $E_i(X) = (X - a_i)$. For any bundling of the Reed-Solomon codes this follows by taking product of the corresponding polynomials. For multiplicity codes of order $s$, the evaluation of a polynomial and its derivatives at $a_i$ corresponds to going modulo $E_i(X) = (X - a_i)^s$.

The abstraction of polynomial ideal codes is not new to this work. Indeed Guruswami, Sahai and Sudan [4, Appendix A] already proposed these codes as a good abstraction of algebraic codes. Their framework is even more general, in particular they even consider non-polynomial ideals such as in $\mathbb{Z}$. They suggest algorithmic possibilities but do not flesh out the details. In this work we show that polynomial ideal codes, as we define them, are indeed list-decodable up to the Johnson radius. We note that the proof involves some steps not indicated in the previous work but for the most part this confirms the previous thinking.

The abstraction above also captures “bundling” (or folding) nicely - we get them by choosing $E_i(X)$ to be a product of some $E_{ij}(X)$. But the above abstraction thus far fails to capture the capacity-achieving aspects of the codes (i.e., the benefits of this bundling) and the decoding algorithms. This leads us to the two main novel steps of this paper:

- We present an alternate viewpoint of polynomial ideal codes in terms of linear operators.
- We abstract the Guruswami-Wang linear-algebraic list-decoding algorithm in terms of linear operators.

The two sets of “linear operators”, in the codes and in the decoding algorithm, are not the same. But the linearity of both allows them to interact nicely with each other. We elaborate further below after introducing them.

**Linear operator codes**

In this work, a linear operator is an $\mathbb{F}$-linear function $L : \mathbb{F}[X] \rightarrow \mathbb{F}[X]$. A linear operator code is characterized by a family of linear operators $\mathcal{L} = (L_0, \ldots, L_{s-1})$, a set $A = \{a_0, \ldots, a_{n-1}\} \subseteq \mathbb{F}$ of evaluation points and $k$ a degree parameter such that $k \leq s \cdot n$. The corresponding linear operator code, denoted by $LO_k^A(\mathcal{L})$, is given as follows:

$\mathbb{F}_{<k}[X] \rightarrow (\mathbb{F}^s)^n$

$p(X) \mapsto (L(p)(a_i))_{i=0}^{n-1}$

Linear operator codes easily capture polynomial ideal codes. For instance, the multiplicity codes are linear operator codes wherein the linear operators are the successive derivative operators. But they are also too general – even if we restrict the operators to map $\mathbb{F}_{<k}[X]$ to itself, an operator allows $k^2$ degrees of freedom.

We narrow this broad family by looking subfamilies of linear operators and codes. The specific subfamily we turn are what we call “ideal linear operators”. We say that linear operators $L_0, \ldots, L_{s-1}$ are ideal linear operators with respect to a set $A$ of evaluation points if for every $a \in A$, the vector space

$I^a(\mathcal{L}) = \{p \in \mathbb{F}[X] \mid \mathcal{L}(p)(a) = 0\}$
is an ideal. (When the set of evaluation points is clear from context, we drop the phrase “with respect to $A$.”) Linear operator codes corresponding to ideal linear operators are called ideal linear operator codes (see Definitions 4.1 and 4.4 for precise definitions).

It is not hard to see that a family of linear operators $\mathcal{L} = (L_0, \ldots, L_{s-1})$ has the ideal property if it satisfies the following linearly-extendibility property: There exists a matrix $M(X) \in \mathbb{F}[X]^{s \times s}$ such that for all $p \in \mathbb{F}[X]$ we have

$$\mathcal{L}(X \cdot p(X)) = M(X) \cdot \mathcal{L}(p(X)).$$

This motivates yet another class of linear operators and code: We say that an operator family $\mathcal{L}$ is a linearly-extendible linear operator if such a matrix $M(X)$ exists and the resulting code is said to be a linearly-extendible linear operator code (see Definitions 4.2 and 4.4 for precise definitions).

It turns out that these three definitions of codes – polynomial ideal codes, ideal linear operator codes and linearly-extendible linear operator codes – are equivalent (see Propositions 4.6 and 4.8 and Corollary 4.9). And while the notion of polynomial ideal codes captures the codes mentioned thus far naturally, the equivalent notion of linearly-extendible codes provides a path to understanding the applicability of the linear-algebraic list-decoding algorithm of Guruswami and Wang.

While it is not the case that every linearly-extendible linear operator code (and thus every polynomial ideal code) is amenable to this list-decoding algorithm, it turns out that one can extract a nice sufficient condition on the linear-extendibility for the algorithm to be well-defined. This allows us to turn the question of list-decodability into a quantitative one – how many errors can be corrected. And the linear operator framework now converts this question into analyzing the rank of an associated matrix.

The sufficient condition we extract is the following: we say that an operator $L : \mathbb{F}[X] \rightarrow \mathbb{F}[X]$ is degree-preserving if $\deg_X(Lf) \leq \deg_X(f)$ for all $f \in \mathbb{F}[X]$. Observe that any degree-preserving linear operator when restricted to $\mathbb{F}[X]$ can be represented by an upper-triangular matrix in $\mathbb{F}^{k \times k}$. A family of linear operators obtained by repeated iteration, $\mathcal{L} = (L_0, L = L^1, L^2, \ldots, L^{s-1})$ is called an iterative family. We associate with any degree-preserving family $\mathcal{L} = (L_0, \ldots, L_{s-1})$ of linear operators a simple matrix in $\mathbb{F}^{s \times k}$ called $\text{Diag}(\mathcal{L})$, whose $i$th row is the diagonal of $L_i$ and consider the code in $\mathbb{F}^k$ generated by $\text{Diag}(\mathcal{L})$.

The following theorem now shows that for any degree-preserving iterative linearly-extendible operator codes, lower bound on the distance of $\text{Diag}(\mathcal{L})$ yields an upper bound on the list size obtained by the Guruswami-Wang algorithm, even when the number of errors approaches $(1 - \text{rate})$ of the code.

**Theorem 1.1.** Suppose $L : \mathbb{F}[X] \rightarrow \mathbb{F}[X]$ is a degree-preserving linear operator and $A$ a set of evaluation points such that for $\mathcal{L} = (L^0, L^1, \ldots, L^{s-1})$ the corresponding code $\mathcal{C}$ is a linearly-extendible linear operator code. Furthermore, if the matrix $\text{Diag}(\mathcal{L}) \in \mathbb{F}^{s \times k}$ formed by stacking the diagonals of the $s$ linear operators as the rows is the generator matrix of a code with distance $1 - \frac{k}{s-1} = 1 - \frac{1}{m}$ with list size $q^\ell$ for any $1 \leq m \leq s$.

We remark that our actual theorem is more general (see Theorem 5.2) where we further separate the role of linear operators used to build the code, from those that seed the decoding algorithm. But it immediately implies Theorem 1.1 above, which in turn already suffices to capture the capacity achieving decodability of FRS, multiplicity and additive-FRS codes. Regarding the aspect of the need to lower bound the distance of the code generated by
Diag(L), to bound the list size of the codes, we stress that for each of these codes the lower bound on the distance follows from fairly simple arguments. Indeed the generality of the arguments allows us to capture broader families of codes uniformly, as described next.

A Common Generalization

Our framework leads very naturally to a new class of codes that we call the Affine Folded Reed-Solomon (Affine-FRS) codes: these are codes defined by ideals of the form \( \prod_{i=0}^{r-1} (X - \ell^{(i)}(a)) \) where \( \ell(z) = \alpha z + \beta \) is any linear form and \( \ell^{(i)}(z) = \ell(\ell(\ldots \ell(z) \ldots)) \) \( i \) times. These codes generalize all the previously considered codes: The case \( \ell(z) = \gamma z \) are the FRS codes, the case \( \ell(z) = z \) are the Multiplicity codes, and the case \( \ell(z) = z + \beta \) are the Additive FRS codes!

**Theorem 1.2** (Informal statement – see Theorem A.8). Let \( \ell \) be any linear form such that either \( \text{ord}(\ell) \geq k \) or \( \text{char}(\mathbb{F}) \geq k \) and \( \beta \neq 0 \) \(^3\). Then the Affine-FRS codes corresponding to the linear form \( \ell \) are list-decodable up to capacity.

Previously, even for the special case of the Additive FRS codes, list-decodability close to capacity was only achieved by the more involved algorithm of Guruswami & Rudra [3] and Kopparty [9] (see paragraph on Additive Folding and Footnote 4 in [2, Section III]). (A similar approach can be extended to cover the case of \( \text{ord}(\ell) \geq k \) in Theorem 1.2: however, it seems difficult to do so for the case when \( \text{ord}(\ell) \) is small.)

Thus, our Affine-FRS codes lead to the first common abstraction of the three codes as well as the first common algorithm for solving the list-decoding problem for these codes. (Furthermore, this algorithm is linear-algebraic.) Arguably thus, even if the Affine-FRS codes had been studied previously, it is not clear that the ability to decode them for every choice of \( \ell(z) \) would be obvious.

Organization

The rest of the paper is organized as follows. We begin with some preliminaries in Section 2. We then formally define polynomial ideal codes and linear operator codes in Sections 3 and 4 respectively. In Section 5, we discuss list-decoding algorithms for polynomial ideal codes. We first present the list-decoding algorithm for all polynomial ideal codes up to the Johnson radius in Section 5.1 and then the list-decoding algorithm beyond the Johnson radius for special families of linear operator codes in Section 5.2. Finally, we conclude by demonstrating how these results can be used to show that several well-known families of codes (Folded Reed-Solomon, multiplicity, additive Folded Reed-Solomon codes) as well as their common generalization affine folded Reed-Solomon achieve list-decoding capacity in Appendix A.

Throughout the paper, we skip the proofs of various claims due to space constraints. We refer the interested reader to the full version of the paper [1] for the complete proofs.

## 2 Notations and Preliminaries

We start with some notations that we follow in the rest of this paper.

- For a natural number \( n \), \( [n] \) denotes the set \( \{0, 1, \ldots, n-1\} \).
- \( \mathbb{F} \) denotes a field.

---

\(^3\) \( \text{ord}(\ell) \) refers to the smallest positive integer \( u \) such that \( \ell^{(u)}(z) = z \).
For $a, b, i, j \in \mathbb{Z}$, where $a, b, i, j \geq 0$ the bivariate monomial $X^iY^j$ is said to have $(a, b)$-weighted degree at most $d$ if $ai + bj \leq d$. $N(a, b)$ denotes the number of bivariate monomials of $(1, a)$-weighted degree at most $b$.

For $a, b \in \mathbb{Z}$, a bivariate polynomial $Q(X, Y)$ is said to have $(a, b)$-weighted degree at most $d$, if it is supported on monomials of $(a, b)$-weighted degree at most $d$.

We say that a function $f(n) : \mathbb{N} \to \mathbb{N}$ is poly$(n)$, if there are constants $c, n_0 \in \mathbb{N}$ such that for all $n \geq n_0$, $f(n) \leq n^c$.

$\mathbb{F}[X]$ is the ring of univariate polynomials with coefficients in $\mathbb{F}$, and for every $k \in \mathbb{N}$, $\mathbb{F}_{<k}[X]$ denotes the set of polynomials in $\mathbb{F}[X]$ of degree strictly less than $k$.

For a multivariate polynomial $f(X_0, X_1, \ldots, X_{n-1}) \in \mathbb{F}[X_0, X_1, \ldots, X_{n-1}]$, $\deg_{X_i}(f)$ denotes the degree of $f$, when viewing it as a univariate in $X_i$, with coefficients in the polynomial ring on the remaining variables over the field $\mathbb{F}$.

**Estimates on $N(a, b)$**

We rely on the following simple lemma to estimate the number of bivariate monomials with $(1, a)$-weighted degree at most $b$. See the full version [1] for the proof.

▶ **Lemma 2.1.** For every $a, b \in \mathbb{N}$, let $N(a, b)$ denote the number of bivariate monomials with $(1, a)$-weighted degree at most $b$. Then, the following are true.

1. $N(a - 1, b) \geq b^2/2a$.
2. For every $\eta \in \mathbb{N}$, if $a$ divides $b$, then

$$N(a, b) - N(a, b - a\eta) - \eta(b - a\eta + 1) = a\eta(\eta + 1)/2.$$

**Johnson radius**

▶ **Theorem 2.2 (List decoding up to Johnson radius).** Let $q \in \mathbb{N}$ be a natural number. Any code with block length $n$ and relative distance $\delta$ over an alphabet of size $q$ is (combinatorially) list decodable from $(1 - \sqrt{1 - \delta})$ fraction of errors with list size at most $n^2q\delta$.

We have the following bound for codes, referred to popularly as the Singleton bound [11], though the bound appears earlier in the works of Joshi [7] and Komamiya [8].

▶ **Theorem 2.3 (Komamiya-Joshi-Singleton bound).** The rate $R$ and the relative distance $\delta$ of a code satisfy $R + \delta \leq 1 + o(1)$.

In particular, for codes which lie on the Komamiya-Joshi-Singleton bound, we have that they are combinatorially list decodable from $1 - \sqrt{R} - o(1)$ fraction errors with polynomial list size.

**List-decoding upto capacity**

▶ **Definition 2.4 (List-decoding Capacity).** Consider a family of codes $\mathcal{C} = \{C_n, \ldots\}$ where $C_n$ has rate $\rho_n$ and block length $n$ with alphabet $\Sigma_n$. Then, $\mathcal{C}$ is said to achieve list-decoding capacity if $\forall \varepsilon > 0$ there exists an $n_0$ such that $\forall n \geq n_0$ and all received words $w \in \Sigma^n$, there exists at most a polynomial number of codewords $c \in C_n$ such that $\delta(c, w) \leq (1 - \rho_n(1 + \varepsilon))$.

Further, if there exists an efficient algorithm for finding all these codewords, then $\mathcal{C}$ is said to achieve list-decoding capacity efficiently. Ideally, we want to keep $\Sigma_n$ as small as possible.
Chinese remainder theorem

We also rely on the following version of the Chinese Remainder Theorem for the polynomial ring.

\textbf{Theorem 2.5.} Let \( E_0(X), E_1(X), \ldots, E_{s-1}(X) \) be univariate polynomials of degree equal to \( d \) over a field \( \mathbb{F} \) such that for every distinct \( i, j \in [s] \), \( E_i \) and \( E_j \) are relatively prime. Then, for every \( s \)-tuple of polynomials \( (r_0(X), \ldots, r_{s-1}(X)) \in \mathbb{F}[X]^s \) such that each \( r_i \) is of degree strictly less than \( d \) (or zero), there is a unique polynomial \( p(X) \in \mathbb{F}[X] \) of degree at most \( d^s - 1 \) such that for all \( i \in [s] \),
\[
p(X) = r_i(X) \mod E_i(X).
\]

\textbf{Polynomial ideals}

\textbf{Definition 2.6.} A subset \( I \subseteq \mathbb{F}[X] \) of polynomials is said to be an ideal if the following are true.

\begin{itemize}
  \item \( 0 \in I \).
  \item For all \( p(X), q(X) \in I \), \( p + q \in I \).
  \item For every \( p(X) \in I \) and \( q(X) \in \mathbb{F}[X] \), \( p(X) \cdot q(X) \in I \).
\end{itemize}

For the univariate polynomial ring \( \mathbb{F}[X] \), we also know that every ideal \( I \) is principal, i.e. there exists a polynomial \( p(X) \in I \) such that
\[
I = \{ p(X)q(X) : q(X) \in \mathbb{F}[X] \}.
\]

3 Polynomiul ideal codes

In this section, we discuss polynomial ideal codes in more detail, and see how this framework captures some of the well studied families of algebraic error correcting codes.

We start with the formal definition of polynomial ideal codes.

\textbf{Definition 3.1} (polynomial ideal codes). Given a field \( \mathbb{F} \), parameters \( s, k \) and \( n \) satisfying \( k < s \cdot n \), the polynomial ideal code is specified by a family of \( n \) polynomials \( E_0, \ldots, E_{n-1} \) in the ring \( \mathbb{F}[X] \) of univariate polynomials over the field \( \mathbb{F} \) satisfying the following properties.

\begin{itemize}
  \item 1. For all \( i \in [n] \), polynomial \( E_i \) has degree exactly \( s \).
  \item 2. The \( E_i \)'s are monic polynomials.
  \item 3. The polynomials \( E_i \)'s are pairwise relatively prime.
\end{itemize}

The encoding of the polynomial ideal code maps is as follows:
\[
\mathbb{F}_{<s}[X] \rightarrow (\mathbb{F}_{<s}[X])^n
\]
\[
p(X) \mapsto (p(X) \mod E_i(X))_{i=0}^{n-1}
\]

As is clear from the definition, polynomial ideal codes are linear over \( \mathbb{F} \) and have rate \( k/sn \) and relative distance \( (1 - (k - 1)/sn) \). Since the sum of rate and relative distance satisfy the Komamiya-Joshi-Singleton bound, these codes are maximal-distance separable (MDS) codes.

We note that in general, \( E_i \)'s need not have the same degree, but for notational convenience, we work in the setting when each of them is of degree equal to \( s \). We also note that these codes continue to be well defined even if the \( E_i \)'s are not relatively prime. In this case, the condition, \( k < s \cdot n \) is replaced by \( k \) being less than the degree of the lowest common multiple of \( E_0, E_1, \ldots, E_{n-1} \). However, the distance of the code suffers in this case, and such codes need not approach the Komamiya-Joshi-Singleton bound. We now observe that some of the standard and well studied family of algebraic error correcting codes are in fact instances of polynomial ideal codes for appropriate choice of \( E_0, E_1, \ldots, E_{n-1} \).
3.1 Some well known codes via polynomial ideals

The message space for all these codes is identified with univariate polynomials of degree at most \( k - 1 \) in \( \mathbb{F}[X] \). We assume that the underlying field \( \mathbb{F} \) is of size at least \( n \) for this discussion, else, we work over a large enough extension of \( \mathbb{F} \).

Reed-Solomon Codes

Let \( a_0, a_1, \ldots, a_{n-1} \) be \( n \) distinct elements of \( \mathbb{F} \). In a Reed-Solomon code, we encode a message polynomial \( p(X) \in \mathbb{F}[X]_{<k} \) by its evaluation on \( a_0, a_1, \ldots, a_{n-1} \). To view these as a polynomial ideal code, observe that \( p(a_i) = p(X) \mod (X - a_i) \). Thus, we can set the polynomials \( E_i(X) \) in Definition 3.1 to be equal to \( (X - a_i) \) for each \( i \in [n] \). Thus, \( s = 1 \). Clearly, the \( E_i \)'s are relatively prime since \( a_0, a_1, \ldots, a_{n-1} \) are distinct.

Folded Reed-Solomon Codes [3]

Let \( \gamma \in \mathbb{F}_q^* \) be an element of multiplicative order at least \( s \), i.e. \( \gamma^0, \gamma, \ldots, \gamma^{s-1} \) are all distinct field elements. Further, let the set of evaluation points be \( A = \{a_0, \ldots, a_{n-1}\} \) such that for any two distinct \( i \) and \( j \) the sets \( \{a_i, a_i \gamma, \ldots, a_i \gamma^{s-1}\} \) and \( \{a_j, a_j \gamma, \ldots, a_j \gamma^{s-1}\} \) are disjoint. In a Folded Reed-Solomon code, with block length \( n \) and folding parameter \( s \) is defined by the following encoding function.

\[
p(X) \mapsto (p(a_i), p(a_i \gamma^1), \ldots, p(a_i \gamma^{(s-1)}))_{i=0}^{n-1}
\]

Thus, these are codes over the alphabet \( \mathbb{F}^s \).

To view these as polynomial ideal codes, we set \( E_i(X) = \prod_{j=0}^{s-1}(X - a_i \gamma^j) \). Clearly, each such \( E_i \) is a polynomial of degree equal to \( s \), and since for any two distinct \( i \) and \( j \) the sets \( \{a_i, a_i \gamma, \ldots, a_i \gamma^{s-1}\} \) and \( \{a_j, a_j \gamma, \ldots, a_j \gamma^{s-1}\} \) are disjoint, the polynomials \( E_0, E_1, \ldots, E_{n-1} \) are all relatively prime.

To see the equivalence between these two viewpoints observe that \( p(a_i \gamma^j) = p(X) \mod (X - a_i \gamma^j) \). Moreover, \( (X - a_i \gamma^j) \) are all relatively prime as \( j \) varies in \( [s] \) for every \( i \in [n] \). Thus, by the Chinese Remainder Theorem over \( \mathbb{F}[X] \), there is a bijection between remainders of a polynomial modulo \( \{(X - a_i \gamma^j) : j \in [s]\} \) and the remainder modulo the product \( E_i = \prod_{j \in [s]}(X - a_i \gamma^j) \) of these polynomials.

Additive Folded Reed-Solomon Codes [3]

Additive Folded Reed-Solomon codes are a variant of the Folded Reed-Solomon codes defined above. Let \( \mathbb{F}_q \) have characteristic at least \( s \) and let \( \beta \in \mathbb{F}_q^* \). Further, let the set of evaluation points be \( A = \{a_0, \ldots, a_{n-1}\} \) where \( a_i - a_j \notin \{0, \beta, 2\beta, \ldots, (s-1)\beta\} \) for distinct \( i \) and \( j \). Here, \( s \) denotes the folding parameter. The encoding is defined as follows.

\[
p(X) \mapsto (p(a_i), p(a_i + \beta), \ldots, p(a_i + \beta(s-1)))_{i=0}^{n-1}
\]

Thus, these are also codes over the alphabet \( \mathbb{F}^s \).

To view these as polynomial ideal codes, we set \( E_i(X) = \prod_{j=0}^{s-1}(X - a_i + \beta j) \). Clearly, each such \( E_i \) is a polynomial of degree equal to \( s \), and since \( a_i - a_j \notin \{0, \beta, 2\beta, \ldots, (s-1)\beta\} \) for distinct \( i \) and \( j \), the polynomials \( E_0, E_1, \ldots, E_{n-1} \) are all relatively prime.

To see the equivalence between the two definitions, the argument is again identical to that for Folded Reed-Solomon codes discussed earlier in this section. We just observe \( (X - a_i + \beta j) \) are all relatively prime \( j \) varies in \( [s] \) for every \( i \in [n] \), and thus by the Chinese Remainder
Theorem over $\mathbb{F}[X]$, there is a bijection between remainders of a polynomial modulo $\{(X - a_i + \beta j) : j \in [s]\}$ and the remainder modulo the product $E_i = \prod_{j \in [s]} (X - a_i + \beta j)$ of these polynomials.

**Univariate Multiplicity Codes [10]**

Univariate multiplicity codes, or simply multiplicity codes are a variant of Reed-Solomon, where in addition to the evaluation of the message polynomial at every $a_i$, we also give the evaluation of its derivatives of up to order $s - 1$. While they can be defined over all fields, for the exposition in this paper, we consider these codes over fields $\mathbb{F}$ of characteristic at least $sn$ Moreover, we also work with the standard derivatives (from analysis), as opposed to Hasse derivatives which is typically the convention in coding theoretic context. Let $a_0, a_1, \ldots, a_{n-1} \in \mathbb{F}$ be distinct field elements.

The encoding is defined as follows.

$$p(X) \mapsto \left(p(a_i), \frac{\partial p}{\partial X}(a_i), \ldots, \frac{\partial^{s-1} p}{\partial X^{s-1}}(a_i)\right)_{i=0}^{n-1}$$

Here, $\frac{\partial^p}{\partial X^s}$ denotes the (standard) $j$th order derivative of $p$ with respect to $X$.

To view these as polynomial ideal codes, we set $E_i(X) = (X - a_i)^s$. Clearly, each such $E_i$ is a polynomial of degree equal to $s$, and since $a_i$’s are all distinct, these polynomials $E_0, E_1, \ldots, E_{n-1}$ are all relatively prime.

The equivalence of these two definitions follows from an application of Taylor’s theorem to univariate polynomials, which says the following.

$$p(X) = p(a_i + X - a_i)$$

$$= p(a_i) + (X - a_i) \frac{\partial p}{\partial X}(a_i) + \cdots + \frac{1}{(s-1)!}(X - a_i)^{s-1} \frac{\partial^{s-1} p}{\partial X^{s-1}}(a_i) + (X - a_i)^s \cdot q(X)$$

for some polynomial $q(X) \in \mathbb{F}[X]$. Thus,

$$p(X) \mod (X - a_i)^s = p(a_i) + (X - a_i) \frac{\partial p}{\partial X}(a_i) + \cdots + \frac{1}{(s-1)!}(X - a_i)^{s-1} \frac{\partial^{s-1} p}{\partial X^{s-1}}(a_i).$$

Therefore, $p(X) \mod (X - a_i)^s$ we can read off the evaluations of the derivatives of $p$ of order up to $s - 1$ at $a_i$ by explicitly writing $p(X) \mod (X - a_i)^s$ as a polynomial in $(X - a_i)$ (via interpolation for instance), and reading off the various coefficients. Similarly, using the above expression, given the evaluation of all the derivatives of order up to $s - 1$ of $p$ at $a_i$, we can also reconstruct $p(X) \mod (X - a_i)^s$.

**Affine Folded Reed-Solomon Codes**

We now describe a common generalization of the codes defined above, which we call Affine Folded Reed-Solomon Codes. Fix integers $k, n, q$ with $n \leq q$. Let $\alpha \in \mathbb{F}_q^*$ and $\beta \in \mathbb{F}_q$ such that the multiplicative order of $\alpha$ is $u$. Further, define $\ell(X) = \alpha X + \beta$ and

$$\ell^{(i)}(X) = \ell(\ldots \ell(X)) = \alpha^i X + \beta \cdot \sum_{j=0}^{i-1} \alpha^j = \alpha^i X + \beta_i.$$ 

In fact, if $u \neq 1$, i.e., $u > 1$ then, $\beta_u = \beta \cdot \sum_{j=0}^{u-1} \alpha^j = 0$ and hence $\ell^{(u)}(X) = \ell^{(0)}(X)$. Let $\text{ord}(\ell)$ denote the smallest positive integer $t$ such that $\ell^{(t)}(X) = X$. The message space of the Affine Folded Reed-Solomon code of degree $k$ with block length $n$ and folding
parameter $s$ is polynomials of degree at most $k - 1$ over $\mathbb{F}[X]$, i.e., $\mathbb{F}_{< k}[X]$ where $\mathbb{F} = \mathbb{F}_q$.

Let the set of evaluation points be $A = \{a_0, \ldots, a_{n-1}\}$ such that for distinct $i, j$ the sets $\{\ell^{(0)}(a_i), \ldots, \ell^{(s-1)}(a_i)\}$ and $\{\ell^{(0)}(a_j), \ldots, \ell^{(s-1)}(a_j)\}$ are disjoint.

The encoding function of Affine Folded Reed-Solomon Codes is given as: (Recall that $t = \text{ord}(\ell)$; let $s = v \cdot t + r$ where $r < t$.)

$$p(X) \mapsto \begin{pmatrix} p(\ell^{(0)}(a_i)) & \frac{\partial p}{\partial X}(\ell^{(0)}(a_i)) & \ldots & \frac{\partial^{v-1} p}{\partial X^{v-1}}(\ell^{(0)}(a_i)) & \frac{\partial^v p}{\partial X^v}(\ell^{(0)}(a_i)) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \vdots & \vdots & \ldots & \vdots & \vdots \\ p(\ell^{(t-1)}(a_i)) & \frac{\partial p}{\partial X}(\ell^{(t-1)}(a_i)) & \ldots & \frac{\partial^{v-1} p}{\partial X^{v-1}}(\ell^{(t-1)}(a_i)) & \frac{\partial^v p}{\partial X^v}(\ell^{(t-1)}(a_i)) \end{pmatrix}^{n-1}. $$

Thus, these are also codes over the alphabet $\mathbb{F}^s$.

To view these as polynomial ideal codes we set

$$E_i(X) = \prod_{j=0}^{s-1} (X - \alpha_j a_i - \beta_j) = \prod_{j=0}^{r-1} (X - \ell^{(j)}(a_i))^{v+1} \cdot \prod_{j=r}^{t-1} (X - \ell^{(j)}(a_i))^v.$$

For the choice of $A$ as above, the polynomials $E_i = E(X, a_i)$ are pairwise co-prime. Similar to the previous cases of Folded/Additive Reed-Solomon and Multiplicity codes we have a bijection between the remainders of a polynomial modulo $E_i$ and the encoding of the polynomial at $a_i$.

### 3.2 An alternate definition

We now discuss an alternate definition of polynomial ideal codes; the advantage being that this definition ties together the polynomials $E_0, E_1, \ldots, E_{n-1}$ into a single bivariate polynomial. This would be useful later on when we discuss the connection between polynomial ideal codes and linear operator codes.

**Definition 3.2** (polynomial ideal codes (in terms of bivariate polynomials)). *Given a field $\mathbb{F}$, parameters $s, k$ and $n$ satisfying $k < s \cdot n$, the polynomial ideal code is specified by a bivariate polynomial $E(X,Y)$ over the field $\mathbb{F}$ and a set of $n$ field elements $a_0, a_1, \ldots, a_{n-1}$ in $\mathbb{F}$ satisfying the following properties.*

1. $\deg_X E(X,Y) = s$.
2. $E(X,Y)$ is a monic polynomial in the variable $X$.
3. The polynomials $E(X,a_i)$’s are pairwise relatively prime.

*Since $E$ is monic and has (exact) degree $s$ in the variable $X$, any polynomial $p \in \mathbb{F}[X]$ has the following unique representation.*

$$p(X) = Q^{(p)}(X,Y) \cdot E(X,Y) + R^{(p)}(X,Y) \quad \text{where } \deg_X(R^{(p)}(X,Y)) < s.$$

The encoding of the polynomial ideal code maps is as follows:

$$\mathbb{F}_{< k}[X] \rightarrow (\mathbb{F}_{< s}[X])^n$$

$$p(X) \mapsto \left( R^{(p)}(X,a_i) \right)_{i=0}^{n-1}.$$

The equivalence of Definitions 3.1 and 3.2 is not hard to see. We summarize this in the simple observation below.

**Observation 3.3.** Definitions 3.1 and 3.2 are equivalent.
Proof. Given a code as per Definition 3.1, we can view this as a code according to Definition 3.2 by picking $n$ distinct $a_0, a_1, \ldots, a_{n-1} \in \mathbb{F}$ (or in a large enough extension of $\mathbb{F}$ of size at least $n$) and use standard Lagrange interpolation to find a bivariate polynomial $E(X,Y)$ such that for every $i \in [n]$,

$$E(X, a_i) = E_i.$$ 

More precisely, we define $E(X,Y)$ as follows.

$$E(X,Y) := \sum_{i \in [n]} \left( \prod_{j \in [n] \setminus \{i\}} \frac{(Y - a_j)}{(a_j - a_i)} \right) \cdot E_i(X).$$

Clearly, $E(X,a_i)$'s are relatively prime, and their degree in $X$ equals $s$ and $E(X,Y)$ is monic in $X$. The equivalence of the encoding function also follows immediately from the definitions.

The other direction is even simpler. Given a code as per Definition 3.2, we can view this as a code according to Definition 3.1 by just setting $E_i(X)$ to be equal to $E(X,a_i)$ for every $i \in [n]$. The condition on the degree of $E_i$ and their relative primality follows immediately from the fact that $E(X,Y)$ is monic in $X$ of degree $s$, and $E(X,a_i)$'s are relatively prime. Once again, the encoding map can be seen to be equivalent in both the cases. 

From Observation 3.3 and the discussion in Section 3.1, the Reed-Solomon codes, Folded Reed-Solomon codes, Additive Folded Reed-Solomon codes and Multiplicity codes can also be viewed as polynomial ideal codes as per Definition 3.2.

- **Reed-Solomon codes**: We take $E(X,Y)$ to be equal to $(X - Y)$, the set of points $a_0, \ldots, a_{n-1}$ remain the same.
- **Folded Reed-Solomon codes**: We take $E(X,Y) = \prod_{j \in [s]} (X - \gamma^j Y)$ and the set of evaluation points $a_0, \ldots, a_{n-1}$ are set as before, and $\gamma \in \mathbb{F}^*$ is an element of high enough order.
- **Additive Folded Reed-Solomon codes**: We take $E(X,Y) = \prod_{j \in [s]} (X - Y + \beta j)$ and the set of evaluation points $a_0, \ldots, a_{n-1}$ are set as before. Recall that $\mathbb{F}$ is taken to be a field of characteristic at least $s$ for these codes.
- **Multiplicity codes**: We take $E(X,Y)$ to be equal to $(X - Y)^s$, the set of points $a_0, \ldots, a_{n-1}$ are distinct.
- **Affine Folded Reed-Solomon codes**: We take $E(X,Y) = \prod_{i=0}^{s-1} (X - \ell^{(i)}(Y))$ where $\ell(Y) = \alpha Y + \beta$ with $\alpha \in \mathbb{F}^*$ and $\beta \in \mathbb{F}_q$. Recall that the set of evaluation points $A = \{a_0, \ldots, a_{n-1}\}$ is such that for distinct $i,j$ the sets $\{\ell^{(0)}(a_i), \ldots, \ell^{(s-1)}(a_i)\}$ and $\{\ell^{(0)}(a_j), \ldots, \ell^{(s-1)}(a_j)\}$ are disjoint.

It follows immediately from these definitions that all the desired properties in Definition 3.2 are indeed satisfied. We skip the remaining details.

### 4 Linear operator codes

In this section, we give an alternate viewpoint of polynomial ideal codes in terms of codes defined based on linear operators on the ring of polynomials.

- **Definition 4.1 (linear operators).** Let $\mathcal{L} = (L_0, \ldots, L_{s-1})$ be a $s$ linear operators where each $L_i : \mathbb{F}[X] \to \mathbb{F}[X]$ is a $\mathbb{F}$-linear operator over the ring $\mathbb{F}$. For any $f \in \mathbb{F}[X]$, it will be convenient to denote by $\mathcal{L}(f)$ the (row) vector $(L_0(f), \ldots, L_{s-1}(f)) \in \mathbb{F}[X]^s$. 
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Given any such family $\mathcal{L}$ and element $a \in \mathbb{F}$, define

$$I^a(\mathcal{L}) = \{ p(X) \in \mathbb{F}[X] \mid \mathcal{L}(p)(a) = \overline{0} \}.$$ 

If the family $\mathcal{L}$ of linear operators family and the set of field elements $A \subseteq \mathbb{F}$ further satisfy the property that $I^a(\mathcal{L})$ is an ideal for each $a \in A$, we refer to the family $\mathcal{L}$ as an ideal family of linear operators with respect to $A$.

In this case, since $\mathbb{F}[X]$ is a principal ideal domain, for each $a \in A$, $I^a(\mathcal{L}) = \langle E^a(\mathcal{L})(X) \rangle$ for some monic polynomial $E^a(\mathcal{L}) \in \mathbb{F}[X]$.

We now define a special condition on the family of linear operators $\mathcal{L}$ which will help us capture when $I^a(\mathcal{L})$ forms an ideal.

**Definition 4.2** (linearly-extendible linear operators). The family $\mathcal{L}$ of linear operators is said to be linearly-extendible if there exists a matrix $M(X) \in \mathbb{F}[X]^{n \times s}$ such that for all $p \in \mathbb{F}[X]$ we have

$$\mathcal{L}(X \cdot p(X)) = M(X) \cdot \mathcal{L}(p(X)).$$

(1)

We give two examples to illustrate the definition:

- Let $L_0(f(X)) = f(X)$ and $L_1(f(X)) = f'(X)$ where $f'$ is the formal derivative of $f$. Then, by the product rule $L_1(Xf(X)) = X \cdot f'(X) + f(X)$. Hence, in this case $M(X) = \begin{pmatrix} X & 0 \\ 1 & \frac{1}{X} \end{pmatrix}$.

- Let $L_0(f(X)) = f(X)$ and $L_1(f(X)) = f(\gamma X)$ where $\gamma \in \mathbb{F}_q$ is non-zero. Then, we have $L_1(Xf(X)) = \gamma Xf(\gamma X)$. Hence, in this case $M(X) = \begin{pmatrix} 1 & 0 \\ 0 & \gamma X \end{pmatrix}$.

**Observation 4.3.** Suppose $\mathcal{L}$ is linearly-extendible and $M(X)$ is the corresponding matrix from Equation (1).

- For any $j \geq 0$ we have $\mathcal{L}(X^j \cdot p(X)) = (M(X))^j \cdot \mathcal{L}(p(X))$. Thus, by linearity we have that for any $q \in \mathbb{F}[X]$:

  $$\mathcal{L}(q(X) \cdot p(X)) = q(M(X)) \cdot \mathcal{L}(p(X)).$$

  For instance if $q(X) = X^j$ then $\mathcal{L}(X^j \cdot p(X)) = (M(X))^j \cdot \mathcal{L}(p(X))$.

- The family $\mathcal{L}$ is completely specified by $\mathcal{L}(1)$ and $M(X)$. In other words, $\mathcal{L}(p(X)) = p(M(X)) = \mathcal{L}(1) \cdot p$.

- For every set $A$ of evaluation points, $\mathcal{L}$ is an ideal family of linear operators with respect to $A$. This is because if at a point $a$ we have $\mathcal{L}(p)(a) = 0$ then $\mathcal{L}(Xp)(a) = (M(X) \cdot \mathcal{L}(p))(a) = M(X = a) \cdot \mathcal{L}(p)(a) = 0$. This means that if $p(X) \in I^a(\mathcal{L})$ then $Xp(X) \in I^a(\mathcal{L})$, and hence by linearity for any $q(X) \in \mathbb{F}[X]$ we have $q(X) \cdot p(X) \in I^a(\mathcal{L})$.

**Definition 4.4** (linear operator codes). Let $\mathcal{L} = (L_0, \ldots, L_{s-1})$ be a family of linear operators, $A = \{a_1, \ldots, a_n\} \subseteq \mathbb{F}$ be a set of evaluation points and $k$ a degree parameter such that $k \leq s \cdot n$. Then the linear operator code generated by $\mathcal{L}$ and $A$, denoted by $LO^A_k(\mathcal{L})$, is given as follows:

$$\begin{align*}
\mathbb{F}_{<k}[X] & \longrightarrow (\mathbb{F}^s)^n \\
p(X) & \longrightarrow (\mathcal{L}(p)(a_i))_{i=1}^n.
\end{align*}$$

- If $\mathcal{L}$ is an ideal family of linear operators with respect to $A$ where the polynomials $E_i := E^{a_i}(\mathcal{L})$, which are the monic generator polynomials for the ideals $I^{a_i}(\mathcal{L})$, further satisfy the following:

  1. For all $i \in [n]$, polynomial $E_i$ has degree exactly $s$.
  2. The polynomials $E_i$’s are pairwise relatively prime.
Then the linear operator code is said to be an ideal linear operator code and denoted by $\text{ILO}_k^A(\mathcal{L})$.

- If the ideal linear operator code $\text{ILO}_k^A(\mathcal{L})$ further satisfies that $\mathcal{L}$ is linearly-extendible, then the ideal linear operator code is said to be a linearly-extendible linear operator code, denoted by $\text{LELO}_k^A(\mathcal{L})$.

**Remark 4.5.** The rate of the $\text{LO}_k^A(\mathcal{L})$ code is $k/sn$. Further, if the the code is an ideal linear operator code, i.e., $\text{ILO}_k^A(\mathcal{L})$, then its distance is $1 - \frac{k-1}{sn}$. Hence, $\text{ILO}_k^A(\mathcal{L})$ is an MDS code.

**Proposition 4.6.** Any polynomial ideal code is a linearly-extendible linear operator code.

See the full version [1] for a proof.

**Remark 4.7.** (degree preserving) If the bivariate polynomial $E(X,Y)$ has total degree $s$, then, the linear operator in the LELO code obtained above has the property that $\deg X L_i(X^j) \leq j$; in fact, $\deg X L_i(X^j) \leq j - i$.

**Proposition 4.8.** Any ideal linear operator code is a polynomial ideal code.

Proof. Consider an ideal linear operator code $\text{ILO}_k^A(\mathcal{L})$. For any polynomial $p(X) \in F[X]$ and a point $a \in A$, giving $\mathcal{L}(p(X))(a)$ is equivalent to giving $p(X) \mod (E_i)$ where $(E_i) = I^a_i(\mathcal{L})$. However, the $E_i$s readily satisfy Definition 3.1. \(\triangleright\)

Now, we state a corollary which further corroborates the notion of linear-extendibility.

**Corollary 4.9** (Equivalence of ILO and LELO). From Propositions 4.6 and 4.8 it follows that every ideal linear operator code is also a linearly-extendible linear operator code.

Below we state some well known codes in their linear operator descriptions (a more formal treatment is given in Appendix A):

- **Reed-Solomon Codes:** Let $A = \{a_0, \ldots, a_{n-1}\}$ be distinct elements in $F_q$. These are $\text{LELO}_{\mathcal{L}, A}$ where $\mathcal{L} = (I)$. That is the encoding of the message polynomial $p(X) \in F_{<k}[X]$ at a point $a$ is $L(f(X))(a) = f(a)$.

- **Folded Reed-Solomon Codes:** Let $\gamma \in F_q^*$ with multiplicative order at least $s$. FRS$[k,n]$ with folding parameter $s$ are linearly-extendible linear operator codes $\text{LELO}_{\mathcal{L}, A}$ where:
  - $\mathcal{L} = (L_0, \ldots, L_{s-1})$ with $L_i(f(X)) = f(\gamma Y)$ for $f(X) \in F_q[X]$ and $L_i = L_i^1$ for $i \in \{0, 1, \ldots, s - 1\}$.
  - For the above family of operators $M(X)$ is given by $M(X)_{ij} = \gamma^j X \cdot I[i = j]$ for $i, j \in [s]$.
  - The set of evaluation points is $A = \{a_0, \ldots, a_{n-1}\}$ where for any two distinct $i$ and $j$ the sets $\{a_i, a_i\gamma, \ldots, a_i\gamma^{s-1}\}$ and $\{a_j, a_j\gamma, \ldots, a_j\gamma^{s-1}\}$ are disjoint.

- **Multiplicity Codes:** Then, $\text{MULT}[k,n]$ codes of order $s$ are linearly-extendible linear operator codes $\text{LELO}_{\mathcal{L}, A}$ where:
  - $\mathcal{L} = (L_0, \ldots, L_{s-1})$ with $L_i(f(X)) = \frac{\partial f(X)}{\partial X}$ for $f(X) \in F_q[X]$ and $L_i = L_i^1$ for $i \in \{0, 1, \ldots, s - 1\}$.
  - For the above family of operators $M(X)$ is given by $M(X)_{ij} = X \cdot I[i = j] + i \cdot I[i = j]$ for $i, j \in [s]$.
  - The set of evaluation points is $A = \{a_0, \ldots, a_{n-1}\}$ where $a_i$s are all distinct.

- **Additive Folded Reed-Solomon Codes:** Let $\beta \in F_q$ be a non-zero element and the characteristic of $F_q$ be at least $s$. Then, Additive-FRS$[k,n]$ codes with folding parameter $s$ are linearly-extendible linear operator codes $\text{LELO}_{\mathcal{L}, A}$ where:
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Theorem 5.1. Let \( k, s, n \in \mathbb{N} \) be such that \( k < sn \) and \( s < k - 1 \). Let 

\[ E_0(X), E_1(X), \ldots, E_{n-1}(X) \in \mathbb{F}[X] \]

be relatively prime monic polynomials of degree equal to \( s \) each. Let 

\[ \text{Enc} : \mathbb{F}_{<k}[X] \rightarrow (\mathbb{F}_{<s}[X])^n \]

be the encoding function defined as

\[ p(X) \mapsto (p(X) \pmod{E_i(X)})_{i=0}^{n-1}. \]

Then, there is an algorithm, which takes as input a received word \( \mathbf{c} = (c_0, c_1, \ldots, c_n) \in \mathbb{F}_{<s}[X]^n \) and for every \( \varepsilon > 0 \) outputs all polynomials \( f \in \mathbb{F}_{<k}[X] \) such that 

\[ \text{Enc}(f) \text{ and } \mathbf{c} \]

agree on at least \( (k/sn)^{1/2} + \varepsilon \) fraction of coordinates in time 

\[ \text{poly}(n, 1/\varepsilon). \]

Observe that the rate of this code is \( k/sn \) and distance is \( 1 - (k - 1)/sn \), and thus Theorem 5.1 gives us an algorithmic analog of Theorem 2.2 for these codes.

The list decoding algorithm for polynomial ideal codes is an (almost immediate) extension of an algorithm of Guruswami, Sahai and Sudan [4] for list decoding codes based on Chinese Remainder Theorem to this setting. This algorithm, in turn, relies on ideas in an earlier algorithm of Guruswami and Sudan [5] for list decoding Reed-Solomon codes up to the Johnson radius.

As noted in the introduction, most of the ideas for the proof of Theorem 5.1 were already there in the work of Guruswami, Sahai and Sudan [4] and all we do in this section is to flush out some of the details. Due to space constraints, we refer the interested reader to full version [1] for details.
5.2 List-decoding beyond the Johnson radius

In this section, we use the linear operator viewpoint of polynomial ideal codes to study their list-decodability beyond the Johnson radius. We show that if the family of linear operators $\mathcal{L}$ and the evaluation points satisfy some further properties, then the linear operator code is list-decodable all the way up to the distance of the code.

Let $\mathcal{G} = (G_0, \ldots, G_{m-1})$ and $\mathcal{T} = (T_0, T_1, \ldots, T_{r-1})$ be two families of linear operators such that $G_i : \mathbb{F}[X] \to \mathbb{F}[X]$ and $\mathcal{T}$ is a linearly-extendible family of linear operators. We say that the pair $(\mathcal{T}, \mathcal{G})$ list-composes in terms of $\mathcal{L}$ at the set of evaluation points $A$ if we have the following. For every linear operator $G \in \mathcal{G}$ and field element $a \in A$, there exists a linear function $h_{G,a} : \mathbb{F}^r \to \mathbb{F}^r$ such that for every polynomial $f \in \mathbb{F}[X]$ we have

$$T(G(f))(a) = h_{G,a}(\mathcal{L}(f)(a)).$$

\textbf{Theorem 5.2.} If $\text{LO}_k^A(\mathcal{L})$ is a linear operator code and there exists two families of linear operators $\mathcal{G} = (G_0, \ldots, G_{m-1})$ and $\mathcal{T} = (T_0, T_1, \ldots, T_{r-1})$ such that

1. $(T, A)$ forms a linearly-extendible linear operator code $\text{LELO}_{k+r/m}^A(T)$
2. The pair $(\mathcal{T}, \mathcal{G})$ list-composes in terms of $\mathcal{L}$ at the set of evaluation points
3. $\mathcal{G}$ is degree-preserving
4. $\text{Diag}(\mathcal{G}) \in \mathbb{F}[G]^{\times k}$ is the generator matrix of a code with distance $k - \ell$.

Then, $\text{LO}_k^A(\mathcal{L})$ is list-decodable up to the distance $1 - \frac{1}{m} - \frac{1}{r}$ with list size $q^\ell$.

This theorem clearly implies Theorem 1.1. We refer the interested reader to the full version of the paper [1] for the proof.
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### A Example of Codes Achieving List-Decoding Capacity

In this section we will use Theorem 5.2 to (re)prove the list-decoding capacity of the Folded Reed-Solomon codes, multiplicity codes and additive Folded Reed-Solomon codes. We then introduce a common generalization of all these codes, which we refer to as affine Folded Reed-Solomon codes and prove the list-decoding up to capacity of these codes.

#### A.1 Folded Reed-Solomon (FRS) Codes

Fix integers $k, n, q$ with $n \leq q$. Fix $\gamma \in \mathbb{F}_q^*$ of multiplicative order at least $s$. The message space of the $\text{FRS}_s^s[k, n]$ code with folding parameter $s$ is polynomials of degree at most $k-1$ over $\mathbb{F}[X]$, i.e., $\mathbb{F}_{<k}[X]$ where $\mathbb{F} = \mathbb{F}_q$. Then, FRS codes are linearly-extendible linear operator codes $\text{LELO}_{s,A}$ where:
- $\mathcal{L} = \{L_0, \ldots, L_{s-1}\}$ with $L_i(f(X)) = f(\gamma^i X)$ for $f(X) \in \mathbb{F}_q[X]$ and $L_i = L_1$ for $i \in \{0, 1, \ldots, s-1\}$.
- For the above family of operators $M(X)$ is given by $M(X)_{ij} = \gamma^i X \cdot [i = j]$ for $i, j \in [s]$.
- The set of evaluation points is $A = \{a_0, \ldots, a_{n-1}\}$ where for any two distinct $i$ and $j$ the sets $\{a_i, \gamma a_i, \ldots, a_i^{\gamma s-1}\}$ and $\{a_j, \gamma a_j, \ldots, a_j^{\gamma s-1}\}$ are disjoint.

▶ Remark A.1.  
1. Recall that the bivariate polynomial $E(X, Y)$ corresponding to the polynomial ideal code representation is $E(X, Y) = \prod_{i=0}^{s-1}(X - \gamma^i Y)$.
2. For the choice of $A$ as above, the rate of the code is $\frac{k}{sn}$ and its distance is $1 - \frac{k-1}{sn}$ as the polynomials $E_i = E(X, a_i)$ are pairwise co-prime.

▶ Theorem A.2 ([6]). Let $\gamma \in \mathbb{F}_q^*$ be an element of order at least $k$. Further, let $A = \{a_0, \ldots, a_{m-1}\}$ be a set of evaluation points where for any two distinct $i$ and $j$ the sets $\{a_i, \gamma a_i, \ldots, a_i^{\gamma s-1}\}$ and $\{a_j, \gamma a_j, \ldots, a_j^{\gamma s-1}\}$ are disjoint. For every $\varepsilon > 0$ there exists $s$ large enough ($s \geq \Omega(1/\varepsilon^2)$) such that $\text{FRS}_s^s[k, n]$ at the set of evaluation points $A$ can be efficiently list-decoded up to distance $1 - \frac{k}{sn} - \varepsilon$.

**Proof.** We will prove this by applying Theorem 5.2. Set $\mathcal{G} = \{L_0, \ldots, L_{m-1}\}$ for some integer $m < s$ to be set later and $\mathcal{T} = (T_0, \ldots, T_{r-1})$ with $r = s - m + 1$ and $T_i = L_i$.

Theorem 5.2-Item 1: Clearly, $(\mathcal{T}, A)$ forms a linearly-extendible linear operator code $\text{LELO}_{s+nr/m, A}$ which is $\text{FRS}_s^s[k + nr/m, n]$ at the set of evaluation points $A$.

Theorem 5.2-Item 2: For all $G_i \in \mathcal{G}$, $T_j \in \mathcal{T}$ and $a \in A$, we have that for every polynomial $f \in \mathbb{F}[X]$: $T_j(G_i(f)(a)) = L_{i+j}(f)(a)$. Notice that $L_{i+j} \in \mathcal{L}$ as $i + j \leq s - 1$.

Theorem 5.2-Item 3: $G_i(x^j) = \gamma^j y^j$, and hence $\mathcal{G}$ is degree preserving.

Theorem 5.2-Item 4: The matrix $\text{Diag}(\mathcal{G})$ is given by $\text{Diag}(\mathcal{G})_{ij} = \gamma^i j$ for $i \in [m]$ and $j \in [k]$. Hence, as long as $\gamma$ has order at least $k$ this is the generator matrix of $\text{RS}[m-1, k]$ and hence its distance is $k - m + 1$.

Thus $\text{FRS}_s^s[k, n]$ can be efficiently list-decoded up to distance $1 - \frac{k-1}{rn} - \frac{1}{m}$ with list size $q^{m-1}$, By choosing a large enough $m$ and $s$ we can ensure that $1 - \frac{k-1}{rm} - \frac{1}{m} > 1 - \frac{k}{sn} - \varepsilon$. ◀
A.2 Multiplicity (MULT) Codes

Fix integers $k, n, q$ with $n \leq q$. The message space of the $MULT_s[k, n]$ code of order $s$ is polynomials of degree at most $k-1$ over $\mathbb{F}[X]$, i.e., $\mathbb{F}_{<k}[X]$ where $\mathbb{F} = \mathbb{F}_q$. Then, $MULT_s[k, n]$ codes are linearly-extendible linear operator codes $LELO_{E,A}$ where:

- $L = \{L_0, \ldots, L_{s-1}\}$ with $L_i(f(X)) = \frac{\partial f(X)}{\partial X}$ for $f(X) \in \mathbb{F}_q[X]$ and $L_i = L_i^1$ for $i \in \{0, 1, \ldots, s-1\}$.

- For the above family of operators $M(X)$ is given by $M(X)_{ij} = X \cdot \|i = j\| + i \cdot \|i-1 = j\|$ for $i, j \in [s]$.

- The set of evaluation points is $A = \{a_0, \ldots, a_{n-1}\}$ where $a_i$s are all distinct.

\[\text{Remark A.3.}\]

1. Recall that the bivariate polynomial $E(X,Y)$ corresponding to the polynomial ideal code representation is $E(X,Y) = (X-Y)^s$.

2. For the choice of $A$ as above, $MULT_s[k, n]$ is a code with rate $\frac{k}{sn}$ and distance $1 - \frac{k-1}{sn}$ as the polynomials $E_i = E(X,a_i)$ are pairwise co-prime.

\[\text{Theorem A.4 (6].}\] Let the characteristic of $\mathbb{F}_q$ be at least $\min(s, k)$. Further, let the set of evaluation points be $A = \{a_0, \ldots, a_{n-1}\}$ where $a_i$s are all distinct. Then, for every $\varepsilon > 0$ there exists $s$ large enough ($s \geq \Omega(1/\varepsilon^2)$) such that $MULT_s[k, n]$ can be efficiently list-decoded up to distance $1 - \frac{k-1}{sn} - \varepsilon$.

\[\text{Proof.}\] We will again appeal to Theorem 5.2. Set $G = (G_0, \ldots, G_{m-1})$ where $G_i = X^{\frac{i}{s}} \cdot L_i$ for $i \in \{0, 1, \ldots, m-1\}$ for some integer $m < s$ to be set later and $T = (T_0, \ldots, T_{r-1})$ with $r = s - m + 1$ and $T_i = L_i$.

Theorem 5.2-Item 1: Clearly, $(T, A)$ forms a linearly-extendible linear operator code $LELO_{k+r/m, n}(T)$ which is $MULT_{i}[k + nr/m, n]$ of order $r$ at the set of evaluation points $A$.

Theorem 5.2-Item 2: For all $G_i \in G$, $T_j \in T$ and $a \in A$, we have that for every polynomial $f \in \mathbb{F}[X]$:

\[
T_j(G_i(f))(a) = \sum_{b=0}^{j} \binom{j}{b} \binom{i}{b} \cdot (bl/i!) \cdot X^{i-b}L_{i+b}(f)(a).
\]

Notice that the above expression only involves $L_i$s where $i < s$.

Theorem 5.2-Item 3: $G_i(X) = \binom{i}{j} \cdot X^j$, and hence $G$ is degree preserving.

Theorem 5.2-Item 4: The matrix $\text{Diag}(G)$ is given by $\text{Diag}(G)_{ij} = \binom{i}{j}$ for $i \in [m]$ and $j \in [k]$. This matrix can be transformed via elementary row operations to a $RS[m, k]$ generator matrix with points of evaluations as $0, 1, \ldots, k-1$; thus, as long as the characteristic of $\mathbb{F}_q$ is at least $k$ we have that the distance of $\text{Diag}(G)$ is $k - m + 1$.

Thus $MULT_s[k, n]$ can be efficiently list-decoded up to distance $1 - \frac{k-1}{sn} - \frac{1}{m}$ with list size $q^{m-1}$. By choosing a large enough $m$ and $s$ we can ensure that $1 - \frac{k-1}{sn} - \frac{1}{m} > 1 - \frac{k}{sn} - \varepsilon$. \[\Box\]

A.3 Additive Folded Reed-Solomon (Additive-FRS) Codes

Fix integers $k, n, q$ with $n \leq q$. Let $\beta \in \mathbb{F}_q$ be a non-zero element and characteristic of $\mathbb{F}_q$ is at least $s$. The message space of the Additive-FRS$^\beta_s[k, n]$ code with folding parameter $s$ is polynomials of degree at most $k-1$ over $\mathbb{F}[X]$, i.e., $\mathbb{F}_{<k}[X]$ where $\mathbb{F} = \mathbb{F}_q$. Then, Additive-FRS$^\beta_s[k, n]$ codes are linearly-extendible linear operator codes $LELO_{E,A}$ where:

- $L = \{L_0, \ldots, L_{s-1}\}$ with $L_i(f(X)) = f(X + \beta)$ for $f(X) \in \mathbb{F}_q[X]$ and $L_i = L_i^1$ for $i \in \{0, 1, \ldots, s-1\}$. 
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For the above family of operators $M(X)$ is given by $M(X)_{ij} = (X + i\beta) \cdot I[i = j]$ for $i, j \in [s]$.

The set of evaluation points is $A = \{a_0, \ldots, a_n\}$ where $a_i - a_j \notin \{0, \beta, 2\beta, \ldots, (s-1)\beta\}$ for distinct $i$ and $j$.

### Remark A.5.
1. Recall that the bivariate polynomial $E(X, Y)$ corresponding to the polynomial ideal code representation is $E(X, Y) = \prod_{i=0}^{s-1} (X - Y - i\beta)$.
2. For the choice of $A$ as above, Additive-FRS$_q^A[k, n]$ is a code with rate $\frac{k}{sn}$ and distance $1 - \frac{k-1}{sn}$ as the polynomials $E_i = E(X, a_i)$ are pairwise co-prime.

### Theorem A.6.
Let the characteristic of $\mathbb{F}_q$ be at least $\max(s, k)$ and $\beta \in \mathbb{F}_q$ be a non-zero element. Further, let the set of evaluation points $A = \{a_0, \ldots, a_{n-1}\}$ be such that $a_i - a_j \notin \{0, \beta, 2\beta, \ldots, (s-1)\beta\}$ for distinct $i$ and $j$. Then, for every $\varepsilon > 0$ there exists $s$ large enough ($s \geq \Omega(1/\varepsilon^2)$) such that Additive-FRS$_q^A[k, n]$ over the set of evaluation points $A$ can be efficiently list-decoded up to distance $1 - \frac{k}{sn} - \varepsilon$.

**Proof.** We will again appeal to Theorem 5.2. To define $G = (G_0, \ldots, G_{m-1})$ for some integer $m < s$, we need the following definitions. Let $B \in \mathbb{F}_q^{m \times m}$ be a matrix where $B_{ij} = (j)^i$ for $i, j \in [m]$, i.e., the transpose of the Vandermonde matrix at the points $\{1, \ldots, m-1\}$: these points are distinct since the characteristic of the field is at least $k$. Further, let $b_i \in \mathbb{F}_q^m$ be a vector such that $BB_i = e_i$ for $i \in [m]$ where $e_i$s are the standard basis vectors: $b_i$s exist because $B$ is full rank. Now, define $G_i = X^i \cdot \sum_{c=0}^{m-1} b_i(c)L_c$ for $i \in [m]$. Set $T = (T_0, \ldots, T_{r-1})$ with $r = s - m + 1$ and $T_i = L_i$.

Theorem 5.2-Item 1: Clearly, $(T, A)$ forms a linearly-extendible linear operator code $LELO_{k+nr/m}^A(T)$ which is Additive-FRS$_q^A[k + nr/m, n]$ with folding parameter $r$ at the set of evaluation points $A$.

Theorem 5.2-Item 2: For all $G_i \in G$, $T_j \in T$ and $a \in A$, we have that for every polynomial $f \in \mathbb{F}[X]$:

$$T_j(G_i(f))(a) = T_j \left( X^i \cdot \sum_{c=0}^{m-1} b_i(c)L_c \right)(a) = \left( X + j\beta^i \right) \cdot \sum_{c=0}^{m-1} b_i(c)L_{c+j}(a).$$

Notice that the above expression only involves $L_i$s where $i < s$. Theorem 5.2-Item 3:

$$G_i(X^j) = X^i \cdot \sum_{c=0}^{m-1} b_i(c)L_c(X^j)$$
$$= X^i \cdot \sum_{c=0}^{m-1} b_i(c)(X + c\beta)^j$$
$$= X^i \cdot \sum_{c=0}^{m-1} b_i(c) \sum_{h \leq j} \binom{j}{h} X^h \cdot (c\beta)^{j-h}$$
$$= X^i \cdot \left( \binom{j}{i} \beta^i X^{j-i} + \sum_{h \leq j-m} \alpha_h X^h \right)$$
We first recall the definition of Affine-FRS codes. Fix integers \(r, s\) with which will be helpful while list-decoding. Define a code with folding parameter \(s\) such that the characteristic of the field is at least \(k - m + 1\).

Thus, if \(\alpha, \beta\) be a field, \(L = L_s\) and \(A\) as above, Affine-FRS \(A^\alpha, \beta[k, n]\) codes are polynomial ideal codes where:
- The bivariate polynomial \(E(X, Y)\) corresponding to the polynomial ideal code representation is \(E(X, Y) = \prod_{i=0}^{s-1} (X - \alpha_i Y - \beta_i)\).
- For the choice of \(A\) as above, Affine-FRS \(A^\alpha, \beta[k, n]\) is a code with rate \(\frac{k}{m}\) and distance \(1 - \frac{r - 1}{r - m}\) as the polynomials \(E_i = E(X, a_i)\) are pairwise co-prime.

We will now recall the description of Affine-FRS codes in terms of linear operators which will be helpful while list-decoding. Define \(D_1 : F[X] \rightarrow F[X]\) as \(D_1(f(X)) = \frac{df(X)}{dX}\) and \(S_i : F[X] \rightarrow F[X]\) as \(S_i(f(X)) = f(\ell(X)).\) Further, for \(i \geq 0\) let \(D_i = D_i^s\) and \(S_i = S_i^s\). Recall, that the order of \(\alpha\) is \(u\). For any integer \(r \in [s]\) let \(r = r_0 + r_0,\) with \(r_0 < u,\) be the unique representation of \(r.\) Then, define \(L_r : F[X] \rightarrow F[X]\) as \(L_r(f(X)) = S_{r_0}(D_{r_1}f(X)).\) Set \(L = (L_0, \ldots, L_{s-1}).\) Clearly, \(L\) is a family of linear operators. Further, \(L_r(X) = S_{r_0}(D_{r_1}X) = S_{r_0}(r_1 \cdot D_{r_1}f + X \cdot D_{r_1}f) = r_1 \cdot L_{r-u}f + S_{r_0}(X) \cdot L_rf\) hence, \(L\) is a set of linearly-extendible linear operators.

**Observation A.7.** If \(u > 1\) then at an evaluation point \(a \in F_q\) the following pieces of information are the same:
- \(f(X) \mod \prod_{i=0}^{s-1} (X - \alpha_i a - \beta_i)\)
- \(L(f)(a)\).

Hence, if \(u > 1,\) then, Affine-FRS \(A^\alpha, \beta[k, n]\) at the points of evaluation \(A\) is LELO \(_{a,A}\).

**Theorem A.8.** For every \(\varepsilon > 0,\) there exists a large enough \(s\) such that the follow holds.

Let \(F\) be a field, \(k\) a parameter and \(\ell(X) = \alpha \cdot X + \beta\) such that \(\alpha \in F_q^s\) and \(\beta \in F_q.\) Furthermore, let the evaluation points \(A = \{a_0, \ldots, a_{n-1}\}\) be such that for distinct \(i, j\) the sets \(\{\ell(0)(a_i), \ldots, \ell(s-1)(a_i)\}\) and \(\{\ell(0)(a_j), \ldots, \ell(s-1)(a_j)\}\) are disjoint. Then, if either:
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\( \text{ord}(\ell) \geq k \) or
\( \text{char}(\mathbb{F}_q) > k \) and \( \beta \neq 0 \)
holds, Affine-FRS \( A^\alpha_\beta \) over the set of evaluation points \( A \) can be efficiently list-decoded up to distance \( 1 - \frac{k}{mn} - \varepsilon \).

**Proof.** We will again appeal to Theorem 5.2. Let \( u \) be the multiplicative order of \( \alpha \). Let \( v = \lfloor s/u \rfloor \).

**Case** \( \text{ord}(\ell) \geq k \). This means that \( u \geq k \). This is similar to decoding FRS codes. We skip the details.

Henceforth, we assume that \( \text{char}(\mathbb{F}_q) \geq k \) and \( \beta \neq 0 \).

**Case** \( u = 1 \). This is the same case as for Additive-FRS codes. Thus, by Theorem A.6 we are done.

**Case** \( u > 1 \) and \( v \geq \sqrt{s} \). (This case is similar to MULT \( A^\alpha_\beta \).

Define \( \mathcal{G} = (G_0, \ldots, G_{m-1}) \) for some integer \( m < s \), as \( G_i(f) = (X^i/l) \cdot D_i f \). Let \( r = (v - m)u \) and set \( T = \{L_0, L_1, \ldots, L_{r-1}\} \).

Theorem 5.2-Item 1: Clearly, \( (T, A) \) forms a linearly-extendible linear operator code \( \text{LELO}^A_{k+nr/m}(T) \) which is Affine-FRS \( A^\alpha_\beta \) at the set of evaluation points \( A \).

Theorem 5.2-Item 2: For all \( G_i \in \mathcal{G} \), \( T_j \in T \) and \( a \in A \) we have that for every polynomial \( f \in \mathbb{F}[X] \):

\[
T_j(G_i(f))(a) = \left( S_{j_0} D_{j_1} \left( \frac{X^i}{l} \cdot D_i(f) \right) \right)(a) = \left( S_{j_0} \sum_{b=0}^{j_1} \binom{j_1}{b} \binom{i}{b} \cdot (bl/l) \cdot X^{i-b} D_{i+b}(f) \right)(a) = \left( \sum_{b=0}^{j_1} \binom{j_1}{b} \binom{i}{b} \cdot (bl/l) \cdot (S_{j_0} X^{i-b}) \cdot L_{j_0+(i+b)u}(f) \right)(a).
\]

Notice that the above expression only involves \( L_s \) where \( i < s \).

Theorem 5.2-Items 3 and 4: are identical to the corresponding items in Theorem A.4.

Thus Affine-FRS \( A^\alpha_\beta \) can be efficiently list-decoded up to distance \( 1 - \frac{k}{mn} - \frac{1}{m} \) with list size \( q^{m-1} \). By choosing a large enough \( m \) and \( s \) we can ensure that \( 1 - \frac{k}{mn} - \frac{1}{m} > 1 - \frac{k}{2m} - \varepsilon \).

**Case** \( u > \sqrt{s} \). (This case is similar to Additive-FRS \( A^\alpha_\beta \).) As in Theorem A.6, to define \( \mathcal{G} = (G_0, \ldots, G_{m-1}) \) for some integer \( m < u \), we need the following definitions. Let \( B \in \mathbb{F}_q^{m \times m} \) be a matrix where \( B_{ij} = (\beta(\alpha^j - 1)/(\alpha^i))^i \) for \( i, j \in [m] \), \( i \neq j \). By choosing a large enough \( m \) and \( s \) we can ensure that \( 1 - \frac{k-1}{mn} - \frac{1}{m} > 1 - \frac{k}{2m} - \varepsilon \).

Define \( \mathcal{G} = (G_0, \ldots, G_{m-1}) \) for some integer \( m < s \), as \( G_i = X^i - \sum_{c=0}^{m-1} b_i(c) S_c \). Let \( r = s - m + 1 \) and set \( T = \{L_0, \ldots, L_{r-1}\} \).

Theorem 5.2-Item 1: Clearly, \( (T, A) \) forms a linearly-extendible linear operator code \( \text{LELO}^A_{k+nr/m}(T) \) which is Affine-FRS \( A^\alpha_\beta \) at the set of evaluation points \( A \).
Theorem 5.2-Item 2: For all $G_i \in \mathcal{G}$, $T_j \in \mathcal{T}$ and $a \in A$ we have that for every polynomial $f \in \mathbb{F}[X]$:

$$T_j(G_i(f))(a) = \left( S_{j_1} D_{j_1} \left( X^i \cdot \sum_{c=0}^{m-1} b_i(c)S_c f \right) \right)(a)$$

$$= \left( S_{j_1} \sum_{b=0}^{j_1} \binom{j_1}{b} \left( i \right) \left( b \right) \cdot \left( b! \right) \cdot X^{i-b} D_b \left( \sum_{c=0}^{m-1} b_i(c)S_c f \right) \right)(a)$$

$$= \left( S_{j_1} \sum_{b=0}^{j_1} \binom{j_1}{b} \left( i \right) \left( b \right) \cdot \left( b! \right) \cdot X^{i-b} \sum_{c=0}^{m-1} (b_i(c)\alpha_b^c)S_c D_b f \right)(a)$$

$$= \left( S_{j_1} \sum_{b=0}^{j_1} \binom{j_1}{b} \left( i \right) \left( b \right) \cdot \left( b! \right) \cdot X^{i-b} \sum_{c=0}^{m-1} (b_i(c)\alpha_b^c)L_{bu+c} f \right)(a).$$

Notice that the above expression only involves $L_i$s where $i < s$.

Theorem 5.2-Items 3 and 4: follow almost identically to the corresponding items in Theorem A.6.

Thus Affine-FRS$^\beta[k,n]$ can be efficiently list-decoded up to distance $1 - \frac{k-1}{m} - \frac{1}{m}$ with list size $q^{m-1}$. By choosing a large enough $m$ and $s$ we can ensure that $1 - \frac{k-1}{m} - \frac{1}{m} > 1 - \frac{1}{m} - \epsilon$. ◀
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Abstract

We propose a framework to study the effect of local recovery requirements of codeword symbols on the dimension of linear codes, based on a combinatorial proxy that we call visible rank. The locality constraints of a linear code are stipulated by a matrix $H$ of $\star$'s and 0's (which we call a “stencil”), whose rows correspond to the local parity checks (with the $\star$'s indicating the support of the check). The visible rank of $H$ is the largest $r$ for which there is a $r \times r$ submatrix in $H$ with a unique generalized diagonal of $\star$'s. The visible rank yields a field-independent combinatorial lower bound on the rank of $H$ and thus the co-dimension of the code.

We point out connections of the visible rank to other notions in the literature such as unique restricted graph matchings, matroids, spanoids, and min-rank. In particular, we prove a rank-nullity type theorem relating visible rank to the rank of an associated construct called symmetric spanoid, which was introduced by Dvir, Gopi, Gu, and Wigderson [5]. Using this connection and a construction of appropriate stencils, we answer a question posed in [5] and demonstrate that symmetric spanoid rank cannot improve the currently best known $\tilde{O}(n^{(q-2)/(q-1)})$ upper bound on the dimension of $q$-query locally correctable codes (LCCs) of length $n$. This also pins down the efficacy of visible rank as a proxy for the dimension of LCCs.

We also study the $t$-Disjoint Repair Group Property ($t$-DRGP) of codes where each codeword symbol must belong to $t$ disjoint check equations. It is known that linear codes with 2-DRGP must have co-dimension $\Omega(\sqrt{n})$ (which is matched by a simple product code construction). We show that there are stencils corresponding to 2-DRGP with visible rank as small as $O(\log n)$. However, we show the second tensor of any 2-DRGP stencil has visible rank $\Omega(n)$, thus recovering the $\Omega(\sqrt{n})$ lower bound for 2-DRGP. For $q$-LCC, however, the $k$'th tensor power for $k \leq n^{1(1)}$ is unable to improve the $\tilde{O}(n^{(q-2)/(q-1)})$ upper bound on the dimension of $q$-LCCs by a polynomial factor. Inspired by this and as a notion of intrinsic interest, we define the notion of visible capacity of a stencil as the limiting visible rank of high tensor powers, analogous to Shannon capacity, and pose the question whether there can be large gaps between visible capacity and algebraic rank.
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1 Introduction

The notion of locality in error-correcting codes refers to the concept of recovering codeword symbols as a function of a small number of other codeword symbols. Local decoding requirements of various kinds have received a lot of attention in coding theory, due to both their theoretical and practical interest. For instance, $q$-query locally correctable codes (LCCs) aim to recover any codeword symbol as a function of $q$ other codeword symbols in a manner
robust to a constant fraction of errors. On the other hand, locally recoverable codes (LRCs), in their simplest incarnation, require each codeword symbol to be a function of some \(\ell\) other codeword symbols, allowing local recovery from any single erasure.\(^1\)

LRCs have been extensively studied in theoretical computer science, and have connections beyond coding theory to topics such as probabilistically checkable proofs and private information retrieval. We refer the reader to [31] and the introduction of [13] for excellent surveys on LCCs and their connections. LRCs were motivated by the need to balance global fault tolerance with extremely efficient repair of a small number of failed storage nodes in modern large-scale distributed storage systems [12]. They have led to intriguing new theoretical questions, and have also had significant practical impact with adoption in large scale systems such as Microsoft Azure [17] and Hadoop [25].

Let us define the above notions formally, in a convenient form that sets up this work. We will restrict attention to linear codes in this work, i.e., subspaces \(C \subseteq \mathbb{F}_q^n\) for some finite field \(\mathbb{F}_q\). In this case, the \(i\)th symbol \(c_i\) of every codeword \(c = (c_1, \ldots, c_n) \in C\) can be recovered as a function of the symbols \(c_j\), for indices \(j\) in a (minimal) subset \(R_i \subseteq [n] \setminus \{i\}\), iff \(c_i\) and \(\{c_j | j \in R_i\}\) satisfy a linear check equation, or in other words, there is a dual codeword whose support includes \(\{i\} \cup R_i\). The set \(R_i\) is called a repair group for the \(i\)th codeword symbol (other terminology used in the literature includes regenerating sets and recovery sets).

The \(q\)-LCC property, for a fixed number of queries \(q\) and growing \(n\), corresponds to having \(\Omega(n)\) disjoint groups of size \(\leq q\) for each position \(i \in [n]\), or equivalently \(\Omega(n)\) dual codewords of Hamming weight at most \((q + 1)\) whose support includes \(i\) and are otherwise disjoint. The \(\ell\)-LRC corresponds to having a dual codeword of Hamming weight at most \((\ell + 1)\) whose support includes \(i\), for each \(i \in [n]\). A property that interpolates between these extremes of a single repair group and \(\Omega(n)\) disjoint repair groups is the Disjoint Repair Group Property (t-DRGP) where we require \(t\) disjoint repair groups for each position \(i \in [n]\) (equivalently \(t\) dual codewords whose support includes \(i\) but are otherwise disjoint).

There is an exponentially large gap between upper and lower bounds on the trade-off between code dimension and code length for \(q\)-LCCs. The best known code constructions have dimension only \(O((\log n)^{q-1})\) (achieved by generalized Reed-Muller codes or certain lifted codes [14]), whereas the best known upper bound on the dimension of \(q\)-LCCs is much larger and equals \(\tilde{O}(n^{(q-2)/(q-1)})\) [19, 29, 18]\(^2\). Narrowing this huge gap has remained open for over two decades.

In contrast the best possible dimension of a \(\ell\)-LRC is easily determined to be \(\lfloor \frac{n\ell}{\ell+1} \rfloor\).\(^3\) However, for 2-DRGP, there are again some intriguing mysteries. For 2-DRGP, we have tight bounds — the minimum possible redundancy (co-dimension) equals \(\sqrt{2n} + \Theta(1)\). The lower bound is established via very elegant proofs based on the polynomial method [30] or rank arguments [24]. However, for fixed \(t > 2\), we do not know better lower bounds, and the best known constructions have co-dimension \(\approx t\sqrt{n}\) [6]. There are better constructions known for some values of \(t = n^{\Theta(1)}\) [8, 20]. A lower bound on the co-dimension of \(c(t)\sqrt{n}\) for some function \(c(t)\) that grows with \(t\) seems likely, but has been elusive despite various attempts, and so far for any fixed \(t\), the bound for \(t = 2\) is the best known.

---

\(^1\) There is also a distance requirement on LRCs to provide more global error/erasure resilience.

\(^2\) The \(\tilde{O}()\) and \(\Omega()\) are used to suppress factors poly-logarithmic in \(n\).

\(^3\) In this case, a more interesting trade-off is a Singleton-type bound that also factors in the distance of the code [12].
This work was motivated in part by these major gaps in our knowledge concerning \( q \)-LCCs and \( t \)-DRGPs. Our investigation follows a new perspective based on \textit{visible rank} (to be defined soon), which is a combinatorial proxy for (linear-algebraic) rank that we believe is of broader interest. This is similar in spirit to a thought-provoking recent work [5] that introduced a combinatorial abstraction of spanning structures called \textit{spanoids} to shed light on the limitations of current techniques to prove better upper bounds on the dimension of \( q \)-LCCs. They noted that current techniques to bound LCC dimension apply more generally to the associated spanoids, which they showed could have rank as large as \( \tilde{O}(n^{(q^2-2)/(q-1)}) \).

Therefore to improve the LCC bound one needs techniques that are more specific than spanoids and better tailored to the LCC setting. One such possibility mentioned in [5] is to restrict attention to \textit{symmetric spanoids}, which have a natural symmetry property that linear LCCs imply.

Our visible rank notion turns out to be intimately related to symmetric spanoids via a rank-nullity type theorem (Theorem 14). While technically simple in hindsight, it offers a powerful viewpoint on symmetric spanoids which in particular resolves a question posed in [5] – we show that symmetric spanoids are also too coarse a technique to beat the \( \tilde{O}(n^{(q^2-2)/(q-1)}) \) upper bound on \( q \)-LCC dimension.

\subsection*{1.1 Stencils and visible rank}

With the above backdrop, we now proceed to describe the setup we use to study these questions, based on the rank of certain matrix templates which we call “stencils.” We can represent the support structure of the check equations (i.e., dual codewords) governing a locality property by an \( n \)-column matrix of 0’s and \( \star \)’s. For each check equation involving the \( i \)’th symbol and a repair group \( R_i \subset [n] \setminus \{i\} \), we place a row in the stencil with \( \star \)’s precisely at \( R_i \cup \{i\} \) (i.e., with \( \star \)’s at the support of the associated dual codeword). For the \( \ell \)-LRC property for instance, an associated stencil would be an \( n \times n \) matrix with \( \star \)’s on the diagonal and \( \ell \) other \( \star \)’s in each row. For \( q \)-LCC, we would have a \( \delta n^2 \times n \) matrix whose rows are split into \( n \) groups with the rows in the \( i \)’th group having a \( \star \) in the \( i \)’th column and \( q \) other \( \star \)’s in disjoint columns.

The smallest co-dimension of linear codes over a field \( \mathbb{F} \) with certain locality property is, by design, the minimum rank \( \text{rk}_\mathbb{F}(H) \) of the associated stencil \( H \) when the \( \star \)’s are replaced by arbitrary nonzero entries from \( \mathbb{F} \). In this work, our goal is to understand this quantity via field oblivious methods based only on the combinatorial structure of the stencil of \( \star \)’s.

The tool we put forth for this purpose is the \textit{visible rank} of \( H \), denoted \( \text{vrk}(H) \) and defined to be the largest \( r \) for which there is a \( r \times r \) submatrix of \( H \) that has exactly one general diagonal whose entries are all \( \star \)’s. By the Leibniz formula, the determinant of such a submatrix is nonzero for any substitution of nonzero entries for the \( \star \)’s. Thus \( \text{rk}_\mathbb{F}(H) \geq \text{vrk}(H) \) for every field \( \mathbb{F} \).

Our goal in this work is to understand the interrelationship between visible rank and the co-dimension of linear codes under various locality requirements. This can shed further light on the bottleneck in known techniques to study trade-offs between locality and code dimension, and optimistically could also lead to better constructions.

---

\footnote{We defer a precise description of spanoids, along with their strong connection to visible rank, to Section 2.4.}
1.2 Visible rank and Locality

For $\ell$-LRCs, a simple greedy argument shows that its associated parity-check stencil $H$ satisfies $\text{vrk}(H) \geq n / (\ell + 1)$. Thus visible rank captures the optimal trade-off between code dimension and locality $\ell$.

For $q$-LCCs with $q \geq 3$, an argument similar to (in fact a bit simpler than and implied by) the one for spanoids in [5] shows that the stencil corresponding to $q$-LCCs has visible rank at least $n - \tilde{O}(n^{(q-2)/(q-1)})$, showing an upper bound of $\tilde{O}(n^{(q-2)/(q-1)})$ on the dimension of $q$-LCCs. We show that visible rank suffers the same bottleneck as spanoids in terms of bounding the dimension of $q$-LCCs.

\textbf{Theorem 1.} For $q \geq 3$, there exist $n$-column stencils $H$ with $\star$’s structure compatible with $q$-LCCs for which $\text{vrk}(H) \leq n - \tilde{O}(n^{(q-2)/(q-1)})$.

Through the precise connection we establish between between visible rank and symmetric spanoids, this shows the same limitation for symmetric spanoids, thus answering a question posed in [5].

For the $t$-DRGP property, we focus on the $t = 2$ case, with the goal of finding a combinatorial substitute for the currently known $\Omega(\sqrt{n})$ lower bounds on co-dimension [30, 8] which are algebraic. Unfortunately, we show that visible rank, in its basic form, is too weak in this context.

\textbf{Theorem 2.} There exist $2n \times n$ stencils $H$ with $\star$’s structure compatible with 2-DRGP for which $\text{vrk}(H) \leq O(\log n)$.

1.3 Visible rank and tensor powers

In view of Theorem 2, we investigate avenues to get better bounds out of the visible rank approach. Specifically, we study the visible rank of tensor powers of the matrix. It turns out that the visible rank is super-multiplicative: $\text{vrk}(H \otimes H) \geq \text{vrk}(H)^2$, while on the other hand algebraic rank is sub-multiplicative, so higher tensor powers could yield better lower bounds on the rank. Indeed, we are able to show precisely this for 2-DRGP:

\textbf{Theorem 3.} For every $2n \times n$ stencil $H$ with $\star$’s structure compatible with 2-DRGP, we have $\text{vrk}(H \otimes H) \geq \Omega(n)$, and thus $\text{rk}_F(H) \geq \Omega(\sqrt{n})$ for every field $F$.

On the other hand, for $q$-LCCs with $q \geq 3$, we show that higher tensor powers suffer the same bottleneck as Theorem 1.

\textbf{Theorem 4.} For $q \geq 3$, there exist $n$-column stencils $H$ with $\star$’s structure compatible with $q$-LCCs for which $\text{vrk}(H^{\otimes k})^{1/k} \leq n - \tilde{O}(n^{(q-2)/(q-1)})/k$ for any integer $k$. In particular even for $k = n^{\omega(1)}$, we get no polynomial improvements to the current upper bounds on dimension of $q$-LCCs.

1.4 Visible capacity

Given the super-multiplicativity of visible rank under tensor powers, and drawing inspiration from the Shannon capacity of graphs, we put forth the notion of visual capacity of a matrix $H$ of 0’s and $\star$’s, defined as $\Upsilon(H) := \sup_k \text{vrk}(H^{\otimes k})^{1/k}$. The visual capacity is also a field oblivious lower bound on algebraic rank $\text{rk}_F(H)$ for any field $F$. It is not known whether there are stencils that exhibit a gap between visible capacity and its minimum possible $\text{rk}_F(H)$ over all fields $F$. 

The proofs of our results are technically simple, once the framework is set up. Our contributions are more on the conceptual side, via the introduction and initial systematic study of visible rank and its diverse connections. Our inquiry also raises interesting questions and directions for future work, some of which are outlined in Section 7, including the relationship between visible capacity and algebraic rank.

1.5 Connections and related work

Studying the interplay between the combinatorial structure of a matrix and its rank is a natural quest that arises in several contexts. See Chapter 3 of [26] for a survey of works on lower bounding the algebraic rank. For works specific to codes with locality, the work of [3] analyzed the combinatorial properties of design matrices over the reals to improve bounds on LCCs over the real numbers, although the methods used are particular to the field of reals and do not carry over to any field.

Visible rank in particular turns out to have a diverse array of connections, some of which we briefly discuss here. The connection to spanoids, that we already mentioned, is described in more detail in Section 2.4.

Uniquely restricted matchings. Given a stencil $H \in \{0, \star\}^{m \times n}$, there is a canonical bipartite graph $G$ between the rows and columns of $H$, where a row connects to a column if and only if their shared entry has a star. Visual rank has a nice graph-theoretic formulation: it turns out (see Section 2.3) that a submatrix of $H$ has a unique general diagonal of $\star$’s iff the corresponding induced subgraph has a unique perfect matching. Such induced bipartite graphs are known in the literature as Uniquely Restricted Matchings (URMs) and have been extensively studied [11, 9, 16, 22, 27, 7] They were first introduced in [11], wherein they proved that computing the maximum URM of a bipartite graph is NP-complete. It was later shown in [22] that $n^{1/3-o(1)}$ approximations of the maximum URM is also NP-hard unless $\textbf{NP} = \textbf{ZPP}$ and additionally that the problem of finding the maximum URM is APX-complete.

Matroids. One can encode any matroid into a stencil. Recall that a circuit of a matroid is a minimal dependent set – that is, a dependent set whose proper subsets are all independent (the terminology reflects the fact that in a graphic matroid, the circuits are cycles of the graph).Given a matroid $\mathcal{M}$ on universe $[n]$ and a set $\mathcal{C} = \{C_1, \ldots, C_m\}$ of circuits of $\mathcal{M}$, we consider a $m \times n$ stencil $H$ where the entry at $(i, j)$ is a $\star$ if and only if $j \in C_i$. For this matrix, one can show that a collection of visibly independent columns (see Section 2.2 for the definition of visible independence) is an independent set in the dual matroid. Therefore, we have $\text{rk}(\mathcal{M}) + \text{vrk}(H) \leq n$ – this also follows from our rank-nullity theorem for symmetric spanoids as one can associate a symmetric spanoid with any matroid (the collection of sets in Definition 13 will just be the circuits of the matroid).

Min-rank. The minimum possible rank of a square 0-$\star$ stencil over assignments to the $\star$’s from some field has been well studied in combinatorics.\footnote{There is a slight difference in the minrank setup, in that the $\star$’s can take any value including 0, except the $\star$’s on the diagonal which must take nonzero values.} For example, we have Haemers’ classic bound on independent set of a graph and its applications to Shannon capacity [15].
Note that in this case we are using a linear-algebraic tool to understand a combinatorial quantity, whereas visible rank goes the other way, serving as a combinatorial proxy for a linear-algebraic quantity. Recent interest in minrank has included their characterization of the most efficient linear index codes [2]. The minrank of stencils corresponding to $n$-vertex random Erdős-Rényi graphs was recently shown to be $\Theta(n/\log n)$ over any field that is polynomially bounded [10].

Matrix Rigidity. Given a square matrix $A \in \mathbb{F}^{n \times n}$ and a natural number $r \leq n$, the rigidity of $A$ is the minimal number of entries that one can perturb in $A$ so that it rank becomes at most $r$. Matrix rigidity was introduced in the seminal work [28] and since then had expansive research on constructing explicit rigid matrices. See [23] for a recent survey on matrix rigidity and related connections. The visible rank provides a combinatorial guarantee on the rank of a matrix, and that conjures up the possibility of constructing explicit rigid matrices by finding explicit stencils whose visible rank is robust to small amounts of corruptions of its entries.

Incidence Theorems. Given an $m \times n$ matrix $A$ over the field $\mathbb{F}$ with rank $r$, one can decompose $A = MN$ where $M$ and $N$ are $m \times r$ and $r \times n$ matrices. If we consider the rows of $M$ as hyperplanes over the projective plane $\mathbb{P}^{r-1}$ of dimension $(r-1)$ and the columns of $N$ as points in $\mathbb{P}^{r-1}$, then the stencil of $A$ defines a point-hyperplane incidence over $\mathbb{P}^{r-1}$. In particular, when $r = 3$, the stencil of $A$ defines a point-line incidence over the field $\mathbb{F}$. Thus studying the combinatorial properties of a stencil whose $\mathbb{F}$-rank (see Definition 6) is at most 3 is equivalent to studying the combinatorics of point-line incidences over the field $\mathbb{F}$. For more on incidence theorems, see [4] for an excellent survey in the area.

Communication complexity. The visible rank provides a connection between deterministic and nondeterministic communication complexity [21]. For a communication problem $f : X \times Y \to \{0, 1\}$, define the stencil $H_f \in \{0, \star\}^{X \times Y}$ by $H_f(x, y) = \star$ if $f(x, y) = 0$ and $M_f(x, y) = 0$ if $f(x, y) = 1$. Then it is known that $D(f) \leq (\log_2 \text{vrk}(H_f)) \cdot (N(f) + 1)$ where $D(f)$ and $N(f)$ are respectively the deterministic and nondeterministic communication complexity of $f$ [21, Thm 3.5].

1.6 Organization

We begin in Section 2 by formally introducing the notations and terminology for stencils, and establishing some simple but very useful combinatorial facts about visible rank. We use these to show that there are $q$-LCC stencils for $q \geq 3$ with visible rank at most $n - \Omega(n^{(q-2)/(q-1)})$ (Section 3), and the existence of a 2-DRGP stencil with visible rank of at most $O(\log n)$ (Section 4). In Section 5, we introduce a tensor product operation on stencils and prove various properties about them. In Section 6, we utilize tensor powers to show that the rank of a 2-DRGP over any field $\mathbb{F}$ is at least $\sqrt{n}$, which asymptotically matches the current best lower bounds on 1-DRGP codes. We also show that for $q$-LCC stencils, the tensor powers at the $k$th level for $k \leq \text{polylog}(n)$ do not yield better lower bounds on the rank than the ones obtained from the visible rank. Finally, in Section 7, we discuss further directions and questions inspired by this work.
2 Stencils and their visible rank

In this section, we will be formally setting up the model of stencils and all the associated definitions and notations. We denote \([n]\) to be the set \(\{1, 2, \ldots, n\}\). For any matrix \(H \in \{0, \star\}^{m \times n}\), we denote it as a stencil. For an \(m \times n\) stencil \(H\), we denote its entry in the \(i\)th row and \(j\)th column by \(H[i, j]\). Any restriction to the specific sub-collection of the rows and columns of \(H\) is said to be a sub-stencil of \(H\). For given sets \(A\) and \(B\), a stencil \(H\) is said to be an \(A \times B\) if it is an \(|A| \times |B|\) stencil along with an associated indexing of the rows by \(A\) and the columns by \(B\). Given a square stencil \(M \in \{0, \star\}^{n \times n}\), a general diagonal of \(M\), is a collection of entries \(\{M[1, \pi(1)], \ldots, M[n, \pi(n)]\}\) where \(\pi\) is a permutation on \([n]\). We say that a general diagonal is a star diagonal if all its \(n\) entries are \(\star\)'s.

2.1 Algebraic witnesses of stencils

Instantiating a code with the locality properties stipulated by a stencil amounts to filling its \(\star\)'s with field entries, or realizing an algebraic witness as defined below.

**Definition 5 (Algebraic witness).** For field \(\mathbb{F}\) and stencil \(H \in \{0, \star\}^{m \times n}\), a matrix \(W \in \mathbb{F}^{m \times n}\) is said to be an \(\mathbb{F}\)-witness of \(H\) if it satisfies the property that \(W[i, j] \neq 0\) if and only if \(H[i, j] = \star\). More generally, any \(\mathbb{F}\)-witness of \(H\) is said to be an algebraic witness of \(H\).

We stress that every \(\star\) in the stencil \(H\) must be replaced by a nonzero entry from \(\mathbb{F}\) and cannot be zero. Of the possible algebraic witnesses for \(H\), we will be primarily focused in this paper on the algebraic witnesses that attain the smallest feasible rank, which leads us to the following definition.

**Definition 6 (Rank).** Given an \(m \times n\) stencil \(H\), the \(\mathbb{F}\)-rank of \(H\) is the smallest natural number \(r\) such that there exists a field \(\mathbb{F}\) and an \(\mathbb{F}\)-witness \(W \in \mathbb{F}^{m \times n}\) whose rank is equal to \(r\). We denote the value \(r\) by \(\text{rk}_\mathbb{F}(H)\).

2.2 Visible Rank

In this section, we introduce our notion of the visible rank of a stencil. The main motivation of introducing the visible is to be able to determine the most optimal lower bound on the rank of a matrix with only the knowledge of knowing the support of a matrix and nothing else about the values of that support.

Consider a square matrix \(A \in \mathbb{F}^{n \times n}\), and suppose we are interested in determining if it is full rank. A natural approach would be to inspect its determinant. From the Leibniz formula, we know that \(\det(A) = \sum_{\pi \in S_n} \prod_{i=1}^{n} (-1)^{\text{sgn}(\pi)} A_{i, \pi(i)}\), where \(S_n\) denotes the symmetric group of order \(n\) and \(\text{sgn}(\pi)\) denotes the sign of a permutation \(\pi\). From Leibniz formula, notice that \(\det(A)\) is a linear combination of the nonzero general diagonals of \(A\). If our hope is to obtain \(\det(A) \neq 0\) without any knowledge of the values of the support of \(A\), one way to guarantee it is to say that \(A\) has exactly one nonzero general diagonal. In such a case, we can guarantee that \(\det(A) \neq 0\). As when \(A\) has more than one general diagonal, there is no guarantee if \(\det(A) \neq 0\) without inspecting the values of the support of \(A\).

From the previous discussion, it seems natural to define the notion of a rank on stencils as follows.
Definition 7 (Visibly Full Rank). For a square stencil \( M \in \{0, \star\}^{n \times n} \), we say that \( M \) is visibly full rank if \( M \) has exactly one star diagonal. That is, a general diagonal whose entries are all \( \star \)'s.

Of course, in most cases, when we are given a matrix \( A \in \mathbb{F}^{m \times n} \), we would be interested in determining its rank. One way to define the rank of the matrix \( A \) is to say that \( \text{rank}(A) \) is the size of the largest square submatrix in \( A \) that is full-rank. From this viewpoint, it seems clear to define the rank of a stencil in a similar fashion.

Definition 8 (Visible Rank). For a stencil \( H \in \{0, \star\}^{m \times n} \), the visible rank of \( H \), denoted \( \text{vrk}(H) \), is the largest square sub-stencil in \( H \) that is visibly full rank.

We also say that a set of \( k \) columns in \( H \) is visibly independent if there exists a \( k \times k \) sub-stencil within these \( k \) columns that is visibly full rank. Of course, not all full-rank square matrices \( A \in \mathbb{F}^{m \times n} \) necessarily have exactly one nonzero general diagonal, but all squares that have exactly one nonzero general diagonal are necessarily full-rank. Thus if we are interested in determining \( \text{rank}(A) \) by finding the size of the largest square submatrix in \( A \) that is full-rank, we can instead search for the largest square submatrix in \( A \) that has exactly one nonzero general diagonal. Since that square submatrix has rank at most the rank of \( A \), this leads us to the following proposition.

Proposition 9. Given a field \( \mathbb{F} \) and a stencil \( H \in \{0, \star\}^{m \times n} \), we have \( \text{rk}_2(H) \geq \text{vrk}(H) \).

2.3 Combinatorial properties of visible rank

In this subsection, we will be proving some properties about visible rank. In particular, we will show that any visibly independent stencil \( M \) is permutationally equivalent to an upper triangular stencil, and from this observation, we will be able to upper bound the visible rank by the largest rectangle of zeros in the stencil, which will be our main tool in our constructions of \( q \)-LCC and \( t \)-DRGP stencils. We also show an upper bound on the rank of a stencil by the maximum number of zeros in each row.

Given two stencils \( H_1, H_2 \in \{0, \star\}^{m \times n} \), we say that \( H_1 \) is permutationally equivalent to \( H_2 \) if there are permutations \( \pi : [m] \to [m] \) and \( \sigma : [n] \to [n] \) such that \( H_1[i, j] = H_2[\pi(i), \sigma(j)] \) for all \( i \in [m] \) and \( j \in [n] \). For such \( H_1 \) and \( H_2 \), we introduce the notation \( H_2 = (H_1)_{\pi, \sigma} \) to say that \( H_2 \) is obtained from \( H_1 \) by permuting the rows with the permutation \( \pi \) and the columns by the permutation \( \sigma \) (We remark that row permutations commute with column permutations).

Lemma 10. Let \( M \in \{0, \star\}^{n \times n} \) be visibly full rank. Then there exists permutations \( \pi \) and \( \sigma \) on \([n]\) such that \( N := M_{\pi, \sigma} \) is an upper triangular stencil. That is, \( N[i, i] = \star \) and \( N[i, j] = 0 \) for all \( i, j \in [n] \) with \( i > j \).

Proof. First, we claim that for any visibly full rank stencil \( M \in \{0, \star\}^{n \times n} \), there exists a row in \( M \) with exactly one star. Indeed, assume (for the sake of a contradiction) that such a row doesn’t exist. Since no row can be all zeros in \( M \), then each row has at least two \( \star \)'s. Index the rows of \( M \) by \( R = \{r_1, \ldots, r_n\} \) and the columns by \( C = \{c_1, \ldots, c_n\} \). Let \( G = (R, C, S) \) be a bipartite graph on the rows and columns of \( M \) with edges \( S \), where \( S \) is the set of \( \star \)'s in \( M \). Because \( M \) is visibly independent, \( G \) has a unique perfect matching. Moreover, by our initial assumption, \( d_C(v) \geq 2 \) for all \( v \in R \). Thus if we color the edges of the unique
matching of $G$ red and all remaining edges of $G$ blue, then by the fact that $d_G(v) \geq 2$ for all $v \in R$, we can find an alternating cycle $C$ with red edges $R_C$ and blue edges $B_C$. Since $R_C$ and $B_C$ match the same vertex sets, then replacing the edges in $R_C$ with those of $B_C$ in the unique matching will produce another matching, but that’s a contradiction as $G$ has a unique perfect matching. This proves our claim.

Next, we proceed by induction on $n$. The base case $n = 1$ is immediate to see. As for the induction step, we know by the previous claim that there exists some row in $M$ with exactly one $\star$. Thus we can find a permutationally equivalent matrix $M'$ of $M$ with the $n$’th row having exactly one $\star$ at the $n$’th column. Because $M$ is visibly independent, then so is $M'$. Moreover, any general diagonal in $M'$ must contain $M[n, n]$. This means that the $(n - 1) \times (n - 1)$ minor $M'_0$, which is obtained by deleting row $n$ and column $n$ of $M'$, is visibly independent. By our induction hypothesis, we can permute the rows and columns of $M'_0$ to make it upper triangular, and thus we conclude that $M$’s rows and columns can be permuted to make it upper triangular. ▶

Thus we can characterize all visibly full rank matrices, and that help us obtain the following upper bound on the visible rank.

**Lemma 11.** Given an $m \times n$ stencil $H$, if there are natural numbers $a, b$ such that $H$ has no $a \times b$ sub-stencil of zeros, then we have $\text{vrk}(H) < a + b$.

**Proof.** Assume (for the sake of a contradiction) that $H$ has a $(a+b)\times(a+b)$ square sub-stencil $H_0$ that is visibly independent. By Lemma 10, we know that $H_0$ is permutationally equivalent to an $(a+b) \times (a+b)$ upper triangle. Since such triangle has a $a \times b$ sub-stencil of zeros, we arrive to a contradiction. ▶

We also provide an upper bound on the rank of a stencil by the maximum number of zeros in each rows.

**Proposition 12.** For any $m \times n$ stencil $H$. If each row of $H$ has at most $d$ zeros, then we have that $\text{rk}_F(H) \leq d + 1$ for all fields $F$ such that $|F| \geq n$.

**Proof.** Pick a field $|F| \geq n$. Label the columns of $H$ by pairwise distinct entries $a_1, \ldots, a_n \in F$. For row $i$, let the columns that are zero along row $i$ be $Z_i \subseteq \{a_1, \ldots, a_n\}$. Consider the polynomial $p_i(x) := \prod_{a \in Z_i} (x - a)$. Notice that $p_i$ evaluates to zero on $Z_i$. On everywhere else, it evaluates to a nonzero value. Thus the matrix $E \in \mathbb{F}^{m \times n}$ defined by $E_{ij} = p_i(a_j)$ is an $\mathbb{F}$-witness of $H$. Moreover, since $|Z_i| \leq d$ for each $i \in [m]$, then we know that the monomials $\{1, x, \ldots, x^d\}$ span the polynomials $\{p_1, \ldots, p_m\}$. This shows that $\text{rank}(E) \leq d + 1$ and thus $\text{rk}_F(H) \leq d + 1$. ▶

We remark that the bound $|F| \geq n$ is crucial for Proposilion 12. Consider the stencil $D \in \{0, \star\}^{m \times n}$ that has $\star$’s everywhere except on the diagonal. Such a stencil has a visible rank of 2, but one can show that its rank over $\mathbb{F}_2$ is at least $n - 1$.

### 2.4 A Rank-Nullity Type Theorem Between Stencils and Symmetric Spanoids

In this subsection, we formally setup spanoids and prove a rank-nullity type theorem between symmetric spanoids and stencils.
A spanoid $S$ is a collection of inference rules in the form of pairs $(S, i)$, which are written in the form $S \rightarrow i$, where $S \subseteq [n]$ and $i \in [n]$. The objective in spanoids is to determine the size of the smallest subset $B \subseteq [n]$ such that one can use the inference rules of $S$ to obtain all of $[n]$. Spanoids were introduced in [5] as an abstraction of LCCs, wherein they proved that the spanoid analog of $q$-LCCs satisfy the upper bound $O(n^{(q-2)/(q-1)})$ on the rank. Moreover, they also showed that there are $q$-LCC spanoids for which their rank is $\tilde{O}(n^{(q-2)/(q-1)})$.

Let us setup the definitions needed for spanoids. A derivation in $S$ of a set $T \subseteq [n]$ is a sequence of sets $T_0 = T, T_1, \ldots, T_r$ satisfying $T_j = T_{j-1} \cup \{i_j\}$ for some $i_j \in [n]$, $j \in [r]$, and with $i_r = i$. Further, for every $j \in [r]$, there is a rule $(S_{j-1}, i_j)$ in $S$ for some $S_{j-1} \subseteq T_{j-1}$. The span of a set $T \subseteq [n]$, denoted $\text{span}_S(T)$, is the set of all $i \in [n]$ for which there is a derivation of $i$ from $T$. The rank of a spanoid, denoted $\text{rank}(S)$, is the size of the smallest set $T \subseteq [n]$ such that $\text{span}_S(T) = [n]$. Finally, we define symmetric spanoids below.

► **Definition 13 (Symmetric Spanoids).** A spanoid $S$ over $[n]$ is a symmetric spanoid if there are a collection of sets $\{S_1, \ldots, S_m\}$ so that the inference rules of $S$ are of the form $S_j \setminus \{i\} \rightarrow \{i\}$ for any $i \in S_j$ and $j \in [m]$.

Now we may proceed to prove our theorem that relates the rank of symmetric spanoids with the visible rank of an associated stencil.

► **Theorem 14.** For any symmetric spanoid $S$ over $[n]$ with $m$ sets, there exists a canonical stencil $H$ of size $m \times n$ such that for any collection of columns $C \subseteq [n]$ in $H$, they are visibly independent if and only if $\text{span}_S([n] \setminus C) = [n]$. Moreover, we have $\text{vrk}(H) + \text{rank}(S) = n$.

**Proof.** Define $H[i, j] = \star$ if $j \in S_i$ and zero otherwise. We claim that such $H$ satisfies the conditions. Indeed, suppose that the columns $C = \{c_1, \ldots, c_k\}$ are visibly independent. Then that means there are rows $r_1, \ldots, r_k$ so that the $k \times k$ sub-stencil formed by these columns and rows is visibly full rank. Denote this matrix as $H_C$. By Lemma 10, we can find permutations $\pi, \sigma$ over $[k]$ such that the matrix $H'_C = H_{\pi, \sigma}$ is upper triangular. In terms of spanoids, that means $c_{\sigma(i)} \in S_{\pi(i)}$ and $S_{\pi(i)} \subseteq [n] \setminus \{c_{\sigma(1)}, \ldots, c_{\sigma(i-1)}\}$ for all $i \in [k]$. We can rewrite the last set containment as $S_{\pi(i)} \subseteq ([n] \setminus C) \cup \{c_{\sigma(1)}, \ldots, c_{\sigma(k)}\}$. Thus we apply the inference rules $S_{\pi(i)} \setminus c_{\sigma(k)} \rightarrow c_{\sigma(k)}$, $S_{\pi(k)} \setminus c_{\sigma(k-1)} \rightarrow c_{\sigma(k-1)}$, ..., $S_{\pi(i)} \setminus c_{\sigma(k)} \rightarrow c_{\sigma(1)}$ in that order with the set $[n] \setminus C$, to deduce that the set $[n \setminus C]$ spans the set $[n]$ in $S$. Thus $\text{span}_S([n] \setminus C) = [n]$.

Now, suppose that $\text{span}_S([n] \setminus C) = [n]$. Then that means that we can find sets $S_{i_1}, \ldots, S_{k_1}$ and a permutation $\sigma$ over $[k]$ such that $c_{\sigma(j)} \in S_{i_j}$ and we can apply the inference rules $S_{i_j} \setminus \{c_{\sigma(j)}\} \rightarrow c_{\sigma(j)}$, $S_{i_j} \setminus \{c_{\sigma(k)}\} \rightarrow c_{\sigma(k)}$ in that order. That implies then that $S_{i_j} \subseteq ([n] \setminus C) \cup \{c_{\sigma(1)}, \ldots, c_{\sigma(j)}\}$. In terms of the stencil $H$, that means $H[i_j, \sigma(j)] = \star$ and $H[i_l, \sigma(j)] = 0$ for $l < j$. Thus the $k \times k$ sub-stencil $H'$ that is restricted to the columns $c_{\sigma(1)}, \ldots, c_{\sigma(k)}$ and rows $i_1, \ldots, i_k$ in that order forms a lower triangular stencil, which is permutationally equivalent to an upper triangular stencil. Thus we deduce that the set of columns $C$ is visibly independent.

Now, for any set $S \subseteq [n]$ such that $\text{span}_S(S) = [n]$, we know that $[n] \setminus S$ is visibly independent in $H$. Thus $n - |S| \leq \text{vrk}(H)$. Since this holds for any such set $S$, then we deduce that $\text{rank}(S) + \text{vrk}(H) \geq n$. On the other hand, for any collection of columns $C$ in $H$ that is visibly independent, we know that $\text{span}_S([n] \setminus C) = [n]$. This implies $n - |C| \geq \text{rank}(S)$. Since this holds for any visibly independent set of columns $C$ in $H$, then we find that $n \geq \text{rank}(S) + \text{vrk}(H)$. Hence $\text{rank}(S) + \text{vrk}(H) = n$. 

\[\blacksquare\]
3 Constructing $q$-LCC Stencils

In this section, we define $q$-LCC stencils and construct $q$-LCC stencils whose visible rank achieves the known lower bounds up to polylog factors.

**Definition 15** ($q$-LCC Stencils). For $\delta > 0$, a $\delta n^2 \times n$ stencil $H$ whose rows are labelled by $[n] \times [\delta n]$ is said to be a $q$-LCC stencil if $H[(i,j),i] = \star$ for all $(i,j) \in [n] \times [\delta n]$. Moreover, for every $k \in [n] \setminus \{i\}$, the collection of entries $\{M[(i,1),k], \ldots, M[(i,t),k]\}$ has at most one star, and the number of $\star$’s in each row of $H$ is at most $q + 1$.

Now we proceed to prove our main theorem for this section.

**Theorem 16.** For $q \geq 3$, there exists a $q$-LCC stencil $M$ for which $\vrk(M) \leq n - \tilde{\Omega}(n^{(q-2)/(q-1)})$.

**Proof.** For $(i,j) \in [n] \times [\delta n]$. Define $\mathcal{R}_j = \{ k \in [n] : H[(i,j),k] = \star \}$ to be the support of row $(i,j)$, and let $G_i = \{ r_j : j \in [\delta n] \}$ be the $\delta n$ groups for column $i$. We shall show that by picking the groups $G_i$ uniformly at random, the visible rank will at most be $n - n^{(q-2)/(q-1)}$ with high probability.

Consider natural numbers $s > k$ where $s = n^{\frac{q-2}{q}}$ and $k = s/\log n = n^{\frac{q-2}{q}}/\log n$. Let $E_{s,k}$ be the event that there aren’t any $(s-k) \times (n-s)$ sub-stencils in $H$ that are all zeros. We shall show that $E_{s,k}$ occurs with high probability, which will yield an upper bound of $n - k$ on the visible rank via Lemma 11. We will use an equivalent form of the event $E_{s,k}$, which is the event that there are no $s-k$ rows in $H$ whose union of supports is at most $s$. Now, consider a collection of columns $C$ of size $s$ and a collection of $s-k$ rows $R$, where $R$ and $C$ denote the collection of their supports. Enumerate $R \cap G_i = \{r_1^i, \ldots, r_s^i\}$. By the chain rule, the definition of $G_i$, and the independence of the $G_i$’s, we find that

\[
\Pr \left[ \bigcap_{r \in R} r \subseteq C \right] = \prod_{i=1}^{n} \Pr \left[ \bigcap_{r_{i} \cap G_i} r \subseteq C \right] \\
= \prod_{i=1}^{n} \prod_{j=1}^{a_i} \Pr \left[ r_j^i \subseteq C \mid r_k^i \subseteq C \text{ for } k \in [j-1] \right] \\
= \prod_{i=1}^{n} \prod_{j=1}^{a_i} \Pr \left[ r_j^i \setminus \{i\} \subseteq C \setminus \{r_1^i, \ldots, r_{j-1}^i\} \mid r_k^i \subseteq C \text{ for } k \in [j-1] \right] \\
= \prod_{i=1}^{n} \prod_{j=1}^{a_i} \frac{(s-(j-1)q-1)}{(n-(j-1)q-1)} \leq \left( \frac{s}{n} \right)^{q(s-k)}
\]

Therefore, from the definition of $E_{s,k}$, by applying a Union Bound over all possible collections of columns $C$ of size $s$ and $s-k$ collections of rows $R$ and use the bound $\left( \frac{s}{n} \right)^{q(s-k)}$, we...
deduce that
\[
\Pr[E_{i,k}] \leq \binom{n}{s} \left(\frac{\delta ns}{s-k} \right) \binom{s-k}{s-n} \left(\frac{s-n}{s-k} \right)^{q(s-k)}
\]
\[
= \left(\frac{en}{s}\right)^k \left(\frac{e^2 \delta s^{q-1}}{1 - \frac{1}{n^2}}\right) \binom{s-k}{s-n} \binom{s-n}{s-k}
\]
\[
= \left(\frac{en^{1/(q-1)}}{1 - \frac{1}{\log n}}\right)^k \frac{e^2 \delta}{1 - \frac{1}{\log n}}
\]
Thus for small enough \(\delta < e^{-2}\), the quantity above becomes \(\exp\left(-\Omega(n^{(q-2)/(q-1)})\right)\). Thus we can find a \(q\)-LCC stencil \(M\) such that no \(s-k\) rows whose support is entirely contained within \(s\) columns. That is equivalent to saying that there is no \(s-k \times (n-s)\) sub-stencil that is all zeros. By Lemma 11, we therefore conclude that \(\text{vrk}(M) < n-k = n - \Omega\left(\frac{n^{q-2}}{\log n}\right)\).

\section{4 t-DRGP Stencils}

We now define the stencils that capture the requirement of each codeword symbol having \(t\) disjoint recovery groups.

\begin{definition}[t-DRGP Stencils] A \(tn \times n\) stencil \(H\) whose rows are labelled by \([n] \times [t]\) is said to be a \(t\)-DRGP stencil if \(H[(i,j),1] = \star\) for all \((i,j) \in [n] \times [t]\). Moreover, for every \(k \in [n] \setminus \{i\}\), the collection of entries \(\{M[(i,1),k], \ldots, M[(i,t),k]\}\) has at most one star.
\end{definition}

Now we proceed to prove our main theorem for this section.

\begin{theorem}
For any fixed natural number \(t \geq 2\), there exists a t-DRGP stencil \(H\) satisfying \(\text{vrk}(H) \leq O(t^2 \log n)\).
\end{theorem}

\begin{proof}
Consider a random \(t\)-DRGP stencil \(H\) as follows: define the set of entries \(S_{i,j} := \{(i,s), j \mid j \in [t]\}\). Set for each \(i \neq j \in [n]\), set all of the entries \(S_{i,j}\) to be \(\star\)'s, and uniformly sample an entry from \(S_{i,j}\) to be a \(\star\) while everything else in \(S_{i,j}\) is set to be zero.

We will show that \(\text{vrk}(H) \leq c_1 \log n\) occurs with high probability. Indeed, fix \(k \in \mathbb{N}\). Given any square sub-stencil \(H_0\) of \(H\) of size \(k\), we have by Lemma 10 that if \(H_0\) is visibly independent, then we must have at least \(\binom{k}{2}\) zeros. Let this set of entries be \(Z \subseteq ([n] \times [t]) \times [n]\). Since \(Z\) must all be zeros, then we deduce that \(\not\exists (i,j) \in S_{i,j}\). Since each \(S_{i,j}\) has size \(t\), then \(Z\) has at least \(\binom{k}{2}/t\) entries, each of which belongs to an \(S_{i,j}\) that is different than the other. Let \(T\) be the set of entries that are zero. Now we proceed to prove our main theorem for this section.

\[(\binom{k}{2}/t)k \leq \left(1 - \frac{1}{t}\right)^k \leq \left(1 - \frac{1}{t}\right)\binom{k}{2} \leq \left(1 - \frac{1}{t}\right)^k \leq \left(1 - \frac{1}{t}\right)^{\frac{t-1}{t}} \leq \left(1 - \frac{1}{t}\right)^k.
\]
And by applying another Union Bound over all such $H_0$, we find that
\[
\Pr [\text{rk}(H) \geq k] \leq \left( \binom{ln}{k} \right) \left( \frac{n}{k} \right)^k \left( k^2 \left( 1 - \frac{1}{T} \right)^{\frac{k}{2}} \right)^k \leq \left( k^2 ln^2 \left( 1 - \frac{1}{T} \right)^{\frac{k}{2}} \right)^k.
\]

Picking $k = 6\ell^2 \ln n + 1$ makes the right hand side less than 1 for large enough $n$. ▶

5 Tensor Products

In this section, we will be introducing a tensor product operation on stencils and explore its properties. Given the natural tensor product $A \otimes B$ for matrices $A$ and $B$, notice that the support of $A \otimes B$ is determined completely by the support of the matrices $A$ and $B$. As a consequence of this observation, we will be able to define the stencil of $A \otimes B$ based solely on the stencils of $A$ and $B$. This leads us to our definition of a tensor product over stencils.

Definition 19 (Tensor product). Given an $A_1 \times B_1$ stencil $H_1$ and an $A_2 \times B_2$ stencil $H_2$, let $H_1 \otimes H_2$ be a $(A_1 \times A_2) \times (B_1 \times B_2)$ stencil such that
\[
(H_1 \otimes H_2)[(a_1, a_2), (b_1, b_2)] = \begin{cases} 
\star & \text{if } H_1[a_1, b_1] \text{ and } H_2[a_2, b_2] \text{ both equal } \star, \\
0 & \text{if at least one of } H_1[a_1, b_1] \text{ and } H_2[a_2, b_2] \text{ equals } 0.
\end{cases}
\]

We remark that our tensor product follows similar properties as the natural tensor product for matrices, such as associativity and non-commutativity.

5.1 Algebraic witnesses of tensor products

In this subsection, we will be proving that any algebraic witnesses of the stencils $H_1$ and $H_2$ is also an algebraic witness of $H_1 \otimes H_2$. This will therefore show us that the $\mathbb{F}$-rank is a sub-multiplicative function with respect to the tensor product.

Proposition 20. Let $M$ and $N$ be matrices over a field $\mathbb{F}$ who are $\mathbb{F}$-witnesses to stencils $H_1, H_2$, respectively. Then $M \otimes N$ is an $\mathbb{F}$-witness of $H_1 \otimes H_2$.

Proof. For every entry in $H_1 \otimes H_2$, we know that $(H_1 \otimes H_2)[(i_1, i_2), (j_1, j_2)]$ is a $\star$ if and only if $H_1[i_1, j_1]$ and $H_2[i_2, j_2]$ are both $\star$’s. This holds if and only if $M[i_1, j_1]$ and $N[i_2, j_2]$ are both nonzero. Because $(M \otimes N)(i_1, i_2, j_1, j_2) = M[i_1, j_1]N[i_2, j_2]$, then the entry $(M \otimes N)(i_1, i_2, j_1, j_2)$ is nonzero if and only if $M[i_1, j_1]$ and $N[i_2, j_2]$ are both nonzero. Thus $M \otimes N$ is an $\mathbb{F}$-witness of $H_1 \otimes H_2$. ▶

By applying Proposition 20 on the $\mathbb{F}$-witnesses of $H_1$ and $H_2$ with the smallest ranks, we deduce the following corollary.

Corollary 21. For a field $\mathbb{F}$, we have the inequality $\text{rk}_\mathbb{F}(H_1) \text{rk}_\mathbb{F}(H_2) \geq \text{rk}_\mathbb{F}(H_1 \otimes H_2)$

5.2 Visible rank and tensor products

In this subsection, we will show that the tensor product of two visibly full rank stencils is also visibly full rank. This will therefore show us that the visible rank is super-multiplicative with respect to the tensor product. We will also show an upper bound on the visible rank of the tensor product with respect to the visible rank of one of the stencils.
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**Proposition 22.** Given visibly independent matrices $A$ and $B$ of size $n$, their tensor $A \otimes B$ is also visibly independent.

**Proof.** By Lemma 10, we know that there are permutations $\pi_A, \sigma_A, \pi_B, \sigma_B$ on $[n]$ such that the stencils $A_0 = (A)_{\pi_A, \sigma_A}$ and $B_0 = (B)_{\pi_B, \sigma_B}$ are both upper triangular stencils. Moreover, we see that $A_0 \otimes B_0 = (A \otimes B)_{(\pi_A, \sigma_A) \otimes (\pi_B, \sigma_B)}$. Therefore, it suffices for us to show that $A_0 \otimes B_0$ is an upper triangular stencil.

Consider the lexicographical ordering on $[n] \times [n]$. When $(i_1, i_2) > (j_1, j_2)$, then we know that one of the inequalities $i_1 > j_1$ and $i_2 > j_2$ must hold, which means one of $A_0[i_1, j_1]$ or $B_0[i_2, j_2]$ must be a zero. This proves that $(A_0 \otimes B_0)[(i_1, i_2), (j_1, j_2)] = 0$ whenever $(i_1, i_2) > (j_1, j_2)$. As for when $(i_1, i_2) = (j_1, j_2)$, then we immediately know that $(A_0 \otimes B_0)[(i_1, i_2), (i_1, i_2)] = \star$ as $A_0[i_1, i_1] = B_0[i_2, i_2] = \star$. Hence $A_0 \otimes B_0$ is an upper triangular stencil with respect to the lexicographical ordering. ◀

Given stencils $H_1$ and $H_2$, we know by Proposition 22 that the tensor product of any of their visibly full rank sub-stencils will also be visibly full rank in $H_1 \otimes H_2$. This yields us the following corollary.

**Corollary 23.** For stencils $H_1$ and $H_2$, We have the inequality $\text{vrk}(H_1 \otimes H_2) \geq \text{vrk}(H_1) \text{vrk}(H_2)$.

Lastly, we end this subsection with an upper bound on the visible rank of $H_1 \otimes H_2$.

**Proposition 24.** For stencils $H_1$ and $H_2$ of sizes $m_1 \times n_1$ and $m_2 \times n_2$, respectively, We have the inequality $\text{vrk}(H_1 \otimes H_2) \leq \text{vrk}(H_1)n_2$.

**Proof.** Consider a visibly full rank substencil $M$ in $H_1 \otimes H_2$ of size $k \times k$. By Lemma 10, we can find a $k \times k$ permutationally equivalent matrix $M'$ of $M$. Let the columns and rows of $M'$ be indexed as $(a_1, b_1), \ldots, (a_k, b_k)$ and $(c_1, d_1), \ldots, (c_k, d_k)$. Define $b_{\text{max}}$ to be the most frequent column of $H_2$ in $\{b_1, \ldots, b_k\}$. Let $I := \{i_1, \ldots, i_s\}$ be the indices such that $b_{i_j} = b_{\text{max}}$. We know that $s \geq k/n_2$ by definition of $b_{\text{max}}$. Moreover, the substencil $M_0$ of $M'$ attained by taking the rows and columns with index in $I$ is upper triangular. Since $M'[\{c_{i_j}, d_{i_j}\}, \{a_{i_j}, b_{\text{max}}\}] = \star$, then $H_2[d_{i_j}, b_{\text{max}}] = \star$ for all $j \in [s]$. Because $M_0$ is upper triangular, then if we consider the $s \times s$ substencil $N_1$ in $H_1$ with columns and rows $\{a_{i_1}, \ldots, a_{i_s}\}$ and $\{c_{i_1}, \ldots, c_{i_s}\}$, we deduce that $N_1$ is upper triangular. Thus $\text{vrk}(N_1) = s \geq k/n_2$. Hence $n_2 \text{vrk}(H_1) \geq k$ for any visibly full rank $k \times k$ substencil $M$ in $H_1 \otimes H_2$. ◀

### 5.3 Visible rank of the tensor powers

Naturally, one would be interested in tensoring a stencil $H$ with itself several times and examine such a stencil.

**Definition 25** (Tensor power). Given an $m \times n$ stencil $H$, the $k$'th tensor of $H$ is the $m^k \times n^k$ stencil $H^{\otimes k}$ defined as $H^{\otimes k} := H \otimes H \otimes \ldots \otimes H$, $k$ times.

By combining all the results from the previous subsections, we obtain the following corollary.
Corollary 26. For a natural number \( k \) and an \( m \times n \) stencil \( H \), we have the inequality
\[
\text{rk}_F(H) \geq \text{vrk}(H^\otimes k)^{1/k} \geq \text{vrk}(H^\otimes k) \geq \text{vrk}(H)
\]
Moreover, we also have the inequality \( \text{vrk}(H^\otimes k) \leq n^{k-1} \text{vrk}(H) \).

From the previous corollary, we can see that by considering the visible rank of the higher tensor powers of a stencil \( H \), one might hope to attain better lower bounds on the \( F \)-rank. Naturally, one would define the highest possible bound achieved through this vein.

Definition 27 (Visible Capacity). The visible capacity of a stencil \( H \), denoted as \( \Upsilon(H) \), is defined as \( \Upsilon(H) := \sup_k \text{vrk}(H^\otimes k)^{1/k} \).

By Corollary 26, we deduce that \( \text{rk}_F(H) \geq \Upsilon(H) \) for any field \( F \). It is not known to us if there are stencils for which there is a gap between its visible capacity and all its \( F \)-ranks. We leave the discussion of this point to Question 1 in Section 7.

6 Tensor Powers of Stencils for 2-DRGP Codes and \( q \)-LCCs

In this section, we will be considering the tensor product in the previous section and use it to analyze the visible rank of the tensor powers of 2-DRGP and \( q \)-LCC stencils to see if they might yield better lower bounds on the rank via Corollary 26.

6.1 2-DRGP stencils

In this subsection, we prove that the second tensor power of an arbitrary 2-DRGP stencil has a large visible rank.

Theorem 28. For any 2-DRGP stencil \( H \), we have \( \text{vrk}(H \otimes H) \geq n \).

Proof. We cite [24, 30] for the proof of this part. We will follow the notations given in [30] closely. While both proofs show that \( \text{rk}_F(H) \geq \sqrt{2n} - O(1) \), we will prove that \( \text{rk}_F(H) \geq \sqrt{n} \) by showing that \( \text{vrk}(H \otimes H) \geq n \) and then applying Corollary 26. We rewrite their proofs in terms of tensor powers.

Consider the \( n \times n \) sub-stencil \( D \) in \( H \otimes H \) whose columns are \((1,1), \ldots, (n,n)\) and whose rows are \((i,1),(1,2),\ldots,(n,1),(n,2)\). We claim that \( D \) has \( \star \)'s along the diagonal and zero everywhere else, which implies that it is visibly full rank. Indeed, the entry \( D[(i,1),(i,2)],(j,j)] \) equals \( \star \) if and only if both \( H[(i,1),j] \) and \( H[(i,2),j] \) are \( \star \)'s. Since \( H \) is a 2-DRGP stencil, this happens precisely when \( i = j \). Thus \( D \) is a diagonal stencil.

Thus by Corollary 26, we obtain a lower bound \( \text{rk}_F(H) \geq \sqrt{n} \) for any field \( F \). On the other hand, the best known lower bounds yield \( \text{rk}_F(H) \geq \sqrt{2n} - O(1) \), and so one might be interested in achieving this lower bound through the viewpoint of tensor products. In order to improve the lower bound that we have, we first have to translate our proof into linear-algebraic terms.

Given a field \( F \), suppose that we have an \( F \)-witness \( A \) of the 2-DRGP stencil \( H \) whose rank is \( r \). Decompose \( A = MN \) where \( M \) is an \( 2n \times r \) matrix and \( N \) is an \( r \times n \) matrix. Denote the \( i \)th column of \( N \) by \( w_i \). Then the proof of Theorem 28 is equivalent to saying that the tensors \( \{w_i \otimes w_i\}_{i=1}^n \) are linearly independent. Since they live in a space \( F^r \otimes F^r \), then we obtain the inequality \( r^2 \geq n \), which gives us the same lower bound as we obtained.
in Theorem 28. Now, if one is more careful about the vector space, one can notice that the
tensors \(\{w_i \otimes w_j\}_{i,j=1}^n\) belong to the space of \text{symmetric} tensors, which has a dimension of \(\binom{n+1}{2}\). Thus we obtain the inequality \(\binom{n+1}{2} \geq n\), which gives us \(r \geq \sqrt{2n} - O(1)\).

6.2 \(q\)-LCC stencils

In this subsection, we will show that the visible ranks of the \(k\)'th tensor power of a \(q\)-LCC stencil would not improve the current bound of \(n - \tilde{\Omega}(n^{(q-2)/(q-1)})\) in Theorem 16 for \(k \leq \text{polylog}(n)\). More generally, we will show that the visible rank of small tensor powers could be not significantly bigger than the visible rank for the regime of high-rate stencils.

\begin{itemize}
    \item \textbf{Proposition 29.} Let \(H\) be an \(m \times n\) stencil whose visible rank is at most \(n - s\). For any fixed natural number \(k\), we have \(\text{vrk}(H^{\otimes k})^{1/k} \leq n - \frac{s}{k}\).
\end{itemize}

\textbf{Proof.} By Corollary 26 and the inequality \((1-x)^{1/k} \leq 1 - \frac{x}{k}\) for \(x \geq 0\), we have that

\[
\text{vrk}(H^{\otimes k})^{1/k} \leq \left(\frac{n^{k-1}\text{vrk}(H)}{n}\right)^{1/k} = n \left(1 - \frac{s}{n}\right)^{1/k} \leq n \left(1 - \frac{s}{kn}\right) = n - \frac{s}{k}.
\]

From Proposition 29, we notice that looking at the visible rank of the \(n^{o(1)}\) level tensor powers of a \(q\)-LCC stencil would not improve the current bounds on \(q\)-LCCS by a polynomial factor. We state it more formally in the following corollary.

\begin{itemize}
    \item \textbf{Corollary 30.} Let \(H\) be a \(q\)-LCC stencil whose visible rank is at most \(n - \tilde{\Omega}(n^{(q-2)/(q-1)})\). For any natural number \(k\), we have \(\text{vrk}(H^{\otimes k})^{1/k} \leq n - \tilde{\Omega}(n^{(q-2)/(q-1)})/k\).
\end{itemize}

7 Further Directions and Discussion

Stencils provide an initial framework toward combinatorial methods for effectively lower bounding the rank of a matrix. However, we have seen the limitations of the visible rank with 2-DRGP stencils as well as small tensor powers of \(q\)-LCC stencils. We leave the reader with questions that remain open about the current framework and possibilities of imposing further restrictions on the model to obtain sharper lower bounds on the rank.

1. While we may have shown that the \(k\)'th tensor power of a \(q\)-LCC does not yield better lower bounds for \(k \leq n^{o(1)}\), this does not rule out the possibility that the visible capacity might yield better lower bounds. In fact, we do not know if there are any stencils for which the visible capacity does not match the lowest possible rank for the stencil. In other words, does there exist a stencil \(H\) such that \(\text{rk}_e(H) > \Upsilon(H)\) for every field \(\mathbb{F}\)?

2. Random 2-DRGP patterns have shown an exponential gap between the visible ranks of the first and second tensor powers, but one might be curious to see an exponential separation between the visible ranks of the \((t-1)\)'th and \(t\)'th tensor powers. Formally speaking, for every natural number \(t\) greater than 1, does there exist a \(m \times n\) stencil \(H\) and a constant \(c > 0\) such that \(\text{vrk}(H^{\otimes i}) = O(\log^c n)\) for \(i = 1, 2, \ldots, t - 1\) while \(\text{vrk}(H^{\otimes t}) = \Omega(n)\)? Such a phenomena holds with Shannon capacity [1].

3. In this paper, we shown a polynomial gap between \(\text{rk}_e(H)\) and \(\text{vrk}(H)\) by proving that there are 2-DRGP stencils \(H\) with \(\text{vrk}(H) = O(\log n)\) and \(\text{rk}_e(H) = \Omega(\sqrt{n})\). On the other hand, can there also be a similar polynomial gap with the quantities \(n - \text{rk}_e(H)\) and \(n - \text{vrk}(H)\)? From Proposition 29, we have seen that the visible ranks of the \(k\)'th tensor
power for \( k \leq n^{o(1)} \) would not suffice to show this polynomial gap. Nonetheless, it still leaves the possibility of using the visible capacity to showing this polynomial gap, but we do not know of any methods that can lower bound the visible capacity other than the visible ranks of finite tensor powers. Note that this question is the symmetric spanoid version of Question 2 posed in [5].
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Abstract

Motivated by the derandomization of space-bounded computation, there has been a long line of work on constructing pseudorandom generators (PRGs) against various forms of read-once branching programs (ROBPs), with a goal of improving the $O(\log^2 n)$ seed length of Nisan’s classic construction [33] to the optimal $O(\log n)$.

In this work, we construct an explicit PRG with seed length $\tilde{O}(\log n)$ for constant-width ROBPs that are monotone, meaning that the states at each time step can be ordered so that edges with the same labels never cross each other. Equivalently, for each fixed input, the transition functions are a monotone function of the state. This result is complementary to a line of work that gave PRGs with seed length $O(\log n)$ for (ordered) permutation ROBPs of constant width [7, 26, 12, 37], since the monotonicity constraint can be seen as the “opposite” of the permutation constraint.

Our PRG also works for monotone ROBPs that can read the input bits in any order, which are strictly more powerful than read-once $\text{AC}^0$. Our PRG achieves better parameters (in terms of the dependence on the depth of the circuit) than the best previous pseudorandom generator for read-once $\text{AC}^0$, due to Doron, Hatami, and Hoza [13].

Our pseudorandom generator construction follows Ajtai and Wigderson’s approach of iterated pseudorandom restrictions [1, 18]. We give a randomness-efficient width-reduction process which proves that the branching program simplifies to an $O(\log n)$-junta after only $O(\log \log n)$ independent applications of the Forbes–Kelley pseudorandom restrictions [16].
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1 Introduction

Branching programs are a fundamental model in computational complexity, capturing both space-bounded computation and circuit classes. In this paper, we study a restricted class of branching programs we call monotone, giving a new pseudorandom generator for their read-once version.

1.1 Monotone Branching Programs

First we recall the standard definition of a layered branching program:

Definition 1. For \( w, n, s \in \mathbb{N} \), a (layered) branching program (BP) \( B \) on \( n \) variables, with length \( s \) and width \( w \), or an \( [n, s, w] \) BP, is specified by a start state \( v_0 \in [w] \), a set of accept states \( V_{\text{acc}} \subseteq [w] \), a sequence of variable indices \( i_1, \ldots, i_s \in [n] \), and sequence of transition functions \( E_j : \{0,1\} \times [w] \rightarrow [w] \) for \( j = 1, \ldots, s \).

A branching program \( B \) as above naturally defines a function \( B : \{0,1\}^n \rightarrow \{0,1\} : \) Start at the starting state \( v_0 \), and then for \( j = 1, \ldots, s \), read the input bit \( x_{i_j} \) and then transition to state \( v_j = E_j(x_{i_j}, v_{j-1}) \). The branching program accepts \( B(x) = 1 \) if \( v_n \in V_{\text{acc}} \) and rejects \( B(x) = 0 \) otherwise.

\( B \) is a read-once branching program, or an \([n,w]\) ROBP, if \( s = n \) and \( i_1, \ldots, i_n \) is a permutation of \([n]\). If this is the identity permutation (i.e. the variables are read in order), then we say \( B \) is an ordered branching program.

A layered branching program \( B \) has an associated directed graph. The vertex set has \( s+1 \) layers of \( w \) vertices each. For each \( j = 1, \ldots, s \), layer \( j \) is labelled with an input variable, namely \( x_{i_j} \), and there are two edges, labelled 0 and 1, going from each vertex \( v \) in layer \( j \) to vertices layer \( j+1 \), namely \( E_j(0,v) \) and \( E_j(1,v) \).

We now introduce the model of monotone programs that we consider.

Definition 2 (monotone branching program (MBP)). We say a BP \( B \) is monotone if for every \( j \in [s] \) and \( \sigma \in \{0,1\} \), the \( j \)-th transition function with input bit restricted to \( \sigma \), denoted \( E^\sigma_j = E_j(\sigma,\cdot) : [w] \rightarrow [w] \), is a monotone function according to the standard ordering of \([w]\), i.e. if \( v \geq v' \), then \( E^\sigma_j(v) \geq E^\sigma_j(v') \).

That is, put differently, if we draw the layered graph as an \( w \times (s+1) \) grid, then whenever we consider the edges associated with a fixed input \( x \), there are no edges crossing. We will refer to BPs that are both monotone and read once as read-once MBPs.

It is important to note that this definition only requires monotonicity with respect to the state of the branching program; MBPs can easily compute functions that are non-monotone as a function of their input (as we will see below). We remark that the definition of read-once MBPs as defined here is different from the notion of locally monotone studied in [10]. Importantly, the latter property is not preserved under restrictions and hence is less nice structurally. The read-once definition also coincides with the notion of monotone ROBPs as defined in [31], if we require all reject states to precede the accepting ones in the last layer.\(^1\)

However, the formulation above is more convenient for us.

\(^1\) In fact, for the sake of constructing PRGs, we can remove this requirement by replacing \( \varepsilon \) with \( \varepsilon/w \).
1.2 Monotone Branching Programs and $\text{AC}^0$

Recall Barrington’s celebrated theorem that constant-width branching programs are equivalent in power to $\text{NC}^1$ circuits [2]. However, when we restrict to monotone branching programs, then they become equivalent in power to the much weaker $\text{AC}^0$ circuits. Our model of monotone branching programs is closely related to the models of planar branching programs studied in [3, 4] and the following can be deduced from their results:

Theorem 3 (corollary of [4]). A sequence of functions $f_n : \{0,1\}^n \to \{0,1\}$ is in $\text{AC}^0$ if and only if it is computable by a constant-width MBP of polynomial length.

In this paper, our focus is on read-once MBPs. We prove that these are strictly stronger than read-once $\text{AC}^0$:

Proposition 4.

1. If a sequence of functions $f_n : \{0,1\}^n \to \{0,1\}$ is in read-once $\text{AC}^0$, then it can be computed by constant-width read-once MBP. Moreover, if $f_n$ can be computed in depth $w$ read-once $\text{AC}^0$, then it can be computed by width $w+1$ read-once MBPs.

2. For every $n \geq 3$, there exists a function $f : \{0,1\}^n \to \{0,1\}$ computable by a width 3 read-once MBP, but not computable by any read-once De Morgan formula (regardless of depth).

Item 1 is proven in the same way as the easier direction of Theorem 3, noting that if we start with a read-once $\text{AC}^0$ circuit, we end up with a read-once MBP. Item 2 is proven by showing that simple functions, like checking whether the input contains at least two ones cannot be computed by a read-once De Morgan formula, but can be computed be width three MBPs. We give the proof for Item 2 in Section 4.

Thus, constant-width read-once MBPs form an intermediate class between read-once $\text{AC}^0$ and $\text{AC}^0$.

1.3 Pseudorandom Generators for Read-Once Branching Programs

A longstanding quest in complexity theory is to understand the power of randomness in relation to space complexity. A central challenge in this direction is to construct pseudorandom generators for read-once branching programs.

In this work we study the question of designing explicit PRGs for small-width ROBPs.

Definition 5. Given a class of functions $\mathcal{F} : \{0,1\}^n \to \{0,1\}$, a function $G : \{0,1\}^r \to \{0,1\}^n$ is a PRG for $\mathcal{F}$ with error $\varepsilon$ if for any $f \in \mathcal{F}$, we have

\[
\left| \Pr_{y \in \{0,1\}^r} [f(G(y)) = 1] - \Pr_{x \in \{0,1\}^n} [f(x) = 1] \right| \leq \varepsilon.
\]

We call $r$ the seed length of the generator and the generator is explicit if its output can be computed in polynomial time (in $n$). We often say $G$ $\varepsilon$-fools $\mathcal{F}$.
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Designing pseudorandom generators against ordered ROBPs has received a lot of attention and is intimately connected to the question of understanding the power of randomness vs. space. It has also found a number of applications beyond derandomizing space. ([29, 35, 21, 24, 25, 19] are just few examples.)

The best known PRGs for ordered ROBPs to date are those of Nisan [33] and Impagliazzo–Nisan–Wigderson [23] which give seed length $O(\log^2 n)$ when $w = n^{O(1)}$ and $\epsilon = 1/n^{O(1)}$. However, even for width four and constant error their construction requiring seed length $O(\log^2 n)$ is still the best. Improving on this seed length, even for constant width, has been a longstanding barrier. We do have better PRGs for various special classes of ROBPs that are independently interesting:

- Braverman, Rao, Raz, and Yehudayoff [7] construct PRGs with $\tilde{O}(\log n)$ seed length for constant-width ordered regular branching programs and $\epsilon = 1/poly(\log n)$. Regular branching programs are a special class of ROBPs where we require the structural condition that each vertex has the same in-degree in the underlying layered graph.
- Starting with the work of Koucký, Nimbhorkar, and Pudlák [26], several works [12, 37, 22] have achieved a seed length of $O(\log n)$ (with no $\log \log n$ factors) for the further restricted model of ordered permutation branching programs. In these, we require that at each layer $j$, and for each symbol $\sigma$, the transition function $E_{\sigma i}$ is a permutation of $[w]$.
- Meka, Reingold, and Tal [30] construct PRGs with $\tilde{O}(\log n)$ seed length for width three ordered ROBPs and $\epsilon = 1/poly(\log n)$, as well as for unordered ones with $\epsilon = 1/poly(\log \log n)$.
- [16] gave a PRG that is significantly different from that of [33, 23] and achieves seed length $O(\log^3 n)$ for polynomial width and $\tilde{O}(\log^2 n)$ for constant-width ROBPs (again, even unordered).

### 1.4 Our Main Result

We give an explicit PRG with seed length $\tilde{O}(\log(n/\epsilon))$ for read-once MBPs.

▶ **Theorem 6** (see Section 3.2). For any positive integers $n, w \leq n$, and $\epsilon \in (0, 1/2)$, there is an explicit PRG that $\epsilon$-fools $[n, w]$ read-once MBPs (even unordered ones) with seed length $O\left(w^2 \log(n/\epsilon) \cdot (\log \log(n/\epsilon))^2 \right)$. 

We believe that fooling read-once MBPs is an important (and clearly necessary) step toward breaking the $O(\log^2 n)$-barrier for constant-width ROBPs. The class of (ordered) branching programs that we understand best from the perspective of pseudorandomness is that of permutation branching programs, thanks to the aforementioned works of [7, 26, 12, 37, 22], all of which obtain their results by showing that the Impagliazzo–Nisan–Wigderson [23] pseudorandom generator can be analyzed better for such programs. Monotone BPs can be seen as the extreme opposite of permutation BPs: the only monotone function $E: [w] \to [w]$ that is also a permutation is the identity. Thus the only layers a monotone BP can share with a permutation BP are reducible (can be eliminated from the branching program without changing its functionality). Furthermore, in stark contrast to the case of ordered permutation branching programs, it is known that instantiations of the classical constructions of [33, 23] with $\tilde{O}(\log n)$ seed length provably do not work against ordered MBPs of width 3 [8].

Technically, our arguments build on the paradigm of using random restrictions for fooling ROBPs as studied in the works of [18, 34, 38, 11, 20, 28, 10, 16, 30, 27, 13, 14]. This gives more evidence that this approach can perhaps lead to $\tilde{O}(\log n)$ seed length for constant-width ROBPs. Our analysis introduces the idea of exploiting width reduction combined with alphabet reduction that could be useful for the general problem.
By Proposition 4, the PRG of Theorem 6 is also a PRG for read-once De Morgan formulas. For read-once $\text{AC}^0$, corresponding to width $w = O(1)$, it achieves a better dependence on the width $w$ than the previous generator for read-once $\text{AC}^0$, which has a seed of length $\log(n/\varepsilon) \cdot O(w \log \log(n/\varepsilon))^{2w^2+2}$ for depth-$w$ formulas [13] (our dependence on $w$ is $w^2$). For read-once formulas of arbitrary depth, the best PRG prior to our work was the PRG of Forbes and Kelley [16], which has seed length $O(\log(n/\varepsilon) \log^2 n)$. Thus, the PRG of Theorem 6 attains better seed length for read-once formulas that have depth up to $w = o\left(\log \log \log(n/\varepsilon)\right)$.

We note that constructing PRGs that are not sensitive to the ordering of the bits in which the input is read is a natural question. First, fooling read-once $\text{AC}^0$, for example, is inherently an unordered task. But also, PRGs for ROBPs that follows the “classical” and successful seed recycling approach due to Nisan (e.g., [33, 23, 26, 7, 6]) heavily depends on the ordering of the bits. In fact, Tzur [39] proved that Nisan’s PRG can in fact be distinguished from uniform by an unordered constant width branching program (see also [5]). Thus, the hope is that PRGs that are not sensitive to the ordering will help make progress on the problem of fooling ordered ROBPs with seed length $o(\log^2 n)$.

1.5 Techniques

We proceed by giving an overview of the construction of our PRG and of the techniques we use.

1.5.1 The Iterated Restrictions Approach

We construct our PRG using the *iterated pseudorandom restrictions* approach, pioneered by Ajtai and Wigderson [1] and further developed by Gopalan et al. [18]. That is, we pseudorandomly assign values to a pseudorandomly chosen subset of the variables, and then repeat the process until we assigned values to all variables. Intuitively, designing a pseudorandom restriction for some function $f$ is easier than fooling $f$ outright, because designing a pseudorandom restriction amounts to fooling a “smoothed out” version of $f$ [18], or equivalently, designing a PRG that would fool $f$ after some noise was added [20]. Previous works that used this approach include PRGs for unordered ROBPs [34, 10, 16], PRGs for width-3 ROBPs [18, 38, 30], PRGs for bounded-depth read-once formulas [18, 11, 13, 14], and PRGs for arbitrary-order product tests [20, 28, 27].

Following the iterated restrictions approach, we need our pseudorandom distribution $X$ over restrictions to satisfy two key properties. The first property is that the restriction should approximately preserve the expectation of the function. i.e., in expectation over $X$, the restricted function $f|_X$ should have approximately the same bias as $f$ itself, i.e. $\mathbb{E}_X[\mathbb{E}_U[f|_X(U)]] \approx \mathbb{E}_U[f(U)]$, where $U$ denotes the uniform distribution on the appropriate number of bits. This feature ensures that after sampling the restriction $X$, our remaining task is simply to fool $f|_X$. The second property is the simplification property. That is, we want that the restricted function, for a typical restriction, should be in a sense simpler than $f$ itself. Clearly, simplifying $f$ would make it easier to fool.

To achieve the first property of preserving the expectation, we follow Forbes and Kelley [16], who constructed a simple pseudorandom distribution over restrictions that approximately preserves the expectation of any constant-width ROBP. In the Forbes–Kelley distribution, we determine which coordinates stay alive in an almost $k$-wise independent manner, and sample the fixed coordinates using a small-bias space. This distribution, per a single restriction, can be sampled using $O(\log(n/\varepsilon))$ uniform bits. Next, we proceed to discuss how to achieve the simplification property.
1.5.2 Iterative Width Reduction

In our setting, we design our restrictions in a way that fits nicely with the [16] distribution. Thus, the remaining challenge is indeed to ensure that such restrictions simplify constant width monotone ROBPs. In [16], the measure of complexity was simply the number of remaining unset variables. That is, Forbes and Kelley argued that after applying $O(\log n)$ independent pseudorandom restrictions, with high probability, all variables are set, and hence there is nothing left to fool. Such an analysis gives seed length of $\tilde{O}(\log(n/\varepsilon) \cdot \log n)$, and recent works used more sophisticated measures of complexity to show that for more restricted classes of bounded width ROBPs, one can reach a function which is simple enough after only $O(\log \log n)$ independent pseudorandom restrictions [18, 30, 13, 14]. In this work, we continue this line of research, and show that after $O(\log \log n)$ iterations, roughly speaking, the width of the ROBP decreases by 1.

Since the construction and analysis of PRG will not depend on the ordering of the input bits, for simplicity we will describe it here assuming that the monotone ROBP $B$ is ordered (to avoid the indexing $i_j$ of input variables). Before getting to the construction, we highlight the key concept of colliding layers in a branching program, which was also paramount in [8, 36, 38, 10, 30]. We say that a BP layer $i$ is a collision one, if there exist two edges with the same label $\sigma$ that are mapped to the same vertex, i.e. $E_\sigma^i$ is not a permutation. We say a collision is realized if a restriction fixes $x_i$ to $\sigma$, and thus effectively introduces a layer with smaller width. The property of monotone BPs we use is that every non-identity layer is a collision one, and crucially, that this property is preserved under restrictions.

Another technical, yet powerful, component of our analysis is treating a branching program with edges labeled 0 and 1, i.e., over the alphabet $\{0, 1\}$, as a branching program over a much larger alphabet. Expressing the branching program over a larger alphabet preserves monotonicity and allows us to reduce the width of the BP in some cases. In fact, we will treat both the width and the alphabet size as progress measures.

Towards describing our iterative simplifying process, express our ROBP $B$, over $\{0, 1\}$, as a branching program over $\Sigma = \{0, 1\}^\ell$ in the straightforward way, where $\ell$ will start out as $O(\log(n/\varepsilon))$ and eventually will be reduced to $O(\log \log(n/\varepsilon))$. Each “layer” is now a function from $\Sigma \times [w]$ to $[w]$. Initially, moving to a larger alphabet only makes our task more difficult, but the generality will be useful as we induct on the width below (i.e. even if we start out with a width $w$ program with alphabet $\{0, 1\}$, the argument below will force us to handle width $w-1$ programs having alphabet $\{0, 1\}^{O(\log(n/\varepsilon))}$.

We iteratively apply the following two observations.

1. **Realizing a collision.** After a suitable pseudorandom restriction $X^1$, in every sequence of $\exp(O(\ell)) \cdot \log(n/\varepsilon) = \exp(O(\ell))$ collision layers, we will have a collision in one of these layers. As each layer in a read-once MBP is either an identity layer or a collision layer, and this remains true also after transitioning to a larger alphabet, we can deduce that after $X^1$ every $C^\ell$ consecutive nontrivial layers contains a layer of width at most $w-1$, for a sufficiently large constant $C$.

2. **Alphabet reduction.** After a suitable pseudorandom restriction $X^2$, up to a few “unruly” layers, we can shrink the alphabet size of $B$ so that all layers are effectively over $\{0, 1\}^{\ell/2}$. Specifically, we can assume that in every sequence of $C^\ell$ consecutive layers of alphabet size $B$, all but $O(\log(n/\varepsilon))$ of them will have their alphabet size reduced to $\{0, 1\}^{\ell/2}$. Both $X^1$ and $X^2$ will consist of almost $k$-wise independent distributions on $\{0, 1, \star\}$ where $\star$ represents the bits not assigned by the restriction and we take $X^1$ to have $\star$-probability 1/2 and $X^2$ to have a smaller, yet still constant, $\star$-probability.
Equipped with the above two observations, aiming at reducing the width of \( B \), we apply, independently, the above \( X^1 \) and \( X^2 \) for \( t = O(\log \log(n/\varepsilon)) \) iterations. After the first application of \( X^1 \), we can write \( B = B_1 \circ \ldots \circ B_r \), each \( B_i \) is of length at most \( C^f \) over an \( \ell \)-bit alphabet, starting and ending in a layer of width \( w - 1 \). Then the first application of \( X^2 \) will reduce the alphabet of each of the \( B_i \)-s to consist of \( t/2 \) bits, except for \( O(\log(n/\varepsilon)) \) unruly layers within each \( B_i \). The second application of \( X^1 \) will now create collisions every \( C^{f/2} \) non-unruly layers, refining the program further into \( B = B'_1 \circ \ldots \circ B'_r, \) where each \( B'_i \) is of length at most \( C^{f/2} \) over an \( \ell/2 \)-bit alphabet (except for \( O(\log(n/\varepsilon)) \) unruly layers), starting and ending with a layer of width \( w - 1 \). The second application of \( X^2 \) will then reduce the alphabet size of each \( B'_i \) to at most \( \ell/4 \) except for \( O(\log(n/\varepsilon)) \) additional unruly layers within each \( B'_i \). In general, each iteration reduces the distance between consecutive layers of width \( w - 1 \) and reduces the alphabet size, except for increasing the number of unruly layers by \( O(\log(n/\varepsilon)) \) within each interval. Finally after \( t = O(\log \log(n/\varepsilon)) \) iterations, we will have an alphabet where each symbol consists of \( t^* = O(\log \log(n/\varepsilon)) \) bits, so the distance between width \( w - 1 \) layers is at most \( C^{t^*} = \text{poly}(\log(n/\varepsilon)) \). Even including the unruly layers, we can now view our as a width \( w - 1 \) read-once MBP over \( \Sigma' = \{0, 1\}^{O(\log(n/\varepsilon))} \).

Before we can repeat the above process and reduce the width from \( w - 1 \) to \( w - 2 \), etc., we need to reduce \( \Sigma' \) back to \( \Sigma = \{0, 1\}^{O(\log(n/\varepsilon))} \). We can achieve this by an additional alphabet reduction using an almost \( k \)-wise independent distribution with \( \epsilon \)-probability \( 1/\text{poly} \log(n/\varepsilon) \) suffices.

Recall that due to [16], we can set the above restrictions to preserve the expectation of our original \( B \), up to a small error. Hence, with seed of length \( \tilde{O}(\log(n/\varepsilon)) \) we can both preserve the expectation and reduce the width by 1. Applying this \( w - 1 \) times, with high probability our program will be very simple – a function depending on only \( O(\log(n/\varepsilon)) \) bits (i.e. a junta), which is fooled by an almost \( O(\log(n/\varepsilon)) \)-wise independent distribution.

All in all, our construction consists of commonly used primitives for PRGs: pseudorandom restrictions in which both the choice of live variables and the the choice of fixed coordinates are sampled from an almost \( k \)-wise independent distributions, with varying parameters. The analysis of iterative width reduction via resorting to larger alphabets is new, and we believe can be of use for designing PRGs for other models of computation. Naturally, there are some additional subtleties in the analysis and the choice of parameters, which we leave to the complete analysis in Section 3.

2 Preliminaries

We denote by \( U_n \) the uniform distribution over \( \{0, 1\}^n \). Suppose \( C \) is a class of functions in \( \{0, 1\}^n \to \mathbb{R} \) and \( G \) is a distribution over \( \{0, 1\}^n \). We say that \( G \) \( \varepsilon \)-fools \( C \) if for every \( f \in C \) it holds that \( \mathbb{E}[f(G)] - \mathbb{E}[f(U_n)] \leq \varepsilon \). Recall that a PRG \( \varepsilon \)-fooling \( C \) is a function \( G: \{0, 1\}^s \to \{0, 1\}^n \) such that \( G(U_s) \) \( \varepsilon \)-fools \( C \). As a shorthand, we often write \( \mathbb{E}[f] \) to denote \( \mathbb{E}[f(U_n)] \), and omit the subscript \( n \) when the number of input bits is clear from context.

2.1 Branching Programs

We extend the definition of branching programs from Definition 1 to large alphabets. We do so by grouping together at most \( \ell \) consecutive bits in a single edge-layer of the program. The main advantage in such a transformation is that we can potentially express a width \( w \) program over \( \{0, 1\} \) as a width \( w' < w \) program over \( \{0, 1\}^\ell \). This will be crucial in our analysis.
We say that a read-once branching program (ROBP) $B$ is a $[n, w']_\ell$ ROBP if $B$ can be written as a directed layered graph with $m + 1$ layers (for some $m \leq n$) denoted $V_1, \ldots, V_{m+1}$. Each $V_i$ consists of at most $w'$ many vertices. Furthermore, there exists a partition of $[n]$ to disjoint subsets $S_1, \ldots, S_m \subseteq [n]$ of size at most $\ell$ each, and between every consecutive layers of vertices $V_i$ and $V_{i+1}$ there exists a set of directed edges such that any vertex in $V_i$ has $2^{[S_i]}$ edges going towards $V_{i+1}$. We can treat the the $i$-th layer of edges as a transition function $E_i : \{0, 1\}^{S_i} \times [w'] \rightarrow [w']$ between $V_i$ and $V_{i+1}$. Namely, for each $\sigma \in \{0, 1\}^{S_i}$ we have the function $E_i^\sigma$ defined in the natural way by following the edges labeled $\sigma$ from $V_i$ to $V_{i+1}$. Such a program naturally describes a read-once computation on $x \in \{0, 1\}^n$, where in the $i$-th step we follow the edge marked with $x_{S_i} \in \{0, 1\}^{S_i}$ from a vertex in $V_i$ to a vertex in $V_{i+1}$. We often denote $\ell$ as the alphabet length of $B$ and $2^\ell$ as the alphabet size of $B$.

We say that an $[n, w']_\ell$ ROBP is monotone if for every $i \in [m]$, its $i$-th layer $E_i$ satisfies the following. For any $\sigma \in \{0, 1\}^{S_i}$ and distinct $x_1, x_2 \in [w']$, $x_1 \geq x_2$ implies $E_i^\sigma(x_1) \geq E_i^\sigma(x_2)$. We say $E_i$ is an identity layer if for any $\sigma \in \{0, 1\}^{S_i}$ it holds that $E_i^\sigma$ is the identity function. We say that $E_i$ is a collision layer if there exists $\sigma \in \{0, 1\}^{S_i}$ such that $E_i^\sigma$ contains a collision, i.e., there exist distinct $x_1, x_2 \in [w']$ such that $E_i^\sigma(x_1) = E_i^\sigma(x_2)$. We will make use of the following key observation.

\textbf{Claim 7.} In a read-once MBP, every layer is either an identity layer or a collision layer.

As noted above, our techniques will also hold for the unordered setting, so we may assume that the bits of $x$ are i.i.d. and each bit has expectation $\frac{1}{2}$. We can sample efficiently with $O(\log n + \log \frac{1}{\delta})$ truly random bits [32].

2.2 $k$-Wise and $\delta$-Biased Distributions

We say that a random variable $Y \sim \{0, 1\}^n$ is $\delta$-biased if it $\delta$-fools all parity functions. Namely, if for any nonempty $I \subseteq [n]$ it holds that

$$\left| \Pr_{Y \sim \{0, 1\}^n} \left[ \bigoplus_{i \in I} Y_i = 1 \right] - \frac{1}{2} \right| \leq \delta.$$ 

There are explicit constructions of $\delta$-biased distributions over $\{0, 1\}^n$ that can be sampled efficiently with $O(\log n + \log \frac{1}{\delta})$ truly random bits [32].

\textbf{Lemma 8 (Vazirani’s XOR Lemma, See e.g., [17, Section 1]).} Let $Y \sim \{0, 1\}^n$ be a $\delta$-biased distribution, and let $S \subseteq [n]$. Then, $|Y_S - U_{[S]}| \leq 2^{\frac{|S|}{2}} \cdot \delta$.

For $p \in [0, 1]$, we denote by Bernoulli$(p)^{\otimes n}$ the distribution over $\{0, 1\}^n$ where the bits are i.i.d. and each bit has expectation $p$. We say that $Z \sim \{0, 1\}^n$ is $\gamma$-almost $k$-wise independent with marginals $p$ if for every set $I \subseteq [n]$ satisfying $|I| \leq k$ it holds that $|Z_I - \text{Bernoulli}(p)^{\otimes |I|}| \leq \gamma$. We can sample such distributions efficiently.

\textbf{Claim 9 (see, e.g., in [14]).} For any positive integers $n, k, C$, and any $\gamma > 0$, there is an explicit $\gamma$-almost $k$-wise independent distribution with marginals $p = 2^{-C}$ that can be sampled efficiently with $O(Ck + \log \frac{1}{\gamma} + \log \log n)$ truly random bits.
Moreover, we have good tail bounds for almost \( k \)-wise distribution.

\textbf{Lemma 10 (following [9, 38])}. Let \( X_1, \ldots, X_n \) be \( \gamma \)-almost \( k \)-wise independent random variables over \( \{0,1\} \) with marginals \( q \), and let \( \alpha > 0 \). Then, for an even \( k \leq qn \),

\[
\Pr \left[ \sum_{i \in [n]} X_i - qn \geq \alpha qn \right] \leq \left( \frac{16k}{\alpha^2 qn} \right)^{k/2} + 2k\gamma \left( \frac{1}{\alpha q} \right)^k .
\]

\textbf{Corollary 11}. Let \( X'_1, \ldots, X'_n \) be \( \gamma \)-almost \( k \)-wise independent random variables over \( \{0,1\} \) with marginals \( \geq q \). Then, for an even \( k \leq qn \),

\[
\Pr \left[ \sum_{i \in [n]} X'_i = 0 \right] \leq \left( \frac{16k}{qn} \right)^{k/2} + 2k\gamma \left( \frac{1}{q} \right)^k .
\]

\textbf{Proof}. Take \( X_i = X'_i \land Y_i \) where \( Y_i \) is a coin toss with \( \Pr[Y_i = 1] = q/E[X'_i] \). We have that \( E[X_i] = q \), and that \( X_1, \ldots, X_n \) are \( \gamma \)-almost \( k \)-wise independent with marginals \( q \). Applying Lemma 10 with \( \alpha = 1 \) implies that

\[
\Pr \left[ \sum_{i \in [n]} X_i = 0 \right] \leq \left( \frac{16k}{qn} \right)^{k/2} + 2k\gamma \left( \frac{1}{q} \right)^k .
\]

The proof is complete since \( \Pr \left[ \sum_{i \in [n]} X'_i = 0 \right] \leq \Pr \left[ \sum_{i \in [n]} X_i = 0 \right] \).

### 2.3 Restrictions and Pseudorandom Restrictions

A \textit{restriction} is a string \( x \in \{0,1,\ast\}^n \). Intuitively, \( x_i = \ast \) means the \( i \)-th coordinate has not been set by the restriction. A restriction \( x \) can be specified by two strings \( y, z \in \{0,1\}^n \) where \( z \) determines the \( \ast \) locations and \( y \) determines the assigned values in the non-\( \ast \) locations. Namely, we define \( \text{Res}: \{0,1\}^n \times \{0,1\}^n \to \{0,1,\ast\} \) by

\[
\text{Res}(y, z)_i = \begin{cases} 
\ast & z_i = 1, \\
y_i & z_i = 0.
\end{cases}
\]

We define a \textit{composition} operation on restrictions, by

\[
(x \circ x')_i = \begin{cases} 
x_i & x_i \neq \ast, \\
x'_i & \text{otherwise}.
\end{cases}
\]

For a function \( f \) on \( \{0,1\}^n \), the restricted function \( f|_x \) on \( \{0,1\}^n \) is defined by \( f|_x(x') = f(x \circ x') \).

We will repeatedly use the following fact.

\textbf{Claim 12}. Let \( B \) be a read-once MBP of length \( n \), and let \( x \in \{0,1,\ast\}^n \) be any restriction. Then, \( B|x \) is a read-once MBP.

Given a function \( f: \{0,1\}^n \to \mathbb{R} \) and a distribution \( X \sim \{0,1,\ast\}^n \), we say that \( X \) \textit{preserves the expectation} of \( f \) with error \( \varepsilon \) if \( |E[f|_X(U)] - E[f]| \leq \varepsilon \).

Forbes and Kelley showed that pseudorandom restrictions preserve the expectation of constant-width ROBPs. We give a “with high probability” version of their result, proved in [14].
Lemma 13 (restated). There exists a constant \( c \geq 1 \) such that the following holds for any positive integers \( n, w, \) and \( \eta > 0 \). Let \( Z \) be a \( \gamma \)-almost \( k \)-wise independent distribution over \( \{0,1\}^n \), where \( k \geq c \log \frac{nw}{\eta} \) and \( \gamma \leq 2^{-k} \). Let \( Y \) be a \( \delta \)-biased distribution over \( \{0,1\}^n \), where \( \log \frac{1}{\delta} \geq cwk \log n \). Then, for any \( [n, w, \{0,1\}] \) BP \( B \) it holds that with probability at least \( 1 - \eta \) over \( z \sim Z \),

\[
\left| \mathbb{E}_{Y,Z} [B|_{\text{Res}(Y,Z)}(U)] - \mathbb{E}[B] \right| \leq \eta.
\]

For \( X \sim \{0,1,\ast\}^n \) and a positive integer \( t \), we denote by \( X^{ot} \) the distribution over \( \{0,1,\ast\}^n \) obtained by drawing independent samples \( x^{(1)}, \ldots, x^{(t)} \sim X \) and composing them, namely \( x = x^{(1)} \circ \ldots \circ x^{(t)} \). We record two easy claims.

Claim 14. Let \( F \subseteq \{0,1\}^n \rightarrow \mathbb{R} \) be some function class which is closed under restrictions. Then, if \( X \) preserves the expectation of every \( f \in F \) with error \( \varepsilon \), then \( X^{ot} \) preserves the expectation of every \( f \in F \) with error \( t \cdot \varepsilon \).

Claim 15. Let \( X = \text{Res}(Y, Z) \) where \( Y \sim \{0,1\}^n \) and \( Z \) is \( \gamma \)-almost \( k \)-wise independent with marginals \( p \). Then, for any positive integer \( t \), the distribution of the \( \ast \) positions in \( X^{ot} \) is \((t\gamma)\)-almost \( k \)-wise independent with marginals \( p^t \).

Finally, we turn to define the notion of realizing a collision, in which a restriction “hits” a symbol in a collision layer that indeed causes a collision.

Definition 16 (realizing a collision). Let \( B \) be an \([n, w]_\ell\) ROBP and let \( E_i : \{0,1\}^{S_i} \times [w] \rightarrow [w] \) be a collision layer in \( B \) for some \( i \in [n] \). We say a string \((y, z) \in \{0,1\}^{n} \times \{0,1\}^n \) realizes a collision in \( E_i \) if for any symbol \( \sigma \in \{0,1\}^{S_i} \), consistent with the restriction \( \text{Res}(y, z) \) (i.e., \( \sigma_j = y_j \) for all \( j \in S_i \) with \( z_j = 0 \)) we have that \( E_i^\sigma \) contains a collision (i.e., \( E_i^\sigma(v) = E_i^\sigma(v') \) for two distinct states \( v, v' \)). We say \((y, z) \) realizes a collision in \( B \) if it realizes a collision in some layer \( E_i \).

We will always use the special case where a collision is realized by \( z_{S_i} = 0|^{S_i} \) and \( E_i^{y_{S_i}} \) having a collision.

3 PRGs for Constant-Width Read-Once MBPs

We set forth two auxiliary lemmas that will serve as the building blocks for our iterative argument.

The first claim states that in a read-once MBP with enough colliding layers from \([w]\) to \([w]\), each depending on at most \( \ell \) bits, it is likely that one of the layers will realize a collision under a pseudorandom restriction. The second claim will help us implement alphabet reduction as outlined in the introduction.

Lemma 17 (realizing a collision). Let \( \ell \in \mathbb{N} \) and \( m \geq 16\ell^2 \). For \( i = 1, \ldots, m \), let \( E_i : \{0,1\}^{S_i} \times [w] \rightarrow [w] \) where \( S_1, \ldots, S_m \subseteq [n] \) are disjoint sets of size at most \( \ell \). Suppose that each \( E_i \) is a collision layer. Let \( Y, Z \sim \{0,1\}^n \) be \( \gamma \)-almost \( k \)-wise independent distributions, for \( \ell \leq k \leq 2\ell/16 \). Then,

\[
\Pr_{Z,Y} [\exists i : (Y, Z) \text{ realizes a collision in } E_i] \geq 1 - 2^{-k/2} - \gamma \cdot 8^{k}.
\]

Proof. For \( j \in [m] \) let \( E_j \) be the event that \( z_{S_j} = 0|^{S_j} \) and \( y_{S_j} = \sigma_j \), where \( \sigma_j \) is an arbitrary choice of a string for which \( E_i^{\sigma_j} \) collides. Observe that when \( E_j \) occurs, \((Y, Z)\) realizes a collision in \( E_j \). Thus, it suffices to lower bound the probability that some of the \( E_j \) occurs.
The key observation is that the events $E_1, \ldots, E_m$ are $2\gamma$-almost $k/\ell$-wise independent with marginals $\geq 4^{-\ell}$. Indeed, for any test that depends on $k/\ell$ of the events $E_1, \ldots, E_m$, the test can be written as a function of $k$ bits from $Y$ and $k$ bits from $Z$, and since any $k$ bits from $Y$ are $\gamma$-almost uniform and any $k$ bits of $Z$ are $\gamma$-almost uniform, we get that the test is fooled by the distribution with error at most $2\gamma$. Since on the uniform distribution $z_{S_j} = 0^{\left| S_j \right|}$ and $y_{S_j} = \sigma_i$ has probability $4^{-\left| S_j \right|} \geq 4^{-\ell}$, we get that $E_1, \ldots, E_m$ are $2\gamma$-almost $k/\ell$-wise independent with marginals $\geq 4^{-\ell}$.

By Corollary 11,
\[
\Pr \left[ \sum_{j=1}^{m} 1_{E_j} = 0 \right] \leq \left( \frac{16k/\ell}{4^{-\ell}} \right)^{k/\ell} + 4(k/\ell)\gamma \left( \frac{1}{4^{-\ell}} \right)^{k/\ell} \\
\leq \left( 2^{\ell/k} \right)^{k/\ell} + \gamma \cdot 2^{\ell} \cdot \left( 4^{\ell/\ell} \right)^{k/\ell} \leq 2^{k/2} + \gamma \cdot 8^{k}.
\]

Thus, we get
\[
\Pr_{Z,Y} \left[ \exists i : (Y,Z) \text{ realizes a collision in } E_i \right] \geq \Pr \left[ \sum_{j=1}^{m} 1_{E_j} > 0 \right] \geq 1 - 2^{-k/2} + \gamma \cdot 8^{k}.
\]

**Lemma 18** (alphabet reduction). For every constant $C > 1$ there exists a constant $p \in (0,1)$ such that the following holds. Let $\ell \in \mathbb{N}$ and $m \leq C^{\ell}$. For $i = 1, \ldots, m$, let $E_i : \{0,1\}^{S_i} \times [w] \to [w]$ where $S_1, \ldots, S_m \subseteq [n]$ are disjoint sets of size at most $\ell$. Let $Z \sim \{0,1\}^{n}$ be a $\gamma$-almost $k$-wise independent distribution with marginals $p$, for $k \geq \ell$. For $s = 1, \ldots, m$ let $B_{j}$ be the indicator that $Z_{S_j}$ has more than $\ell/2$ ones. Then,
\[
\Pr_{Z,Y} \left[ \sum_{j=1}^{m} B_{j} \geq \frac{k}{2} \right] \leq C^{k} \cdot \gamma + 2^{-k}
\]

**Proof.** Fix a set $T \subseteq [m]$ of size $t = \frac{k}{2}$. For $j \in T$, let $B_{j}(z)$ be the indicator random variable that is $1$ if and only if $z_{S_j}$ has more than $\frac{k}{2}$ ones. We bound $\Pr_{Z} \left[ \forall j \in T : B_{j}(Z) = 1 \right]$. Note that this event depends only on $k$ bits of $Z$ and thus
\[
\Pr_{Z} \left[ \forall j \in T, B_{j}(Z) = 1 \right] \leq \Pr_{U} \left[ \forall j \in T : B_{j}(U) = 1 \right] + \gamma.
\]

To bound the probability of $\forall j \in T, B_{j}(U)$ we note that each $B_{j}$ happens with probability at most $\left( \frac{C^{\ell}}{t} \right)^{p^{k/2}} \leq 2^{p^{k/2}}$ and that $k/\ell$ of these events happen simultaneously with probability at most $\left( 2^{p^{k/2}} \right)^{k/\ell} = 2^{k} p^{k/2}$.

Taking the union-bound over all subsets, we get the probability there exists $T \subseteq [m]$ of size $t$ for which $B_{j} = 1$ for every $j \in T$ is at most
\[
\left( \frac{C^{\ell}}{t} \right)^{\gamma} \leq C^{k} \cdot \gamma + 2^{-k}
\]
for $p = \frac{1}{16^{\ell} \pi}$.

### 3.1 Width Reduction

**Lemma 19.** Let $B$ be an $[n,w]$ read-once MBP, and let $\varepsilon > 0$. Let $k = \max(\ell, 4 \log(2n/\varepsilon))$ and $\gamma = 32^{-k}$. Set $t = \log(\ell/\log(16k))$. Also, for every $j \in [t]$,
- Let $Y_{1}^{j} \sim \{0,1\}^{n}$ and $Z_{1}^{j} \sim \{0,1\}^{tn}$ be $\gamma$-almost $k$-wise independent distribution;
Let $Y^j_i \sim \{0,1\}^n$ be any distribution; and,

Let $Z^j_i \sim \{0,1\}^n$ be a $\gamma$-almost $k$-wise independent distribution with marginal probability $p$ as obtained from Lemma 18 for the constant $C = 16$.

For every $j \in [t]$ we denote the $j$-th restriction as

$$X^j = X^{j,1} \circ X^{j,2} = \text{Res}(Y^j_i, Z^j_i) \circ \text{Res}(Y^j_i, Z^j_i),$$

and we set the pseudorandom restriction $\bar{X} = X^1 \circ \ldots \circ X^t$.

Then, with probability at least $1 - \epsilon$ over $\pi \sim \bar{X}$, $B|_{\pi}$ can be written as an $[n, w - 1]_\epsilon$ read-once MBP for $t' = O(k^8)$.

**Proof.** Consider $\ell_0 = \ell$, $\ell_1 = \ell/2, \ldots, \ell_t = \ell/2^t$. Note that for all $i$ we have $\ell_i \leq k \leq 2^{\ell_i}/16$. Denote $\Sigma^{(0)} = \Sigma$ and $\ell_0 = \ell$. Consider the pseudorandom restriction $X^{1,1}$, denoting $A^1 = B|_{X^{1,1}}$. By Lemma 17, followed by a union bound, we get that with probability at least

$$1 - n \cdot \left(2^{-k/2} + \gamma \cdot 8^k\right) \geq 1 - \epsilon/2n,$$

every $16^6$ consecutive layers of $A^1$ contains a layer of vertices of width $w - 1$. In the following, we condition on the event mentioned in the previous sentence. After the restriction we identify all layers of width $w - 1$ and decompose the program to a concatenation of subprograms starting and ending with width at most $w - 1$. That is, we can write $A^1$ as $A^1_1 \circ \ldots \circ A^1_k$, where $A^1_j$ has initial and final width at most $w - 1$, and length at most $16^6$ over alphabet $\Sigma^{(0)} = \{0,1\}^6$.

Next, consider the application of $X^{1,2}$ on $A^1 = A^1_1 \circ \ldots \circ A^1_k$. By Lemma 18 and a union bound, with probability at least

$$1 - n \cdot (16^k \gamma + 2^{-k}) \geq 1 - \epsilon/2n,$$

we can reduce the alphabet in each $A^1_1|_{X^{1,2}}$ to $\Sigma^{(1)} = \{0,1\}^{6\gamma}/2$, except for $k/\ell_0 \leq k$ “unruly” wide layers whose alphabet is a subset of $\{0,1\}^6$. To sum up, after the first restriction, with probability at least $1 - \epsilon/n$, $B^1 = B|_{X^1}$ can be written as a read-once MBP $\bar{B}^1_1 \circ \ldots \bar{B}^1_{1/2}$, such that for every subprogram $\bar{B}_i$: (i) starts and ends with width $w - 1$ (ii) has at most $16^6$ good layers with alphabet length $\leq \ell_1$, and (iii) has up to $k$ unruly layers with alphabet length $\leq \ell_0$.

We show by induction on $j$ that, with probability at least $1 - \epsilon/j$, after the $j$-th restriction $B^j = B|_{X^{1,0} \ldots \circ X^j}$ can be written as $\bar{B}^j_1 \circ \ldots \bar{B}^j_{r_j}$, such that for every subprogram $\bar{B}^j_i$:

- Starts and ends with width $w - 1$,
- Has at most $16^6/r_j$ good layers with alphabet length $\leq \ell_j$, and,
- Has up to $k j$ unruly layers with alphabet length $\leq \ell_0$.

Assume this to be the case for some $j < t$, we show how to prove it to be the case for $j + 1$. We denote by $A^{j+1} = B^j|_{X^{j+1}}$. By Lemma 17, with probability at least

$$1 - n \cdot (2^{-k} + \gamma \cdot 8^k) \geq 1 - \epsilon/2n,$$ 

every $16^6$ consecutive good layers of $B^{j+1}$ realizes a collision in $A^{j+1}$. We write $A^{j+1}$ as

$$A^{j+1}_1 \circ \ldots A^{j+1}_{r_{j+1}},$$

and we have

$$1 - n \cdot (16^k \gamma + 2^{-k}) \geq 1 - \epsilon/2n,$$

which completes the proof.

---

4. Observe that if $16^6 > n$ we may not apply Lemma 17. However, then the statement that “every $16^6$ consecutive layers of $A^1$ contains a layer of vertices of width $w - 1$” is always true.
where each subprogram $A_{j+1}^j$: (i) starts and ends with width $w - 1$, (ii) has at most $16^{f_j}$ good layers with alphabet length $\leq f_j$, and (iii) has up to $jk$ unruly layers with alphabet length $\leq \ell_0$. To see Item (iii) note that the partition to subprograms is a refinement of the previous partition and thus cannot increase the maximal number of “unruly” layers in a subprogram.

Applying $X^{j+1,2}$, by Lemma 18, with probability at least $1 - n(16^k\gamma + 2^{-k}) \geq 1 - \varepsilon/2n$, in each subprogram $A_{j+1}^j$ we can reduce the alphabet to $\Sigma_{j+1} = \{0, 1\}^{f_{j+1}}$ except for at most the previous $jk$ unruly layers and potentially $k$ new unruly layers.

Overall, with probability at least $1 - \varepsilon/2n \geq 1 - \varepsilon$, the branching program $B^t$ can be written as $B^t = B_1^t \circ \ldots \circ B_{t-1}^t$, where $B_i^t$ starts and ends with width $w - 1$, has at most $16^{f_{i-1}}$ good layers and at most $kt$ unruly layers. Thus, each $B_i^t$ is a function of at most $16^{f_{i-1}} \cdot \ell_i + kt \cdot \ell_0 \leq k \cdot 16^{2(4+\log(k))} + k^3 = O(k^9)$ bits. We can merge all bits participating in $B_i^t$ to a single symbol in $\Sigma' = \{0, 1\}^{\ell'}$ where $\ell' = O(k^9)$. We can thus write $B^t$ as an $[n, w-1]_{\ell'}$ read-once MBP.

As a second step, we reduce the alphabet size from $\text{poly}(\log(n/\varepsilon))$ down to $O(\log(n/\varepsilon))$.

Lemma 20. Let $\varepsilon > 0$, $k = 4 \log(n/\varepsilon)$, $\gamma = 1/(16\ell)^k$. Let $B$ be an $[n, w]_\ell$ read-once MBP. Let $Z$ be a $\gamma$-almost $k$-wise independent distribution over $\{0, 1\}^n$ with marginals $p_2 = 1/2\ell$; Let $Y$ be any distribution over $\{0, 1\}^n$. Let $X = \text{Res}(Y, Z)$.

Then, with probability at least $1 - \varepsilon$ over $\mathbb{F}$, $B|_{\mathbb{F}}$ can be written as an $[n, w]_{\ell k}$ read-once MBP.

Proof. Let $z \sim Z$. As in Lemma 18, for each layer $j$ let $B_j$ be the indicator random variable that is 1 if and only if $z_j$ has more than $k$ ones. By the union bound,

$$\Pr_z [B_j = 1] \leq \binom{\ell}{k} \cdot (p_2^k + \gamma) \leq \ell^k p_2^k + \ell^k \cdot \gamma \leq 2 \cdot 2^{-k}.$$ 

Union bounding over all layers, the probability that we failed to reduce the alphabet size to $2^k$ in any of the layers is at most $1 - 2n2^{-k} \geq 1 - \varepsilon$.

3.2 Putting It Together

Our process will apply a sequence of $w - 1$ restrictions sampled using Lemma 13, reducing the program width one at a time, with high probability, while preserving the acceptance probability.

Let $e$ be a large enough constant. Set $k = e \log(nw/\varepsilon)$ and $t = \log(k)$. Set $\gamma = 1/(ck^9)^k$ and $\delta = \min(\gamma/2^k, 2^{-cwk \log \log n})$. Set $C = 16$, $p_1 = \frac{1}{16\ell\gamma}$ and $p_2 = \frac{1}{k\gamma}$.

For $i \in [w - 2]$ and for $j \in [t]$:

- Let $X^{i,j-1} = \text{Res}(Y^{i,j-1}, Z^{i,j-1})$ be a restriction from Lemma 13 with parameters $k$, $\gamma$ and $\delta$ as above. We have that $Y^{i,j-1}$ is a $\delta$-biased distribution, which is also a $\gamma$-almost $k$-wise independent distribution (due to Lemma 8). We have that $Z^{i,j-1}$ is $\gamma$-almost $k$-wise independent (with marginals $1/2$).

- Let $X^{i,j,2} = \text{Res}(Y^{i,j,2}, Z^{i,j,2})$ be a composition of $\log(1/p_1) = O(1)$ restrictions from Lemma 13 with parameters $k$, $\gamma$ and $\delta$ as above. We have that $Y^{i,j,2}$ is a $\delta$-biased distribution, which is also a $\gamma$-almost $k$-wise independent distribution. By Claim 15 we have that $Z^{i,j,2}$ is $\log(1/p_1)\gamma$-almost $k$-wise independent with marginals $p_1$. 

\[ \text{APPROX/RANDOM 2021} \]
Let \( \tilde{X}^i = \text{Res}(\tilde{Y}^i, \tilde{Z}^i) \) be a composition of \( \log(1/p_2) = O(\log \log(nw/\varepsilon)) \) restrictions from Lemma 13 with parameters \( k, \gamma \) and \( \delta \) as above. By Claim 15 we have that \( \tilde{Z}^i \) is \( \log(1/p_2)\gamma \)-almost \( k \)-wise independent with marginals \( p_2 \).

We define \( X^{i,j} = (X^{i,j,1} \circ X^{i,j,2}) \) and \( X^i = (X^{i,1} \circ X^{i,2} \circ \cdots \circ X^{i,t}) \circ \tilde{X}^i \). And finally, \( X = X^1 \circ X^2 \circ \cdots \circ X^{w-1} \). Let \( S \sim \{0, 1\}^n \) be an \( \varepsilon \)-almost \( k \)-wise independent distribution. Our PRG \( G \) is given by

\[
G = X \circ S.
\]

Let \( s = s(n, w, \varepsilon) \) be the seed length required to sample from \( G \). Following the seed lengths of the above primitives in Section 2, we can give the following bound.

\( \triangleright \) Claim 21. \( \) It holds that \( s = O \left( w^2 \log(n/\varepsilon) \cdot (\log \log(n/\varepsilon))^2 \right) \).

\( \triangleright \) Claim 22. \( G \) fools width-\( w \) read-once MBPs of length \( n \) with error at most \( 4\varepsilon n \).

Proof. Let \( B \) be an \([n, w]_1 \) read-once MBP, which can also be written as an \([n, w]_k \) read-once MBP by grouping every \( k \)-consecutive layers. Note that this transformation preserves monotonicity. Since our restriction is picked as a \( m = O(t \cdot w + w \log k) \leq n \) compositions of restrictions that each maintain the acceptance probability of the ROBP up to error \( \varepsilon \) (Lemma 13), we see that

\[
\left| E_{X,U}[B|X(U)] - E_U[B(U)] \right| \leq \varepsilon \cdot n.
\]

It remains to show that \( E_{X,U}[B|X(U)] \approx E_{X,S}[B|X(S)] \). For that we show that with high probability \( B|X \) can be expressed as a \([n, 1]_k \) read-once MBP. Let \( E = E(X) \) be the union of the following bad events:

\( \triangleright \) There exists an \( i \in [w - 1] \) such that \( (X^{i,1} \circ X^{i,2} \circ \cdots \circ X^{i,t}) \) fails to reduce the width, in the sense of Lemma 19.

\( \triangleright \) There exists an \( i \in [w - 1] \) such that \( \tilde{X}^i \) fails to reduce the alphabet size from \( O(k^3) \) to \( k \), in the sense of Lemma 20.

By Lemmas 19 and 20, \( \Pr[E] \leq 2w\varepsilon \). Note that in the case that \( E \) does not occur, we have that \( B|X \) is a \([n, 1]_k \) ROBP or in other words that it is a junta that depends on at most \( k \) bits. In such a case, \( B|X \) will be \( \varepsilon \)-fooled by \( S \). Overall we have

\[
\left| E_{X,U}[B|X(U)] - E_{X,S}[B|X(S)] \right| \leq \Pr[E] + \Pr[\bar{E}] \cdot \left| E_X \left[ E_{U}[B|X(U)] - E_S[B|X(S)] \mid \bar{E} \right] \right| \\
\leq 2w\varepsilon + \varepsilon.
\]

Combining both estimates we see that

\[
\left| E_G[B(G)] - E_U[B(U)] \right| \leq \varepsilon \cdot (n + 2w + 1) \leq 4\varepsilon n.
\]

\( \triangleright \) Theorem 23. \( \) Let \( n \in \mathbb{N}, \varepsilon' > 0 \) and \( w \leq n \). There exists a generator \( G \) that fools width-\( w \) read-once MBPs of length \( n \), with error at most \( \varepsilon' \) and seed-length \( O(w^2 \cdot \log(n/\varepsilon') \cdot (\log \log(n/\varepsilon'))^2) \).

Proof. Apply Claim 22 and Claim 21 with \( \varepsilon = \varepsilon'/4n \).
4 Relation to Read-Once AC$^0$

In this section we study the relation between constant-width read-once MBPs and read-once AC$^0$.

► Proposition 4.
1. If a sequence of functions $f_n : \{0,1\}^n \rightarrow \{0,1\}$ is in read-once AC$^0$, then it can be computed by constant-width read-once MBP. Moreover, if $f_n$ can be computed in depth $w$ read-once AC$^0$, then it can be computed by width $w+1$ read-once MBPs.

2. For every $n \geq 3$, there exists a function $f : \{0,1\}^n \rightarrow \{0,1\}$ computable by a width $3$ read-once MBP, but not computable by any read-once De Morgan formula (regardless of depth).

First, we establish Item 1 of Proposition 4 by observing that the known implication, that read-once AC$^0$ formulas can be computed by constant-width ROBPs, yields a monotone ROBP.

► Lemma 24. Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be a function computable by a read-once, depth-$w$ AC$^0$ formula. Then, $f$ can also be computed by an $[n,w+1]$ read-once MBP.

Proof. We prove the claim by induction on the depth $w$, and further prove that the ‘accept’ states in our read-once MBP are above the ‘reject’ states (that is, if $s$ is an accept state and $s'$ is a reject state than $s \geq s'$). For $w = 1$, $f$ computes either the disjunction or the conjunction of at most $s$ literals. This can clearly be done by an $[n,s,2]$ read-once MBP, if we set state $2$ to be an accept state (and so state $1$ is a reject one).

Next, fix some $f$ computable by a formula $F : \{0,1\}^n \rightarrow \{0,1\}$ of depth $w > 1$ and size $s$, and assume that its top gate is an AND gate (the other case is similar). We denote the subformulas feeding into the top gate as $F_1, \ldots, F_m$, and these are on disjoint variables because the formula is read-once. By the induction’s hypothesis, each subformula $F_i$ is computable by a width $w$ read-once MBP over its variables with the accept states being on top.

To construct $B$ that computes $F$, we can concatenate the $B_i$-s and add another “sudden reject” level at level $s = 1$.

The starting vertex of $B$ is the starting vertex of $B_1$. Whenever a computation of some $B_i$, for some $i < m$, reaches its final layer, we rewire the edges in that layer to either the sudden reject level, if $B_i$ did not reach an accepting vertex, or to the starting vertex of $B_{i+1}$. The accept vertices of $B$ are the accept vertices of $B_m$. Note that this transformation preserves the ordering between accepts and reject states, since $B_m$ does.

The fact that $B$ computes $f$ readily follows, and $B$ is read-once because the $B_i$-s are on disjoint variables. To argue that monotonicity is preserved, simply observe that the rewiring preserves the order: In the AND case, accept vertices are rewired to the next starting vertex, which is indeed above the sudden reject level, to which all reject vertices are rewired. The OR case is similar.

We now prove Item 2 of Proposition 4, giving a family of functions computable by read-once MBPs but not by read-once formulas. Our proof also gives a new characterization of read-once formulas.

---

5 In a sudden reject level, each vertex transitions to the same level with both its edges, and the last vertex in that level is a reject vertex. When the top gate is an OR gate, we would replace the sudden reject level with a sudden accept level at $s = w + 1$, and make the last vertex of the sudden accept level an accepting vertex.
Lemma 25. For every \( n \geq 3 \), there exists a function \( f : \{0,1\}^n \rightarrow \{0,1\} \) computable by a width 3 read-once MBP, but not computable by any read-once De Morgan formula (regardless of depth).

Proof. We first give a property of functions computable by read-once formulas. Given \( g : \{0,1\}^m \rightarrow \{0,1\} \) and \( b \in \{0,1\} \), let \( W_b(g) \in \{0,1\}^m \) denote the size of the smallest set of coordinates \( I \subseteq [m] \) for which there exists a \( z \in \{0,1\}^{|I|} \) such that for every \( x \in \{0,1\}^m \) it holds that \( x_I = z \) implies \( g(x) = b \).

Lemma 26. Let \( g : \{0,1\}^n \rightarrow \{0,1\} \) be a function computable by a read-once De Morgan formula. Then, \( W_0(g) \cdot W_1(g) \leq n \).

Proof. We prove the lemma by induction on the formula’s depth. For \( d = 1 \), \( g \) is either an AND of literals or an OR of literals. For the AND function, \( W_0(\text{AND}) = 1 \) and \( W_1(\text{AND}) = n \). For the OR function, \( W_0(\text{OR}) = n \) and \( W_1(\text{OR}) = 1 \). Thus, indeed, \( W_0(g) \cdot W_1(g) \leq n \).

Assume our lemma holds for formulas of depth \( d \geq 1 \), and let \( g \) be some formula of depth \( d + 1 \), say with an AND top gate, so \( g = \text{AND}(f_1, \ldots, f_k) \), each \( f_i : \{0,1\}^n \rightarrow \{0,1\} \) is a depth-\( d \) formula. In this case, \( W_0(g) = \min_{j \in [k]} W_0(f_j) \) and \( W_1(g) = \sum_{i \in [k]} W_1(f_i) \). By our induction’s hypothesis, we get that

\[
W_0(g) \cdot W_1(g) = \left( \min_{j \in [k]} W_0(f_j) \right) \cdot \sum_{i \in [k]} W_1(f_i) \leq \sum_{i \in [k]} W_0(f_i) \cdot W_1(f_i) \leq \sum_{i \in [k]} n_i = n.
\]

The case of an OR top gate is analogous. ▲

Now, our function \( f : \{0,1\}^n \rightarrow \{0,1\} \) will simply be the \( \text{Thr}_2^n \) function, that returns 1 if and only if the Hamming weight of the input string \( x \in \{0,1\}^n \) is at least 2. There, \( W_1(f) = 2 \) and \( W_0(f) = n - 1 \), so it is not computable by read-once formulas, however \( f \) is computable by a simple width-3 read-once MBP. ▲

We note that we can also construct balanced functions \( f \) separating read-once MBPs from read-once De Morgan formulas. In particular, \( f = \text{AND}_m \circ \text{Thr}_2^n \) for \( m = O(2^w/w) \) (which resembles the Tribes function) has this property. More generally, one can consider, say, \( \text{Thr}_2 \), as a “gadget” to construct richer families of read-once MBPs not computable by read-once formulas.
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A Monotone Branching Programs and AC$^0$ Circuits

In this section we give a self-contained proof of the equivalence between constant width MBPs and AC$^0$ circuits, proving Theorem 3:

\textbf{Theorem 3 (corollary of [4]).} A sequence of functions $f_n : \{0, 1\}^n \rightarrow \{0, 1\}$ is in AC$^0$ if and only if it is computable by a constant-width MBP of polynomial length.
First we note that the "if" direction follows from Lemma 24.

**Lemma 27.** Let $f : \{0, 1\}^n \to \{0, 1\}$ be a function computable by a (read-many) $\text{AC}^0$ formula of depth $w$ and size $s$. Then, $f$ can also be computed by an $[n, s, w + 1]$ MBP.

(Here take the size of an $\text{AC}^0$ formula to be the number of leaves.)

**Proof.** Let $F(x_1, \ldots, x_n)$ be depth-$w$ $\text{AC}^0$ formula of size $s$. Then by putting distinct variables on the leaves of $F$ we obtain a read-once $\text{AC}^0$ formula $G(y_1, \ldots, y_s)$ on $s$ variables such that $F(x_1, \ldots, x_n) = G(\sigma_1 x_{i_1}, \ldots, \sigma_s x_{i_s})$ where $i_1, \ldots, i_s \in [n]$ and $\sigma_1, \ldots, \sigma_s \in \{\pm 1\}$ (referring to whether or not the variable is negated at each leaf). By Lemma 24, there is a read-once MBP $B(y_1, \ldots, y_s)$ of width $w + 1$ computing $G$. Then, $B(\sigma_1 x_{i_1}, \ldots, \sigma_s x_{i_s})$ is a (read-many) MBP of width $w + 1$ and length $s$ computing $F$.

The result naturally extends to $\text{AC}^0$ circuits, due to the standard transformation expressing a size $s$ depth $w$ $\text{AC}^0$ circuit as a size $s^w$ depth $w$ $\text{AC}^0$ formula.

**Corollary 28.** Let $f : \{0, 1\}^n \to \{0, 1\}$ be a function computable by a depth-$w$ $\text{AC}^0$ circuit of size $s$. Then, $f$ can also be computed by an $[n, s^w, w + 1]$ MBP.

Next, we give the other direction of Theorem 3. Similarly to the other direction, we start by showing that read-once MBPs can be simulated by (read-many) $\text{AC}^0$.

**Lemma 29.** Let $f : \{0, 1\}^n \to \{0, 1\}$ be a function computable by a read-once MBP of width $w$. Then, $f$ can also be computed by a circuit of depth $O(w)$ and size $O(w^4 n^3)$.

**Proof.** We prove this lemma by induction on the width. For $w = 1$ the claim is trivial. Fix some $w > 1$ and let $B$ be an $[n, w]$ read-once MBP. We define two BPs, $B^u$ and $B^l$, each of width $w - 1$, as follows.

- For $B^u$, we remove the first level of vertices (that is, removing state number 1 in each layer) and reroute edges that go into state 1 to state 2. Formally, each transition $U^u_1 : \{2, \ldots, w\} \to \{2, \ldots, w\}$ of $B^u$ is defined by $U^u_1(x) = \max\{E_i^u(x), 2\}$, for $E_i^u : [w] \to [w]$ being the corresponding transition of $B$.

- Similarly, for $B^l$, we remove the last level of vertices: Each transition $L^l_1 : |w - 1| \to |w - 1|$ of $B^l$ is defined by $L^l_1(x) = \min\{E_i^l(x), w - 1\}$. Notice that these transformations preserve monotonicity. Roughly speaking, our goal is to first argue that at each transition, $B$ acts the same as either $B^u$ or $B^l$, depending on whether $B$ last reached the state 1 or the state $w$. Then, we show that we can efficiently detect, given any layer $j$ and an input $x$, if indeed $B(x)$ passed through the state 1 or through the state $w$ before reaching the layer $j$.

Let $s_0$ be the starting vertex of $B$, and denote $u_0 = \max\{s_0, 2\}$ and $l_0 = \min\{s_0, w - 1\}$. Given some input $x \in \{0, 1\}^n$, we consider the computation path of all three BPs on $x$. Towards this end, denote by $s_1, \ldots, s_n \in [w]$ the states that $x$ traverses in $B$, $u_1, \ldots, u_n \in \{2, \ldots, w\}$ the states that $x$ traverses in $B^u$ and $l_1, \ldots, l_n \in [w - 1]$ the states that $x$ traverses in $B^l$. First, observe that:

**Claim 30.** For every $i \in [n]$, $u_i \geq s_i \geq l_i$.

The above claim readily follows by induction on $i$, using the monotonicity property. Next, we argue:

**Claim 31.** For every $i \in [n]$, let $j \leq i$ be the largest integer such that $s_j \in \{1, w\}$, if it exists. Thus, if $s_j = w$ then $u_i = s_i$ and if $s_j = 1$ then $l_i = s_i$. 
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Proof. Fix some \( i \in [n] \) and assume that \( j \leq i \) is the largest integer such that \( s_j \in \{1, w\} \), say \( s_j = 1 \). By Claim 30, we must also have \( \ell_j = 1 \). Then by induction, we also have \( \ell_{j'} = s_{j'} \) for all \( j' = j, j+1, \ldots, i \), because the only way in which the transition in \( B^t \) and \( B \) can differ is if \( s_{j'} = w \), which by assumption does not occur in this interval.

Hence, for each layer \( i \), we know that either \( s_i = u_i \) or \( s_i = \ell_i \), and we know which is the case by looking at the last place the original path reached either 1 or \( w \).

By our induction’s hypothesis, for every \( i \in [n] \) and \( s \in \{2, \ldots, w\} \) there exists a circuit \( C^u_{i,s} : \{0,1\}^n \to \{0,1\} \) such that \( C^u_{i,s}(x) = 1 \) if and only if \( B^u \) reached the state \( s \) after reading \( x_1, \ldots, x_i \). Similarly, there exists a circuit \( C^f_{i,s} \) that detects whether \( B^f \) reached \( s \in [w-1] \) in the \( i \)-th layer upon traversing with \( x \). Using these circuits, for each \( s \in [w] \), we will construct a circuit \( C^e_i(x) \) that determined whether \( s_n = s \).

The construction goes as follows. The circuit will determine the last \( j \) where there was a “switch” between the two cases of Claim 31, i.e., the smallest \( \leq 1 \). Fix some \( a, b \) and \( \ell = \ell_i \), and depth and size bound the size and depth upper bound for the circuits guaranteed to us by the hypothesis, we can are determined solely by \( a, b \). The construction goes as follows. The circuit will determine the last \( i \), so \( E^f_k(u_{j-1}) = 1 \). Afterward, we keep following \( B^f \), i.e., \( s_k = \ell_k \) and so \( E^f_k(\ell_k) \neq w \) for all \( k \geq j \). The converse also holds. Namely, \( E^f_j(u_{j-1}) = 1 \) implies that \( s_j = \ell_j = 1 \) (since \( \ell_{j-1} \leq u_{j-1} \) and the program is monotone) and \( E^f_{k+1}(\ell_k) \neq w \) for all \( k \geq j \) implies that indeed \( s_{k+1} = \ell_{k+1} \). Thus, the predicate

\[
P_L(x) = \left( \bigvee_{j \in [n]} \left( E^e_j(u_{j-1}) = 1 \land \bigwedge_{k \geq j} \left( E^f_{k+1}(\ell_k) \neq w \right) \right) \right) \lor \left( u_1 \neq w \land \bigwedge_{k \geq 1} E^f_k(\ell_k) \neq w \right)
\]

evaluates to 1 if and only if the largest integer \( j \leq n \) such that \( s_j \in \{1, w\} \) has \( s_j = 1 \), or \( s_j \) never equals \( w \) (and hence \( s_n = \ell_n \)). Following the same reasoning,

\[
P_U(x) = \left( \bigvee_{j \in [n]} \left( E^e_j(\ell_{j-1}) = w \land \bigwedge_{k \geq j} \left( E^f_{k+1}(u_k) \neq 1 \right) \right) \right) \lor \left( \ell_1 \neq 1 \land \bigwedge_{k \geq 1} E^f_k(u_k) \neq 1 \right)
\]

evaluates to 1 if and only if the largest integer \( j \leq n \) such that \( s_j \in \{1, w\} \) has \( s_j = w \), or \( s_j \) never equals 1 (and hence \( s_n = u_n \)).

We now wish to compute \( P_L : \{0,1\}^n \to \{0,1\} \) by a shallow circuit. Determining \( u_{j-1} \) can be done by querying \( C^f_{j-1,i}(x) \) for each \( s \in \{2, \ldots, w\} \). Similarly, determining \( \ell_j \) can be done by querying \( C^e_j(x) \) for each \( s \in [w-1] \). The functions \( E^f_j \) and \( E^f_{k+1} \), for each \( b \in \{0,1\} \), are determined solely by \( B \) and can be hardwired. Letting size\((w-1)\) and depth\((w-1)\) be the size and depth upper bound for the circuits guaranteed to us by the hypothesis, we can bound size\((P_L)\) by \( 2nw \cdot \text{size}(w-1) + O(wn^2) \) and depth\((P_L)\) by depth\((w-1)\) + \( O(1) \). The same bounds for \( P_U : \{0,1\}^n \to \{0,1\} \) also hold.

Equipped with circuits \( C_L \) and \( C_U \) computing \( P_L \) and \( P_U \) respectively, we are ready to compute \( B \). Indeed, all that is left is to determine whether \( s_n = \ell_n \) or \( s_n = u_n \) and invoke the relevant circuit from the previous level. This incurs additional constant depth and \( O(wn) \) size. Overall, the size and depth of \( C \) satisfies the recurrence relations size\((w)\) = \( O(nw) \cdot \text{size}(w-1) + O(wn^2) \) and depth\((w)\) = depth\((w-1)\) + \( O(1) \). As size\((1)\) = \( O(n) \) and depth\((1)\) = \( O(1) \), this gives us depth \( O(w) \) and size \( w^{O(w)} \cdot n^w \).

We can improve the size of the circuit by a dynamic programming approach. For \( 1 \leq a \leq b \leq w \), let \( B^{[a,b]} \) be the ROBP in which we keep only the levels \( a, \ldots, b \) and rewire edges accordingly. Namely, we replace each \( E^n_i(x) \) with max \( \{a, \min \{b, E^n_i(x)\}\} \). Observe that for when \( a < b \), \( B^{[a,b]}(x) = B^{[a,b-1]} \) and \( B^{[a,b]}(x) = B^{[a+1,b]} \),
For every $1 \leq a \leq b \leq w$ and $s \in \{a, \ldots, b\}$, let $X_i^{a,b,s}$ be the indicator which is 1 if and only if upon reading the first $i$ bits of $x$, the program $B^{[a,b]}$ reached the state $s$. Note that there are at most $w^3 \cdot n$ such indicators overall.

Fix some integer $\Delta \in \{0, \ldots, w-1\}$. We can compute the values
\[
I_{\Delta} = \left\{ X_i^{a,a+\Delta,s} : a \in [w-\Delta], s \in [a,a+\Delta], i \in [n] \right\}
\]
in the following manner. For $\Delta = 0$, all indicators are true. For $\Delta \geq 1$, assume we already computed the values
\[
I_{\Delta-1} = \left\{ X_i^{a,a+\Delta-1,s} : a \in [w-(\Delta-1)], s \in [a,a+\Delta-1], i \in [n] \right\}.
\]
Thus, to compute a single indicator from $I_{\Delta}$ given $I_{\Delta-1}$, we can use the above recurrence relations, as each $\ell_i$ and $u_i$ correspond to some indicator from $I_{\Delta-1}$. This takes $O(wn^2)$ size and $O(1)$ depth. Computing the entire $I_{\Delta}$ thus takes $O(w^3n^3)$ size and $O(1)$ depth. Overall, computing

Similarly to the proof of Lemma 27, we can handle the read-many case by noting that a read-many MBP of length $s$ can be obtained from a read-once MBP on $s$ variables by a variable substitution. This gives us the “only if” direction of Theorem 3:

Corollary 32. Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be a function computable by an $[n,s,w]$ MBP for $s \geq n$. Then, $f$ can also be computed by a circuit of depth $O(w)$ and size $O(w^4s^3)$.  
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1 Introduction

In studying the evolution of a random graph, a field launched by the seminal paper of Erdős and Rényi [7], one starts from an empty graph, and adds edges one by one, generating each one independently and uniformly at random. In this context, a common object of study is the size of the graph at which some property of interest changes. For instance, if we are interested in $k$-colorability, there will eventually be some edge whose addition changes the graph from being $k$-colorable to non-$k$-colorable.

The $k$-colorability transition threshold conjecture states that there is a particular threshold $d(k)$ such that, almost surely, the $k$-colorability transition occurs when $G$ has average degree approximately $d(k)$; more precisely, when the average degree lies between $(1 - \varepsilon)d(k)$ and $(1 + \varepsilon)d(k)$, for any fixed $\varepsilon > 0$. Substantial progress has been made on pinning down this transition threshold, especially by Achlioptas and Naor [2] and by Coja-Oghlan and Vilenchik [5], culminating in a rather precise formula for the asymptotics of $d(k)$ for large $k$. However, for fixed $k \geq 3$, the conjecture remains open.

An interesting twist on the evolution of the random graph was proposed by Achlioptas in 2001: Suppose that two random edges are sampled at each step in the construction of $G$, and an online algorithm selects one of them, which is then added to $G$. A more general version of this process proposes $r$ random edges in each step, from which the algorithm selects one. After $m$ edges have been chosen in this way, how different can the resulting graph be from the usual Erdős-Rényi random graph $G(n, m)$?
Earlier work on the “power of choice” to affect the outcome of random processes has investigated questions like load-balancing in balls and bins models, scheduling, routing and more; for more, see the excellent survey by Richa, Mitzenmacher and Sitaraman [10]. More specifically, Achlioptas processes have been studied in the context of formation of the giant component in a random graph [3, 4, 13, 11], and the satisfiability threshold for random boolean formulas [12, 6, 9]. In each of these cases, the upshot has been that fairly simple heuristics are capable of shifting the thresholds to a significant extent. However, the heuristics and their analyses remain fairly problem-specific.

The main contribution of the present work is a proof that, for every \( k \geq 2 \), there exist fairly simple choice strategies that significantly delay the \( k \)-coloring threshold, given a constant number of choices for each edge. Our proof leverages existing upper and lower bounds on the \( k \)-colorability threshold, and works even if the \( k \)-Colorability Threshold Conjecture turns out to be false. More precisely, we establish the following result.

**Theorem 1.** For every \( k \geq 2 \), there exist \( 2 \leq r \leq 6 \), an explicit edge selection strategy for the \( r \)-choice Achlioptas process, and a real number \( d \) such that, if \( G \) is the graph produced by running our strategy for \( dn/2 \) steps, and \( H \) is an Erdős-Rényi random graph with the same number of edges, then \( G \) is almost surely \( k \)-colorable and \( H \) is almost surely not \( k \)-colorable.

In particular, \( r = 2 \) choices suffice for \( k = 2 \) and \( k \geq 9 \), \( r = 3 \) suffices for all \( k \neq 3 \), and \( r = 6 \) suffices for all \( k \).

If, rather than delaying, one wants to hasten the \( k \)-colorability threshold, this can be done very easily by “densifying” the graph, an idea used in [6] to hasten the \( k \)-SAT threshold for random boolean formulas. Unlike our main result, this technique easily extends to any monotone graph property that has a sharp threshold in the Erdős-Rényi model. More precisely,

**Observation 2.** Let \( P \) be any graph property that is monotone in the sense that \( P(G') \) implies \( P(G) \) for every subgraph \( G' \) of \( G \). Then, if the threshold conjecture is true for \( P \), we can hasten the threshold using \( r \) choices, whenever \( r \geq 2 \). Moreover, even without the threshold conjecture for \( P \), if there exist real numbers \( 0 < \alpha_1 < \alpha_2 \) such that \( P \) almost surely holds for \( G(n, \alpha_1 n) \), and almost surely fails to hold for \( G(n, \alpha_2 n) \), then there exists \( r = r(\alpha_1, \alpha_2) \) and \( d = d(\alpha_1, \alpha_2) \), and an explicit edge selection strategy for the \( r \)-choice Achlioptas process, such that, if \( G \) is the graph produced by running our strategy for \( dn/2 \) steps, and \( H \) is an Erdős-Rényi random graph with the same number of edges, then \( H \) almost surely has property \( P \), and \( G \) almost surely does not. In the case when \( P \) is \( k \)-colorability, \( r = 2 \) choices suffices to lower the \( k \)-coloring threshold when \( k = 2 \) or \( k \geq 12 \), \( r = 3 \) suffices when \( k \geq 6 \), \( r = 4 \) suffices when \( k \neq 4 \), and \( r = 5 \) suffices for all \( k \).

The interested reader may refer to Appendix A for additional details.

### 1.1 Strategy for Delaying the \( k \)-Colorability Transition

Our basic strategy for delaying the \( k \)-colorability transition is to try to create a large bipartite subgraph. This can be achieved very simply by, *ab initio*, partitioning the vertex set into two equal parts, and then by choosing, whenever possible, a crossing edge, that is, one whose endpoints lie in both sides of the partition. As we shall see, this extremely simple heuristic suffices to establish Theorem 1 when \( k \geq 6 \), and with slight modifications, for \( k \leq 5 \) as well.

For intuition about why this approach works, think about what happens in the limit as \( r \) becomes very large. Since the probability of being offered all non-crossing edges in a particular step is less than \( 2^{-r} \), by choosing crossing edges whenever possible, our graph
becomes “more and more bipartite” as \( r \) increases. Indeed, when \( r = 3 \log n \), \( G \) will almost surely become a complete bipartite graph before it is forced to include any non-crossing edges! Obviously, this is a huge delay to any of the \( k \)-colorability thresholds, which all take place after linearly many edges.

For more intuition, consider the case when \( k \) is very large, but \( r \geq 2 \) is constant. We expect about a \( 2^{-r} \) fraction of the edges to be non-crossing, and hence the average degree of the graph induced by one side of \( G \) will be about \( 2^{-r} \) times the average degree of \( G \). Since, asymptotically for large \( k \), we know that the \( k \)-colorability occurs somewhere around \( d \approx 2k \ln(k) \), (See Theorem 3 for a more precise statement,) which is a nearly-linear function, this tells us that each side of \( G \) should need almost \( 2^r \) times fewer colors than \( G(n,m) \). Hence, if we color the two sides with disjoint sets of colors, so that the crossing edges cannot cause any monochromatic edges, we would expect to need almost \( 2^{r-1} \) times fewer colors to color our graph than a random graph with the same average degree.

The above approach works as stated for \( k \geq 6 \). For smaller values of \( k \), it is necessary to improve the above strategy by adding an additional “filtering” step that checks to see whether the edge proposed by the basic strategy would create an obstacle to \( k \)-coloring; in this case, we make a different edge choice. This is the most technical part of the paper. particularly the case \( k = 3 \), for which the filtering algorithm is fairly complicated.

For \( k = 4 \) and \( k = 5 \), since we are splitting the colors among the two sides of \( G \), at least one side gets only two colors. This is a bit of a special case because, unlike with more colors, two-coloring does not have a sharp phase transition at a particular average degree. Instead, the transition for \( G(n,d/n) \) is spread out over the range \( 0 < d < 1 \). However, as we shall see, for Achlioptas processes, it is possible to delay this threshold until the emergence of a giant component at \( d = 1 \) (and even beyond!).

For \( k = 3 \), we need a further modification to our plan as outlined above. With only three colors, one side of the graph would only get one color, and would need to remain empty of edges! Since this is clearly impossible, we modify our plan of prescribing disjoint sets of colors for the two sides of the graph. Instead, we allow one of the three colors to be used on both sides. As will be seen, this complicates both the edge selection process and its analysis, and increases the number of choices we need, to \( r = 6 \).

We point out an interesting qualitative difference between the problem of delaying the \( k \)-coloring threshold and that of delaying the \( k \)-SAT threshold. Earlier work on delaying the \( k \)-SAT threshold, in particular by Perkins [9] and by Dani et al. [6], took advantage of the fact that, with enough choices, the 2-SAT threshold can be shifted past the \( k \)-SAT threshold. The analogous statement for \( k \)-coloring would require us to keep our graph bipartite past the formation of a giant component. Although Bohman and Frieze [3] showed that it is possible to delay the formation of a giant component, it obviously cannot be delayed past \( d = 2 \), and indeed, as shown by Bohman, Frieze and Wormald [4, Theorem 1(d)], not past \( d = 1.93 \). After a linear-size giant component has formed, each step of our Achlioptas process has a constant probability that all \( r \) offered edges will fall within the giant component, and moreover all violate bipartiteness. Thus, there is no hope of keeping the graph 2-colorable past the 3-colorability threshold, for any constant (or indeed sub-logarithmic) number of choices. This “fragility” of the property of 2-colorability may provide some intuition for the increased difficulty of our attempts to shift the \( k \)-colorability threshold for small values of \( k \).

### 1.2 Organization of the Paper

The remainder of the paper is divided into numbered sections. For the most part, each section introduces one or two new ideas that are needed for a particular range of the number of colors, \( k \). Many of the sections depend on concepts introduced in earlier sections, so it is easiest to read them in order.
In Section 2 (Preliminaries), we introduce various notation and terminology, as well as stating the key results from past work that we will need for our work. In Section 3 we formally state the PreferCrossing strategy, and show how it can be used directly to raise the $k$-colorability threshold for $k \geq 6$. In Section 4, we handle the case $k = 2$ by showing that odd cycles (indeed all cycles) can be delayed until a giant component forms, and that this idea can be combined with previous work on delaying the birth of the giant component. In Section 5, we handle the cases $k = 4$ and $k = 5$. These are treated separately from the large $k$ cases because now one of the two sides will be colored using only two colors, which requires the cycle-avoidance technique developed in Section 4. In Section 6, we handle the hardest case: $k = 3$, which involves a significant extension to the technique for avoiding cycles introduced in Section 4. In Section 7, we show how an improved bound on the 3-coloring transition threshold, due to Achlioptas and Moore [1], can be used to reduce the number of choices we need for $k = 9$ from 3 to 2.

Finally, Appendix A presents a proof of Observation 2, about hastening the transition for (almost) any monotone graph property.

2 Preliminaries

Let $V$ be a fixed vertex set, of size $n$. In the rest of the paper, unless otherwise specified, whenever we use asymptotic notations such as big-O and little-O, these refer to limits as $n \to \infty$, while all the other key parameters, namely, average degree $d$, number of choices, $r$, and number of colors, $k$, are held constant. When we state that something happens “almost surely,” we mean that the corresponding event has probability $1 - o(1)$.

When we talk about the Erdős-Rényi random graph, $G(n, m)$, we assume that $m$ independent random edges are sampled from $\binom{V}{2}$, with replacement. Edges are undirected and self-loops are not allowed.

In an $r$-choice Achlioptas process, at each step, $r$ independent random edges are sampled from $\binom{V}{2}$, with replacement. An online algorithm, which we call a “strategy” is used to select one of these edges for inclusion in the edge set of the graph, which is initially empty. We allow duplicate edges both in the set of proposed edges, as well as the graph itself. However, observe that, when the total number of edges is linear in $n$, and $r = O(1)$, the expected number of duplicate edges seen during the entire process is $O(1)$. Consequently, in this range of parameters, it should be easy to see that very similar results hold even when duplicate edges are not allowed.

Key Results from Prior Work

The following result is due to Achlioptas and Naor [2, See Lemma 3 and Proposition 4]

\textbf{Theorem 3 (Achlioptas and Naor).} Suppose $k$ is a positive integer, and $d < 2(k-1)\ln(k-1)$. Then, almost surely, $G(n, dn/2)$ is $k$-colorable. If, instead, $d > (2k-1)\ln(k)$, then, almost surely, $G(n, dn/2)$ is not $k$-colorable.

For notational convenience, we introduce a shorthand for the upper and lower bounds on the transition threshold from Theorem 3.

\textbf{Definition 4.} For $k$ a positive integer, denote

$L_k = 2(k-1)\ln(k-1)$ and $U_k = (2k-1)\ln(k)$.
Subsequent work by Coja-Oghlan and Vilenchik [5] established an asymptotically sharper bound, pinning down the chromatic number for a set of degrees having asymptotic density one. However, their bounds are only stated asymptotically in $k$, and do not lead to improved bounds for fixed values of $k$.

For the case $k = 3$, Achlioptas and Moore [1] proved a tighter lower bound on the 3-colorability threshold by analysing the success probability of a naive 3-coloring algorithm using the differential equations method.

**Theorem 5 (Achlioptas and Moore).** Almost all graphs with average degree 4.03 are 3-colorable.

Although Theorem 3 is sharp enough to derive most of our bounds, we will need Theorem 5 in order to shift the transition threshold for $k = 7$ using $r = 3$ choices, and $k = 9$ using only $r = 2$ choices. We note that future improvements to the bounds on the $k$-coloring transition thresholds for $G(n, m)$ might produce further improvements to our bounds.

For the cases whose analysis involve 2-coloring, we will make use of past work on accelerating or delaying the formation of the giant component. We start with a classical result of Erdős and Rényi:

**Theorem 6.** When $d < 1$, almost surely, all connected components of $G(n, dn/2)$ have size $O(\log n)$, but when $d > 1$, almost surely, $G(n, dn/2)$ has a “giant” component of size $\Theta(n)$.

Bohman and Frieze [3] showed that, in an Achlioptas process, it is possible to delay this threshold, inspiring many related papers. The following result is due to Spencer and Wormald [13].

**Theorem 7.** There exists an edge selection strategy for the 2-choice Achlioptas process, in which, almost surely, the largest component size is still $O(\log n)$ after the inclusion of $dn/2$ edges, where $d = 1.6587$.

The details of Spencer and Wormald’s elegant algorithm will not be important in the present work. In Section 4 we will show how to modify their strategy to additionally delay $G$’s first cycle until the giant component forms, but these modifications treat the original strategy as a black box. We note that, in the same paper, Spencer and Wormald presented another strategy for hastening the arrival of giant component, causing it to appear at average degree $d = 0.6671$.

## 3 Main Idea, Many Colors

Our general approach to delaying the $k$-colorability threshold is to partition both the vertex and color sets into two parts, and then to assign a disjoint set of colors to each side of the graph. The intuition for this was already discussed in Section 1.1. We now formalize some of these ideas.

Let $V$ be the set of vertices and $K$ the set of colors. Then $|V| = n$ and $|K| = k$. We will partition $V$ into disjoint subsets $V_1$ and $V_2$, called “sides,” each of size $n/2$. (Since we are interested in the asymptotic behaviour in $n$ we do not need to worry about its parity.)

We also partition $K$ into disjoint sets $K_1$ and $K_2$. When we color the graph, we will use colors in $K_i$ to color side $V_i$. Most of the time we will partition the set of colors so that $|K_1| = \lfloor k/2 \rfloor$ and $|K_2| = \lceil k/2 \rceil$, although we will have some occasions to deviate from this.

We will use an Achlioptas process to build a graph $G$ with $m$ edges on $V$. $G_1$ and $G_2$ will denote the subgraphs of $G$ induced by $V_1$ and $V_2$. By abuse of notation, we will also refer to the graphs obtained partway through the Achlioptas process as $G$, $G_1$ and $G_2$.

Based on the partition $V = V_1 \cup V_2$, we classify the possible edges into two types:
Power of Choice for $k$-Colorability

Figure 1 Illustration for: (a) Disjoint color sets $K_1$ and $K_2$, and vertex sets $V_1$ and $V_2$ assigned to $G_1$ and $G_2$, respectively; and (b) Types of edges using solid lines for non-crossing edges and dashed lines for crossing edges.

- **a crossing edge:** An (undirected) edge $\{u, v\}$ with $u \in V_1$ and $v \in V_2$.
- **a non-crossing edge on side $i$, or an edge in $G_i$:** An (undirected) edge $\{u, v\}$ where both $u, v \in V_i$.

Note that since we are using disjoint sets of colors for $V_1$ and $V_2$, a crossing edge is never violated by a coloring.

Each edge offered to us in the Achlioptas process is sampled uniformly at random from all $\binom{n}{2}$ pairs of vertices. The probability of a single offered edge being a crossing edge is

$$\frac{(\frac{n}{2})(\frac{n}{2})}{n(n-1)/2} = \frac{1}{2} + \frac{1}{2(n-1)} = 1/2 + o(1) \approx 1/2$$

while for $i = 1, 2$, the probability of a single offered edge being a non-crossing edge on side $i$ is

$$\frac{1}{4} \left( \frac{n}{2} \right) \left( \frac{n}{2} - 1 \right) = \frac{1}{4} - \frac{1}{4(n-1)} = 1/4 - o(1) \approx 1/4$$

Let $r$ denote the number of edges offered to the algorithm at each step of the Achlioptas process. As a reminder, each edge is sampled independently and uniformly from $\binom{n}{2}$.

We use the following strategy to select an edge at every step, unless stated otherwise:

▶ **Strategy 1. PreferCrossing**

*Select the first crossing edge, if any. Otherwise, select the first edge.*

Note that in the event that no crossing is available, the selected edge is equally likely to be on either side, and is a uniformly random edge conditioned on being on the side it is.

Let $m$ be the total number of edges inserted into $G$, so the average degree of $G$ is $\bar{d} = 2m/n$. For $i \in \{1, 2\}$, let $\bar{d}_i$ denote the average degree of the graph $G_i$.

We use the PreferCrossing strategy to choose the edge to be inserted into $G$ at each step. A non-crossing edge is inserted only if all $r$ candidate edges are non-crossing, so the probability of inserting a non-crossing edge is at most $1/2^r$. Also, in this case we insert the first edge, which is equally likely to be on either side. So the probability of inserting an edge into $G_i$ is $1/2^{r+1}$.

It follows that in expectation, there are $m/2^{r+1}$ edges in each $G_i$ and the rest are crossing edges. Using this we can calculate the expected average degrees on the two sides as follows:
\[ \mathbb{E}[d_i] < \frac{2m/2^{r+1}}{n/2} = \left( \frac{2m}{n} \right) \frac{1}{2^r} = \frac{\bar{d}}{2^r} \]

By the Law of Large Numbers, it follows that, almost surely,
\[ \bar{d}_i < (1 + o(1)) \frac{\bar{d}}{2^r}. \] (1)

Now, since whichever of the three classes of edge (crossing, non-crossing on side 1, non-crossing on side 2) the PreferCrossing strategy selects, the edge is uniformly random within that class, it follows that, conditioned on \( \bar{d}_1 \) and \( \bar{d}_2 \), \( G_1 \) and \( G_2 \) are uniformly random graphs with that number of edges. Therefore, assuming each \( \bar{d}_i \) is below a known lower bound on the \( k \)-colorability transition, it will follow that each \( G_i \) is almost surely \( k \)-colorable, and hence \( G \) is \((k_1 + k_2)\)-colorable. If, additionally, \( \bar{d} \) is greater than a known upper bound on the \( k \)-colorability threshold, and \( k = k_1 + k_2 \), we will have shifted the \( k \)-colorability transition threshold.

Theorem 3 tells us that for \( k \geq 3 \), the \( k \)-colorability transition threshold (if it exists) lies between \( L_k \) and \( U_k \) (see Definition 4.) Additionally, we will sometimes also use the improved lower bound \( L'_k = 4.03 \) from Theorem 5.

Since the expression for \( L_k \) is monotone, the graphs \( G_i \) are \( k_i \)-colorable (and hence \( G \) is \( k \)-colorable) until \( d_1 = d_2 = \min\{L_{k_1}, L_{k_2}\} \). It therefore makes sense to split the colors as evenly as possible. We will set \( k_1 = \lceil k/2 \rceil \), \( k_2 = \lfloor k/2 \rfloor \). Then \( G_1 \) and \( G_2 \) are \( k_1 \)- and \( k_2 \)-colorable respectively until \( d_1 = d_2 = L_{\lceil k/2 \rceil} \).

Now, we know from Eq. (1) that
\[ \bar{d} \geq 2^r \bar{d}_1 \geq 2^r L_{\lceil k/2 \rceil} \]
and we will have delayed the \( k \)-colorability transition if this exceeds \( U_k \).

Since \( L_k \) and \( U_k \) are both asymptotically equal to \( 2k \ln k \), this shows that for sufficiently large \( k \) two choices suffice to raise the \( k \)-colorability threshold. Indeed, using Mathematica to solve the inequalities
\[ 2^r L_{\lceil k/2 \rceil} \geq U_k \]
for \( r = 2, 3 \) and 4, we see that
- two choices suffice for even \( k \geq 10 \) and odd \( k \geq 13 \)
- three choice suffice for even \( k \geq 6 \) and odd \( k \geq 9 \) and
- four choices suffice for \( k = 7 \).

Moreover, if we use the improved lower bound \( L'_3 = 4.03 \), instead of \( L_3 \) for the case of \( k = 7 \), then we see that
\[ 8L'_3 = 8 \times 4.03 = 32.24 > 25.3 = U_7 \]
so that three choices suffice \( k = 7 \). This establishes Theorem 1 for \( k \geq 6 \), except for the cases \( k = 9 \) and \( k = 11 \).

For \( k = 9, 11 \) we have established that three choices suffice, but we want to show that in fact we only need two. We will tackle the case \( k = 11 \) here and leave \( k = 9 \) for Section 7.

When \( k = 11 \), we allocate five colors to side 1, and six colors to side 2. The five-colorability of \( G_1 \) is only guaranteed until \( \bar{d}_1 = 8 \ln 4 \approx 11.09 \). With \( r = 2 \) choices, at this point \( \bar{d} \) is about 44.36, smaller than \( 20 \ln 10 = 46.05 \), so that although \( G \) is 11-colorable, so is
G(n, m = 44.36n/2), so we have not shifted the threshold. In order to increase \( \tilde{d} \) past \( U_{11} = 21 \ln 11 = 50.356 \), we note that \( d_2 \) is also about 11.09, since we are equally likely to add a non-crossing edge to side 2 as to side 1. But \( d_2 \) is allowed to go to \( 16 \ln 5 \approx 16.09 \) before we can no longer guarantee the 6-colorability of \( G_2 \). This means we have a fair bit of slack to favor \( G_2 \) when adding non-crossing edges. Suppose we put a \( \varphi \) fraction of the non-crossing edges into \( G_1 \) and a \( (1 - \varphi) \) fraction of them into \( G_2 \). What should \( \varphi \) be to ensure the best outcome? Note that we need \( \varphi \geq 2^{-r} \), since if all the non-crossing choices are on side 1, then we cannot add an edge in side 2. However, subject to this constraint, we are adding \( m\varphi/2^r \) edges to \( G_1 \) and \( m(1 - \varphi)/2^r \) edges to \( G_2 \) in expectation. But this means that \( E[d_1] = d\varphi/2^{r-1} \) and \( E[d_2] = d(1 - \varphi)/2^{r-1} \). Since these random variables stay close to their expectations, it follows that \( d_1 \) and \( d_2 \) are in the ratio \( \varphi/(1 - \varphi) \). Now, its is best if we can arrange it so that both \( G_1 \) and \( G_2 \) lose their guarantee of colorability at the same time (so that there is no slack). But this means

\[
\frac{L_5}{L_6} = \frac{\varphi}{1 - \varphi}
\]

But this means we should set

\[
\varphi = \frac{L_5}{L_5 + L_6} = \frac{11.09}{11.09 + 16.09} \approx \frac{2}{5}
\]

Since \( 2/5 > 1/4 \), it is possible to achieve a \( 2/5 - 3/5 \) split of the non-crossing edges, when there are two choices.

Finally, what does this make the average degree of the graph \( G \) at the time when 11-colorability can no longer be guaranteed?? Since

\[
\tilde{d} \approx \frac{2^{r-1}d_1}{\varphi} \approx \frac{2^{r-1}d_2}{1 - \varphi}
\]

when \( r = 2 \) and \( \varphi = 2/5 \) we get

\[
\tilde{d} \approx \frac{2L_5}{2/5} = 55.45 > 50.356 = U_{11}.
\]

Thus two choices suffice to raise the 11-colorability threshold.

To write down an explicit edge selection strategy, note that if when we are not forced to take an edge on a particular side, we toss a biased coin that selects side 1 with probability \( \gamma \), then the overall probability of adding an edge to side 1 conditioned on adding a non-crossing edge is \( 1/4 + \gamma/2 \). Since we want this to be \( 2/5 \) we should set \( \gamma = 3/10 \). Here is the strategy we use.

**Strategy 2. BiasedPreferCrossing for \( k = 11 \)**

*Given two edges, select the first crossing edge, if any.*

*Otherwise if both non-crossing edges are on the same side, select the first one.*

*Otherwise there is one edge offered on each side. Select the one on side 1 with probability 0.3, and the one on side 2 with probability 0.7.*

## 4 Emergence of Giant component and Emergence of Cycles

The case \( k = 2 \) differs from larger \( k \) in one very important way: namely, the \( k \)-Colorability Threshold Conjecture is false when \( k = 2 \); for \( G(n, p) \) where \( p = d/n \), rather than a sharp transition from colorable to non-colorable at a critical value of \( d \), instead this transition is spread across the whole range \( 0 < d < 1 \).
To see this, we observe that the expected number of triangles is \((\binom{n}{3})p^3 \approx d^3 / 6\), which is a positive constant for all \(0 < d < 1\). It is not much harder to prove that the probability that at least one triangle exists is also \(\Theta(1)\) whenever \(d = \Theta(1)\), and hence the probability that \(G(n, p)\) is not 2-colorable is bounded away from zero.

On the other hand, it is also not hard to prove that, as long as \(p < (1 - \epsilon)/n\), \(G(n, p)\) is a forest with probability bounded below by a constant, and hence the probability that \(G(n, p)\) is 2-colorable is also bounded away from zero. In other words, the transition from \(G(n, d/n)\) being almost surely 2-colorable to being almost surely not 2-colorable is not sharp, but is rather spread over the entire interval \(0 < d < 1\).

Even though there isn’t a sharp threshold for 2-colorability in \(G(n, p)\), we will prove in this section that, given \(r = 2\) choices, we can both create a sharp threshold, and shift it.

Two-colorability is of course, equivalent to the absence of odd cycles, and it turns out that the presence of odd cycles—indeed, of any cycles—is intimately linked with the emergence of the giant component.

Consider a 2-choice Achlioptas process, using the following, very simple, edge selection rule:

\[\text{Strategy 3. SimpleAvoidCycles}\]

Select the first edge, unless it would create a cycle, in which case, select the second edge.

SimpleAvoidCycles manages to avoid the emergence of cycles until the average degree is 1, the threshold for the emergence of the giant component. On the other hand, once a giant component forms, it very quickly grows to size \(\omega(\sqrt{n})\), at which point it is almost certain that a pair of edges will be offered within \(o(n)\) steps, both of which lie within the giant component. Therefore it is not possible to avoid cycles for more than a few steps after the formation of a giant component. Thus, with two choices, this very simple heuristic results in a sharp threshold for the emergence of cycles (and similarly for odd cycles, a.k.a. non-2-colorability).

### 4.1 Analysis of SimpleAvoidCycles

As before, let \(m = dn/2\), where \(d < 1\). Consider the graph \(G' = G(n, m')\), where \(m' = m + \log n\).

For our purposes, \(G(n, m')\) means the graph obtained from sampling \(m'\) independent edges uniformly from \(\binom{n}{2}\) (with replacement).

\[\text{Lemma 8.}\text{ The number of edges of } G' \text{ contained in one or more cycles is } o(\log n), \text{ almost surely.}\]

**Proof.** This is a standard result, so we present an abbreviated proof. The expected number of cycles of length \(k\) in the \(G(n, p)\) model is

\[
\binom{n}{k} \frac{k!}{2k} p^k < \frac{(np)^k}{2k}.
\]

Since each \(k\)-cycle contains \(k\) edges, it follows that the expected number of edges in \(k\)-cycles is less than \((np)^k / 2\). If we set \(np = 1 - \epsilon\) and sum over all \(k \geq 3\), we get

\[
s\sum_{k=3}^{n} \frac{(1 - \epsilon)^k}{2} < \sum_{k=3}^{\infty} \frac{(1 - \epsilon)^k}{2} = \frac{(1 - \epsilon)^3}{2\epsilon} = O(1).
\]
We omit the details of the comparison between the $G(n, m)$ model and the $G(n, p)$ model, which are standard. Since the expected number of edges in cycles is $O(1)$, whereas $\log(n)$ tends to infinity, by Markov’s inequality it is almost certain that the actual number of edges in cycles is $o(\log(n))$.

**Lemma 9.** The probability that any of the edges $e_{m+1}, \ldots, e_{m'}$ are contained in a cycle of $G'$ is $O(\log(n)/n)$.

**Proof.** Since, by Lemma 8, the expected number of edges in cycles is $O(1)$, and since the $m'$ edges of $G'$ are identically distributed, it follows that each edge $e_j$ has probability $O(1/m')$ to be part of a cycle. Hence, by linearity of expectation and Markov’s inequality, the probability that any of the edges $e_{m+1}, \ldots, e_{m'}$ is part of a cycle is $O((m' - m)/m') = O(\log(n)/n)$.

**Theorem 10.** For $d < 1$, SimpleAvoidCycles outputs a cycle-free graph, almost surely.

**Proof.** We couple the $m$ choices made by SimpleAvoidCycles with the edges chosen in $G(n, m')$. For each $1 \leq i \leq m$, let $e_i$ be the first edge offered to SimpleAvoidCycles. For each $j$'th edge rejected by SimpleAvoidCycles, we let $e_{m+j}$ be the second edge offered to SimpleAvoidCycles. When $j$ is greater than the number of edges rejected by SimpleAvoidCycles, we let $e_{m+j}$ be a uniformly random edge, chosen independently from all others.

Our first observation is that the sequence of edges $e_1, \ldots, e_{m'}$ is uniformly random in $\binom{m'}{2}$. This is because each $e_j$ is uniformly random, conditioned on $e_1, \ldots, e_{j-1}$.

Now, suppose the output of SimpleAvoidCycles contains a cycle. This means that at least one of the “second edges” chosen by SimpleAvoidCycles is contained in a cycle in the output of SimpleAvoidCycles. This implies that either SimpleAvoidCycles rejected more than $m' - m$ first edges, in which case $e_1, \ldots, e_m$ contains more than $m' - m$ cycles, and hence so does $G'$. This is unlikely by Lemma 8. Or SimpleAvoidCycles rejected fewer than $m' - m$ edges, but one of the second edges formed a cycle in its output, which is a subgraph of $G'$. But Lemma 9 bounds the probability of this event. Applying the union bound to these two events, we get the desired upper bound on the probability that the output of SimpleAvoidCycles contains a cycle.

### 4.2 Avoiding Cycles Longer

Next we will show how to keep $G$ a forest as long as the average degree is less than 1.6587, the threshold from Theorem 7. More generically, we will show how, if any strategy for a 2-choice Achlioptas process can delay the giant component until average degree $d$, we can tweak it to additionally keep $G$ a forest up to the same average degree threshold. We will refer to this strategy as DelayGiant. To be more precise, we will assume that, for every $d' < d$, DelayGiant run for $d'n/2$ steps almost surely outputs a graph whose components all have $O(n^{1/4})$ vertices.

First, we argue that, without loss of generality, DelayGiant can be assumed to have the following two properties:

1. If exactly one of the two offered edges make a cycle, DelayGiant selects it.
2. In this case, the subsequent behavior of DelayGiant is independent of the second, unselected edge.

The first property is obvious, since if an edge forms a cycle, adding it to $G$ does not increase any of the component sizes; therefore it dominates any edge that doesn’t form a cycle. The second property is less obvious, but the idea is that any strategy can be made “forgetful” by making it resample any state information it might be maintaining, from its conditional
distribution, conditioned on the edges it has accepted so far. It follows from the Law of Total Probability that this does not change the distribution of the output. An algorithm that is forgetful in this sense, and satisfies property 1, necessarily satisfies property 2 as well. The motivation for property 2 is that it will allow us to apply the Principle of Deferred Decisions to the edges chosen by our strategy in steps when it deviates from DelayGiant’s choices.

Now our strategy for delaying the appearance of the first cycle in $G$ can be described in one sentence:

**Strategy 4. AvoidCycles**

Select the edge chosen by the DelayGiant algorithm, unless it would form a cycle, in which case, select the other edge.

**Theorem 11.** For $d < 1.6587$, with high probability, the 2-choice Achlioptas process run for $m = dn/2$ steps using strategy AvoidCycles outputs a cycle-free graph.

Consider a run of the DelayGiant algorithm. Let $\{(e_1, e'_1), (e_2, e'_2) \ldots (e_m, e'_m)\}$ be the edges that are offered to the algorithm during this run. Let $G_i$ be the graph produced by DelayGiant after the first $i$ steps, i.e. $G_i$ has $i$ edges, one out of each pair $(e_j, e'_j), 1 \leq j \leq i$. Let

$$S := \{i \mid \text{neither of the edges } e_i, e'_i \text{ forms a cycle when added to } G_{i-1}\}$$

Let DelayGiant’ be an algorithm that emulates DelayGiant on the steps in $S$, but adds no edge on the $m - |S|$ steps when DelayGiant would add a cycle-forming edge. Let $G'_i$ be the intermediate graph produced by DelayGiant’ after $i$ steps. Note that for all $i$, $G'_i$ is a spanning forest of $G_i$.

By assumption, almost surely, all the components of $G'_m$ have size $o(n^{1/4})$. Hence also, for all $1 \leq i \leq m$, the components of $G_i$, and therefore also $G'_i$ have size $O(n^{1/4})$. Now, consider an arbitrary forest all of whose components are of size at most $t$. We make two observations:

**Observation 12.** Let $G$ be a graph, all of whose components are of size at most $t$. Then the probability that adding one random edge to $G$ creates a cycle is at most $\frac{t-1}{n-1}$.

**Observation 13.** Let $G$ be a graph, all of whose components are of size at most $t$. Add any $\ell$ edges to $G$. Then, the largest component of the resulting graph has size at most $\ell t$

Applying Observation 12 inductively to each $G'_i$, with $t = O(n^{1/4})$, we see that the expected number of steps on which DelayGiant’ adds no edge, $\mathbb{E}[m - |S|]$, is at most $m \left( \frac{t-1}{n-1} \right)$, which is $O(n^{1/4})$.

When DelayGiant’ has run for $m$ steps, the resulting graph $G'_m$ is a forest with $|S|$ edges, whose components are size $O(n^{1/4})$. Let DelayGiant” be the algorithm that runs DelayGiant’ and then expands $G'_m$ to a graph with $m$ edges by adding $m - |S| = O(n^{1/4})$ uniformly random edges. Applying Observation 13, the components of this graph have size at most $O(n^{1/2})$. Since each of the $O(n^{1/4})$ random edges to be added has at most $O(n^{-1/2})$ chance of forming a cycle, by Markov’s inequality, the probability that this graph contains a cycle is at most $O(n^{-1/4})$. Thus, the graph produced by DelayGiant” is almost surely a forest.

The proof of Theorem 11 will be complete once we establish the following Lemma, relating AvoidCycles to DelayGiant”.
Lemma 14. AvoidCycles is better at avoiding cycles than DelayGiant′′, i.e., for every \( m \),

\[
P(\text{AvoidCycles is cycle-free after } m \text{ edges}) \geq P(\text{DelayGiant′′ is cycle-free after } m \text{ edges}).
\]

Proof. It will suffice to couple the choices made by the two algorithms in such a way that each edge chosen by DelayGiant′′ is either the same as the one chosen by AvoidCycles, or forms a cycle. Consider the edge chosen by AvoidCycles at a particular timestep \( i \in [m] \setminus S \). Also, let \( A_i \) denote the set of all possible edges that would form a cycle if added to \( G_{i-1} \), and let \( B_i = \binom{\Delta_i}{2} \setminus A_i \). We apply the principle of deferred decisions to the edges \( (e_i, e'_i) \). Conditioned on \( G_{i-1} \) and the event that \( i \notin S \), the distribution of \( (e_i, e'_i) \) is uniform in \( (A_i \cup B_i)^2 \setminus B_i^2 \). This means that the edge selected by AvoidCycles in step \( i \) has a conditional distribution which is uniform in \( A_i \) with probability \( \frac{|A_i|}{|A_i|+2|B_i|} \) and uniform in \( B_i \) with probability \( \frac{2|B_i|}{|A_i|+2|B_i|} \).

Let us compare this distribution with that of a uniformly random edge. A uniformly random edge is uniform in \( A_i \) with probability \( \frac{|A_i|}{|A_i|+2|B_i|} \), and uniform in \( B_i \) with probability \( \frac{2|B_i|}{|A_i|+2|B_i|} \). Now, observing that

\[
\frac{a}{a+2b} < \frac{a}{a+b}
\]

whenever \( a, b > 0 \), we see that the edge selected by AvoidCycles can be coupled with the uniformly random edge so that either the two edges are either equal, or the edge selected by AvoidCycles is in \( B_i \) and the uniformly random edge is in \( A_i \). Since an edge in \( A_i \) would have formed a cycle even at step \( i \), it definitely forms a cycle when added to the final result of DelayGiant.

Moreover, conditioned on the edges \( e_1, \ldots, e_m \), the deferred edges \( e_{m+1}, \ldots, e_m \) are fully independent, since Property 2 tells us that DelayGiant does not take the identities of previously rejected edges into account when making its decisions. Thus, the sequence of edges \( e_{m+1}, \ldots, e_m \) is less likely to make a cycle than a sequence of \( m' - m \) uniformly random edges. It follows that there is a coupling between the output of AvoidCycles and DelayGiant′′ such that the graphs produced are always identical except when DelayGiant′′ contains at least one cycle.

5 Four or Five Colors

When we get down to fewer than six colors, the basic PreferCrossing strategy runs into some difficulties, since at least one of the sides has fewer than three colors. This is problematic because even at low edge densities, \( G(n, m) \) has a constant chance of having an odd cycle and therefore cannot be two-colored. This means that the subgraph \( G_i \) of \( G \) on the side with only two colors will stop being two-colorable even before it has a linear number of edges. Fortunately, as we saw in the previous section, given a choice of two edges to choose from, we can avoid the appearance of cycles and keep the graph two-colorable until it reaches an average degree of about 1.6587.

When \( k = 4 \), we partition \( V \) into two sides as usual, and assign two of the four colors to each side. We prefer crossing edges as usual, and select a crossing edge whenever we are offered one. If there at least three edges to choose from, and we are not offered any crossing edges, then at least two of the offered non-crossing edges are on the same side, and we have some room to be selective about the edge we are adding, and avoid cycles in the graph. Note that either side is equally likely to have two or more edges, and conditioned on the side, the edge choices are uniformly random from that side.

Here is an explicit description of the edge-selection strategy used:
Strategy 5. PreferCrossing with Two-sided Cycle Avoidance (PCTCA)

Choose \( r = 3 \) edges independently and uniformly at random

if there are any crossing edges then
  Select the first crossing edge.
else
  Let \( G_i \) be the side with more candidate edges
  Select the edge chosen by AvoidCycles on \( G_i \).
end

Using the above edge selection strategy, we can show that

Theorem 15. Three choices suffice to increase the 4-colorability threshold.

Proof. Let \( m \) be the total number of edges inserted into \( G \), so the average degree of \( G \) is \( \bar{d} = 2m/n \). For \( i \in \{1, 2\} \), let \( \bar{d}_i \) denote the average degree of the graph \( G_i \).

The probability of inserting a crossing edge into \( G \) is 7/8. When there are no crossing edges, the chance that a particular side has two edge choices is 1/16. We choose one of the two or more offered edges using the AvoidCycles strategy so that for \( i \in \{1, 2\} \) the expected number of edges inserted into \( G_i \) is \( m/16 \). Thus \( \mathbb{E}[\bar{d}_i] = m/16 \cdot \frac{\bar{d}}{8} = \frac{\bar{d}}{8} \), and as usual,

\[
\bar{d}_i \leq (1 + o(1))\bar{d}/8
\]

Since we are using the AvoidCycles strategy to insert edges into \( G_1 \) and \( G_2 \), by Theorem 11 we can push \( \bar{d}_1 \) to 1.6587 before \( G_i \) stops being two-colorable. At that point,

\[
\bar{d} = 8 \times 1.6587 = 13.2696 > 9.704 = 7 \ln 4 = U_4
\]

so that \( G \) is 4-colorable at a density where \( G(n, m) \) isn’t, and we have shifted the threshold. ◀

When \( k = 5 \) we assign two colors to \( G_1 \) and three colors to \( G_2 \). Again, we choose crossing edges whenever we can; if there are \( r = 3 \) choices we can do this about 7/8 of the time.

What happens when we can’t choose a crossing edge? Half the time, there will be two edges offered on side 1 and we can use AvoidCycles to choose one of them. If we choose an edge on side 2 the other half the time, the we will have \( \bar{d}_1 = \bar{d}_2 = \bar{d}/8 \) and as we know from the four-colorability analysis above, we can push this up to \( \bar{d}_1 = 1.6587 \) and \( \bar{d} = 13.2696 \) before the 2-coloring on \( G_1 \) breaks down. But 13.2696 < 14.485 = 9 ln 5 = \( U_5 \) so we haven’t shifted the 5-colorability threshold. Of course, at this point, \( \bar{d}_2 \) is also only 1.6587, and has a lot of slack before it reaches \( L_3' = 4.03 \), or even \( L_3 = 2.77 \).

So we want to use a biased strategy that favors choosing edges from side 2 when no crossing edges are available. We could figure out the optimal bias that makes both sides reach their limits at the same time, as we did in the \( k = 11 \) case. Instead we opt for the following simple explicit strategy.
Strategy 6. PreferCrossing with One-sided Cycle Avoidance (PCOCA)

Choose \( r = 3 \) edges independently and uniformly at random

if there are any crossing edges then
  Select the first crossing edge.
else
  if the first two edges are both in \( V_1^2 \) then
    Select one of them according to AvoidCycles, run on \( G_1 \)
  else
    (In this case at least one edge is in \( V_2^2 \))
    Select the first edge in \( V_2^2 \).
end

Theorem 16. Three choices suffice to increase the 5-colorability threshold.

Proof. Let \( m \) be the total number of edges inserted into \( G \) so the average degree of \( G \) is \( \bar{d} = 2m/n \). Similarly, for \( i \in \{1, 2\} \), let \( \bar{d}_i \) denote the average degree of the graph \( G_i \).

The probability of choosing a crossing edge is \( 7/8 \). The probability of choosing an edge on side 1 is \( (1/4)(1/4)(1/2) = 1/32 \), and the probability of choosing an edge on side 2 is \( 3/32 \). Then \( \mathbb{E}[d_1] = \bar{d}/16 \) and \( \mathbb{E}[d_2] = 3\bar{d}/16 \).

If we set \( m = 8n \) then \( \bar{d} = 16 > U_5 \) is a density at which \( G(n, m) \) is not 5-colorable. On the other hand if \( \bar{d} = 16 \) in \( G \) constructed using PCOCA, then \( \bar{d}_1 = 1 < 1.6586 \) and \( \bar{d}_2 = 3 < 4.03 = \bar{d}_3 \), so that \( G_1 \) is two-colorable, \( G_2 \) is 3-colorable and hence \( G \) is 5-colorable.

Three Colors

For \( k = 3 \), we face a new challenge to our approach, namely: there is no longer any hope of using disjoint color sets to color the two sides of our graph. Instead, we try to make the color sets as disjoint as possible. Specifically, we try to color \( G \) using red and yellow for the first side, and blue and yellow for the second side. Although the crossing edges may cause problems now, at least the only bad color assignment for a crossing edge is (yellow, yellow). We call this kind of 3-coloring a \((Y, \ast)\)-coloring, since the non-yellow colors are determined by their side.

Note that this specific type of coloring can be found in linear time, since it is a special case of Constrained Graph 3-Coloring, which is reducible to 2-SAT (see [8, Problem 5.6]). Here is our strategy:

Strategy 7. PreferCrossingButCheck (PCBC)

Choose \( r = 6 \) edges independently and uniformly at random.

Let \( e \) be the edge chosen by the PreferCrossing heuristic.

Check whether \( G \cup \{e\} \) remains \((Y, \ast)\)-colorable. If it is, select \( e \). Otherwise, select the first edge other than \( e \).

We note that with an appropriate data structure, all \( m \) of the colorability checks can be performed in combined expected time \( O(n) \). However, since our goal is just to show that the colorability transition can be shifted, we leave the details as an exercise.
We claim that, when $r = 6$, the output of PCBC is almost surely $(Y, \ast)$-colorable. To see this, observe that, in order for a greedy approach to coloring to fail, the graph must have a cycle of length $2k + 1$ with edges (in order) $(e_1, e_2, \ldots, e_{2k+1})$, where the $k$ even edges $e_{2i}$ are all non-crossing. This is analogous to the fact that a graph fails to be 2-colorable if and only if it has an odd cycle. However, note that in the case of 2-coloring, the criterion is “if and only if,” whereas here there is only an implication; the cycle is only guaranteed to cause a problem if we start by coloring the wrong vertex yellow. We call a cycle of this type a “bad odd cycle.”

**Proposition 17.** Let $d > 0$. Let $G$ be the output of an Achlioptas process with $r$ choices, running the PreferCrossing heuristic, for $dn/2$ steps. Also suppose that $d^2 < 2^r$. Then the expected number of edges contained in bad odd cycles of $G$ is $O(1)$.

**Proof.** Note that, for every vertex $v$, the expected degree is $d$, but the expected number of non-crossing edges incident with $v$ is $d^2 - r$. With a little work we can see that the expected number of walks of length $2k$ starting at a particular node, in which all the even steps are along non-crossing edges is at most $d^k (d^2 - r)^k$. In order to complete such a walk to a cycle of length $2k + 1$, we need a particular edge to be present, which is an event of probability at most $d/(n/2)$. Since there are $n$ possible starting points for our walk, this gives the following bound on the number of edges contained in a bad odd cycle:

$$n \sum_{k \geq 1} \frac{d}{n/2} (d^2 - r)^k (2k + 1) = 2d \sum_{k \geq 1} (2k + 1)(d^2 - r)^k,$$

which since $d^2 < 2^r$, is a convergent sum. ◀

Thus, in expectation, PCBC deviates from the choices made by PreferCrossing on only $O(1)$ steps. Denote this number of steps by $m' - m$. On the steps when it deviates, it takes the first alternative edge. Since PreferCrossing makes its edge choice based only on which edges are crossing or not, this alternative edge must be uniformly random, conditioned on whether it is a crossing edge or not. It follows that PCBC succeeds at least as often as a variant PCBC$'$ that, instead of taking each rejected edge from PreferCrossing, instead adds one uniformly random crossing edge and one uniformly random non-crossing edge.

PCBC$'$, in turn, will almost surely perform at least as well as another variant, PCBC$''$, which, instead of adding one uniformly random crossing edge, and one uniformly random non-crossing edge, instead adds $C2^r$ edges chosen by an Achlioptas process running the PreferCrossings strategy, where $C \to \infty$. But now, observe that PCBC$''$ is just PreferCrossings run for $m'' = m + o(n)$ steps, with all of its bad odd cycles from the first $m$ steps broken up. Since PreferCrossings run for $m''$ steps still has, in expectation, $O(1)$ edges involved in bad odd cycles, and these edges are uniformly randomly distributed among the $m'$ steps, the probability that any of them occur in the last $m'' - m$ steps is $O((m'' - m)/m'') = o(1)$. Hence the output of PCBC$'$ almost surely has no bad odd cycles, and is therefore $(Y, \ast)$-colorable. Since by our earlier remarks, PCBC almost surely performs at least as well as PCBC$''$, this establishes the result.

### 7 Two choices for 9 colors

In Section 3 as part of a unified analysis for $k \geq 6$ we showed that three choices were enough to raise the 9-colorability threshold. In this section we will show that in fact just two choices suffice. Surprisingly, this result involves a more uneven split of the colors, with three colors...
reserved for $V_1$ and six for $V_2$. This helps partly because, for $k = 3$, the improved lower bound $L'_3 = 4.03$ of Theorem 5 is significantly better than the bound of Theorem 3.

The main idea is to use a biased PreferCrossing strategy which favors the six color side when a non-crossing edge is forced. We have two choices, so we will be putting in a non-crossing edge only a fourth of the time. Conditioned in that, we want to make the colorability on the two sides break at roughly the same time. As we saw before, this means that we should add edges to side 1 (with three colors) with probability $\varphi$, where

$$\frac{\varphi}{1 - \varphi} = \frac{L'_3}{L_6} = \frac{4.03}{16.094} \approx \frac{1}{4}$$

from which we get that $\varphi$ should be approximately $1/5...$ and that is a problem. If the probability of selecting an edge from side 1 conditioned on a non-crossing edge is $1/5$, then the overall probability is $1/20$, but this is not achievable with two choices, since there is a $1/16$ chance that both edges are on side 1!

So where does that leave us? It turns out that we can still tweak this to make it work. From the beginning, we have made the a priori division of the vertex set into two equal sized disjoint subsets because that maximizes our ability to put in crossing edges. But having found ourselves in a situation where we want to put in fewer edges into side one than is possible, the obvious solution seems to be to make side one smaller. So let’s start over, and partition $V$ into disjoint sets $V_1$ and $V_2$, where $|V_1| = \alpha n$ and $|V_2| = (1 - \alpha)n$. It turns out that $\alpha = 0.47$ works well. With this parameter setting, we choose crossing edges whenever possible, and failing that, edges in $G_2$, with edges in $G_1$ as a last resort. This leads to average degrees $\bar{d}_1 = 0.1038d$ and $\bar{d}_2 = 0.3830d$. Since $0.1038U_9 \leq L_3$ and $0.3830U_9 \leq L_6$, this shows that we have shifted the 9-coloring threshold with $r = 2$ choices.

---
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Appendix A: Hastening the threshold

Here we present a sketch of the proof of Observation 2. Since the choice strategy and the proof technique are exactly the same as in [6], we omit most of the details.

Proof Sketch for Observation 2. The choice strategy is to favor some vertex set $S$, where $|S| = \gamma n$. For instance, let $S = \{1, 2, \ldots, \gamma n\}$. By always choosing a random edge in $\binom{S}{2}$ when one is available, we find that the induced graph on $S$ is uniformly random, but denser than $G$ as a whole, having average degree asymptotically equal to $(1 - (1 - \gamma^2)^r)/\gamma$ times the average degree of $G$. Choosing $\gamma$ to maximize this expression, we obtain the desired choice strategy. For instance, setting $\gamma = 1/\sqrt{r}$, we can see that $(1 - (1 - \gamma^2)^r)/\gamma = \Theta(\sqrt{r})$, which tends to infinity. This shows that the favored subgraph can be made arbitrarily more dense than $G$, thus bridging the gap between any upper and lower bounds on the threshold. \[\wedge\]
Abstract

In this work, we show, for the well-studied problem of learning parity under noise, where a learner tries to learn \( x = (x_1, \ldots, x_n) \in \{0, 1\}^n \) from a stream of random linear equations over \( \mathbb{F}_2 \) that are correct with probability \( \frac{1}{2} + \varepsilon \) and flipped with probability \( \frac{1}{2} - \varepsilon \) (\( 0 < \varepsilon < \frac{1}{2} \)), that any learning algorithm requires either a memory of size \( \Omega(n^2/\varepsilon) \) or an exponential number of samples.

In fact, we study memory-sample lower bounds for a large class of learning problems, as characterized by [8], when the samples are noisy. A matrix \( M : A \times X \rightarrow \{-1, 1\} \) corresponds to the following learning problem with error parameter \( \varepsilon \): an unknown element \( x \in X \) is chosen uniformly at random. A learner tries to learn \( x \) from a stream of samples, \((a_1, b_1), (a_2, b_2), \ldots\), where for every \( i \), \( a_i \in A \) is chosen uniformly at random and \( b_i = M(a_i, x) \) with probability \( 1/2 + \varepsilon \) and \( b_i = -M(a_i, x) \) with probability \( 1/2 - \varepsilon \) (\( 0 < \varepsilon < \frac{1}{2} \)). Assume that \( k, \ell, r \) are such that any submatrix of \( M \) of at least \( 2^{-k} \cdot |A| \) rows and at least \( 2^{-\ell} \cdot |X| \) columns, has a bias of at most \( 2^{-r} \). We show that any learning algorithm for the learning problem corresponding to \( M \), with error parameter \( \varepsilon \), requires either a memory of size at least \( \Omega(k \ell \varepsilon) \), or at least \( 2^{\Omega(r)} \) samples. The result holds even if the learner has an exponentially small success probability (of \( 2^{-\Omega(r)} \)). In particular, this shows that for a large class of learning problems, same as those in [8], any learning algorithm requires either a memory of size at least \( \Omega\left(\frac{\log |X|}{\varepsilon} \cdot \frac{\log |A|}{\varepsilon}\right) \) or an exponential number of noisy samples.

Our proof is based on adapting the arguments in [21, 8] to the noisy case.

1 Introduction

In this work, we study the number of samples needed for learning under noise and memory constraints. The study of the resources needed for learning, under memory constraints was initiated by Shamir [22] and Steinhardt, Valiant and Wager [24], and has been studied...
Memory-Sample Lower Bounds for Learning Parity with Noise

in the streaming setting. In addition to being a natural question in learning theory and complexity theory, lower bounds in this model also have direct applications to bounded storage cryptography \[20, 26, 16, 25, 11, 13, 6, 12\]. \[24\] conjectured that any algorithm for learning parities of size \(n\) (that is, learning \(x \in \{0, 1\}^n\) from a stream of random linear equations in \(\mathbb{F}_2\)) requires either a memory of size \(\Omega(n^2)\) or an exponential number of samples. This conjecture was proven in \[20\] and in follow up works, this was generalized to learning sparse parities in \[16\] and more general learning problems in \[21, 17, 19, 8, 2, 5, 18, 23, 9, 4, 10\].

In this work, we extend this line of work to noisy Boolean function learning problems. In particular, we consider the well-studied problem of learning parity under noise (LPN). In this problem, a learner wants to learn \(x \in \{0, 1\}^n\) from independent and uniformly random linear equations in \(\mathbb{F}_2\) where the right hand sides are obtained by independently flipping the evaluation of an unknown parity function with probability \(\frac{1}{2} - \varepsilon\). Learning Parity with Noise (LPN) is a central problem in Learning and Coding Theory (often referred to as decoding random linear codes) and has been extensively studied. Even without memory constraints, coming up with algorithms for the problem has proven to be challenging and the current state-of-the-art for solving the problem is still the celebrated work of Blum, Kalai and Wasserman \[3\] that runs in time \(2^{O(n/\log \log n)}\). Over time, the hardness of LPN (and its generalization to non-binary finite fields) has been used as a starting point in several hardness results \[14, 7\] and constructing cryptographic primitives \[1\]. On the other hand, lower-bounds for the problem are known only in restricted models such as Statistical Query Learning\(^1\) \[15\].

Learning under noise is at least as hard as learning without noise and thus, memory-sample lower bounds for parity learning \[20\] holds for learning parity under noise too. It is natural to ask – can we get better space lower bounds for learning parities under noise? In this work, we are able to strengthen the memory lower bound to \(\Omega(n^2/\varepsilon)\) for parity learning with noise.

Our results actually extend to a broad class of learning problems under noise. As in \[21\] and follow up works, we represent a learning problem using a matrix. Let \(X, A\) be two finite sets (where \(X\) represents the concept-class that we are trying to learn and \(A\) represents the set of possible samples). Let \(M : A \times X \to \{-1, 1\}\) be a matrix. The matrix \(M\) represents the following learning problem with error parameter \(\varepsilon\) \((0 < \varepsilon < \frac{1}{2})\): An unknown element \(x \in X\) was chosen uniformly at random. A learner tries to learn \(x\) from a stream of samples, \((a_1, b_1), (a_2, b_2)\ldots\), where for every \(i\), \(a_i \in A\) is chosen uniformly at random and \(b_i = M(a_i, x)\) with probability \(\frac{1}{2} + \varepsilon\).

1.1 Our Results

We use extractor-based characterization of the matrix \(M\) to prove our lower bounds, as done in \[8\]. Our main result can be stated as follows (Corollary 19): Assume that \(k, \ell, r\) are such that any submatrix of \(M\) of at least \(2^{-k} \cdot |A|\) rows and at least \(2^{-\ell} \cdot |X|\) columns, has a bias of at most \(2^{-r}\). Then, any learning algorithm for the learning problem corresponding to \(M\) with error parameter \(\varepsilon\) requires either a memory of size at least \(\Omega(k \cdot \ell/\varepsilon)\), or at least \(2^{\Omega(r)}\) samples. Thus, we get an extra factor of \(\frac{1}{2}\) in the space lower bound for all the bounds on learning problems that \[8\] imply, some of which are as follows (see \[8\] for details on why the corresponding matrices satisfy the extractor-based property):

\(^1\) The SQ model does not seem to distinguish between noisy and noiseless variants of parity learning and yields the same lower bound in both cases.
1. **Parities with noise:** A learner tries to learn \( x = (x_1, \ldots, x_n) \in \{0, 1\}^n \) from a stream of random linear equations over \( \mathbb{F}_2 \) which are correct with probability \( \frac{1}{2} + \varepsilon \) and flipped with probability \( \frac{1}{2} - \varepsilon \). Any learning algorithm requires either a memory of size \( \Omega(n^2/\varepsilon) \) or an exponential number of samples.

2. **Sparse parities with noise:** A learner tries to learn \( x = (x_1, \ldots, x_n) \in \{0, 1\}^n \) of sparsity \( \ell \), from (a stream of) random linear equations over \( \mathbb{F}_2 \) which are correct with probability \( \frac{1}{2} + \varepsilon \) and flipped with probability \( \frac{1}{2} - \varepsilon \). Any learning algorithm requires:
   a. Assuming \( \ell \leq n/2 \): either a memory of size \( \Omega(n \cdot \ell/\varepsilon) \) or \( 2^\Omega(\ell) \) samples.
   b. Assuming \( \ell \leq n^{0.99} \): either a memory of size \( \Omega(n \cdot \ell^{0.99}/\varepsilon) \) or \( \ell^{\Omega(\ell)} \) samples.

3. **Learning from noisy sparse linear equations:** A learner tries to learn \( x = (x_1, \ldots, x_n) \in \{0, 1\}^n \), from (a stream of) random sparse linear equations, of sparsity \( \ell \), over \( \mathbb{F}_2 \), which are correct with probability \( \frac{1}{2} + \varepsilon \) and flipped with probability \( \frac{1}{2} - \varepsilon \). Any learning algorithm requires:
   a. Assuming \( \ell \leq n/2 \): either a memory of size \( \Omega(n \cdot \ell/\varepsilon) \) or \( 2^\Omega(\ell) \) samples.
   b. Assuming \( \ell \leq n^{0.99} \): either a memory of size \( \Omega(n \cdot \ell^{0.99}/\varepsilon) \) or \( \ell^{\Omega(\ell)} \) samples.

4. **Learning from noisy low-degree equations:** A learner tries to learn \( x = (x_1, \ldots, x_n) \in \{0, 1\}^n \), from a stream of random multilinear polynomial equations of degree at most \( d \), over \( \mathbb{F}_2 \), which are correct with probability \( \frac{1}{2} + \varepsilon \) and flipped with probability \( \frac{1}{2} - \varepsilon \). We prove that if \( d \leq 0.99 \cdot n \), any learning algorithm requires either a memory of size \( \Omega \left( \frac{n \cdot 1}{\ell^2/\varepsilon^2} \right) \) or \( 2^{\Omega(n/d)} \) samples (where \( \frac{n \cdot 1}{\ell^2/\varepsilon^2} \) is chosen uniformly at random and \( \sum_{a \leq d} \frac{n \cdot 1}{\ell^2/\varepsilon^2} \).

5. **Low-degree polynomials with noise:** A learner tries to learn an \( n' \)-variate multilinear polynomial \( p \) of degree at most \( d \) over \( \mathbb{F}_2 \), from a stream of random evaluations of \( p \) over \( \mathbb{F}_2' \), which are correct with probability \( \frac{1}{2} + \varepsilon \) and flipped with probability \( \frac{1}{2} - \varepsilon \). We prove that if \( d \leq 0.99 \cdot n' \), any learning algorithm requires either a memory of size \( \Omega \left( \frac{n' \cdot 1}{\ell^2/\varepsilon^2} \right) \) or \( 2^{\Omega(n'/d)} \) samples.

### 1.2 Techniques

Our proof follows the proof of [21, 8] very closely and builds on that proof. We extend the extractor-based result of [8] to the noisy case and a straightforward adaptation to its proof gives the stronger lower bound for the noisy case (which reflects on the strength of the current techniques). The main contribution of this paper is not a technical one but establishing stronger space lower bounds for a well-studied problem of learning parity with noise, using the current techniques.

### 1.3 Discussion and Open Problem

Let’s look at a space upper bound for the problem of learning parity with noise, that is, a learner tries to learn \( x \in \{0, 1\}^n \) from a stream of samples of the form \((a, b)\), where \( a \in \{0, 1\}^n \) is chosen uniformly at random and \( b = a \cdot x \) with probability \( \frac{1}{2} + \varepsilon \) and \( b = 1 - a \cdot x \) with probability \( \frac{1}{2} - \varepsilon \) (here, \( a \cdot x \) represents the inner product of \( a \) and \( x \) in \( \mathbb{F}_2 \), that is, \( a \cdot x = \sum_{i=1}^{n} a_i x_i \mod 2 \)).

**Upper Bound**

Consider the following algorithm \( A \): Store the first \( m = \Theta(n/\varepsilon^2) \) samples. Check for every \( x' \in \{0, 1\}^n \), if for at least \( (\frac{1}{2} + \varepsilon) \) fraction of the samples \((a_1, b_1), \ldots, (a_m, b_m)\), \( a_i \cdot x' \) agrees with \( b_i \). Output the first \( x' \) that satisfies the check. In expectation, \( a_i \cdot x \) would agree with \( b_i \) for \( (\frac{1}{2} + \varepsilon) \) fraction of the samples, and otherwise for \( x' \neq x \), in expectation, \( a_i \cdot x' \) would agree with \( b_i \) for \( (\frac{1}{2} + \varepsilon) \) fraction of the samples, which implies an upper bound of \( O(n/\varepsilon^2) \) samples.
agree with \( b \) for half the samples. Therefore, for large enough \( n \), using Chernoff bound and a union bound, with high probability \((1-o(1))\) over the \( m \) samples, \( x' \) satisfies the check if and only if \( x' = x \), and \( A \) outputs the correct answer under such an event. \( A \) uses \( O(n/\varepsilon^2) \) samples and \( O(n^2/\varepsilon^2) \) bits of space.

In this paper, we prove that any algorithm that learns parity with noise from a stream of samples (as defined above) requires \( \Omega(n^2/\varepsilon) \) bits of space or exponential number of samples. Improving the lower bound to match the upper bound (or vice versa) is a fascinating open problem and we conjecture that the upper bound is tight. As each sample gives at most \( o(1) \) bits of information about \( x \), we can at least show that a learning algorithm requires \( O(n/\varepsilon^2) \) samples to learn \( x \) (which corresponds to using \( O(n^2/\varepsilon^2) \) bits of space if each sample is stored).

\( \blacktriangleright \) **Conjecture 1.** Any learner that tries to learn \( x \in \{0,1\}^n \) from a stream of samples of the form \((a,b)\), where \( a \in \{0,1\}^n \) is chosen uniformly at random and \( b = a \cdot x \) with probability \( \frac{1}{2} + \varepsilon \) and \( b = 1 - a \cdot x \) with probability \( \frac{1}{2} - \varepsilon \), requires either \( \Omega(n^2/\varepsilon^2) \) bits of memory or \( 2^{\Omega(n)} \) samples.

The proof of the conjecture, if true, would lead to new technical insights (beyond extractor-based techniques) into proving time-space (or memory-sample) lower bounds for learning problems.

### 1.4 Outline of the Paper

In Section 2, we establish certain notations and definitions, which are borrowed from [21, 8]. We give a proof overview in Section 3 and prove the main theorem in Section 4.

### 2 Preliminaries

Denote by \( U_X : X \to \mathbb{R}^+ \) the uniform distribution over \( X \). Denote by \( \log \) the logarithm to base 2. For a random variable \( Z \) and an event \( E \), we denote by \( \mathbb{P}_Z \) the distribution of the random variables \( Z \), and we denote by \( \mathbb{P}_{Z|E} \) the distribution of the random variable \( Z \) conditioned on the event \( E \).

**Viewing a Learning Problem, with error \( \frac{1}{2} - \varepsilon \), as a Matrix**

Let \( X, A \) be two finite sets of size larger than 1. Let \( n = \log_2 |X| \) and \( n' = \log_2 |A| \).

Let \( M : A \times X \to \{-1,1\} \) be a matrix. The matrix \( M \) corresponds to the following learning problem with error parameter \( \varepsilon \) \((0 < \varepsilon < \frac{1}{2})\). There is an unknown element \( x \in X \) that was chosen uniformly at random. A learner tries to learn \( x \) from samples \((a, b)\), where \( a \in A \) is chosen uniformly at random, and \( b = M(a, x) \) with probability \( \frac{1}{2} + \varepsilon \) and \( b = -M(a, x) \) with probability \( \frac{1}{2} - \varepsilon \). That is, the learning algorithm is given a stream of samples, \((a_1, b_1), (a_2, b_2), \ldots\), where each \( a_i \) is uniformly distributed, and \( b_i = M(a_i, x) \) with probability \( \frac{1}{2} + \varepsilon \) and \( b_i = -M(a_i, x) \) with probability \( \frac{1}{2} - \varepsilon \).

**Norms and Inner Products**

Let \( p \geq 1 \). For a function \( f : X \to \mathbb{R} \), denote by \( \|f\|_p \) the \( \ell_p \) norm of \( f \), with respect to the uniform distribution over \( X \), that is:

\[
\|f\|_p = \left( \mathbb{E}_{x \in X} |f(x)|^p \right)^{1/p}.
\]
For two functions $f, g : X \to \mathbb{R}$, define their inner product with respect to the uniform distribution over $X$ as

$$\langle f, g \rangle = \mathbb{E}_{x \in \Omega} [f(x) \cdot g(x)].$$

For a matrix $M : A \times X \to \mathbb{R}$ and a row $a \in A$, we denote by $M_a : X \to \mathbb{R}$ the function corresponding to the $a$-th row of $M$. Note that for a function $f : X \to \mathbb{R}$, we have $\langle M_a, f \rangle = \frac{\langle M, f \rangle_a}{|A|}$. Here, $M \cdot f$ represents the matrix multiplication of $M$ with $f$.

$L_2$-Extractors and $L_\infty$-Extractors

- **Definition 2** ($L_2$-Extractor). Let $X, A$ be two finite sets. A matrix $M : A \times X \to \{-1, 1\}$ is a $(k, \ell)$-$L_2$-Extractor with error $2^{-\ell}$, if for every non-negative $f : X \to \mathbb{R}$ with $\|f\|_2 \leq 2^\ell$ there are at most $2^{-k} \cdot |A|$ rows $a$ in $A$ with

$$\left| \langle M_a, f \rangle \right| \geq 2^{-\ell} \cdot \|f\|_1.$$

Let $\Omega$ be a finite set. We denote a distribution over $\Omega$ as a function $f : \Omega \to \mathbb{R}^+$ such that $\sum_{x \in \Omega} f(x) = 1$. We say that a distribution $f : \Omega \to \mathbb{R}^+$ has min-entropy $k$ if for all $x \in \Omega$, we have $f(x) \leq 2^{-k}$.

- **Definition 3** ($L_\infty$-Extractor). Let $X, A$ be two finite sets. A matrix $M : A \times X \to \{-1, 1\}$ is a $(k, t \sim r)$-$L_\infty$-Extractor if for every distribution $p_a : X \to \mathbb{R}^+$ with min-entropy at least $(\log(|X|) - \ell)$ and every distribution $p_a : A \to \mathbb{R}^+$ with min-entropy at least $(\log(|A|) - k)$,

$$\left| \sum_{a' \in A} \sum_{x' \in X} p_a(a') \cdot p_x(x') \cdot M(a', x') \right| \leq 2^{-r}.$$

Branching Program for a Learning Problem

In the following definition, we model the learner for the learning problem that corresponds to the matrix $M$, by a branching program, as done by previous papers starting with [20].

- **Definition 4**. Branching Program for a Learning Problem: A branching program of length $m$ and width $d$, for learning, is a directed (multi) graph with vertices arranged in $m + 1$ layers containing at most $d$ vertices each. In the first layer, that we think of as layer 0, there is only one vertex, called the start vertex. A vertex of outdegree 0 is called a leaf. All vertices in the last layer are leaves (but there may be additional leaves). Every non-leaf vertex in the program has 2$|A|$ outgoing edges, labeled by elements $(a, b) \in A \times \{-1, 1\}$, with exactly one edge labeled by each such $(a, b)$, and all these edges going into vertices in the next layer. Each leaf $v$ in the program is labeled by an element $\hat{x}(v) \in X$, that we think of as the output of the program on that leaf.

- **Computation-Path**: The samples $(a_1, b_1), \ldots, (a_m, b_m) \in A \times \{-1, 1\}$ that are given as input, define a computation-path in the branching program, by starting from the start vertex and following at step $t$ the edge labeled by $(a_t, b_t)$, until reaching a leaf. The program outputs the label $\hat{x}(v)$ of the leaf $v$ reached by the computation-path.

- **Success Probability**: The success probability of the program is the probability that $\hat{x} = x$, where $\hat{x}$ is the element that the program outputs, and the probability is over $x, a_1, \ldots, a_m, b_1, \ldots, b_m$ (where $x$ is uniformly distributed over $X$ and $a_1, \ldots, a_m$ are uniformly distributed over $A$, and for every $t$, $b_t = M_1(a, x)$ with probability $\frac{1}{2} + \varepsilon$ and $-M_1(a, x)$ with probability $\frac{1}{2} - \varepsilon$).
A learning algorithm, using $m$ samples and a memory of $s$ bits, can be modeled as a branching program\(^2\) of length $m$ and width $2^{O(s)}$. Thus, we will focus on proving width-length tradeoffs for any branching program that learns an extractor-based learning problem with noise, and such tradeoffs would translate into memory-sample tradeoffs for the learning algorithms.

### 3 Overview of the Proof

The proof adapts the extractor-based time-space lower bound of [8] to the noisy case, which in turn built on [21] that gave a general technique for proving memory-samples lower bounds. We recall the arguments in [21, 8] for convenience.

Assume that $M$ is a $(k', \ell')$-L$_2$-extractor with error $2^{-r'}$, and let $r = \min\{k', \ell', r'\}$. Let $B$ be a branching program for the noisy learning problem that corresponds to the matrix $M$. We want to prove that $B$ has at least $2^{\Omega(r)}$ length or requires at least $2^{\Omega(k' \ell' \varepsilon)}$ width (that is, any learning algorithm solving the learning problem corresponding to the matrix $M$ with error parameter $\varepsilon$, requires either $\Omega(k' \ell' \varepsilon)$ memory or exponential number of samples). Assume for a contradiction that $B$ is of length $m = 2^c r$ and width $d = 2^{c \ell' \varepsilon}$, where $c > 0$ is a small constant.

We define the truncated-path, $\mathcal{T}$, to be the same as the computation-path of $B$, except that it sometimes stops before reaching a leaf. Roughly speaking, $\mathcal{T}$ stops before reaching a leaf if certain “bad” events occur. Nevertheless, we show that the probability that $\mathcal{T}$ stops before reaching a leaf is negligible, so we can think of $\mathcal{T}$ as almost identical to the computation-path.

For a vertex $v$ of $B$, we denote by $E_v$ the event that $\mathcal{T}$ reaches the vertex $v$. We denote by $\Pr(v) = \Pr(E_v)$ the probability for $E_v$ (where the probability is over $x, a_1, \ldots, a_m, b_1, \ldots, b_m$), and we denote by $P_{x|v} = P_{x|E_v}$ the distribution of the random variable $x$ conditioned on the event $E_v$. Similarly, for an edge $e$ of the branching program $B$, let $E_e$ be the event that $\mathcal{T}$ traverses the edge $e$. Denote, $\Pr(e) = \Pr(E_e)$, and $P_{x|e} = P_{x|E_e}$.

A vertex $v$ of $B$ is called significant if
\[
\|P_{x|v}\|_2 > 2^{\ell'} \cdot 2^{-n}.
\]

Roughly speaking, this means that conditioning on the event that $\mathcal{T}$ reaches the vertex $v$, a non-negligible amount of information is known about $x$. In order to guess $x$ with a non-negligible success probability, $\mathcal{T}$ must reach a significant vertex. Lemma 6 shows that the probability that $\mathcal{T}$ reaches any significant vertex is negligible, and thus the main result follows.

To prove Lemma 6, we show that for every fixed significant vertex $s$, the probability that $\mathcal{T}$ reaches $s$ is at most $2^{-\Omega(k' \ell' / \varepsilon)}$ (which is smaller than one over the number of vertices in $B$). Hence, we can use a union bound to prove the lemma.

The proof that the probability that $\mathcal{T}$ reaches $s$ is extremely small is the main part of the proof. To that end, we use the following functions to measure the progress made by the branching program towards reaching $s$.

\(^2\) The lower bound holds for randomized learning algorithms because a branching program is a non-uniform model of computation, and we can fix a good randomization for the computation without affecting the width.
Let $L_i$ be the set of vertices $v$ in layer-$i$ of $B$, such that $Pr(v) > 0$. Let $\Gamma_i$ be the set of edges $e$ from layer-$(i - 1)$ of $B$ to layer-$i$ of $B$, such that $Pr(e) > 0$. Let

$$Z_i = \sum_{v \in L_i} Pr(v) \cdot \langle P_{x[v]}, P_{x[s]} \rangle^{k'/2\varepsilon},$$

$$Z'_i = \sum_{e \in \Gamma_i} Pr(e) \cdot \langle P_{x[e]}, P_{x[s]} \rangle^{k'/2\varepsilon}.$$

We think of $Z_i, Z'_i$ as measuring the progress made by the branching program, towards reaching a state with distribution similar to $P_{x[s]}$.

We show that each $Z_i$ may only be negligibly larger than $Z_{i-1}$. Hence, since it’s easy to calculate that $Z_0 = 2^{-\frac{2\varepsilon}{|E|}k'}$, it follows that $Z_i$ is close to $2^{-\frac{2\varepsilon}{|E|}k'}$, for every $i$. On the other hand, if $s$ is in layer-$i$ then $Z_i$ is at least $\Pr(s) \cdot \langle P_{x[s]}, P_{x[s]} \rangle^{\frac{k'}{2\varepsilon}}$. Thus, $\Pr(s) \cdot \langle P_{x[s]}, P_{x[s]} \rangle^{\frac{k'}{2\varepsilon}}$ cannot be much larger than $2^{-2n \frac{k'}{2\varepsilon}}$. Since $s$ is significant, $\langle P_{x[s]}, P_{x[s]} \rangle^{\frac{k'}{2\varepsilon}} > 2^{(2^{k'} - 2n)\frac{k'}{2\varepsilon}}$ and hence $\Pr(s)$ is at most $2^{-0(\frac{k'}{2\varepsilon})}$.

The proof that $Z_i$ may only be negligibly larger than $Z_{i-1}$ is done in two steps: Claim 17 shows by a simple convexity argument that $Z_i \leq Z'_i$. The hard part, that is done in Claim 15 and Claim 16, is to prove that $Z'_i$ may only be negligibly larger than $Z_{i-1}$.

For this proof, we define for every vertex $v$, the set of edges $\Gamma_{out}(v)$ that are going out of $v$, such that $Pr(v) > 0$. Claim 15 shows that for every vertex $v$,

$$\sum_{e \in \Gamma_{out}(v)} Pr(e) \cdot \langle P_{x[e]}, P_{x[s]} \rangle^{k'/2\varepsilon}$$

may only be negligibly higher than

$$Pr(v) \cdot \langle P_{x[v]}, P_{x[s]} \rangle^{k'/2\varepsilon}.$$

For the proof of Claim 15, which is the hardest proof in the paper, we follow [21, 8] and consider the function $P_{x[v]} \cdot P_{x[s]}$. We first show how to bound $\|P_{x[v]} \cdot P_{x[s]}\|_2$. We then consider two cases: If $\|P_{x[v]} \cdot P_{x[s]}\|_1$ is negligible, then $\langle P_{x[v]}, P_{x[s]} \rangle^{k'/2\varepsilon}$ is negligible and doesn’t contribute much, and we show that for every $e \in \Gamma_{out}(v)$, $\langle P_{x[e]}, P_{x[s]} \rangle^{k'/2\varepsilon}$ is also negligible and doesn’t contribute much. If $\|P_{x[v]} \cdot P_{x[s]}\|_1$ is non-negligible, we use the bound on $\|P_{x[v]} \cdot P_{x[s]}\|_2$ and the assumption that $M$ is a $(k', \ell')$-$L_2$-extractor to show that for almost all edges $e \in \Gamma_{out}(v)$, we have that $\langle P_{x[e]}, P_{x[s]} \rangle^{k'/2\varepsilon}$ is very close to $\langle P_{x[v]}, P_{x[s]} \rangle^{k'/2\varepsilon}$. Only an exponentially small ($2^{-k'}$) fraction of edges are “bad” and give a significantly larger $\langle P_{x[e]}, P_{x[s]} \rangle^{k'/2\varepsilon}$. In the noiseless case, any “bad” edge can increase $\langle P_{x[v]}, P_{x[s]} \rangle$ by a factor of 2 in the worst case, and hence [8] raised $\langle P_{x[v]}, P_{x[s]} \rangle$ and $\langle P_{x[e]}, P_{x[s]} \rangle$ to the power of $k'$, as it is the largest power for which the contribution of the “bad” edges is still small (as their fraction is $2^{-k'}$). But in the noisy case, any “bad” edge can increase $\langle P_{x[v]}, P_{x[s]} \rangle$ by a factor of at most $(1 + 2\varepsilon)$ in the worst case, and thus, we can afford to raise $\langle P_{x[v]}, P_{x[s]} \rangle$ and $\langle P_{x[e]}, P_{x[s]} \rangle$ to the power of $k'/2\varepsilon$. This is where our proof differs from that of [8].

This outline oversimplifies many details. To make the argument work, we force $T$ to stop at significant vertices and whenever $P_{x[v]}(x)$ is large, that is, at significant values, as done in previous papers. And we force $T$ to stop before traversing some edges, that are so “bad” that their contribution to $Z'_i$ is huge and they cannot be ignored. We show that the total probability that $T$ stops before reaching a leaf is negligible.
4 Main Result

Theorem 5. Let \( \frac{1}{100} < c < \frac{\ln 2}{2} \). Fix \( \gamma \) to be such that \( \frac{3\gamma}{\ln 2} < \gamma^2 < 1 \). Let \( X, A \) be two finite sets. Let \( n = \log_2 |X| \). Let \( M : A \times X \to \{-1, 1\} \) be a matrix which is a \((k', \ell')\)-\(L_2\)-extractor with error \( 2^{-r'} \), for sufficiently large\(^3\) \( k', \ell' \) and \( r' \), where \( \ell' \leq n \). Let

\[
r := \min \left\{ \frac{k'}{2}, \frac{(1-\gamma)k'}{2}, \frac{(1-\gamma)k'}{2} - 1 \right\}.
\]

Let \( B \) be a branching program, of length at most \( 2^r \) and width at most \( 2^{c-k'}\ell'/\varepsilon \), for the learning problem that corresponds to the matrix \( M \) with error parameter \( \varepsilon \). Then, the success probability of \( B \) is at most \( O(2^{-r}) \).

Proof. We recall the proof in [8, 21] and adapt it to the noisy case. Let

\[
k := \frac{\gamma \ln 2}{2\varepsilon} k'
\]
and
\[
\ell := \gamma \ell'/3.
\]

Our proof differs from [8] starting with Claim 10, which allows us to set \( k \) to a larger value of \( \frac{\gamma \ln 2}{2\varepsilon} k' \) instead of \( \gamma (\ln 2) k' \) as set in [8]. Note that by the assumption that \( k', \ell' \) and \( r' \) are sufficiently large, we get that \( k, \ell \) and \( r \) are also sufficiently large. Since \( \ell' \leq n \), we have \( \ell + r \leq 2 \ell' + \frac{1-\gamma k'}{2} \leq \frac{\ell'}{2} \leq \frac{n}{2} \). Thus,

\[
r < n/2 - \ell.
\]

Let \( B \) be a branching program of length \( m = 2^r \) and width\(^4\) \( d = 2^{c-k'}\ell'/\varepsilon \) for the learning problem that corresponds to the matrix \( M \) with error parameter \( \varepsilon \). We will show that the success probability of \( B \) is at most \( O(2^{-r}) \).

4.1 The Truncated-Path and Additional Definitions and Notation

We will define the truncated-path, \( T \), to be the same as the computation-path of \( B \), except that it sometimes stops before reaching a leaf. Formally, we define \( T \), together with several other definitions and notations, by induction on the layers of the branching program \( B \).

Assume that we already defined the truncated-path \( T \), until it reaches layer-i of \( B \). For a vertex \( v \) in layer-i of \( B \), let \( E_v \) be the event that \( T \) reaches the vertex \( v \). For simplicity, we denote by \( \Pr(v) = \Pr(E_v) \) the probability for \( E_v \) (where the probability is over \( x, a_1, \ldots, a_m, b_1, \ldots, b_n \)), and we denote by \( \mathbb{P}_{x|v} = \mathbb{P}_{x|E_v} \) the distribution of the random variable \( x \) conditioned on the event \( E_v \).

There will be three cases in which the truncated-path \( T \) stops on a non-leaf \( v \):

1. If \( v \) is a, so called, significant vertex, where the \( \ell_2 \) norm of \( \mathbb{P}_{x|v} \) is non-negligible.
   (Intuitively, this means that conditioned on the event that \( T \) reaches \( v \), a non-negligible amount of information is known about \( x \).)

2. If \( \mathbb{P}_{x|v}(x) \) is non-negligible. (Intuitively, this means that conditioned on the event that \( T \) reaches \( v \), the correct element \( x \) could have been guessed with a non-negligible probability).

3. If \( (M \cdot \mathbb{P}_{x|v})(a_{i+1}) \) is non-negligible. (Intuitively, this means that \( T \) is about to traverse a “bad” edge, which is traversed with a non-negligibly higher or lower probability than probability of traversal under uniform distribution on \( x \)).

Next, we describe these three cases more formally.

\(^{3}\) By “sufficiently large” we mean that \( k', \ell', r' \) are larger than some constant that depends on \( \gamma \).

\(^{4}\) width lower bound is vacuous for \( \varepsilon < 2^{-r/2} \) as regardless of the width, \( \Omega(n/\varepsilon^2) > 2^r \) samples are needed to learn.
Significant Vertices
We say that a vertex $v$ in layer-$i$ of $B$ is significant if
\[ \|p_{x|v}\|_2 > 2^f \cdot 2^{-n}. \]

Significant Values
Even if $v$ is not significant, $p_{x|v}$ may have relatively large values. For a vertex $v$ in layer-$i$ of $B$, denote by $\text{Sig}(v)$ the set of all $x' \in X$, such that,
\[ p_{x|v}(x') > 2^{2f+2r} \cdot 2^{-n}. \]

Bad Edges
For a vertex $v$ in layer-$i$ of $B$, denote by $\text{Bad}(v)$ the set of all $\alpha \in A$, such that,
\[ |(M \cdot p_{x|v})(\alpha)| \geq 2^{-r'}. \]

The Truncated-Path $\mathcal{T}$
We define $\mathcal{T}$ by induction on the layers of the branching program $B$. Assume that we already defined $\mathcal{T}$ until it reaches a vertex $v$ in layer-$i$ of $B$. The path $\mathcal{T}$ stops on $v$ if (at least) one of the following occurs:
1. $v$ is significant.
2. $x \in \text{Sig}(v)$.
3. $a_{i+1} \in \text{Bad}(v)$.
4. $v$ is a leaf.
Otherwise, $\mathcal{T}$ proceeds by following the edge labeled by $(a_{i+1}, b_{i+1})$ (same as the computational-path).

4.2 Proof of Theorem 5
Since $\mathcal{T}$ follows the computation-path of $B$, except that it sometimes stops before reaching a leaf, the success probability of $B$ is bounded (from above) by the probability that $\mathcal{T}$ stops before reaching a leaf, plus the probability that $\mathcal{T}$ reaches a leaf $v$ and $\bar{x}(v) = x$.

The main lemma needed for the proof of Theorem 5 is Lemma 6 that shows that the probability that $\mathcal{T}$ reaches a significant vertex is at most $O(2^{-r})$.

Lemma 6. The probability that $\mathcal{T}$ reaches a significant vertex is at most $O(2^{-r})$.

Lemma 6 is proved in Section 4.3. We will now show how the proof of Theorem 5 follows from that lemma.

Claim 7. If $v$ is a non-significant vertex of $B$ then
\[ \Pr_x[x \in \text{Sig}(v) \mid E_v] \leq 2^{-2r}. \]
Claim 8. If \( v \) is a non-significant vertex of \( B \) then
\[
\Pr_{\epsilon} \left[ a_{i+1} \in \text{Bad}(v) \right] \leq 2^{-2r}.
\]

We can now use Lemma 6, Claim 7 and Claim 8 to prove that the probability that \( T \) stops before reaching a leaf is at most \( O(2^{-r}) \). Lemma 6 shows that the probability that \( T \) reaches a significant vertex and hence stops because of the first reason, is at most \( O(2^{-r}) \). Assuming that \( T \) doesn’t reach any significant vertex (in which case it would have stopped because of the first reason), Claim 7 shows that in each step, the probability that \( T \) stops because of the second reason, is at most \( 2^{-2r} \). Taking a union bound over the \( m = 2^r \) steps, the total probability that \( T \) stops because of the second reason, is at most \( 2^{-r} \). In the same way, assuming that \( T \) doesn’t reach any significant vertex (in which case it would have stopped because of the first reason), Claim 8 shows that in each step, the probability that \( T \) stops because of the third reason, is at most \( 2^{-2r} \). Again, taking a union bound over the \( 2^r \) steps, the total probability that \( T \) stops because of the third reason, is at most \( 2^{-r} \). Thus, the total probability that \( T \) stops (for any reason) before reaching a leaf is at most \( O(2^{-r}) \).

Recall that if \( T \) doesn’t stop before reaching a leaf, it just follows the computation-path of \( B \). Recall also that by Lemma 6, the probability that \( T \) reaches a significant leaf is at most \( O(2^{-r}) \). Thus, to bound (from above) the success probability of \( B \) by \( O(2^{-r}) \), it remains to bound the probability that \( T \) reaches a non-significant vertex \( v \) and then \( \tilde{x}(v) = x \). Claim 9 shows that for any non-significant leaf \( v \), conditioned on the event that \( T \) reaches \( v \), the probability for \( \tilde{x}(v) = x \) is at most \( 2^{-r} \), which completes the proof of Theorem 5.

Claim 9. If \( v \) is a non-significant leaf of \( B \) then
\[
\Pr[\tilde{x}(v) = x \mid E_v] \leq 2^{-r}.
\]

Refer to Appendix A for the proof (proved as in [8]). This completes the proof of Theorem 5.

### 4.3 Proof of Lemma 6

**Proof.** We need to prove that the probability that \( T \) reaches any significant vertex is at most \( O(2^{-r}) \). Let \( s \) be a significant vertex of \( B \). We will bound from above the probability that \( T \) reaches \( s \), and then use a union bound over all significant vertices of \( B \). Interestingly, the upper bound on the width of \( B \) is used only in the union bound.

**The Distributions \( \mathbb{P}_{x|v} \) and \( \mathbb{P}_{x|e} \)**

Recall that for a vertex \( v \) of \( B \), we denote by \( E_v \) the event that \( T \) reaches the vertex \( v \). For simplicity, we denote by \( \Pr(v) = \Pr(E_v) \) the probability for \( E_v \) (where the probability is over \( x, a_1, \ldots, a_m, b_1, \ldots, b_m \)), and we denote by \( \mathbb{P}_{x|v} = \mathbb{P}_{x|E_v} \) the distribution of the random variable \( x \) conditioned on the event \( E_v \).

Similarly, for an edge \( e \) of the branching program \( B \), let \( E_e \) be the event that \( T \) traverses the edge \( e \). Denote, \( \Pr(e) = \Pr(E_e) \) (where the probability is over \( x, a_1, \ldots, a_m, b_1, \ldots, b_m \)), and \( \mathbb{P}_{x|e} = \mathbb{P}_{x|E_e} \).

Claim 10. For any edge \( e = (v, u) \) of \( B \), labeled by \((a, b)\), such that \( \Pr(e) > 0 \), for any \( x' \in X \),
\[
\mathbb{P}_{x|e}(x') = \begin{cases} 
0 & \text{if } x' \in \text{Sig}(v) \\
\mathbb{P}_{x|v}(x')(1 + 2\epsilon) \cdot c_e^{-1} & \text{if } x' \notin \text{Sig}(v) \text{ and } M(a, x') = b \\
\mathbb{P}_{x|v}(x')(1 - 2\epsilon) \cdot c_e^{-1} & \text{if } x' \notin \text{Sig}(v) \text{ and } M(a, x') \neq b 
\end{cases}
\]
where \( c_e \) is a normalization factor that satisfies,

\[
c_e \geq 1 - 4 \cdot 2^{-2r}.
\]

Proof. Let \( e = (v, u) \) be an edge of \( B \), labeled by \((a, b)\), and such that \( \Pr(e) > 0 \). Since \( \Pr(e) > 0 \), the vertex \( v \) is not significant (as otherwise \( T \) always stops on \( v \) and hence \( \Pr(e) = 0 \)). Also, since \( \Pr(e) > 0 \), we know that \( a \not\in \text{Bad}(v) \) (as otherwise \( T \) never traverses \( e \) and hence \( \Pr(e) = 0 \)).

If \( T \) reaches \( v \), it traverses the edge \( e \) if and only if: \( x \not\in \text{Sig}(v) \) (as otherwise \( T \) stops on \( v \)) and \( a_{i+1} = a, b_{i+1} = b \). Therefore, by Bayes’ rule, for any \( x' \in X \),

\[
\Pr(x \mid \text{Sig}(v)) = \begin{cases} 0 & \text{if } x' \in \text{Sig}(v) \\ \Pr(x'(1+2\varepsilon) \cdot c_e^{-1} & \text{if } x' \not\in \text{Sig}(v) \quad \text{and } \quad M(a, x') = b \\ \Pr(x'(1-2\varepsilon) \cdot c_e^{-1} & \text{if } x' \not\in \text{Sig}(v) \quad \text{and } \quad M(a, x') \neq b 
\end{cases}
\]

where \( c_e \) is a normalization factor, given by

\[
c_e = \sum_{\{x' : x' \not\in \text{Sig}(v) \land M(a, x') = b\}} \Pr(x'(1+2\varepsilon)) + \sum_{\{x' : x' \not\in \text{Sig}(v) \land M(a, x') \neq b\}} \Pr(x'(1-2\varepsilon))
\]

\[
= (1+2\varepsilon) \cdot \Pr(x \not\in \text{Sig}(v)) \land (M(a, x) = b) \mid E_v \\
+ (1-2\varepsilon) \cdot \Pr(x \not\in \text{Sig}(v)) \land (M(a, x) \neq b) \mid E_v.
\]

Since \( v \) is not significant, by Claim 7,

\[
\Pr_x[x \in \text{Sig}(v) \mid E_v] \leq 2^{-2r}.
\]

Since \( a \not\in \text{Bad}(v) \),

\[
\left| \Pr_x[M(a, x) = 1 \mid E_v] - \Pr_x[M(a, x) = -1 \mid E_v] \right| = \left| (M \cdot \Pr_x)(a) \right| \leq 2^{-r'},
\]

and hence for every \( b' \in \{-1, 1\} \),

\[
\Pr_x[M(a, x) = b' \mid E_v] \geq \frac{1}{2} - 2^{-r'}.
\]

Hence, by the union bound,

\[
c_e \geq (1+2\varepsilon) \cdot \left( \frac{1}{2} - 2^{-r'} - 2^{-2r} \right) + (1-2\varepsilon) \cdot \left( \frac{1}{2} - 2^{-r'} - 2^{-2r} \right) \geq 1 - 4 \cdot 2^{-2r}
\]

(where the last inequality follows since \( r \leq r'/2 \), by Equation (1)).

**Bounding the Norm of** \( \|P_x\|_2 \)

We will show that \( \|P_x\|_2 \) cannot be too large. Towards this, we will first prove that for every edge \( e \) of \( B \) that is traversed by \( T \) with probability larger than zero, \( \|P_x\|_2 \) cannot be too large. We defer the proofs of the following claims to Appendix A (proved as in [8]).

▷ Claim 11. For any edge \( e \) of \( B \), such that \( \Pr(e) > 0 \),

\[
\|P_x\|_2 \leq 4 \cdot 2^r \cdot 2^{-n}.
\]

▷ Claim 12.

\[
\|P_x\|_2 \leq 4 \cdot 2^r \cdot 2^{-n}.
\]
Similarity to a Target Distribution

Recall that for two functions \( f, g : X \to \mathbb{R}^+ \), we defined

\[
\langle f, g \rangle = \mathbb{E}_{z \in R_X} [f(z) \cdot g(z)].
\]

We think of \( \langle f, g \rangle \) as a measure for the similarity between a function \( f \) and a target function \( g \). Typically \( f, g \) will be distributions.

\[\text{Claim 13.}\]

\[
\langle P_{x|s}, P_{x|s} \rangle > 2^{2\ell} \cdot 2^{-2n}.
\]

Proof. Since \( s \) is significant,

\[
\langle P_{x|s}, P_{x|s} \rangle = \|P_{x|s}\|^2_2 > 2^{2\ell} \cdot 2^{-2n}.
\]

\[\text{Claim 14.}\]

\[
\langle U_X, P_{x|s} \rangle = 2^{-2n},
\]

where \( U_X \) is the uniform distribution over \( X \).

Proof. Since \( P_{x|s} \) is a distribution,

\[
\langle U_X, P_{x|s} \rangle = 2^{-2n}, \sum_{z \in X} P_{x|s}(z) = 2^{-2n}.
\]

Measuring the Progress

For \( i \in \{0, \ldots, m\} \), let \( L_i \) be the set of vertices \( v \) in layer-\( i \) of \( B \), such that \( \Pr(v) > 0 \). For \( i \in \{1, \ldots, m\} \), let \( \Gamma_i \) be the set of edges \( e \) from layer-(\( i - 1 \)) of \( B \) to layer-\( i \) of \( B \), such that \( \Pr(e) > 0 \). Recall that \( k = \frac{4 \ln 2}{\epsilon k'} \) (Equation (2)).

For \( i \in \{0, \ldots, m\} \), let

\[
Z_i = \sum_{v \in L_i} \Pr(v) \cdot \langle P_{x|v}, P_{x|s} \rangle^k.
\]

For \( i \in \{1, \ldots, m\} \), let

\[
Z_i' = \sum_{e \in \Gamma_i} \Pr(e) \cdot \langle P_{x|e}, P_{x|s} \rangle^k.
\]

We think of \( Z_i, Z_i' \) as measuring the progress made by the branching program, towards reaching a state with distribution similar to \( P_{x|s} \).

For a vertex \( v \) of \( B \), let \( \Gamma_{out}(v) \) be the set of all edges \( e \) of \( B \), that are going out of \( v \), such that \( \Pr(e) > 0 \). Note that

\[
\sum_{e \in \Gamma_{out}(v)} \Pr(e) \leq \Pr(v).
\]

(We don’t always have an equality here, since sometimes \( \mathcal{T} \) stops on \( v \).)

The next four claims show that the progress made by the branching program is slow.
\[ \sum_{e \in \Gamma_{out}(v)} \frac{\Pr(e)}{\Pr(v)} \cdot \langle \mathbb{P}_{x|e} \mathbb{P}_{x|s} \rangle^k \leq \langle \mathbb{P}_{x|v} \mathbb{P}_{x|s} \rangle^k \cdot (1 + 2^{-r})^k + (2^{-2n+2})^k. \]

Proof. If \( v \) is significant or \( v \) is a leaf, then \( \mathcal{T} \) always stops on \( v \) and hence \( \Gamma_{out}(v) \) is empty and thus the left hand side is equal to zero and the right hand side is positive, so the claim follows trivially. Thus, we can assume that \( v \) is not significant and is not a leaf.

Define \( P : X \rightarrow \mathbb{R}^+ \) as follows. For any \( x' \in X \),

\[
P(x') = \begin{cases} 
0 & \text{if } x' \in \text{Sig}(v) \\
\mathbb{P}_{x|v}(x') & \text{if } x' \notin \text{Sig}(v)
\end{cases}
\]

Note that by the definition of \( \text{Sig}(v) \), for any \( x' \in X \),

\[
P(x') \leq 2^{2\ell+2r} \cdot 2^{-n}.
\] (4)

Define \( f : X \rightarrow \mathbb{R}^+ \) as follows. For any \( x' \in X \),

\[ f(x') = P(x') \cdot \mathbb{P}_{x|s}(x'). \]

By Claim 12 and Equation (4),

\[
\|f\|_2 \leq 2^{2\ell+2r} \cdot 2^{-n} \cdot \|\mathbb{P}_{x|s}\|_2 \leq 2^{2\ell+2r} \cdot 2^{-n} \cdot 4 \cdot 2^\ell \cdot 2^{-n} = 2^{3\ell+2r+2} \cdot 2^{-2n}. \]

By Claim 10, for any edge \( e \in \Gamma_{out}(v) \), labeled by \((a,b)\), for any \( x' \in X \),

\[
\mathbb{P}_{x|e}(x') = \begin{cases} 
\mathbb{P}_{x|v}(x')(1 + 2\varepsilon) \cdot c_e^{-1} & \text{if } x' \in \text{Sig}(v) \\
\mathbb{P}_{x|v}(x')(1 - 2\varepsilon) \cdot c_e^{-1} & \text{if } x' \notin \text{Sig}(v) \text{ and } M(a,x') = b \\
\mathbb{P}_{x|v}(x') & \text{if } x' \notin \text{Sig}(v) \text{ and } M(a,x') \neq b
\end{cases}
\]

where \( c_e \) is a normalization factor that satisfies,

\[ c_e \geq 1 - 4 \cdot 2^{-2r}. \]

Therefore, for any edge \( e \in \Gamma_{out}(v) \), labeled by \((a,b)\), for any \( x' \in X \),

\[
\mathbb{P}_{x|e}(x') \cdot \mathbb{P}_{x|s}(x') = f(x') \cdot (1 + 2\varepsilon \cdot b \cdot M(a,x')) \cdot c_e^{-1}
\]

and hence, we have

\[
\langle \mathbb{P}_{x|e} \mathbb{P}_{x|s} \rangle = \sum_{x' \in X} \mathbb{E}_{x \in \mathbb{X}} [f(x') \cdot (1 + 2\varepsilon \cdot b \cdot M(a,x')) \cdot c_e^{-1}]
\]

\[
= (\|f\|_1 + 2\varepsilon \cdot b \cdot \langle M_a, f \rangle) \cdot c_e^{-1}
\]

\[
< (\|f\|_1 + 2\varepsilon \cdot \langle M_a, f \rangle) \cdot (1 + 2^{-2r+3})
\]

(6)

(where the last inequality holds by the bound that we have on \( c_e \), because we assume that \( k', \ell', r' \) and thus \( r \) are sufficiently large).

We will now consider two cases:

**Case I:** \( \|f\|_1 < 2^{-2n} \). In this case, we bound \( \|M_a, f\| \leq \|f\|_1 \) (since \( f \) is non-negative and the entries of \( M_a \) are in \([-1,1]\)) and \( (1 + 2^{-2r+3}) < 2 \) (since we assume that \( k', \ell', r' \) and thus \( r \) are sufficiently large) and obtain for any edge \( e \in \Gamma_{out}(v) \),

\[
\langle \mathbb{P}_{x|e} \mathbb{P}_{x|s} \rangle < 4 \cdot 2^{-2n}.
\]

Since \( \sum_{e \in \Gamma_{out}(v)} \frac{\Pr(e)}{\Pr(v)} \leq 1 \), Claim 15 follows, as the left hand side of the claim is smaller than the second term on the right hand side.
Case II: $\|f\|_1 \geq 2^{-2n}$. For every $a \in A$, define

$$t(a) = \frac{|\langle M_a, f \rangle|}{\|f\|_1}.$$  

By Equation (6),

$$\langle \mathbb{P}_{x|c}, \mathbb{P}_{x|s} \rangle^k < \|f\|_1^k \cdot (1 + 2\varepsilon \cdot t(a))^k \cdot (1 + 2^{-2r+3})^k.$$  

(7)

Note that by the definitions of $P$ and $f$,

$$\|f\|_1 = \mathbb{E}_{x' \in \mathbb{R}^X}[f(x')] = \langle P, \mathbb{P}_{x|s} \rangle \leq \langle \mathbb{P}_{x|v}, \mathbb{P}_{x|s} \rangle.$$  

Note also that for every $a \in A$, there is at most one edge $e_{(a, 1)} \in \Gamma_{out}(v)$, labeled by $(a, 1)$, and at most one edge $e_{(a, -1)} \in \Gamma_{out}(v)$, labeled by $(a, -1)$, and we have

$$\frac{\Pr(e_{(a, 1)})}{\Pr(e)} + \frac{\Pr(e_{(a, -1)})}{\Pr(e)} \leq \frac{1}{|A|},$$

since $\frac{1}{|A|}$ is the probability that the next sample read by the program is $a$. Thus, summing over all $e \in \Gamma_{out}(v)$, by Equation (7),

$$\sum_{e \in \Gamma_{out}(v)} \frac{\Pr(e)}{\Pr(e)} \cdot \langle \mathbb{P}_{x|e}, \mathbb{P}_{x|s} \rangle^k < \langle \mathbb{P}_{x|v}, \mathbb{P}_{x|s} \rangle^k \cdot \mathbb{E}_{a \in \mathbb{R}^A}[(1 + 2\varepsilon \cdot t(a))^k] \cdot (1 + 2^{-2r+3})^k.$$  

(8)

It remains to bound

$$\mathbb{E}_{a \in \mathbb{R}^A}[(1 + 2\varepsilon \cdot t(a))^k],$$

(9)

using the properties of the matrix $M$ and the bounds on the $\ell_2$ versus $\ell_1$ norms of $f$.

By Equation (5), the assumption that $\|f\|_1 \geq 2^{-2n}$, Equation (1) and Equation (2), we get

$$\frac{\|f\|_2}{\|f\|_1} \leq 2^{3\ell+2r+2} \leq 2^r.$$  

Since $M$ is a $(k', \ell')$-$L_2$-extractor with error $2^{-r'}$, there are at most $2^{-k'} \cdot |A|$ rows $a \in A$ with $t(a) = \frac{|\langle M_a, f \rangle|}{\|f\|_1} \geq 2^{-r'}$. We bound the expectation in Equation (9), by splitting the expectation into two sums

$$\mathbb{E}_{a \in \mathbb{R}^A}[(1 + 2\varepsilon \cdot t(a))^k] = \frac{1}{|A|} \cdot \sum_{a : t(a) \leq 2^{-r'}} (1 + 2\varepsilon \cdot t(a))^k + \frac{1}{|A|} \cdot \sum_{a : t(a) > 2^{-r'}} (1 + 2\varepsilon \cdot t(a))^k.$$  

(10)

We bound the first sum in Equation (10) by $(1 + 2\varepsilon \cdot 2^{-r'})^k$. As for the second sum in Equation (10), we know that it is a sum of at most $2^{-k'} \cdot |A|$ elements, and since for every $a \in A$, we have $t(a) \leq 1$, we have

$$\frac{1}{|A|} \cdot \sum_{a : t(a) > 2^{-r'}} (1 + 2\varepsilon \cdot t(a))^k \leq 2^{-k'} \cdot (1 + 2\varepsilon)^k \leq 2^{-k'} \cdot 2^2 \varepsilon \leq 2^{-2r}$$

(where in the last inequality we used Equations (1) and (2)). Overall, using Equation (1) again, we get

$$\mathbb{E}_{a \in \mathbb{R}^A}[(1 + 2\varepsilon \cdot t(a))^k] \leq (1 + 2\varepsilon \cdot 2^{-r'})^k + 2^{-2r} \leq (1 + 2^{-2r})^k + 1.$$  

(11)
Substituting Equation (11) into Equation (8), we obtain
\[
\sum_{c \in \Gamma_{n,\epsilon}(v)} \Pr(c) \cdot \langle \mathbf{P}_{x|v}, \mathbf{P}_{x|s} \rangle^k < \langle \mathbf{P}_{x|v}, \mathbf{P}_{x|s} \rangle^k \cdot (1 + 2^{2r})^{k+1} \cdot (1 + 2^{-2k+3})^k
\]
\[
< \langle \mathbf{P}_{x|v}, \mathbf{P}_{x|s} \rangle^k \cdot (1 + 2^{-r})^k
\]
(where the last inequality uses the assumption that \( r \) is sufficiently large). This completes the proof of Claim 15.

The following three claims use Claim 15 to quantify the progress over the layers and we defer the proofs to Appendix A (proved as in [8]).

\textbf{Claim 16.} For every \( i \in \{1, \ldots, m\} \),
\[
Z_i \leq Z_{i-1} \cdot (1 + 2^{-r})^k + (2^{-2n+2})^k.
\]

\textbf{Claim 17.} For every \( i \in \{1, \ldots, m\} \),
\[
Z_i \leq Z_i'.
\]

\textbf{Claim 18.} For every \( i \in \{1, \ldots, m\} \),
\[
Z_i \leq 2^{4k+2r} \cdot 2^{-2kn}.
\]

\textbf{Proof of Lemma 6}

We can now complete the proof of Lemma 6. Assume that \( s \) is in layer-i of \( B \). By Claim 13,
\[
Z_i \geq \Pr(s) \cdot \langle \mathbf{P}_{x|s}, \mathbf{P}_{x|s} \rangle^k > \Pr(s) \cdot (2^{2k} \cdot 2^{-2n})^k = \Pr(s) \cdot 2^{2k} \cdot 2^{-2kn}.
\]

On the other hand, by Claim 18,
\[
Z_i \leq 2^{4k+2r} \cdot 2^{-2kn}.
\]

Thus, using Equation (1) and Equation (2), we get
\[
\Pr(s) \leq 2^{4k+2r} \cdot 2^{-2kn} \leq \frac{2^{4k+2r}}{2^{-2kn}} = 2^{-2\ln c(k'\ell')/\gamma^2}.
\]

Recall that we assumed that the width of \( B \) is at most \( 2^{k'\ell'/\gamma} \) for some constant \( c \leq \ln 2/3 \), and that the length of \( B \) is at most \( 2^c \). Recall that we fixed \( \gamma \) such that \( \gamma^2 (\ln 2)/3 > c \). Taking a union bound over at most \( 2^c \cdot 2^{k'\ell'/\gamma} \leq 2^{k'} \cdot 2^{k'\ell'/\gamma} \) significant vertices of \( B \), we conclude that the probability that \( T \) reaches any significant vertex is at most \( 2^{-\Omega(k'\ell'/\gamma)} \).

Since we assume that \( k' \) and \( \ell' \) are sufficiently large, \( 2^{-\Omega(k'\ell'/\gamma)} \) is certainly at most \( 2^{-k'} \), which is at most \( 2^{-r} \).

\textbf{Corollary 19.} Let \( X, A \) be two finite sets. Let \( M : A \times X \rightarrow \{-1, 1\} \) be a matrix. Assume that \( k, \ell, r \in \mathbb{N} \) are large enough and such that any submatrix of \( M \) of at least \( 2^{-k} \cdot |A| \) rows and at least \( 2^{-\ell} \cdot |X| \) columns, has a bias of at most \( 2^{-r} \).

Then, any learning algorithm for the learning problem corresponding to \( M \) with error parameter \( \epsilon \), requires either a memory of size at least \( \Omega\left(\frac{k\ell}{\epsilon}\right) \), or at least \( 2^{\Omega(r)} \) samples. The result holds even if the learner has an exponentially small success probability (of \( 2^{-\Omega(r)} \)).

Corollary follows from the equivalence between \( L_2 \)-Extractors and \( L_\infty \)-Extractors (up to constant factors) observed in [8].
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A Omitted Proofs from Section 4

Proof of Claim 7. Since $v$ is not significant,
\[ \mathbf{E}_{x' \sim \mathbb{P}_{x|v}} [\mathbb{P}_{x|v}(x')] = \sum_{x' \in X} [\mathbb{P}_{x|v}(x')]^2 = 2^n \cdot \mathbf{E}_{x' \sim \mathbb{P}_{x|v}} [\mathbb{P}_{x|v}(x')]^2 \leq 2^{2\ell} \cdot 2^{-n}. \]

Hence, by Markov’s inequality,
\[ \Pr_{x' \sim \mathbb{P}_{x|v}} [\mathbb{P}_{x|v}(x') > 2^{2r} \cdot 2^{2\ell} \cdot 2^{-n}] \leq 2^{-2r}. \]

Since conditioned on $E_v$, the distribution of $x$ is $\mathbb{P}_{x|v}$, we obtain
\[ \Pr_x [x \in \text{Sig}(v) \mid E_v] = \Pr_x [\{\mathbb{P}_{x|v}(x) > 2^{2r} \cdot 2^{2\ell} \cdot 2^{-n}\} \mid E_v] \leq 2^{-2r}. \]

Proof of Claim 8. Since $v$ is not significant, $\|\mathbb{P}_{x|v}\|_2 \leq 2^{\ell} \cdot 2^{-n}$. Since $\mathbb{P}_{x|v}$ is a distribution, $\|\mathbb{P}_{x|v}\|_1 = 2^{-n}$. Thus,
\[ \frac{\|\mathbb{P}_{x|v}\|_2}{\|\mathbb{P}_{x|v}\|_1} \leq 2^\ell \leq 2^{r'}. \]

Since $M$ is a $(k', \ell')$-$L_2$-extractor with error $2^{-r'}$, there are at most $2^{-k'} \cdot |A|$ elements $\alpha \in A$ with
\[ \langle M_{\alpha}, \mathbb{P}_{x|v} \rangle \geq 2^{-r'} \cdot \|\mathbb{P}_{x|v}\|_1 = 2^{-r'} \cdot 2^{-n}. \]

The claim follows since $a_{i+1}$ is uniformly distributed over $A$ and since $k' \geq 2r$ (Equation (1)).

Proof of Claim 9. Since $v$ is not significant,
\[ \mathbf{E}_{x' \sim \mathbb{P}_{x|v}} [\mathbb{P}_{x|v}(x')]^2 \leq 2^{2\ell} \cdot 2^{-2n}. \]

Hence, for every $x' \in X$,
\[ \Pr[x = x' \mid E_v] = \mathbb{P}_{x|v}(x') \leq 2^{\ell} \cdot 2^{-n/2} \leq 2^{-r} \]

since $r \leq n/2 - \ell$ (Equation (3)). In particular, $\Pr[\tilde{x}(v) = x \mid E_v] \leq 2^{-r}$. 

\[ \square \]
Proof of Claim 11. Let \( e = (v, u) \) be an edge of \( B \), labeled by \((a, b)\), and such that \( \Pr(e) > 0 \). Since \( \Pr(e) > 0 \), the vertex \( v \) is not significant (as otherwise \( T \) always stops on \( v \) and hence \( \Pr(e) = 0 \)). Thus,

\[
\|P_{x|v}\|_2 \leq 2^e \cdot 2^{-n}.
\]

By Claim 10, for any \( x' \in X \),

\[
P_{x|e}(x') = \begin{cases} 
0 & \text{if } x' \in \text{Sig}(v) \\
P_{x|v}(x')(1 + 2e) \cdot c_e^{-1} & \text{if } x' \notin \text{Sig}(v) \text{ and } M(a, x') = b \\
P_{x|v}(x')(1 - 2e) \cdot c_e^{-1} & \text{if } x' \notin \text{Sig}(v) \text{ and } M(a, x') \neq b
\end{cases}
\]

where \( c_e \) is a normalization factor that satisfies,

\[
c_e \geq 1 - 4 \cdot 2^{-2r} > \frac{1}{2},
\]

(where the last inequality holds because we assume that \( k', \ell', r' \) and thus \( r \) are sufficiently large.) Thus,

\[
\|P_{x|e}\|_2 \leq c_e^{-1} \cdot (1 + 2e) \|P_{x|v}\|_2 \leq 4 \cdot 2^e \cdot 2^{-n}.
\]

Proof of Claim 12. Let \( \Gamma_{in}(s) \) be the set of all edges \( e \) of \( B \), that are going into \( s \), such that \( \Pr(e) > 0 \). Note that

\[
\sum_{e \in \Gamma_{in}(s)} \Pr(e) = \Pr(s).
\]

By the law of total probability, for every \( x' \in X \),

\[
P_{x|s}(x') = \sum_{e \in \Gamma_{in}(s)} \frac{\Pr(e)}{\Pr(e)} \cdot P_{x|e}(x'),
\]

and hence by Jensen’s inequality,

\[
P_{x|s}(x')^2 \leq \sum_{e \in \Gamma_{in}(s)} \frac{\Pr(e)}{\Pr(e)} \cdot ||P_{x|e}||_2^2.
\]

Summing over \( x' \in X \), we obtain,

\[
\|P_{x|s}\|_2^2 \leq \sum_{e \in \Gamma_{in}(s)} \frac{\Pr(e)}{\Pr(e)} \cdot ||P_{x|e}||_2^2.
\]

By Claim 11, for any \( e \in \Gamma_{in}(s) \),

\[
\|P_{x|e}\|_2^2 \leq (4 \cdot 2^e \cdot 2^{-n})^2.
\]

Hence, \( \|P_{x|s}\|_2^2 \leq (4 \cdot 2^e \cdot 2^{-n})^2 \).

Proof of Claim 16. By Claim 15,

\[
Z_i' = \sum_{e \in \Gamma_{i}} \Pr(e) \cdot (||P_{x|e}||_2^{\cdot k}) \leq \sum_{v \in L_{i-1}} \Pr(v) \cdot \sum_{e \in \Gamma_{out}(v)} \frac{\Pr(e)}{\Pr(v)} \cdot (||P_{x|e}||_2^{\cdot k})
\]

\[
\leq \sum_{v \in L_{i-1}} \Pr(v) \cdot \left(||P_{x|e}||_2^{\cdot k} \cdot (1 + 2^{-r})^k + (2^{-2n+2})^k\right)
\]

\[
= Z_{i-1} \cdot (1 + 2^{-r})^k + \sum_{v \in L_{i-1}} \Pr(v) \cdot (2^{-2n+2})^k
\]

\[
\leq Z_{i-1} \cdot (1 + 2^{-r})^k + (2^{-2n+2})^k \]

\[
\leq Z_{i-1} \cdot (1 + 2^{-r})^k + (2^{-2n+2})^k.
\]
Proof of Claim 17. For any $v \in L_i$, let $\Gamma_{in}(v)$ be the set of all edges $e \in \Gamma_i$, that are going into $v$. Note that
\[
\sum_{e \in \Gamma_{in}(v)} \Pr(e) = \Pr(v).
\]
By the law of total probability, for every $v \in L_i$ and every $x' \in X$,
\[
\Pr_{x'}(x') = \sum_{e \in \Gamma_{in}(v)} \Pr(e) \cdot \Pr_{x'}(x'),
\]
and hence
\[
\langle \Pr_{x'}(x'), \Pr_{x'}(x') \rangle \leq \sum_{e \in \Gamma_{in}(v)} \Pr(e) \cdot \langle \Pr_{x'}(x'), \Pr_{x'}(x') \rangle.
\]
Summing over all $v \in L_i$, we get
\[
Z_i = \sum_{v \in L_i} \Pr(v) \cdot \langle \Pr_{x'}(x'), \Pr_{x'}(x') \rangle \leq \sum_{v \in L_i} \Pr(v) \cdot \sum_{e \in \Gamma_{in}(v)} \Pr(e) \cdot \langle \Pr_{x'}(x'), \Pr_{x'}(x') \rangle = \sum_{e \in \Gamma_i} \Pr(e) \cdot \langle \Pr_{x'}(x'), \Pr_{x'}(x') \rangle ^k \leq \langle \Pr_{x'}(x'), \Pr_{x'}(x') \rangle ^k.
\]

Proof of Claim 18. By Claim 14, $Z_0 = (2^{-2n})^k$. By Claim 16 and Claim 17, for every $i \in \{1, \ldots, m\}$,
\[
Z_i \leq Z_{i-1} \cdot (1 + 2^{-r})^k + (2^{-2n+2})^k.
\]
Hence, for every $i \in \{1, \ldots, m\}$,
\[
Z_i \leq (2^{-2n+2})^k \cdot (m+1) \cdot (1 + 2^{-r})^{km}.
\]
Since $m = 2^r$,
\[
Z_i \leq 2^{-2k} \cdot (2^{2k} \cdot (2^r + 1) \cdot e^k \leq 2^{-2k} \cdot 2^{4k+2r}.
\]
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Abstract
In this paper we provide sub-linear algorithms for several fundamental problems in the setting in which the input graph excludes a fixed minor, i.e., is a minor-free graph. In particular, we provide the following algorithms for minor-free unbounded degree graphs.

1. A tester for Hamiltonicity with two-sided error with $\text{poly}(1/\epsilon)$-query complexity, where $\epsilon$ is the proximity parameter.
2. A local algorithm, as defined by Rubinfeld et al. (ICS 2011), for constructing a spanning subgraph with almost minimum weight, specifically, at most a factor $(1 + \epsilon)$ of the optimum, with $\text{poly}(1/\epsilon)$-query complexity.

Both our algorithms use partition oracles, a tool introduced by Hassidim et al. (FOCS 2009), which are oracles that provide access to a partition of the graph such that the number of cut-edges is small and each part of the partition is small. The polynomial dependence in $1/\epsilon$ of our algorithms is achieved by combining the recent $\text{poly}(d/\epsilon)$-query partition oracle of Kumar-Seshadhri-Stolman (ECCC 2021) for minor-free graphs with degree bounded by $d$.

For bounded degree minor-free graphs we introduce the notion of covering partition oracles which is a relaxed version of partition oracles and design a $\text{poly}(d/\epsilon)$-time covering partition oracle for this family of graphs. Using our covering partition oracle we provide the same results as above (except that the tester for Hamiltonicity has one-sided error) for minor-free bounded degree graphs, as well as showing that any property which is monotone and additive (e.g. bipartiteness) can be tested in minor-free graphs by making $\text{poly}(d/\epsilon)$-queries.

The benefit of using the covering partition oracle rather than the partition oracle in our algorithms is its simplicity and an improved polynomial dependence in $1/\epsilon$ in the obtained query complexity.

1 Introduction
The family of minor-free graphs has been at the focus of attention ever since the theory of graph minors began many decades ago and has been drawing much attention in the field of computer science as well. Aside from being an important family that includes natural families of graphs such as planar graphs, it also has the appeal that some hard graph problems become easy when restricted to this family of graphs (e.g. Graph Isomorphism [15]).
Minor-free graphs have been extensively studied also in the realm of sublinear algorithms and in particular property testing (see e.g. [4, 5, 29, 21, 17, 3, 10, 18, 7, 6, 19, 20]). In particular, in the general-graph model [30] where there is much less body of work, compared to the bounded-degree graph model [11] and the dense graph model [13], these graphs draw attention as they allow for better characterization compared to general unbounded degree graphs. A notable example is the result by Czumaj and Sohler [7] who recently gave a full characterization of properties that can be tested with one-sided error with query complexity that is independent of the size of the graph (i.e. testable). They showed that the latter is possible if and only if testing the property can be reduced to testing for a finite family of finite forbidden subgraphs. This raises the question regarding the testability of properties that can not be reduced to testing for a finite family of finite forbidden subgraphs when we allow the tester to have two-sided error. A well known example of such property is the property of being Hamiltonian.

Another question, which is also relevant for bounded degree graphs, is whether we can obtain algorithms with query complexity which is only polynomial in \( \frac{1}{\epsilon} \) where \( \epsilon \) is the proximity parameter. Newman and Sohler [29] showed that any property of bounded degree hyperfinite graphs and in particular minor-free graphs is testable. Their algorithm learns the graph up to modifications of \( \epsilon dn \) edges with query complexity which is super-polynomial in \( d \) and \( \epsilon \). While this approach works for all properties of graphs, more efficient testers can be obtained for specific properties of graphs. In particular, properties of graphs which are monotone and additive can be tested by using \( O(d/\epsilon) \) queries to a partition oracle, a tool introduced by Hassidim et al. [14]. Thus, an implication of the recent poly\((d/\epsilon)\)-query partition oracle of Kumar-Seshadhri-Stolman [20] is that monotone and additive properties are testable with poly\((d/\epsilon)\)-queries. Thus the question of designing testers with poly\((1/\epsilon)\)-queries remains open for properties which are not monotone or not additive, as the property of being Hamiltonian.

An additional motivation for studying Hamiltonicity in minor-free graphs is, as shown by Yoshida-Ito [33] and Goldreich [12], that it can not be tested with sublinear query complexity in general bounded degree graphs.

### 1.1 Our Results

All our algorithms work under the promise that the input graph is minor-free.

#### 1.1.1 Testing Hamiltonicity

In the general graph model, we provide an algorithm for approximating the distance from Hamiltonicity up to an additive error of \( en \) where \( n \) denotes the number of vertices in the input graph with query complexity which is poly\((1/\epsilon)\) and time complexity which is exponential in poly\((1/\epsilon)\). This also implies a tolerant tester with two-sided error for testing Hamiltonicity with the same complexities.

In the bounded-degree graph model, we provide an algorithm for testing Hamiltonicity with one-sided error with query complexity which is poly\((d/\epsilon)\), where \( d \) denotes the bound on the degree, and time complexity which is exponential in poly\((d/\epsilon)\).
1.1.2 Local algorithm for constructing spanning subgraphs of almost optimum weight

In the general graph model, we provide a local algorithm for constructing a sparse spanning subgraph of weight at most $(1 + \epsilon)OPT$ where OPT denotes the weight of the MST of the input graph. The algorithm receives as parameters $\epsilon$ and an upper bound, $W$, on the maximum weight of an edge in the graph. Moreover, the number of edges of the output graph that do not belong to the MST of the input graph is $O(\epsilon n/W)$. The query complexity and time complexity of the algorithm is $\text{poly}(W/\epsilon)$. We note that in addition to incidence queries our algorithm also use random neighbour queries.

In the bounded-degree graph model, we provide a simpler algorithm with the same guarantees whose query complexity and time complexity is $\text{poly}(dW/\epsilon)$, where the polynomial of the complexity is somewhat improved compared to the algorithm for graphs of unbounded degree.

1.1.3 Testing monotone and additive properties of graphs

We prove that any property which is monotone (closed under removal of edges and vertices) and additive (closed under the disjoint union of graphs) can be tested in the bounded degree model with $\text{poly}(d/\epsilon)$-query complexity under the promise that the input graph is minor-free. The same result was recently shown independently by Kumar-Seshadhri-Stolman [20]. While in [20] they use partition oracles in the proof, we use a relaxed notion of partition oracles (which we introduce in this paper) and consequently obtain a somewhat improved polynomial dependence in the query complexity and a simpler algorithm.

1.2 Our algorithms for minor-free unbounded degree graphs

1.2.1 Testing Hamiltonicity

We begin by proving that the distance from Hamiltonicity of any graph $G = (V, E)$ equals the size of the minimum path cover of $G$ minus 1, where a path cover of a graph is a set of disjoint paths such that each $v \in V$ belongs to exactly one path (see Claim 11).

We then prove that if we remove $O(\epsilon |V|)$ edges from $G$ as well as edges that are incident to $O(\epsilon |V|)$ vertices in $G$ then the distance from Hamiltonicity may be increased by (at most) $O(\epsilon |V|)$ (see Claims 12 and 13).

Thus, in order to obtain an approximation, with an additive error of $O(\epsilon |V|)$, to the size of the minimum path cover of $G$ (and hence to its distance from Hamiltonicity) it suffices to obtain such approximation to the size of the minimum path cover of $\hat{G}$ where $\hat{G}$ is defined as follows. We obtain $\hat{G}$ from $G$ by first removing the edges incident to vertices of high degree, which we refer to as heavy vertices, then running the partition oracle on the resulting graph and then removing the cut-edges of the partition. An approximation to the size of the minimum path cover of $\hat{G}$ can be obtained by sampling vertices u.a.r. from $V$ and computing the size of the minimum path cover of their connected component in $\hat{G}$.

Since we obtain an approximation algorithm for the distance from being Hamiltonian we also obtain a tolerant tester with two-sided error for this property.

---

1 Without loss of generality we assume that the weights of the edges are distinct and hence that there is a unique MST.
1.2.2 Constructing spanning subgraphs with almost optimum weight

We present our algorithm as a global algorithm and prove its correctness. Thereafter, we
describe the local implementation of this global algorithm.

Our global algorithm proceeds as follows. In the first step, the algorithm adds all the
edges between heavy vertices to the edges of the constructed spanning subgraph, $E'$, where a
heavy vertex is defined to be a vertex of degree greater than some threshold.

It then runs the partition oracle on the graph induced on the vertices that are not heavy,
i.e., light vertices and adds all the cut-edges of the partition to $E'$.

In the second step, each part of the partition is partitioned into subparts by running a
controlled variant of Borůvka’s algorithm for finding an MST on each part independently.
The edges spanning the sub-parts are then added to $E'$. Then, for each each sub-part, the
algorithm adds a single edge to a single heavy vertex which is adjacent to the sub-part
(assuming there is one).

We prove that all the edges added in the second step belong to the minimum spanning
forest (MSF) of a graph which is $O(\epsilon/W_G)$-close to $G$, where $W_G$ denotes the maximum
weight of an edge in $G$. Additionally we prove that if we remove $O(\epsilon|V|/W_G)$ edges from $G$,
then the weight of the minimum spanning forest (MSF) may increase by (at most) $O(\epsilon|V|)$.

The second step partitions the vertices of the graph into clusters and isolated parts, where
isolated parts are parts that are not adjacent to any heavy vertex, and the clusters are
defined as follows. Each cluster contains a single heavy vertex, which we refer to a the center
of the cluster and sub-parts that are adjacent in the constructed graph to the center (each
sub-part is adjacent to at most a single center).

In the third step the algorithm adds edges to $E'$ between pairs of cluster that are adjacent
to each other. For every edge $\{u,v\}$ which is adjacent to two different clusters, $A$ and $B$, the
algorithm runs another algorithm that samples edges incident to $A$ and $B$ and returns the
lightest one. The edge $\{u,v\}$ is added to $E'$ if it is lighter than the returned edge.

We note that the algorithm that samples edges incident to a pair of specific clusters, $A$
and $B$ may not sample sufficient number of edges or may not return any edge (this is likely
when the degree of both centers is large compared to the number of edges which are incident
to both $A$ and $B$). In the analysis which is adapted from [28], we show that nonetheless,
w.h.p. the number of edges added in the third step is sufficiently small. The main idea
is to consider the graph in which each cluster is contracted into a single vertex and then
to analyse the sampling algorithm with respect to this graph which is also minor-free and
hence has bounded arboricity $^2$. The bounded arboricity of the contracted graph ensures
that w.h.p. the sampling algorithm samples enough edges which are incident to $A$ and $B$ as
long as the cut between these clusters is sufficiently large. On the other hand, if this is not
the case then we show that we can afford to add to $E'$ all the edges in the cut.

The local implementation of the above-mention global algorithm is quite straightforward
and is presented in Section B.7.

1.3 Our algorithms for minor-free bounded degree graphs

1.3.1 Covering partition oracles

We introduce a relaxed version of partition oracles which we call covering partition oracles
and design such an oracle for minor-free graphs with query complexity poly$(d/\epsilon)$. Given
query access to a graph $G = (V,E)$ and parameter $\epsilon$ a partition oracle provides access to

$^2$ The arboricity of a graph is the minimum number of forests into which its edges can be partitioned.
a partition of \( V, P \), such that the size of each part of \( P \) is small (usually \( \text{poly}(1/\epsilon) \)), the number of cut-edges of \( P \) is at most \( \epsilon |V| \) (w.h.p.) and \( P \) is determined only by \( G \) and the randomness of the oracle. On query \( v \in V \) the oracle returns the part of \( v \) in \( P \).

A covering partition oracle has the same guarantees only that the requirement to return the part of \( v \) on query \( v \in V \) is relaxed as follows. On query \( v \in V \) the oracle is required to return a (small) subset \( S \) such that \( S \) contains the part of \( v \) in \( P \).

Our covering partition oracle builds on a central theorem from the recent work of [19].

The theorem states that for any minor-free bounded degree graph there exists a partition of the graph into small parts with small number of cut-edges such that for each part of the partition, \( P \), there exists a vertex, \( s \in V \), such that if we perform sufficiently many (polynomial in \( 1/\epsilon \)) lazy random walks from \( s \) then w.h.p. we encounter all the vertices in \( P \). Building on this theorem we prove that the simple algorithm that on query \( v \in V \) performs a set of lazy random walks from \( v \) (of different lengths) and then performs a set of lazy random walks from each endpoint of these walks is a covering partition oracle.

The algorithms described in Subsections 1.3.2-1.3.4, use our covering partition oracle.

As mentioned above, the use of covering partition oracles has two benefits. The first benefit is that the implementation of the covering partition oracles is much simpler and the second benefit is that the query complexity per oracle query is better (though both our covering partition oracle and the partition oracle of [20] have query complexity which is \( \text{poly}(d/\epsilon) \)), which consequently affects the query complexity of the algorithms.

Another conceptual benefit in introducing covering partition oracles is that for some families of graphs the gap in the query complexity can be more dramatic. To give a concrete example consider \((\epsilon, \rho(\epsilon))\)-hyperfinite graphs \(^3\). It is straightforward to obtain a covering partition oracle with query complexity \( O(d^{\rho(\epsilon)}) \) for this family of graphs while the best known partition oracle for this family has query complexity which is \( O(2^{d^{\rho(\epsilon)-1}}) \) \(^{14}\), where \( c \) is some constant. We note that all our algorithms for bounded degree graphs work for any family of graphs for which there is a covering partition oracle (including \((\epsilon, \rho(\epsilon))\)-hyperfinite graphs).

### 1.3.2 Testing Hamiltonicity

In addition to relating the distance from Hamiltonicity of any graph \( G = (V, E) \) to the size of its minimum path cover, as mentioned above, we also prove that given a subset \( S \subset V \), if the size of the minimum path cover of \( G[S] \) is greater than the number of edges in the cut of \( S \) and \( V \setminus S \) then \( G \) is not Hamiltonian. Using this claim it becomes straightforward to design a one-sided error tester for Hamiltonicity that uses \( O(1/\epsilon) \) queries to a partition oracle. We prove that it suffices to use the same number of queries to the covering partition oracle. We note that in this case there is a trade-off between the query complexity and time complexity. In particular while using the covering partition oracle rather than the partition oracle results in a better polynomial dependence of the query complexity it also results in a worse polynomial dependence in the exponent of the running time (in both cases the running time is exponential in \( \epsilon^{-1} \) since we find the size of the minimum path cover by brute force \(^4\)).

---

\(^3\) Let \( \rho \) be a function from \( \mathbb{R}_+ \) to \( \mathbb{R}_- \). A graph \( G = (V, E) \) is \((\epsilon, \rho(\epsilon))\)-hyperfinite if for every \( \epsilon > 0 \) it is possible to remove \( \epsilon |V| \) edges of the graph such that the remaining graph has connected components of size at most \( \rho(\epsilon) \).

\(^4\) Finding the minimum path cover is APX-hard since (as noted by Chandra Chekuri at stackexchange.com [16]) we can reduce the TSP-path problem in metrics with distances 1 and 2 to it. The latter problem is APX-hard [9]).
1.3.3 Constructing spanning subgraphs with almost optimum weight

As mentioned above, given a weighted graph \( G = (V, E, w) \) if we remove \( O(\epsilon|V|/W_G) \) edges from \( G \) then the weight of the MSF of the resulting graph may increase by at most \( O(\epsilon|V|) \) compared to the weight of \( G \). Thus given access to a partition of \( V \) such that the subgraph induced on each part is connected and the number of cut-edges is \( O(\epsilon|V|/W_G) \) we can proceed as follows. For each part of the partition we add to \( E' \) the edges of the MST of the subgraph induced on this part. In addition, we add to \( E' \) the cut-edges of the partition. Consequently, the total weight of the edges in \( E' \) is greater than the weight of the MST of \( G \) by at most \( O(\epsilon|V|/W_G) \). Hence, if on query \( \{u,v\} \) we query the partition oracle on \( u \) and \( v \) then it is possible to determine whether \( \{u,v\} \in E' \) where \( E' \) is constructed as described above with respect to the partition of the oracle. We prove that the same approach works when we preform the same queries to the covering partition oracle.

1.3.4 Testing monotone and additive properties

One of the main applications of the partition oracle is a general reduction for testing monotone and additive properties of bounded degree minor-free graphs. The idea of the reduction (from testing to the partition oracle) is to sample \( O(d/\epsilon) \) vertices and for each vertex \( v \) in the sample to test whether the subgraph induced on the part of \( v \) has the properties. The tester accepts iff all sampled parts pass the test. We prove that the same reduction works when we replace the queries to the partition oracle by queries to the covering partition oracle.

1.4 Organization

Due to space limitations, an extended section on related work as well as omitted proofs and details of Section 3 appear in the appendix.

2 Preliminaries

In this section we introduce several definitions and some known results that will be used in the following sections. Unless stated explicitly otherwise, we consider simple graphs, that is, with no self-loops and no parallel edges.

Let \( G = (V, E) \) be a graph over \( n \) vertices. Each vertex \( v \in V \) has an id, \( id(v) \), where there is a full order over the ids.

The total order over the vertices induces a total order (ranking) \( \rho \) over the edges of the graph in the following straightforward manner: \( \rho((u, v)) < \rho((u', v)) \) if and only if \( \min\{u, v\} < \min\{u', v'\} \) or \( \min\{u, v\} = \min\{u', v'\} \) and \( \max\{u, v\} < \max\{u', v'\} \) (recall that \( V = [n] \)). Thus, given a weighted graph, we may assume without loss of the generality that the weights of the edges are unique by breaking ties according to the order over the edges.

For a subset of vertices \( X \), we let \( G[X] \) denote the subgraph of \( G \) induced by \( X \).

When we consider bounded degree graphs, we consider the bounded-degree graph model \([11]\). The graphs we consider have a known degree bound \( d \), and we assume we have query access to their incidence-lists representation. Namely, for any vertex \( v \) and index \( 1 \leq i \leq d \) it is possible to obtain the \( i^{th} \) neighbor of \( v \) (where if \( v \) has less than \( i \) neighbors, then a special symbol is returned). If the graph is edge-weighted, then the weight of the edge is returned as well. When we consider graphs with unbounded degree we consider the general graph model \([30]\) equipped with an additional type of query: random neighbor query. Namely, when we query any given vertex \( v \) a random neighbor of \( v \) is returned.\(^5\)

\(^5\) We note that we do not use the random neighbor query in our tester for Hamiltonicity.
For a graph $G = (V, E)$ and two sets of vertices $V_1, V_2 \subseteq V$, we let $E^G(V_1, V_2)$ denote the set of edges in $G$ with one endpoint in $V_1$ and one endpoint in $V_2$. That is $E(V_1, V_2) \overset{\text{def}}{=} \{(v_1, v_2) \in E : v_1 \in V_1, v_2 \in V_2\}$. If $G$ is clear from the context we may omit it from the notation.

A tester with two-sided error for a property $\mathcal{P}$ receives a parameter $\epsilon$ and query access to a graph $G = (V, E)$ and has the following guarantees. If $G \in \mathcal{P}$ then the tester accepts with probability at least $2/3$. If $G$ is $\epsilon$-far \(^6\) from $\mathcal{P}$ then the tester rejects with probability at least $2/3$ . A tester with one-sided error accepts $G \in \mathcal{P}$ with probability $1$. 

### 2.1 Partition oracles and covering partition oracles

**Definition 1.** For $\epsilon \in (0, 1]$, $k \geq 1$ and a graph $G = (V, E)$, we say that a partition $\mathcal{P} = (V_1, \ldots, V_i)$ of $V$ is an $(\epsilon, k)$-partition (w.r.t. $G$), if the following conditions hold:

1. For every $1 \leq i \leq t$ it holds that $|V_i| \leq k$;
2. For every $1 \leq i \leq t$ the subgraph induced by $V_i$ in $G$ is connected;
3. The total number of edges whose endpoints are in different parts of the partition is at most $\epsilon |V|$ (that is, $|\{(v_i, v_j) \in E : v_i \in V_j, v_j \in V_j, i \neq j\}| \leq \epsilon |V|$).

Let $G = (V, E)$ be a graph and let $\mathcal{P}$ be a partition of $V$. We denote by $g_\mathcal{P}$ the function from $v \in V$ to $2^V$ (the set of all subsets of $V$), that on input $v \in V$, returns the subset $V_v \in \mathcal{P}$ such that $v \in V_v$. We denote the set of cut-edges of $\mathcal{P}$ by $E_\mathcal{P}^G = \{(u, v) \in E : g_\mathcal{P}(v) \neq g_\mathcal{P}(u)\}$ (we may omit $G$ from the notation when it is clear from the context).

**Definition 2 ([14]).** An oracle $\mathcal{O}$ is a partition oracle if, given query access to the incidence-lists representation of a graph $G = (V, E)$, the oracle $\mathcal{O}$ provides query access to a partition $\mathcal{P} = (V_1, \ldots, V_i)$ of $V$, where $\mathcal{P}$ is determined by $G$ and the internal randomness of the oracle. Namely, on input $v \in V$, the oracle returns $g_\mathcal{P}(v)$ and for any sequence of queries, $\mathcal{O}$ answers consistently with the same $\mathcal{P}$. An oracle $\mathcal{O}$ is an $(\epsilon, k)$-partition oracle with respect to a class of graphs $\mathcal{C}$ if the partition $\mathcal{P}$ it answers according to has the following properties.

1. For every $V_v \in \mathcal{P}$, $|V_v| \leq k$ and the subgraph induced by $V_v$ in $G$ is connected.
2. If $G$ belongs to $\mathcal{C}$, then $|E_\mathcal{P}| \leq \epsilon |V|$ with high constant probability, where the probability is taken over the internal coin flips of $\mathcal{O}$.

We consider the following relaxation of Definition 2.

**Definition 3.** An oracle $\mathcal{O}$ is a covering partition oracle if, given query access to the incidence-lists representation of a graph $G = (V, E)$, the oracle $\mathcal{O}$, on input $v \in V$, returns a subset $S \subseteq V$ such that $g_\mathcal{P}(v) \subseteq S$ where $\mathcal{P}$ is a partition of $V$ determined by $G$ and the internal randomness of the oracle. For any sequence of queries, $\mathcal{O}$ answers consistently according to the same $\mathcal{P}$. An oracle $\mathcal{O}$ is an $(\epsilon, k)$-covering partition oracle with respect to a class of graphs $\mathcal{C}$ if the following conditions hold.

1. On every query, the subgraph induced by the subset returned by $\mathcal{O}$, $S$, is connected and $|S| \leq k$.
2. If $G$ belongs to $\mathcal{C}$, then w.h.p., $|E_\mathcal{P}| \leq \epsilon |V|$, where the probability is taken over the internal coin flips of $\mathcal{O}$.

---

\(6\) In the bounded degree model, a graph $G = (V, E)$ is said to be $\epsilon$-far from a property $\mathcal{P}$ if for every graph $G' = (V, E') \in \mathcal{P}$ of maximum degree $d$ it holds that the symmetric difference between $E$ and $E'$ has cardinality which is greater than $\epsilon \cdot d |V|/2$. In the general graph model, a graph $G = (V, E)$ is said to be $\epsilon$-far from a property $\mathcal{P}$ if for every graph $G' = (V, E') \in \mathcal{P}$ it holds that the symmetric difference between $E$ and $E'$ has cardinality which is greater than $\epsilon \cdot \max\{|E|, |E'|\}$. 

---
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2.2 Graph minors

Recall that a graph $R$ is called a minor of a graph $G$ if $R$ is isomorphic to a graph that can be obtained by zero or more edge contractions on a subgraph of $G$. A graph $G$ is $R$-minor-free if $R$ is not a minor of $G$. We next quote two results that will play a central role in this work.

► Fact 4. Let $R$ be a fixed graph with $r$ edges. For every $R$-minor-free graph $G = (V, E)$ it holds that:
1. $|E| \leq r \cdot |V|$;
2. $E$ can be partitioned into at most $r$ forests.

Unless stated otherwise, in all our algorithms, we assume that the input graph is $R$-minor-free graph where $R$ is a fixed graph with $r$ edges (we could receive $r$ as a parameter but we make this assumption for the sake of brevity).

2.3 Hamiltonian path and minimum path cover

► Definition 5 (Hamiltonian path). A Hamiltonian path in $G = (V, E)$ is a path between two vertices of $G$ that visits each vertex of $G$ exactly once.

► Definition 6 (minimum path cover). Given an undirected graph $G = (V, E)$, a path cover is a set of disjoint paths such that every vertex $v \in V$ belongs to exactly one path. The minimum path cover of $G$ is a path cover of $G$ having the least number of paths.

2.4 Local algorithms for constructing sparse spanning subgraphs

► Definition 7 ([28]). An algorithm $A$ is a local sparse spanning graph (LSSG) algorithm if, given $n \geq 1$, $\epsilon > 0$, and query access to the incidence-lists representation of a connected graph $G = (V, E)$ over $n$ vertices, it provides oracle access to a subgraph $G' = (V, E')$ of $G$ such that:
1. $G'$ is connected.
2. $|E'| \leq (1 + \epsilon) \cdot n$ with high constant probability \(^7\), where $E'$ is determined by $G$ and the internal randomness of $A$.

More specifically, on query $u, v \in E$, $A$ returns whether $(u, v) \in E'$, and for any sequence of edges, $A$ answers consistently with the same $G'$.

An algorithm $A$ is an LSSG algorithm for a family of graphs $C$ if the above conditions hold, provided that the input graph $G$ belongs to $C$.

► Definition 8 ([26]). A local algorithm for $(1 + \epsilon)$-approximating the minimum weight spanning graph of a graph $G = (V, E, w)$ with positive weights and $\min_{e \in E} w(e) \geq 1$, is a local algorithm for $(1 + \epsilon)$-sparse spanning graph of $G = (V, E, w)$ for which the following holds: $\sum_{e \in E'} w(e) \leq (1 + \epsilon)\alpha$, where $\alpha$ is the weight of a minimum weight spanning tree of $G$.

For a graph $G = (V, E, w)$ we define $W_G = \max_{e \in E} w(e)$ (when it is clear from the context, we sometimes omit the subscript $G$). We denote by $\text{MSF}(G)$ the set of edges the minimum-spanning-forest of $G$ (as mentioned above we assume without loss of generality that all weights are distinct and thus the minimum-spanning-forest is unique). For a connect weighted graph we denote by $\text{MST}(G)$ the set of edges the minimum-spanning-forest of $G$. For a subset of edges $S \subseteq E$, we define $w(S) \overset{\text{def}}{=} \sum_{e \in S} w(e)$.

\(^7\) In some papers the required success probability is high, i.e. at least $1 - 1/\Omega(n)$. 
Our algorithms build on the following rules.
1. The cut rule states that for any cut of the graph (a cut is a partition of the vertices into two sets), the lightest edge that crosses the cut must be in the MST.
2. The cycle rule states that if we have a cycle, the heaviest edge on that cycle cannot be in the MST.

3 Algorithms for minor-free graphs with unbounded degrees

3.1 Testing Hamiltonicity

In this section we prove the following Theorem.

➤ Theorem 9. Given query access to an input graph \( G = (V, E) \) where \( G \) is a minor-free unbounded degree graph and parameters \( \epsilon \) and \( |V| \), there exists an algorithm that accepts \( G \) with probability at least \( 2/3 \) if \( G \) is \( \epsilon/2 \)-close to being Hamiltonian and rejects \( G \) with probability at least \( 2/3 \) if \( G \) is \( \epsilon \)-far from being Hamiltonian. The query complexity of the algorithm is \( \text{poly}(1/\epsilon) \) and the running time is exponential in \( \text{poly}(1/\epsilon) \).

Theorem 9 is a direct consequence of the following claim (which is proved in the sequel).

➤ Claim 10. Given an input graph \( G = (V, E) \) which is a minor-free graph, and parameter \( \epsilon \), Algorithm 1 outputs a value \( x \) such that with high constant probability \( \delta_{\text{HAM}}(G) - \epsilon|V| \leq x \leq \delta_{\text{HAM}}(G) + \epsilon|V| \).

We next state a couple of claims which we use in the proof of Claim 10.

➤ Claim 11. Let \( G = (V, E) \) be a graph and let \( k \) be the size of a minimum path cover of \( G \). Then the distance of \( G \) for being Hamiltonian, \( \delta_{\text{HAM}}(G) \), is \( k - 1 \).

➤ Claim 12. Let \( G = (V, E) \) be a graph and let \( F \subseteq E \) be a subset of edges. Then

\[
\delta_{\text{HAM}}(G) \leq \delta_{\text{HAM}}(G') \leq \delta_{\text{HAM}}(G) + |F|,
\]

where \( G' = (V, E') \) and \( E' = E \setminus F \).

➤ Claim 13. Let \( G = (V, E) \) be a graph and let \( S \subseteq V \) be a subset of vertices. Then

\[
\delta_{\text{HAM}}(G) \leq \delta_{\text{HAM}}(G') \leq \delta_{\text{HAM}}(G) + 2|S|,
\]

where \( G' = (V, E') \) and \( E' \) is the set of edges in \( E \) that are not incident to vertices in \( S \).

Proof of Claim 10. Let \( P \) denote the partition for which the partition oracle executed in Step 3(a)i answers according to. With high constant probability \( |E_P| \leq \frac{c|V|}{1} \). Let \( E_1 \) denote this event.

Let \( G' = (V, E') \) be the graph such that \( E' \) is the set of edges that are not incident to vertices in \( H \) and are not in \( E_P \). By Claims 12 and 13,

\[
\delta_{\text{HAM}}(G) \leq \delta_{\text{HAM}}(G') \leq \delta_{\text{HAM}}(G) + |E_P| + 2|H|.
\]

By Markov’s inequality and Fact 4, \( |H| \leq \frac{c|V|}{1} \). We prove that, conditioned that \( E_1 \) occurs, Algorithm 1 outputs with high constant probability a \( (1 + \epsilon) \)-approximation to \( \delta_{\text{HAM}}(G') \).

For each \( v \in V \) define the random variable \( x_v \) as defined in Step 3 of Algorithm 1. Let \( T \in P \) be a part in \( P \), then \( \sum_{v \in T} x_v = k \) where \( k \) is the minimum path cover of \( G[T] \). Thus \( \sum_{v \in V} x_v \) is the minimum path cover of \( G' \). Since for every \( v \in V \), \( x_v \in (0, 1] \), it follows by
Algorithm 1 Approximating the distance to Hamiltonicity in minor-free, unbounded degree, graphs.

Input: Oracle access to a minor-free, unbounded-degree, graph $G = (V, E)$

Output: $(1 + \epsilon)$-approximation to $\delta_{HAM}(G)$

1. Define $\Delta \overset{\text{def}}{=} 8c(h)/\epsilon$, $H$ to be the set of vertices of degree greater than $\Delta$, and $L \overset{\text{def}}{=} V \setminus H$.
2. Sample a set $S$ of $y = \Theta(1/\epsilon^2)$ vertices u.a.r.
3. For each vertex $v \in S$:
   a. If $v \in L$ then:
      i. Query the partition oracle on $v$ with parameter $\epsilon/4$ w.r.t. the graph $G[L]$.
         Let $S_v$ denote the returned set.
      ii. Set $x_v = k/|S_v|$ where $k$ is the size of the minimum path cover of $G[S_v]$.
   b. Otherwise, set $x_v = 1$.
4. Output $\sum_{v \in S} x_v \cdot |V|$.

the additive Chernoff's bound that with high constant probability $\left| \sum_{v \in S} x_v - \frac{\sum_{v \in V} x_v}{|V|} \right| \leq \frac{\epsilon}{4}$. Thus, with high constant probability,

$$\delta_{HAM}(G) - \frac{\epsilon|V|}{4} \leq \frac{\sum_{v \in S} x_v}{|S|} \cdot |V| \leq \delta_{HAM}(G) + \epsilon|V|,$$

as desired. $\triangleright$

3.2 A Local algorithm for constructing a spanning subgraph with almost optimum weight

In this section we prove the following theorem.

**Theorem 14.** There exists a local algorithm for $(1 + \epsilon)$-approximating the minimum weight spanning graph for the family of unbounded degree minor-free graphs, with positive weights and minimum weight which is at least 1. The query complexity and time complexity of the algorithm is $\text{poly}(W/\epsilon)$ where $W$ is an upper bound on the maximum weight. The algorithm receives $\epsilon$ and $W$ as parameters.

**Claim 15.** Let $G = (V, E, w)$ be a weighted graph and let $G' = (V, E', w)$ be a graph such that $E' = E \setminus S$ where $S \subseteq E$. Then $w(\text{MSF}(G')) \leq w(\text{MSF}(G)) + |S|W_G$. Moreover, $|\text{MSF}(G') \setminus \text{MSF}(G)| \leq |S|$.

We next describe our algorithm from a global point of view.

3.2.1 The global algorithm

Our global algorithm, which is listed in Algorithm 2, proceeds as follows. In Step 2, the algorithm adds all the edges between heavy vertices to $E'$ where a heavy vertex is defined to be a vertex of degree greater than $\Delta \overset{\text{def}}{=} 6r^2W/\epsilon$.

It then runs the partition oracle on the graph induced on the light vertices, namely vertices that are not heavy, and adds all the cut-edges of the partition, $P$, to $E'$ (Step 4).
Algorithm 2 Global algorithm for approximated-MST in unbounded-degree minor-free graphs.

**Input:** parameters $\epsilon$ and $W$ and access to a minor-free graph $G = (V,E)$.

**Output:** $G' = (V,E')$ which is an approximated-MST of $G$.

1. Let $H$ denote the set of all vertices of degree greater than $\Delta$ and let $L = V \setminus H$.
2. Add all the edges of $G[H]$ to $E'$.
3. Run the partition oracle with parameter $\epsilon/(6W)$ on all vertices in $G[L]$. Let $\mathcal{P}$ denote the resulting partition.
4. Add all the edges in $E_{\mathcal{P}}$ to $E'$.
5. For each $S \in \mathcal{P}$:
   a. Run Algorithm 4 and let $F = (S,A)$ denote the returned graph.
   b. Add the edges in $A$ to $E'$.
   c. For each connected component of $F$, $C$:
      i. Add to $E'$ the lightest edges which is adjacent to $C$ and $H$ (if such edge exists).
6. For each $v \in H$, define the cluster of $v$, denoted by $C(v)$, to be subset of vertices that contains $v$ and all the vertices in sub-parts $B$ such that there exists an edge in $E'$ that is incident to $v$ and a vertex in $B$. $v$ is referred to as the center of the cluster.
7. For each edges $\{u,v\} \in E$ such that $u$ and $v$ belong to different clusters:
   a. Run Algorithm 3 and add $\{u,v\}$ to $E'$ if it is lighter than the edge returned by the algorithm or if it returned null.
8. Return $G' = (V,E')$.

Step 5 consists of two parts. In Sub-step 5a the algorithm runs Algorithm 4 on each part in $\mathcal{P}$. Algorithm 4 partitions the parts into connected sub-parts by preforming a controlled variant of Borůvka’s algorithm. The edges added in Sub-step 5a are the edges that span the sub-parts. In Sub-step 5c, for each sub-part, the algorithm adds a single edge to a single vertex in $H$ which is adjacent to the sub-part (assuming there is one).

This partitions the vertices of the graph into clusters and isolated parts, namely, parts in $\mathcal{P}$ that are not adjacent to any vertex in $H$. Each cluster contains a single heavy vertex, which we refer to as the center of the cluster and sub-parts that are connected by a single edge to the center.

In Step 7 the algorithm adds edges to $E'$ between pairs of clusters that are adjacent to each other in $G' = (V,E \setminus E_{\mathcal{P}})$. For every edge $\{u,v\}$ which is adjacent to two different clusters, $A$ and $B$, the algorithm runs Algorithm 3 which samples edges incident to $A$ and $B$ and returns the lightest one. The edge $\{u,v\}$ is added to $E'$ if it is lighter than the edge returned by Algorithm 3 (or if the algorithm returned null).

We note that we do not have direct access to uniform samples of edges incident to a pair of specific clusters, $A$ and $B$. In fact, it could be the case that Algorithm 3 does not return any edge (this is likely when the degree of both centers is large compared to the number of edges which are incident to both $A$ and $B$). By adapting the analysis in [28], we show that nonetheless, w.h.p. the number of edges added in Step 7 is sufficiently small.

This concludes the description of the global algorithm. The proof of correctness as well as the local implementation (Algorithm 8) are differed to the appendix.
4 Algorithms for minor-free graphs with bounded degrees

4.1 Covering partition oracle

In this section we prove the following theorem.

Theorem 16. Algorithm 5 is an \((\epsilon, \text{poly}(\epsilon^{-1}))\)-covering-partition oracle for minor-free bounded degree graphs with query complexity \(\text{poly}(\epsilon^{-1})\). Specifically, the size of the sets returned by the oracle is \(O(\epsilon^{-640 \log^2(1/\epsilon)})\).

We begin with a couple of definitions and lemmas from [20] that we build on.

Definition 17 ([20]). Given \(x \in (\mathbb{R}^+)^{|V|}\) and parameter \(\xi \in [0, 1)\), the \(\xi\)-clipped vector \(\text{cl}(x, \xi)\) is the lexicographically least vector \(y\) optimizing the program: \(\min \|y\|_2\), subject to \(\|x - y\|_1 \leq \xi\) and \(\forall v \in V, y(v) \leq x(v)\).

Lemma 18 ([20]). There is an absolute constant \(\alpha\) such that the following holds. Let \(H\) be a graph on \(r\) vertices. Suppose \(G\) is a \(H\)-minor-free graph. Then for any \(h \geq r^3\), there exists at least \((1 - 1/h)n\) vertices such that \(\|\text{cl}(p_v, 3/8)\|_2^2 \geq h^{-7}\).
Given two parameters $c \in [0, 1/2]$, and a graph $R$ on $r \geq 3$ vertices. The length of the random walk is $\ell = \alpha^{-2} \cdot [\epsilon^{-20}]$ where $\alpha$ is some absolute constant.

**Theorem 19** ([20]). Suppose there are at least $(1 - 1/\ell^{1/5})n$ vertices s.t. $\|\text{cl}(p_{s, \ell}, 1/4)\|_2^2 > \ell^{-c}$. Then, there is a partition $\{P_1, P_2, \ldots, P_b\}$ of the vertices s.t.: 
1. For each $P_i$, there exists $s \in V$ such that: $\forall v \in P_i$, $\sum_{t < 10^8} p_{s, t}(v) \geq 1/8\ell^{c+1}$.
2. The total number of edges crossing the partition is at most $8dn\sqrt{\ell^{-1/5}\log \ell}$.

**Corollary 20.** Let $G = (V, E)$ be a graph which is $R$-minor-free where $R$ is a graph on $r$ vertices. There exists a partition $\{P_1, P_2, \ldots, P_b\}$ of the $V$ such that:
1. For each $P_i$, there exists $s \in V$ such that: $\forall v \in P_i$, $\sum_{t < 10^8} p_{s, t}(v) \geq 1/8\ell^8$.
2. The total number of edges crossing the partition is at most $cdn$.

**Proof.** We first note that $8dn\sqrt{\ell^{-1/5}\log \ell} \leq edn$ for sufficiently large constant $\ell$.

By Lemma 18 there exist at least $(1 - 1/\ell)n$ vertices such that $\|\text{cl}(p_{s, \ell}, 3/8)\|_2^2 \geq \ell^{-7}$. Thus the corollary follows from the facts that $(1 - 1/\ell)n \geq (1 - 1/\ell^{1/5})n$ and $\|\text{cl}(p_{s, \ell}, 1/4)\|_2^2 \geq \|\text{cl}(p_{s, \ell}, 3/8)\|_2^2$.

**Algorithm 5** Covering-partition oracle.

**Input:** $v \in V$.
**Output:** A subset $S$ which covers the part of $v$.
1. For every $t < 10^8$ perform $x \equiv \Theta(\ell t \log \ell)$ random walks of length $t$ from $v$.
2. Let $R$ denote the endpoints of the random walks preformed in the previous step.
3. For every vertex $r \in R$, for every $t < 10^8$, perform $x$ random walks of length $t$ from $r$.
4. Let $S$ denote the set of all vertices encountered by the random walks performed in
   Step 1 and Step 3.
5. Return $S$.

**Proof of Theorem 16.** Let $G = (V, E)$ be a graph which is $R$-minor-free where $R$ is a graph over $r$ vertices. Consider the partition of $V$, $\mathcal{P} = \{P_1, P_2, \ldots, P_b\}$ as defined in Corollary 20 when we take the proximity parameter to be $c/2$. We shall define another partition $\mathcal{P'}$ which is a refinement of $\mathcal{P}$ such that Algorithm 5 returns for every $v \in V$, a subset $S$ such that $\mathcal{P'} \subseteq S$ where $\mathcal{P'}$ denotes the part of $v$ in $\mathcal{P'}$. Thereafter, we shall prove that, w.h.p., the number of cut-edges of $\mathcal{P'}$ is not much greater than the number of cut-edges of $\mathcal{P}$.

For every $v \in V$, we say that $v$ fails if Algorithm 5, when queried on $v$, does not return $S$ such that $\mathcal{P} \subseteq S$, where $\mathcal{P}$ denotes the part of $v$ in $\mathcal{P}$. We define $\mathcal{P'}$ as follows. For every $v \in V$, if there exists $u \in \mathcal{P}$ such that $u$ fails, then the part of $v$ in $\mathcal{P'}$ is defined to be the singleton $\{v\}$ (namely, the entire part $\mathcal{P}$ is partitioned into singletons in $\mathcal{P'}$). Otherwise, it is defined to be $\mathcal{P}$.

We next show that w.h.p. the cut-edges of $\mathcal{P'}$ is at most $cd|V|$. For every $v$, the probability that $v$ fails is at most $p \equiv \ell^{-c_1}$ for an appropriate setting of $x$ (with accordance to the Theta-notation), where $c_1$ is a constant that will be determined later. Let $y = \ell^{c_2}$ be an upper bound on the number of vertices in the parts of $\mathcal{P}$, where $c_2$ is a constant.\(^8\)

\(^8\) Clearly, since for each $P_i$, there exists $s \in V$ such that: $\forall v \in P_i$, $\sum_{t < 10^8} p_{s, t}(v) \geq 1/8\ell^8$, it follows that $y \leq 10^8 \cdot 8\ell^8$. 

---

**APPROX/RANDOM 2021**
For every \( v \in V \), define the random variable \( X_v \) as follows. If \( v \) fails then \( X_v = |P_v|/y \) and otherwise \( X_v = 0 \). Clearly \( y \cdot \sum_{v \in V} X_v \geq |P'| - |P| \). Note that \( \{X_v\}_{v \in V} \) are independent random variables ranging in \([0, 1]\).

For every \( v \in V \), we define the random variable \( Y_v \) as follows. With probability \( p \), \( Y_v = 1 \) and otherwise \( Y_v = 0 \). Clearly, \( Y_v \) dominates \( X_v \). Since \( \{Y_v\}_{v \in V} \) are identical independent random variables, it follows by the multiplicative Chernoff’s bound that w.h.p. \( y \cdot \sum_{v \in V} Y_v \leq y \cdot |V| \cdot 2p \).

Since for sufficiently large \( c_1 \), \( p \leq \frac{c_1}{2|V|} \), it follows that w.h.p. \( |P'| - |P| \leq \epsilon|V|/2 \). Thus, the number of cut-edges in \( P' \) is greater than the number of cut-edges in \( P \) by at most \( c|d(V)|/2 \) (recall that the algorithm refines \( P \) by decomposing entire parts into singletons).

\[ \blacksquare \]

### 4.2 Testing Hamiltonicity

In this section we prove the following theorem.

\begin{itemize}
  \item **Theorem 21.** Given query access to an input graph \( G = (V, E) \) where \( G \) is a minor-free bounded degree graph and a parameters \( \epsilon \) and \( |V| \), Algorithm 6 accepts \( G \) with probability \( \frac{1}{2} \) if \( G \) is Hamiltonian and rejects \( G \) with probability at least \( 2/3 \) if \( G \) is \( \epsilon \)-far from being Hamiltonian. The query complexity of the algorithm is \( \text{poly}(d/\epsilon) \) and the running time is exponential in \( \text{poly}(d/\epsilon) \).
\end{itemize}

The correctness of Algorithm 6 builds on the following claim which, given \( S \subset V \), bounds the size of a minimum path cover in \( G[S] \) by the size of the cut of \( S \).

\begin{itemize}
  \item **Claim 22.** Let \( G = (V, E) \) be a graph and let \( S \subset V \) be a subset of vertices of \( G \). Let \( k \) be the size of a minimum path cover in \( G[S] \). If \( k - 1 > |E(S, V \setminus S)|/2 \), then there is no Hamiltonian path in \( G \). Moreover, any Hamiltonian path in \( G \) must include at least \( 2(k-1) \) edges from \( E(S, V \setminus S) \).
\end{itemize}

**Proof.** Let \( G = (V, E) \) be a graph. Assume toward contradiction that there exists Hamiltonian path in \( G \), \( H = (v_1, v_2, \ldots, v_{|V|}) \) and a subset \( S \subset V \) such that \( k - 1 > |E(S, V \setminus S)|/2 \), where \( k \) is the size of a minimum path cover in \( G[S] \). Let \( P'[S] \) denote the set of all maximal sub-paths of \( H \) in \( G[S] \). In order to connect the sub-paths in \( P'[S] \) it must hold that \( H \) leaves and returns to \( G[S] \) at least \( 2|P'|-1 \) times, each time using a different edge. Thus, \( |E(S, V \setminus S)| \geq 2(|P'[S]| - 1) \). Since \( P'[S] \) is a path cover of \( G[S] \) it follows that \( |P'[S]| \geq k \), thus, \( |E(S, V \setminus S)| \geq 2(k-1) \), in contradiction to our assumption. Hence the claim follows. \( \blacksquare \)

We next list our algorithm and prove its correctness.

**Proof of Theorem 21.** By Claim 22, Algorithm 6 never rejects graphs which are Hamiltonian.

Let \( G \) be a minor-free bounded degree graph which is \( \epsilon \)-far from being Hamiltonian. We shall prove that Algorithm 6 rejects \( G \) with probability at least \( 2/3 \). Let \( P \) denote the partition that the oracle, executed in Step 2a, answers according to. With high constant probability, it holds that \( |EP| \leq \epsilon|V|/4 \). Let \( E_1 \) denote the event that this conditions holds.

Let \( \mathcal{F} \) denote the set of parts, \( S \) in \( P \), such that \( E(S, V \setminus S) = \emptyset \) or for which the size of the minimum path cover of \( G[S] \) is greater \( |E(S, V \setminus S)|/2 + 1 \).

Assume towards contradiction that \( E_1 \) occurs and that \( |\mathcal{F}| < |V|/(2x) \) where \( x \) is an upper bound on the number of vertices in each part of \( P \). We next show that \( \delta_{\text{HAM}}(G) \leq \epsilon|V| \) in contradiction to our assumption.

For each part \( S \in \mathcal{F} \) we construct a path over \( S \) that visits each vertex in \( S \) exactly once by adding at most \( |S| - 1 \leq x - 1 \) edges to \( G \).
## Algorithm 6 Testing Hamiltonicity in minor-free, bounded degree, graphs.

**Input:** Oracle access to a minor-free, bounded-degree, graph $G = (V, E)$

**Output:** Tests if $G$ is Hamiltonian with one-sided error.

1. Sample a subset, $S \subseteq V$, of $y \overset{\text{def}}{=} \Theta(x/\epsilon)$ vertices, uniformly at random, where $x$ is an upper bound on the size of the sets returned by the covering partition oracle when execute with parameter $\epsilon/6$.

2. For each $v \in S$ do:
   - a. Query the covering partition oracle on $v$ with parameter $\epsilon/6$, and let $S_v$ denote the returned set.
   - b. If $E(S_v, V \setminus S_v) = \emptyset$ then return REJECT.
   - c. For each subset $T \subseteq S_v$ such that $G[T]$ is connected, find the size of the minimum path cover of $T$ and return REJECT if it is greater than $|E(T, V \setminus T)|/2 + 1$.

For each part $S \in \mathcal{P} \setminus \mathcal{F}$, let $C_S$ denote a minimum path cover of $G[S]$. We construct a path over $S$ that visits each vertex in $S$ exactly once by adding at most $|C_S| - 1 \leq |E(S, V \setminus S)|/2$ edges to $G$.

We then connect all the paths induced on the different parts of $\mathcal{P}$ by adding at most $|\mathcal{P}| = |\mathcal{F}| + |\mathcal{P} \setminus \mathcal{F}|$ edges.

Overall the number of edges added is at most:

$$|\mathcal{F}| \cdot (x - 1) + |E_P| + |\mathcal{F}| + |\mathcal{P} \setminus \mathcal{F}| \leq |\mathcal{F}| \cdot x + 3|E_P| < \epsilon|V|,$$

where the first inequality follows from the fact that $|\mathcal{P} \setminus \mathcal{F}| \leq 2|E_P|$ as for each $S \in \mathcal{P} \setminus \mathcal{F}$ it holds that $E(S, V \setminus S) \cap E_P \neq \emptyset$ and each edge in $E_P$ is adjacent to at most 2 parts in $\mathcal{P}$.

Thus, if $\delta_{\text{HAM}(G)} > \epsilon|V|$ and $E_1$ occurs then $|\mathcal{F}| \geq |V|/(2x)$. Thus, the number of vertices in parts that belong to $\mathcal{F}$ is at least $\epsilon|V|/(2x)$, which implies that $G$ is rejected w.h.p. either in Step 2b or in Step 2c of Algorithm 6, as desired.

### 4.3 Local algorithms for constructing a spanning subgraph with almost optimum weight

In this section we prove the following theorem.

**Theorem 23.** Algorithm 7 is a local algorithm for $(1 + \epsilon)$-approximating the minimum weight spanning graph for minor-free graphs, with high constant success probability and time and query complexity $\text{poly}(W, d, \epsilon^{-1})$.

**Proof.** Let $\mathcal{P}$ denote the partition that the oracle, executed in Step 1, answers according to. With high constant probability, it holds that $|E_P| \leq \epsilon|V|/W$. Let $E_1$ denote the event that this conditions holds. We claim that the number edges for which Algorithm 7 returns YES for which both endpoints belong to the same part is at most $|V| - 1$. To see this consider a part $T \in \mathcal{P}$ and a cycle $C$ in $G[T]$. Let $\{u, v\}$ denote the heaviest edge in the cycle. When queried on $u$ and $v$ the covering partition oracle returns sets $S_u$ and $S_v$ such that $T \subseteq S_u \cup S_v$. Thus the cycle $C$ is contained in $G[S_u \cup S_v]$. Therefore the algorithm returns NO on $\{u, v\}$ in Step 3. By the cycle rule the number of edges in $G[T]$ for which the algorithm returns YES is exactly $|T| - 1$.

Hence conditioned on $E_1$, the total number of edges for which Algorithm 7 returns YES is at most $(|V| - 1) + \epsilon|V|/W.$
By the cycle rule, any edge, \( e \), for which Algorithm 7 returns NO does not belong to the MST of \( G \). Since the MST consists of exactly \( |V| - 1 \) edges, it follows that, conditioned on \( E_1 \), the number of edges that do not belong to the MST and for which Algorithm 7 returns YES is at most \( \epsilon |V| / W \) as desired.

\[ \boxed{\text{Algorithm 7}} \]

Local algorithm for approximated-MST in bounded-degree minor-free graphs.

**Input:** \( \{ u, v \} \in E \) and parameters \( \epsilon \) and \( W \).

**Output:** YES if \( \{ u, v \} \) belongs to the approximated-MST and NO otherwise.

1. Perform a query \( u \) and a query \( v \) to the covering-oracle with parameter \( \epsilon / W \). Let \( S_u \) and \( S_v \) denote the subsets returned by the oracle, respectively.
2. Find the subgraph induced on \( S_u \cup S_v \), denoted by \( G[ S_u \cup S_v ] \).
3. Return NO if and only if \( \{ u, v \} \) is the heaviest edge on any cycle in \( G[ S_u \cup S_v ] \).

4.4 Testing monotone and additive properties

**Theorem 24.** Any property of graphs which is monotone (closed under removal of edges and vertices) and additive (closed under the disjoint union of graphs) can be tested with one-sided error in minor-free graphs with bounded degree \( d \) with query complexity which is \( \text{poly}(d/\epsilon) \) where \( \epsilon \) is the proximity parameter.

**Proof.** Let \( \mathcal{T} \) be a property of graphs which is monotone and additive. We propose the following algorithm for testing \( \mathcal{P} \) on an input graph \( G \) which is a minor-free graphs of degree bounded by \( d \). Sample a set of \( O(d/\epsilon) \) vertices, \( S \), uniformly at random and run the covering partition oracle on each \( v \in S \) with parameter \( \epsilon / 2 \).

For each \( v \in S \), let \( S_v \) denote the set returned by the covering partition oracle when queried on \( v \). Return ACCEPT iff for all \( v \in S \), \( G[ S_v ] \) has the property \( \mathcal{T} \).

If \( G \) has the property \( \mathcal{T} \) then since \( \mathcal{T} \) is monotone it follows that for all \( v \in S \), \( G[ S_v ] \) has the property \( \mathcal{T} \) as well.

Let \( \mathcal{P} \) denote the partition that the covering partition oracle answers according to. With high constant probability \( |E_\mathcal{P}| \leq \epsilon |V| / 2 \). Let \( E_1 \) denote the event that this condition holds. If \( G \) is \( \epsilon \)-far from having the property \( \mathcal{T} \) then, conditioned on \( E_1 \), \( G' = (V, E \setminus E_\mathcal{P}) \) is \( (\epsilon / 2) \)-far from having the property \( \mathcal{T} \).

Thus we need to remove at least \( \epsilon |V| / 2 \) edges from \( G' \) to obtain the property \( \mathcal{T} \). By the additivity and monotonicity of \( \mathcal{T} \) it follows that \( G' \) has the property \( \mathcal{T} \) if and only if for every \( T \in \mathcal{P} \), \( G[T] \) has the property \( \mathcal{T} \). Thus, there are at least \( \epsilon |V| / 2 \) edges, and hence at least \( \epsilon |V| / (2d) \) vertices, that belong to parts, \( T \in \mathcal{P} \) such that \( G[T] \) does not have the property \( \mathcal{T} \). Hence, with high constant probability the algorithm sample one of these vertices and rejects \( G \). This concludes the proof.
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A.1 Partition Oracles

Partition oracles were introduced by Hassidim et al. [14] as a tool for approximating parameters and testing properties of minor-free bounded degree graphs. The query complexity of the partition oracle of [14] is exponential in $1/\epsilon$. The query complexity was later improved in [25] to be quasi-polynomial in $1/\epsilon$. Very recently, Kumar-Seshadhri-Stolman [20] obtained a partition oracle with query complexity which is polynomial in $1/\epsilon$.

Edelman et al. [8] obtained a partition oracle with query complexity polynomial which is in $1/\epsilon$ for graphs with bounded treewidth.

A.2 Testing Hamiltonicity

Yoshida and Ito [33] and more recently Goldreich [12] proved a linear (in the number of vertices) lower bound for testing Hamiltonicity (even with two-sided error) in bounded degree graphs. Adler and Köhler [1] provided a deterministic construction of families of graphs for which testing Hamiltonicity with one-sided error requires linear number of queries.

A.3 Testing properties of minor-free graphs

Newman and Sohler [29] showed that any property of hyperfinite graphs and in particular minor-free graphs can be tested with query complexity that depends only on $1/\epsilon$ and $d$ where $d$ is a bound on the maximum degree. In fact, they proved a stronger claim, that a minor-free graph can be learned up to a precision of $edn$ edges with such query complexity. However, although the query complexity of their canonical tester is independent of $n$ it is super-polynomial in $d/\epsilon$.

For minor-free graphs of unbounded degrees, Czumaj et al. [6] obtained an algorithm whose query complexity depends only on $1/\epsilon$ for testing Bipartiteness. More recently, this result was generalized by Czumaj ans Sohler [7] who proved that any property of minor-free graphs can be tested with one-sided error with query complexity that depends only on $1/\epsilon$ if and only if it can be reduced to testing for a finite family of finite forbidden subgraphs. Czumaj et al. [6] also provide a canonical tester for testing $H$-subgraph freeness for any fixed $H$ with query complexity that is independent of $n$, however super polynomial in $1/\epsilon$.

It was shown that for other restrictive families of graphs of unbounded degree that every property is testable with query complexity which is at most polylogarithmic in $n$ [21, 17, 3]. Specifically, Kusumoto and Yoshida [21] proved that any property of forests can be tested with query complexity $\text{poly}(\log n)$ and that testing Isomorphism of forests requires $\Omega(\sqrt{\log n})$. This result was generalized in Babu-Khoury-Newman [3] for $k$-outerplanar graphs.

A.4 Local algorithms for constructing sparse spanning subgraphs

The model of local computation algorithms as considered in this work, was defined by Rubinfeld et al. [32] (see also Alon et al. [2] and survey in [23]). The problem of constructing sparse spanning subgraphs in this model was studied in several papers [26, 24, 25, 22, 31, 28]. This problem is a special case of constructing an $\epsilon$-almost MST in which the weights of all the edges are identical.
For restricted families of graphs, it was shown that the complexity of the problem is independent of $n$. Specifically, it was shown in [24] that for families of graph that are, roughly speaking, sufficiency non-expanding, one can provide an algorithm with query complexity that is independent of $n$ (however, super-exponential in $1/\epsilon$). This is achieved by simulating a localized version of Kruskal’s algorithm. On the negative side, it was also shown in [24] that for graphs with expansion properties that are a little better, there is no local algorithm that inspects a number of edges that is independent of $n$.

In [28] there is an algorithm for locally constructing sparse spanning subgraphs in minor-free, unbounded degree, graphs with query complexity and time complexity which are polynomial in $d$ and $1/\epsilon$. Thus our algorithm for unbounded degree graphs generalizes this result for the weighted case.

In [26, 27] it was shown that a spanning subgraph of almost optimum weight can be constructed locally in minor-free graph with degree bounded by $d$ with query complexity and time complexity which are quasi-polynomial in $d$, $1/\epsilon$ and $W$ where $W$ is the maximum weight of an edge. Thus our algorithm for unbounded degree graphs generalizes this result to unbounded degree graphs and improves the complexity of the upper bound from quasi-polynomial to polynomial in $d$, $1/\epsilon$ and $W$.

### B Omitted proofs and details

#### B.1 Proof of Claim 11

Let $G = (V, E)$ be a graph and let $C = \{P_1, \ldots, P_k\}$ be a minimum path cover of $G$.

We first prove that $\delta_{\text{HAM}}(G) \leq k - 1$. For every $1 \leq i \leq k - 1$ we add an edge which connects the end-vertex of $P_i$ to the start-vertex of $P_{i+1}$. Thus, by adding $k - 1$ edges we constructed a Hamiltonian path in $G$.

We next prove that $\delta_{\text{HAM}}(G) \geq k - 1$. By definition, there exist $\delta_{\text{HAM}}(G)$ edges such that when added to $G$, $G$ becomes Hamiltonian. Let $E'$ denote a set of $\delta_{\text{HAM}}(G)$ such edges and let $G' = (V, E \cup E')$ be the graph resulting from adding these edges to $G$. Let $H = (s_1, \ldots, s_{|V|})$ denote a Hamiltonian path in $G'$. After we remove back the edges in $E'$ we break $H$ into $|E'| + 1$ connected components (each edge we remove adds an additional connected component), i.e. into $|E'| + 1$ paths. Thus the size of the minimum path cover of $G$ is at most $|E'| + 1 = \delta_{\text{HAM}}(G) + 1$. Thus $k \leq \delta_{\text{HAM}}(G) + 1$ and so $\delta_{\text{HAM}}(G) \geq k - 1$ as desired.

#### B.2 Proof of Claim 12

The claim that $\delta_{\text{HAM}}(G) \leq \delta_{\text{HAM}}(G')$ follows from the fact that the distance from being Hamiltonian can not decrease when we remove edges.

Let $C$ be a minimum path cover of $G$. By Claim 11, $\delta_{\text{HAM}}(G) = |C| - 1$. Now consider removing the edges in $F$ one by one and how this affects the number of paths in $C$. After removal of a single edge, the number of paths may increase by at most one. Thus, after removing all the edges in $F$ the paths in $C$ break into at most $|C| + |F|$ paths. Thus the size of the minimum path cover of $G'$ is at most $|C| + |F|$. By claim 11, $\delta_{\text{HAM}}(G') \leq |C| + |F| - 1 = \delta_{\text{HAM}}(G) + |F|$, as desired.

#### B.3 Proof of Claim 13

The proof of this claim is similar to the proof of Claim 12.

The claim that $\delta_{\text{HAM}}(G) \leq \delta_{\text{HAM}}(G')$ follows from the fact that the distance from being Hamiltonian can not decrease when we remove edges.
Let $\mathcal{C}$ be a minimum path cover of $G$. By Claim 11, $\delta_{\text{HAM}}(G) = |\mathcal{C}| - 1$. Now consider removing the edges adjacent to vertices in $S$ vertex by vertex and how this affects the number of paths in $\mathcal{C}$. After removal of edges incident to a specific vertex, the number of paths may increase by at most two. This follows from the fact that each vertex $v$ belongs to exactly one path, $P$, and the fact that when the edges incident to $v$ are removed, $P$ may break into at most 3 different paths. Thus, after removing all the edges incident to vertices in $S$ the paths in $P$ break into at most $|\mathcal{C}| + 2|S|$ paths. Thus the size of the minimum path cover of $G'$ is at most $|\mathcal{C}| + 2|S|$. By Claim 11, $\delta_{\text{HAM}}(G') \leq |\mathcal{C}| + 2|S| - 1 = \delta_{\text{HAM}}(G) + 2|S|$, as desired.

### B.4 Proof of Claim 15

We claim that $\text{MSF}(G) \subseteq \text{MSF}(G') \cup S$. To see this observe that for every edge $e \in E' \setminus \text{MSF}(G')$, it holds, by the cycle rule, that there exists a cycle in $G'$ such that $e$ is the heaviest edges in this cycle. Thus, these edges are not in $\text{MSF}(G)$ either (because all the cycles in $G'$ exist in $G$ as well).

Since the number of connected components in $G$ is at most the number of connected components in $G'$ it holds that $|\text{MSF}(G')| \leq |\text{MSF}(G)|$. Thus,

$$|\text{MSF}(G) \setminus \text{MSF}(G')| \geq |\text{MSF}(G') \setminus \text{MSF}(G)|. \quad (1)$$

Since $\text{MSF}(G) \subseteq \text{MSF}(G') \cup S$ it holds that $\text{MSF}(G) \setminus \text{MSF}(G') \subseteq S$. Thus,

$$|\text{MSF}(G) \setminus \text{MSF}(G')| \leq |S|. \quad (2)$$

It follows from Equations 1 and 2 that $|\text{MSF}(G') \setminus \text{MSF}(G)| \leq |S|$. Thus, the claim follows from the bound on the maximum weight of an edge in $G$.

### B.5 Correctness of Algorithm 2

\textbf{Claim 25.} With high constant probability, the number of edges added to $E'$ in steps 2 and 4 of Algorithm 2 is at most $\epsilon |V|/(3W)$.

\textbf{Proof.} With high constant probability $|E_P| \leq \epsilon |V|/(6W)$. Since $G$ is minor-free it follows by Fact 4 and Markov’s inequality the number of edges in $G[H]$ is at most $\epsilon |V|/(6W)$. The claim follows.

\textbf{Claim 26.} All edges added to $E'$ in step 5 of Algorithm 2 belong to $\text{MSF}(\hat{G})$ where $\hat{G} = (V, E \setminus E_P)$.

\textbf{Proof.} Let $S \in \mathcal{P}$ and let $F = (S, A)$ denote the graph returned by Algorithm 4.

We first prove that all the edges in $A$ belong to $\text{MSF}(\hat{G})$. Since each sub-part $B$ of $S$ is active (see Step 2 of Algorithm 4) as long as the lightest edge in $E^G(B, S \setminus B)$ is lighter than the lightest edge in $E^G(B, H)$ it follows that $e_B$ (see Step 3a of Algorithm 4) is the lightest edge in $E^G(B, V \setminus B)$. Thus, all the edges of $A$ belong to $\text{MSF}(\hat{G})$ by the cut rule (see Subsection 2.4).

We next prove that for each connected component of $F$, $C$, the lightest edge which is adjacent to $C$ and $H$ (if such edge exists) is in $\text{MSF}(\hat{G})$. We first note that we only need to consider $S$ such that $E^G(S, H) \neq \emptyset$. In this case each connected component of $F$, $C$, is adjacent to at least one vertex in $H$. Since $C$ is not active it follows that lightest edge which is adjacent to $C$ and $H$ is the lightest edge in the cut of $C$ in $\hat{G}$. Thus the claim follows from the cut rule. This concludes the proof of the claim.

In the proof of the following claim we closely follow the analysis in [28] (see proof in Subsection B.6).
Claim 27. Let $U$ denote the set of edges in $E'$ that are incident to two different clusters (namely, each endpoint belongs to a different cluster). With probability $1 - 1/\Omega(|V|)$, $|U| \leq \epsilon|V|/(3W)$.

Claim 28. Let $G = (V, E)$ be a connected minor-free graph, then with high constant probability the graph returned by Algorithm 2, $G' = (V, E')$, is connected and $\sum_{e \in E'} w(e) \leq (1 + \epsilon)OPT$, where $OPT$ is the weight of a minimum weight spanning tree of $G$.

Proof. We begin by proving $G'$ is connected. To see this observe that each vertex either belongs to a cluster or to a subset $S \in \mathcal{P}$ such that $E^G(S, H) = \emptyset$.

By construction, the subgraph induced on each cluster in $G'$ is connected. For any two clusters which are connected by an edge the lightest edge that connects the clusters belongs to $E'$. This follows from Step 7 in Algorithm 2. If $E^G(S, H) = \emptyset$ then $G'[S]$ is connected by Algorithm 2, as all sub-parts of $S$ remain active throughout the entire execution of the algorithm. Moreover, all the edges in $E^G(S, V \setminus S)$ are in $E'$ as well. Thus $G'$ is connected. The claim regrading the weight of the edges of $G'$ follows from Claim 15 and Claims 25-27.

B.6 Proof of Claim 27

For each cluster $B$, we charge to $B$ a subset of the edges incident to $B$ so that the union of all the charged edges (over all clusters) contains $U$. Our goal is to show that with probability $1 - 1/\Omega(n)$, the total number of charged edges is at most $\epsilon|V|/(3W)$.

Let $\tilde{G} = (V, \tilde{E})$ be such that $\tilde{E} = E \setminus E_P$. Consider the auxiliary graph, denoted $\tilde{G}$, that results from contracting each cluster $B$ and isolated parts in $\tilde{G}$ into a mega-vertex in $\tilde{G}$, which we denote by $v(B)$. For each pair of clusters $B$ and $B'$ such that $E^\tilde{G}(B, B')$ is non-empty, there is an edge $(v(B), v(B'))$ in $\tilde{G}$, which we refer to as a mega edge, and whose weight is $|E^\tilde{G}(B, B')|$. Since $G$ is minor-free, so is $\tilde{G}$. By Fact 4, which bounds the arboricity of minor-free graphs, we can partition the mega-edges of $\tilde{G}$ into $r$ forests. Consider orienting the mega-edges of $\tilde{G}$ according to this partition (from children to parents in the trees of these forests), so that each mega-vertex has at most $r$ outgoing mega-edges. For cluster $B$ and a cluster $B'$ such that $(v(B), v(B'))$ is an edge in $\tilde{G}$ that is oriented from $v(B)$ to $v(B')$, we shall charge to $B$ a subset of the edges in $E^\tilde{G}(B, B')$, as described next.

Let $x$ be an upper bound on the size of parts returned by the partition oracle when executed with parameter $\epsilon/(6W)$. Thus $x$ is an upper bound on the size of part in the partition $\mathcal{P}$ of $G[L]$. Let $E^b(B, B')$ denote the subset of edges in $E^\tilde{G}(B, B')$ that are the $(\epsilon/(9rW)) \cdot |E(B, B')|$ lightest edges of $E(B, B')$. We charge all the edges in $E^b(B, B')$ to $B$. The rationale is that for these edges it is likely that the algorithm won’t sample an edge in $E^G(B, B')$ which is lighter. The total number of such edges is at most $(\epsilon/(9rW)) \cdot |E| \leq \epsilon|V|/(9W)$.

For a light vertex $y$ let $\text{subpart}(y)$ denote the subpart of $y$. Let $u$ be the center of the cluster $B$, and let $N^b(u, B')$ be the set of vertices, $y \in N(u)$, such that:

$$\{y \in B' \land (u, y) \in E^b(B, B')\} \lor \exists (y', z) \in E^b(B, B') \text{ s.t. } y' \in \text{subpart}(y).$$

That is, $N^b(u, B')$ is the subset of neighbors of $u$ such that if Algorithm 3 selects one of them in Step 2, then it obtains an edge in $E^b(B, B')$. We consider two cases.

First case: $|N^b(u, B')|/|N(u)| < \epsilon^2/(162W^2r^2x\Delta)$. In this case we charge all edges in $E^G(B, B')$ to $B$. For each part $\text{subpart}(y)$ such that $y \in N^b(u, B')$ there are at most $|\text{subpart}(y)| \cdot \Delta$ edges $(y', z) \in E^b(B, B')$ for which $y' \in \text{subpart}(y)$. Therefore, in this case
\( |E^b(B, B^\prime)| \leq x\Delta \cdot |N^b(u, B^\prime)| \leq N(u) \cdot \epsilon^2/(162W^2r^3) \) and hence \( |E(B, B^\prime)| < (9rW/\epsilon) \cdot \epsilon^2/(162W^2r^3) \cdot |N(u)| \). It follows that the total number of charged edges of this type is at most \((\epsilon/(18W)) \cdot 2|E| \leq cn/(9W)\).

**Second case:** \(|N^b(u, B^\prime)|/|N(u)| \geq \epsilon^2/(162W^2r^3x\Delta)\). For each \( u \) and \( B^\prime \) that fall under this case we define the set of edges \( Y(u, B^\prime) = \{ (u, v) : v \in N^b(u, B^\prime) \} \) and denote by \( Y \) the union of all such sets (over all such pairs \( u \) and \( B^\prime \)). Edges in \( Y \) are charged to \( B \) and only if they belong to \( U \) and are incident to a vertex in \( B \). Fix an edge in \( Y \) that is incident to \( B \), and note that the selection of neighbors of \( u \) is done according to a \( t \)-wise independent distribution for \( t > 4q \), where \( q \) is the sample size set in Step 2 of the Algorithm 3. Therefore, the probability that the edge belongs to \( U \) is upper bounded by \((1 - \epsilon^2/(162W^2r^3x\Delta))^q\), which by the setting of \( q \), is at most \( p = \epsilon/(18Wr) \) (for sufficiently large constant w.r.t. the Theta notation).

We next show, using Chebyshev’s inequality, that w.h.p., the number of edges in \( Y \) that are in \( U \) is at most \( 2p|E| \). For \( y \in Y \), define \( J_y \) to be an indicator variable that is 1 if and only if \( y \in F \). Then for a fixed \( y \in Y \), \( E[J_y] \leq p \) and \( J_y \) are pairwise independent (this is due to the fact that the samples of every pair of edges are pairwise independent). Therefore, by Chebyshev’s inequality,

\[
\Pr\left[ \sum_{y \in Y} J_y \geq 2p|E| \right] \leq \frac{\text{Var}\left[ \sum_{y \in Y} J_y \right]}{(p|E|)^2} = \frac{\sum_{y \in Y} \text{Var}(J_y)}{(p|E|)^2} \leq \frac{p(1-p)|E|}{(p|E|)^2} = \frac{1-p}{p^2|E|} = \frac{1}{\Omega(n)},
\]

and the proof of Claim 27 is completed.

**Remark 29.** The random seed that Algorithm 2 uses consists of two parts. The first part is for running the partition oracle. The second part is for selecting random neighbors in Step 2 of Algorithm 3. Since the selection of neighbors is according to a \( t \)-wise independent distribution we obtain that a random seed of length \( O(\log n) \) is sufficient.

### B.7 The local implementation of Algorithm 2

Algorithm 8 is the local implementation of Algorithm 2 and is listed next.

| Algorithm 8 Local algorithm for approximated-MST in unbounded-degree minor-free graphs.

- **Input:** \{\( u, v \) \( \in E \).\)
- **Output:** YES if \{\( u, v \) \} belongs to the approximated-MST and NO otherwise.

1. If both \( u \) and \( v \) are in \( H \) return YES.
2. If both \( u \) and \( v \) are light:
   a. Query the partition oracle on \( u \) and \( v \) and return YES if they belong to different parts.
   b. Find the sub-parts of \( u \) and \( v \) by running Algorithm 4.
   c. If \( u \) and \( v \) are in the same sub-part:
      i. Return YES if \{\( u, v \)\} is in the set of edges returned by Algorithm 4 (when running on \( u \)).
      ii. Otherwise, return NO.
   d. Otherwise, set \( C_u \) to be the center of \( u \) and \( C_v \) to be the center of \( v \).
   e. If \( C_u = C_v \) return NO.
3. Otherwise, if \( u \) is light and \( v \) is heavy (and analogously if \( v \) is light and \( u \) is heavy) then:
   a. Find the sub-part of \( u \) and set \( C_u \) to be the center of this sub-part
   b. Set \( C_v = v \)
4. Run Algorithm 3 on \( C_u \) and \( C_v \) and return YES if the edge \{\( u, v \)\} is lighter than the edge returned by the algorithm. Otherwise, return NO.
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1 Introduction

The focus of this paper is multi-player games, and in particular their asymptotic behavior under parallel repetition.

Multi-player games consist of a one-round interaction between a referee and $k$ players. In this interaction, the referee first samples a “query” $(q_1, \ldots, q_k)$ from some joint query distribution $Q$, and for each $i$ sends $q_i$ to the $i^{th}$ player. The players are required to respectively produce “answers” $a_1, \ldots, a_k$ without communicating with one another (that is, each $a_i$ is a function only of $q_i$) and they are said to win the game if $(q_1, \ldots, q_k, a_1, \ldots, a_k)$ satisfy some predicate $W$ that is fixed and associated with the game.

Suppose that a game $G$ has the property that the maximum probability with which players can win is $1 - \epsilon$, no matter what strategy they use. This quantity is called the value of $G$. The parallel repetition question [13] asks

*How well can the players concurrently play in $n$ independent copies of $G$?*

More precisely, consider the following $k$-player game, which we call the $n$-wise parallel repetition of $G$ and denote by $G^n$:

1. The referee samples, for each $i \in [n]$ independently, query tuples $(q_1^i, \ldots, q_k^i) \sim Q$. We refer to the index $i$ as a coordinate of the parallel repeated game.
2. The $j^{th}$ player is given $(q_j^1, \ldots, q_j^n)$ and is required to produce a tuple $(a_j^1, \ldots, a_j^n)$.
3. The players are said to win in coordinate $i$ if $(q_1^i, \ldots, q_k^i, a_1^i, \ldots, a_k^i)$ satisfies $W$. They are said to win (without qualification) if they win in every coordinate $i \in [n]$.

One might initially conjecture that the value of $G^n$ is $(1 - \epsilon)^n$. However, this turns out not to be true [14, 9, 12, 25], as players may benefit from correlating their answers across different coordinates. Still, Raz showed that if $G$ is a two-player game, then the value of $G^n$ is $2^{-\Omega(n)}$, where the $\Omega$ hides a game-dependent constant [23, 17]. Tighter results, based on the value of the initial game are also known [8, 5]. For many applications, such bounds are qualitatively as good as the initial flawed conjecture.

Games involving three or more players have proven more difficult to analyze, and the best known general bound on their parallel repeated value is due to Verbitsky [26]. This bound states that the value of $G^n$ approaches 0, but the bound is *extremely* weak (it shows that the value is at most $\frac{1}{\alpha(n)}$, where $\alpha$ denotes an inverse Ackermann function). The weakness of this bound is generally conjectured to reflect limitations of current proof techniques rather than a fundamental difference in the behavior of many-player games. In the technically incomparable but related no-signaling setting however, Holmgren and Yang showed that three-player games genuinely behave differently than two-player games [19]. Specifically, they showed that there exists a three-player game with “no-signaling value” bounded away from 1 such that no amount of parallel repetition reduces the no-signaling value at all.

Parallel repetition is a mathematically natural operation that we find worthy of study in its own right. At the same time, parallel repetition bounds have found several applications in theoretical computer science (see this survey by [24]). For example, parallel repetition of 2 player games shares intimate connections with multi-player interactive proofs [4], probabilistically checkable proofs and hardness of approximation [3, 10, 16], geometry of foams [11, 20, 1], quantum information [6], and communication complexity [22, 2]. Recent work also shows that strong parallel repetition for a particular class of multiprover games implies new time lower bounds on Turing machines that can take advice [21].

Dinur et al. [7] describe a restricted class of multi-player games for which Raz’s approach generalizes (giving exponential parallel bounds). Specifically, they consider games whose query distribution satisfies a certain connectivity property. For games outside this class,
Verbitsky’s bound was the best known. Dinur et al. highlighted one simple three-player game, called the GHZ game [15], that in some sense is maximally far from the aforementioned tractable class of multi-player games. In the GHZ game, the players’ queries are \((q_1, q_2, q_3)\) chosen uniformly at random from \(\{0, 1\}^3\) such that \(q_1 \oplus q_2 \oplus q_3 = 0\), and the players’ goal is to produce \((a_1, a_2, a_3)\) such that \(a_1 \oplus a_2 \oplus a_3 = q_1 \lor q_2 \lor q_3\). Dinur et al. conjectured that parallel repetition decreases the value of the GHZ game exponentially quickly, and speculated that progress on proving this would shed light on parallel repetition for general games. The GHZ game has also played a foundational role in the understanding of quantum information theory, due in part to the fact that quantum strategies can win the GHZ game with probability 1. It is possible that improved parallel repetition bounds will find applications in this setting as well.

In a recent work, Holmgren and Raz [18] proved the following polynomial upper bound on the parallel repetition of the GHZ game:

\[ \text{Theorem 1. The value of the } n\text{-wise repeated GHZ game is at most } n^{-\Omega(1)}. \]

Our main contribution is a different proof of this theorem that, in our view, is significantly simpler and more direct than the proof of [18]. Like [18], we actually do not rely on any properties of the GHZ game other than its query distribution, and in particular we do not rely on specifics of the win condition. Furthermore, unlike most previous works on parallel repetition, our proof makes no use of information theory, and instead relies on the use of Fourier analysis.

1.1 Technical Overview

Let \(\mathcal{P}\) denote the distribution of queries in the \(n\)-wise parallel repeated GHZ game. Let \(\alpha = \Theta(1/n^\varepsilon)\) for a small constant \(\varepsilon > 0\) and \(E = E_1 \times E_2 \times E_3\) be any product event with significant probability under \(\mathcal{P}\), i.e., \(\mathcal{P}(E) \geq \alpha\). The core of our proof is establishing that for a random coordinate \(i \in [n]\), the query distribution \(\mathcal{P}|E\) (\(\mathcal{P}\) conditioned on \(E\)) is mildly hard in the \(i^{th}\) coordinate. That is, given queries sampled from \(\mathcal{P}|E\), the players’ maximum winning probability in the \(i^{th}\) coordinate is bounded away from 1. Using standard arguments from the parallel repetition literature, this will imply an inverse polynomial bound for the value of the \(n\)-fold GHZ game. The difficulty, as usual, is that the \(n\) different queries in \(\mathcal{P}|E\) may not be independent.

Our approach at a high level is to:

1. Identify a class \(\mathcal{D}\) of simple distributions (over queries for the \(n\)-wise repeated GHZ game) such that it is easy to analyze (in step 3 below) which coordinates are hard for any given \(D \in \mathcal{D}\). By hard, we mean that the players’ maximum winning probability in the \(i^{th}\) coordinate is \(\frac{3}{4}\).

2. Approximate \(\mathcal{P}|E\) by a convex combination of distributions from \(\mathcal{D}\). That is, we write

\[ \mathcal{P}|E \approx \sum_j p_j D_j, \]

where \(\{D_j\}\) are distributions in \(\mathcal{D}\), \(p_j\) are non-negative reals summing to 1, and \(\approx\) denotes closeness in total variational distance.

3. Show that in the above convex combination, “most” of the \(D_i\) have many hard coordinates. More precisely, if we sample \(j\) with probability \(p_j\), then the expected fraction of coordinates in which \(D_j\) is hard is at least a constant (say 1/3).

Completing this approach implies that if \(i \in [n]\) is uniformly random, then the \(i^{th}\) coordinate of \(\mathcal{P}|E\) can be won with probability at most \(1 - \Omega(1)\). We elaborate on each of these steps below.
Bow Tie Distributions

For our class of “simple” distributions $D$, we introduce the notion of a “bow tie” distribution. We then define $D$ to be the set of all bow tie distributions. A bow tie is a set $B$ of the form

$$
B = \{(x_0, y_0, z_0), (x_1, y_1, z_1), (x_1, y_0, z_1), (x_0, y_1, z_0)\} \subseteq (\mathbb{F}_2^n)^3
$$

such that for each $(x, y, z)$ in $B$, we have $x + y + z = 0$. In particular this requires that $x_0 + x_1 = y_0 + y_1 = z_0 + z_1$. A bow tie distribution is the uniform distribution on a bow tie. Our name of “bow tie” is based on the fact that bow ties are thus determined by $\{(x_0, y_0), (x_1, y_1), (x_1, y_0), (x_0, y_1)\}$, which we sometimes view as a set of edges in a graph. In this case, bow ties are special kinds of $K_{2,2}$ subgraphs, where $K_{2,2}$ denotes the complete bipartite graph.

The main property of a bow tie distribution $D$ is that for every coordinate $i$ for which $(x_0)_i \neq (x_1)_i$ (equivalently $(y_0)_i \neq (y_1)_i$, or $(z_0)_i \neq (z_1)_i$), the $i^{th}$ coordinate of $D$ is as hard as the GHZ game (i.e. players cannot produce winning answers for the $i^{th}$ coordinate with probability more than $\frac{3}{4}$). This follows by “locally embedding” the (unrepeated) GHZ query distribution into the $i^{th}$ coordinate of $D$ as follows. We first swap $x_0 \leftrightarrow x_1$, $y_0 \leftrightarrow y_1$, $z_0 \leftrightarrow z_1$ as necessary to ensure that

$$
(x_0)_i = (y_0)_i = (z_0)_i = 0.
$$

An even number of swaps are required to do this by the assumption that $x_0 + y_0 + z_0 = 0$, and bow ties are invariant under an even number of such swaps. Thus Equation (1) is without loss of generality. Suppose $f_1, f_2, f_3 : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ comprise a strategy for the $i^{th}$ coordinate of $D$. Then a strategy $f_1, f_2, f_3 : \mathbb{F}_2 \rightarrow \mathbb{F}_2$ for the basic (unrepeated) GHZ game can be constructed as

$$
\begin{align*}
&f_1(b) = \bar{f}_1(x_0) \\
&f_2(b) = \bar{f}_2(y_0) \\
&f_3(b) = \bar{f}_3(z_0).
\end{align*}
$$

The winning probability of this strategy is the same as the winning probability of $\bar{f}_1, \bar{f}_2, \bar{f}_3$ in the $i^{th}$ coordinate because $((x_0)_i, (y_0)_i, (z_0)_i) = (b_1, b_2, b_3)$. Hence both probabilities are at most $3/4$.

Approximating $P|E$ by Bow Ties

We now sketch how to approximate $P|E$ by a convex combination of bow tie distributions, where $E$ is a product event $E_1 \times E_2 \times E_3$. We assume for now that the non-zero Fourier coefficients of each $E_j$ are small. We will return to this assumption at the end of the overview – it turns out to be nearly without loss of generality.

We show that $P|E$ is close in total variational distance to the distribution obtained by sampling a uniformly random bow tie $B \subseteq E$, and then outputting a random element of $B$. The latter distribution is equivalent to sampling $(x, y, z)$ with probability proportional to the number of bow ties $B \subseteq E$ that contain $(x, y, z)$. This number is

$$
\begin{align*}
&\begin{cases}
(\sum_{z' \in \mathbb{F}_2^n} E_1(y + z') E_2(x + z') E_3(z')) - 1 & \text{if } (x, y, z) \in \text{supp}(P|E) \\
0 & \text{otherwise},
\end{cases}
\end{align*}
$$

(2)
where we identify $E_1$, $E_2$, and $E_3$ with their indicator functions. Note that we are subtracting 1 to cancel the term corresponding to $z' = z$.

Intuitively, the fact that all $E_j$ have small Fourier coefficients means that they look random with respect to linear functions. Thus, one might guess that the above sum is close to $2^n \cdot \mu(E_1)\mu(E_2)\mu(E_3)$ for most $(x, y, z) \in \text{supp}(P|E)$, where $\mu(S) = |S|/2^n$ denotes the measure of $S$ under the uniform distribution on $\mathbb{F}_2^n$. If “close to” and “most” have the right meanings, then this would imply that our distribution is close in total variational distance to $P|E$ as desired.

Our full proof indeed establishes this. More precisely, we view Equation (2) as a vector indexed by $(x, y, z)$ and establish bounds on that vector’s $\ell_1$ and $\ell_2$ norms as a criterion for near-uniformity. In the process our proof repeatedly uses the following claims (see Lemma 16).

For all sets $S, T \subseteq \mathbb{F}_2^n$ that are sufficiently large, we have

$$\mathbb{E}_{z \sim \mathbb{F}_2^n} \mathbb{E}_{x \sim \mathbb{F}_2^n} [S(x) \cdot T(x + z) \cdot E_3(z)] \approx \mu(S) \cdot \mu(T) \cdot \mu(E_3)$$

and

$$\mathbb{E}_{z \sim \mathbb{F}_2^n} \left( \mathbb{E}_{x \sim \mathbb{F}_2^n} [S(x) \cdot E_2(x + z)] \cdot E_3(z) \right)^2 \approx \mu(S)^2 \cdot \mu(E_2)^2 \cdot \mu(E_3).$$

**Most Bow Ties are Hard in Many Coordinates**

For the final step of our proof, we need to show that the distribution of bow ties analyzed in the previous step produces (with high probability) bow ties that differ in many coordinates.

We begin by parameterizing a bow tie by $(x_0, y_0, x_0 \oplus x_1)$ and noting that in the previous step, we essentially showed that $E$ contains $2^{3n - O(\log n)}$ different bow ties. The $O(\log n)$ term in the exponent arises from the fact that the events $\{E_j\}$ have density in $\mathbb{F}_2^n$ that is inverse polynomial in $n$. A simple counting argument then shows that for a random bow tie, the min-entropy of $x_0 \oplus x_1$ is close to $n$. This means that $x_0 \oplus x_1$ is close to the uniform distribution in the sense that any event occurring with probability $p$ under the uniform distribution occurs with probability $p \cdot n^{O(1)}$ under the distribution of $x_0 \oplus x_1$. Thus we can finally apply a Chernoff bound to deduce that with all but $2^{-\Omega(n)}$ probability, $x_0 \oplus x_1$ has Hamming weight at least $n/3$.

In other words, a bow tie sampled uniformly at random differs in at least a $\frac{1}{4}$ fraction of coordinates. By the main property of bow ties, this implies that the corresponding bow tie distribution is hard on a $\frac{1}{4}$ fraction of coordinates (indeed, the same set of coordinates).

**Handling General Events**

For general (product) events $E = E_1 \times E_2 \times E_3$ (where the sets $\{E_j\}$ need not have small Fourier coefficients), we can partition the universe $\mathbb{F}_2^n \times \mathbb{F}_2^n \times \mathbb{F}_2^n$ into parts $\pi$ such that for most of the parts $\pi$, the event $E$ restricted to $\pi$ has the structure that we already analyzed. For this to make sense, we ensure several properties of the partition. First, $\pi$ should be a product set $(\pi = \pi_1 \times \pi_2 \times \pi_3)$ so that $E \cap \pi$ is a product set as well, i.e. $E \cap \pi$ has the form $E_1 \times E_2 \times E_3$. Second, each $\pi_j$ should be an affine subspace of $\mathbb{F}_2^n$ so that we can do Fourier analysis with respect to this subspace. Finally $\pi_1$, $\pi_2$, and $\pi_3$ should all be affine shifts of the same linear subspace so that the set $\{(x, y, z) \in \pi : x + y + z = 0\}$ has the same Fourier-analytic structure as the parallel repeated GHZ query set $\{(x, y, z) \in (\mathbb{F}_2^n)^3 : x + y + z = 0\}$ for some $n' < n$. 
We prove the existence of such a partition with \( n' \) not too small \( (n' = n - o(n)) \) by a simple iterative approach, which is similar to [18].

1.2 Comparison to [18]

Our proof has some similarity to [18] – in particular, both proofs partition \((\mathbb{F}_2^n)^3\) into subspaces according to Fourier-analytic criteria and analyze these subspaces separately – but the resemblance ends there. In fact, there are fundamental high-level differences between the two proofs.

The biggest qualitative difference is that our high-level approach decomposes any conditional distribution \( P|E \) into components (bow tie distributions) for which many coordinates are hard. [18] takes an analogous approach, but it establishes a weaker result that differs in the order of quantifiers: it first fixes a strategy \( f \), and then decomposes \( P|E \) into components such that \( f \) performs poorly on many coordinates of many components. This difference is due to the fact that [18] uses uniform distributions on high-dimensional affine spaces as their basic “hard” distributions. It is not in general possible to express \( P|E \) as a convex combination of such distributions (for example if each \( E_j \) is a uniformly random subset of \( \mathbb{F}_2^n \)). Instead, [18] expresses \( P|E \) as a convex combination of “pseudo-affine” distributions. This significantly complicates their proof, and we avoid this complication entirely by our use of bow tie distributions, which are novel to this work.

The remainder of our proof (the analysis of hardness within each part of the partition) is entirely different.

2 Notation & Preliminaries

A significant portion of these preliminaries is taken verbatim from [18].

We write \( \exp(t) \) to denote \( e^t \) for \( t \in \mathbb{R} \).

Let \( n \in \mathbb{N} \). For a vector \( v \in \mathbb{R}^n \) and \( i \in [n] \), we write \( v(i) \) or \( v_i \) to denote the \( i \)-th coordinate of \( v \). For \( p \in \mathbb{N} \), we write \( \|v\|_p \overset{\text{def}}{=} \left( \sum_{i \in [n]} |v(i)|^p \right)^{1/p} \) to denote the \( \ell_p \) norm of \( v \).

For \( z \in \{0,1\}^* \), \( \text{hwt}(z) \overset{\text{def}}{=} \|z\|_1 \) denotes the Hamming weight of \( z \).

We crucially rely on the Cauchy-Schwarz inequality.

▶ Fact 2 (Cauchy-Schwarz). Let \( k \in \mathbb{N} \) and \( a_1, \ldots, a_k, b_1, \ldots, b_k \in \mathbb{R} \). Then, \( \sum_{i=1}^k |a_i \cdot b_i| \leq \sqrt{\sum_{i=1}^k a_i^2} \cdot \sqrt{\sum_{i=1}^k b_i^2} \).

2.1 Set Theory

Let \( \Omega \) be a universe. By a partition of \( \Omega \), we mean a collection of pairwise disjoint subsets of \( \Omega \), whose union equals \( \Omega \). If \( \Pi \) is a partition of \( \Omega \) and \( \omega \) is an element of \( \Omega \), we will write \( \Pi(\omega) \) to denote the (unique) element of \( \Pi \) that contains \( \omega \). Thus, we can view \( \Pi \) as a function \( \Pi : \Omega \to 2^\Omega \).

For a set \( S \subseteq \Omega \), we identify \( S \) with its indicator function \( S : \Omega \to \{0,1\} \) defined at \( \omega \in \Omega \) by

\[
S(\omega) = \begin{cases} 
1 & \text{if } \omega \in S \\
0 & \text{otherwise}.
\end{cases}
\]

For sets \( S, T \subseteq \Omega \) such that \( T \neq \emptyset \), we use \( S|_T \subseteq T \) to denote the set \( S \cap T \) when viewed as a subset of \( T \). In particular, \( S|_T \) is an indicator function from \( T \) to \( \{0,1\} \).
2.2 Probability Theory

Probability Distributions

Let \( P \) be a distribution over a universe \( \Omega \). We sometimes think of \( P \) as a vector in \( \mathbb{R}^{|\Omega|} \) whose value in coordinate \( \omega \in \Omega \) is \( P(\omega) \). In particular, we use \( \|P-Q\|_1 \) to denote the \( \ell_1 \) norm of the vector \( P - Q \in \mathbb{R}^{|\Omega|} \), where \( P \) and \( Q \) are probability distributions. We use \( \omega \sim P \) to denote a random element \( \omega \) distributed according to \( P \). We use \( \text{supp}(P) = \{ \omega \in \Omega : P(\omega) > 0 \} \) to denote the support of the distribution \( P \).

Random Variables

Let \( \Sigma \) be any alphabet. We say that \( X : \Omega \to \Sigma \) is a \( \Sigma \)-valued random variable. If \( \Sigma = \mathbb{R} \), we say that the random variable is real-valued. If \( X \) is a real-valued random variable, the expectation of \( X \) under \( P \) is denoted \( \mathbb{E}_{\omega \sim P}[X(\omega)] \). Often, the underlying distribution \( P \) is implicit, in which case we simply use \( \mathbb{E}[X] \). If \( X \) is a \( \Sigma \)-valued random variable and \( P \) is a probability distribution, we write \( P_X \) or \( X(P) \) to denote the induced probability distribution of \( X \) under \( P \), i.e., \( P_X(\sigma) = (X(P))(\sigma) \overset{\text{def}}{=} P(X = \sigma) \) for all \( \sigma \in \Sigma \). In particular, we say that \( X \) is distributed according to \( P_X \) and we use \( \sigma \sim X(P) \) to denote a random variable \( \sigma \) distributed according to \( P_X \). The distribution \( P \) is often implicit, and we identify \( X \) with the underlying distribution \( P_X \).

Events

We refer to subsets of \( \Omega \) as events. We use standard shorthand for denoting events. For instance, if \( X \) is a \( \Sigma \)-valued random variable and \( x \in \Sigma \), we write \( X = x \) to denote the event \( \{ \omega \in \Omega : X(\omega) = x \} \). Similarly, for a subset \( F \subseteq \Sigma \), we write \( X \in F \) to denote the event \( \{ \omega \in \Omega : X(\omega) \in F \} \). We use \( P(E) \) to denote the probability of \( E \) under \( P \). When \( P \) is implicit, we use the notation \( \text{Pr}(E) \) to denote \( P(E) \).

Conditional Probabilities

Let \( E \subseteq \Omega \) be an event with \( P(E) > 0 \). Then the conditional distribution of \( P \) given \( E \) is denoted \( (P|E) : \Omega \to \mathbb{R} \) and is defined to be

\[
(P|E)(\omega) = \begin{cases} 
P(\omega)/P(E) & \text{if } \omega \in E \\ 
0 & \text{otherwise.} 
\end{cases}
\]

If \( E \) is an event, we write \( P_{X|E} \) as shorthand for \( (P|E)_X \).

Measure under Uniform Distribution

For any set \( S \subseteq \Omega \), we sometimes identify \( S \) with the uniform distribution over \( S \). In particular, we use \( x \sim S \) to denote \( x \) sampled according to the uniform distribution on \( S \).

For \( S, \pi \subseteq \Omega \) such that \( \pi \neq \emptyset \), we use \( \mu_x(S) = \frac{|S \cap \pi|}{|\pi|} \) to denote the measure of \( S \) under the uniform distribution over \( \pi \). When \( \pi = \Omega \), we omit the subscript and simply use \( \mu(S) \).

2.3 Fourier Analysis

Fourier Analysis over Subspaces

For any (finite) vector space \( \mathcal{V} \) over \( \mathbb{F}_2 \), the character group of \( \mathcal{V} \), denoted \( \hat{\mathcal{V}} \), is the set of group homomorphisms mapping \( \mathcal{V} \) (viewed as an additive group) to \( \{-1, 1\} \) (viewed as a
Each such homomorphism is called a character of $V$. For functions mapping $V \to \mathbb{R}$, we define the inner product
\[
\langle f, g \rangle \overset{\text{def}}{=} \mathbb{E}_{x \sim V} [f(x)g(x)] .
\]
The character group of $V$ forms an orthonormal basis under this inner product. We refer to the all-ones functions $\chi : V \to \{-1, 1\}$, $\chi \equiv 1$ as the trivial character or the zero character and denote this by $\chi = \emptyset$.

For all characters $\chi \neq \emptyset$, since $\langle \chi, \emptyset \rangle = 0$, we have $\mathbb{E}_{x \sim V} [\chi(x)] = 0$, in particular, $\chi(V)$ is a uniform $\{-1,1\}$-random variable. Let $\emptyset \neq S \subseteq V$ be a set. Then $\mu_V(S) \triangleq \frac{|S \cap V|}{|V|} = \hat{S}(\emptyset)$, where we identify $S$ with its indicator function $S : V \to \{0,1\}$ as mentioned before. For $\chi \in \hat{V}$, we have $\mathbb{E}_{x \sim S} [\chi(x)] = \frac{\hat{S}(\chi)}{\hat{S}(\emptyset)}$.

**Fact 3.** Given a choice of basis for $V$, there is a canonical isomorphism between $V$ and $\hat{V}$. Specifically, if $V = \mathbb{F}_2^n$, then the characters of $V$ are the functions of the form
\[
\chi_{\gamma}(v) = (-1)^{\gamma \cdot v}
\]
for $\gamma \in \mathbb{F}_2^n$.

**Definition 4.** For any function $f : V \to \mathbb{R}$, its Fourier transform is the function $\hat{f} : \hat{V} \to \mathbb{R}$ defined by
\[
\hat{f}(\chi) \overset{\text{def}}{=} \langle f, \chi \rangle = \mathbb{E}_{x \sim V} [f(x)\chi(x)] .
\]
Since the characters of $V$ are orthonormal and $V$ is finite, we can deduce that $f$ is equal to
\[
\sum_{\chi \in \hat{V}} \hat{f}(\chi) \cdot \chi .
\]

**Theorem 5 (Plancherel).** For any $f, g : V \to \mathbb{R}$,
\[
\langle f, g \rangle = \sum_{\chi \in \hat{V}} \hat{f}(\chi) \cdot \hat{g}(\chi) .
\]

An important special case of Plancherel’s theorem is Parseval’s theorem:

**Theorem 6 (Parseval).** For any $f : V \to \mathbb{R}$,
\[
\mathbb{E}_{x \sim V} [f(x)^2] = \sum_{\chi \in \hat{V}} \hat{f}(\chi)^2 .
\]

**Fourier Analysis over Affine Subspaces**

Fix any subspace $V \subseteq \mathbb{F}_2^n$ and a vector $a \in \mathbb{F}_2^n$. Let $U = a + V$ denote the affine subspace obtained by shifting $V$ by $a$. For every function $f : V \to \mathbb{R}$, we associate it with a function $f_a : U \to \mathbb{R}$ defined by $f_a(x) = f(x + a)$ for all $x \in U$. This is a bijective correspondence between the set of functions from $U$ to $\mathbb{R}$ and the set of functions from $V$ to $\mathbb{R}$. Under this association, we can identify $\chi \in \hat{V}$ with $\chi_a : U \to \{-1, 1\}$ where $\chi_a(x) = \chi(x + a)$ for all $x \in U$. This defines an orthonormal basis $\hat{U}_a := \{\chi_a : U \to \{-1, 1\} | \chi \in \hat{V}\}$ for the vector space of functions from $U$ to $\mathbb{R}$. We call this the Fourier basis for $U$ with respect to $a$. This basis depends on the choice of the shift $a \in U$. However, for all possible shifts $b \in U$ and character functions $\chi \in \hat{V}$, the functions $\chi_a$ and $\chi_b$ only differ by a sign. To see this, observe that
\[
\chi_a(x) = \chi(a + x) = \chi(b + x) \cdot \chi(a + b) = \chi_b(x) \cdot \chi(a + b)
\]
We will sometimes ignore the subscript and simply use $\chi \in \hat{V}$ to index functions in the Fourier basis of $\mathcal{U}$. This is particularly the case when the properties we are dealing are independent of choice of basis (for example, the absolute values of Fourier coefficients of a function).

### 2.4 Multi-Player Games

In parallel repetition we often work with Cartesian product sets of the form $(X_1 \times \cdots \times X_k)^n$. For these sets, we will use subscripts to index the inner product and superscripts to index the outer product. That is, for $X = X_1 \times \cdots \times X_k$ we view elements $x$ of $X^n$ as tuples $(x_1, \ldots, x_k)$, where $x_i \in X_i^n$. We use $x_i^j$ or $x_i(j)$ to refer to the $j^{th}$ coordinate of $x_i$. We use $x^j$ to denote the vector $(x_1^j, \ldots, x_k^j)$.

If $\{E_i \subseteq X_i\}_{i \in [k]}$ is a collection of subsets, we write $E_1 \times \cdots \times E_k$ to denote the set $\{x \in X : \forall i \in [k], x_i \in E_i\}$. We say that $f : (X_1 \times \cdots \times X_k)^n \to (Y_1 \times \cdots \times Y_k)^n$ is a product function if $f = f_1 \times \cdots \times f_k$ for some functions $f_i : X_i^n \to Y_i^n$.

▶ **Definition 7** (Multi-player Games). A $k$-player game is a tuple $(X, Y, Q, W)$, where $X = X_1 \times \cdots \times X_k$ and $Y = Y_1 \times \cdots \times Y_k$ are finite sets, $Q$ is a probability measure on $X$, and $W : X \times Y \to \{0, 1\}$ is a “winning” predicate. We refer to $Q$ as the query distribution or the input distribution of the game.

▶ **Definition 8** (Deterministic Strategies). A deterministic strategy for a $k$-player game $G = (X, Y, Q, W)$ is a function $f = f_1 \times \cdots \times f_k$ where each $f_i : X_i \to Y_i$. The success probability of $f$ in $G$ is denoted and defined as

$$\text{val}(G, f) \stackrel{\text{def}}{=} \Pr_{x \sim Q} \left[ W(x, f(x)) = 1 \right].$$

The most important quantity associated with a game is the maximum probability with which the game can be “won”.

▶ **Definition 9.** The value of a $k$-player game $G = (X, Y, Q, W)$, denoted $\text{val}(G)$, is the maximum, over all deterministic strategies $f$, of $\text{val}(G, f)$.

It is often easier to construct probabilistic strategies for a game, i.e. strategies in which players may use shared and/or individual randomness in computing their answers.

▶ **Definition 10** (Probabilistic Strategies). Let $G = (X, Y, Q, W)$ be a $k$-player game. A probabilistic strategy for $G$ is a distribution $F$ of deterministic strategies for $G$. The success probability of $F$ in $G$ is denoted and defined as

$$\text{val}(G, F) \stackrel{\text{def}}{=} \Pr_{f \sim F} \left[ W(x, f(x)) = 1 \right].$$

A standard averaging argument implies that for every game, probabilistic strategies cannot achieve better success probability than deterministic strategies:

▶ **Fact 11.** Replacing “deterministic strategies” by “probabilistic strategies” in Definition 9 yields an equivalent definition.

The main operation on multi-player games that we consider in this paper is parallel repetition:
Definition 12 (Parallel Repetition). Given a $k$-player game $G = (X, Y, Q, W)$, its $n$-fold parallel repetition, denoted $G^n$, is defined as the $k$-player game $(X^n, Y^n, Q^n, W^n)$, where $W^n(x, y) \overset{\text{def}}{=} \bigwedge_{j=1}^n W(x^j, y^j)$. For $x \in X^n$, we refer to $x_i \in X_i^n$ as the input to the $i$-th player.

To bound the value of parallel repeated games, it is helpful to analyze the probability of winning in a particular instance of the game under various modified query distributions.

Definition 13 (Value in $j$th coordinate). If $G = (X, Y, Q, W^n)$ is a game (with a product winning predicate), the value of $G$ in the $j$th coordinate for $j \in [n]$, denoted $\text{val}^{(j)}(G)$, is the value of the game $(X, Y', Q, W')$, where $W'(x, y) = W(x^j, y^j)$.

Definition 14 (Game with Modified Query Distribution). Let $G = (X, Y, Q, W)$ be a game. For a probability measure $P$ on $X$, we write $G|P$ to denote the game $(X, Y', P, W)$. For an event $E$ on $X$, we write $G|E$ to denote the game $(X, Y', Q_E, W)$.

2.5 GHZ Distribution

Let $X = X_1 \times X_2 \times X_3$ and $Y = Y_1 \times Y_2 \times Y_3$ where $X_i = Y_i = F_2$. Let $Q$ denote the uniform distribution over $\{(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)\}$. Define $W : X \times Y \rightarrow \{0, 1\}$ at $x \in X, y \in Y$ by $W(x, y) = 1$ if and only if $x_1 \lor x_2 \lor x_3 = y_1 \lor y_2 + y_3 \pmod{2}$. The GHZ game refers to the 3-player game $(X, Y, Q, W)$, which has value $3/4$. The $n$-fold repeated GHZ game refers to the $n$-fold parallel repetition of $(X, Y, Q, W)$. Our parallel repetition results easily generalize with any other (constant-sized) answer alphabet $Y$ and any predicate $W^n$, as long as the game $(X, Y', Q, W^n)$ has value less than $1$.

We typically use $X = (X_1, X_2, X_3) \in X^n$ to denote a random variable distributed according to $Q^n$ where $X_i \in X_i^n$ denotes the input to the $i$-th player.

3 Partitioning into Pseudorandom Subspaces

We make use of the notion of affine partition similar to the one defined in [18]. We say that $\Pi$ is an affine partition of $(F_2^n)^3$ of codimension at most $d$ if $\Pi$ is a partition on $(F_2^n)^3$ and:

- Each part $\pi \in \Pi$ has the form $a_{\pi} + V_{\pi}$ where $V_{\pi}$ is a subspace of $F_2^n$ and $a_{\pi} \in (F_2^n)^3$, and
- Each $V_{\pi}$ has codimension at most $d$.

The main take-away from this section is Proposition 15, which states the following: Given the query distribution to the $n$-fold GHZ game, and a product event $E \subseteq (F_2^n)^3$ with large enough probability mass, we can find an affine partition $\Pi$ of $(F_2^n)^3$ such that on a typical part $\pi \in \Pi$, the non-zero Fourier coefficients of the indicator functions $E_{1|\pi_1}, E_{2|\pi_2}, E_{3|\pi_3}$ are small. Recall that $E_{i|\pi_1} : \pi_1 \rightarrow \{0, 1\}$ is the indicator function of the set $E_{i} \cap \pi_{i} \subseteq \pi_{i}$.

Formally, the proposition is as follows:

Proposition 15. Let $\mathcal{P} = Q^n$. Let $E = E_1 \times E_2 \times E_3 \subseteq (F_2^n)^3$ be such that $\mathcal{P}(E) = \alpha$. For all $\delta > 0$, there exists an affine partition $\Pi$ of $(F_2^n)^3$ of codimension at most $\frac{1}{\alpha}$ such that the following holds. With probability at least $1 - \frac{\delta}{n}$ over $\pi \sim \Pi(\mathcal{P}|E)$, for all $i \in [3]$ and non-zero $\chi \in \hat{V}$, we have $|E_{i|\pi_1}(\chi)| \leq \delta$, where $\pi$ is of the form $\pi_1 \times \pi_2 \times \pi_3$ for affine shifts $\pi_1, \pi_2, \pi_3$ of some subspace $V$ of $F_2^n$.

Recall that $\Pi(\mathcal{P}|E)$ is the distribution induced by sampling $x \sim \mathcal{P}|E$ and outputting the part of $\Pi$ to which $x$ belongs. Note that in the statement of the proposition, we don’t specify a choice of Fourier basis for $\pi_i$. This is because for any set $S \subseteq \pi_i$, the quantity $|\hat{S}(\chi_i)|$ is
independent of choice of \( a_i \in \pi_i \) so we simply write \(|\hat{S}(\chi)|\). The proof of Proposition 15 is similar in nature to the proof of Lemma 6.2 in [18], but is much simpler and is presented in the full version of the paper.

4 Key Fourier Analytic Lemmas

We crucially make use of the following lemma, the proof of which can be found in the full version of the paper.

\(\textbf{Lemma 16.}\) Let \( \mathcal{V} \subseteq \mathbb{F}_2^n \) be a subspace and \( a_1, a_2, a_3 \in \mathbb{F}_2^n \) be such that \( a_1 + a_2 + a_3 = 0 \). Let \( \pi = \pi_1 \times \pi_2 \times \pi_3 \) where \( \pi_i = a_i + \mathcal{V} \). Let \( A \subseteq \pi_1, B \subseteq \pi_2, C \subseteq \pi_3 \) be sets such that for all non-zero \( \chi \in \hat{\mathcal{V}}_\pi \), we have \(|\hat{C}(\chi)| \leq \delta_1\). Then,

\[ |E_{x \sim \pi_1} [A(x) \cdot B(x + z) \cdot C(z)] - \mu_{\pi_1}(A) \cdot \mu_{\pi_2}(B) \cdot \mu_{\pi_3}(C)| \leq \delta_1. \]

If furthermore for all non-zero \( \chi \in \hat{\mathcal{V}} \), we have \(|\hat{B}(\chi)| \leq \delta_2\), then

\[ |E_{z \sim \pi_3} \left( E_{x \sim \pi_1} [A(x) \cdot B(x + z)] \right)^2 \cdot C(z) - \mu_{\pi_1}(A)^2 \cdot \mu_{\pi_2}(B)^2 \cdot \mu_{\pi_3}(C)| \leq \delta_2^2 + \delta_1. \]

Recall from Section 2.2 that \( \mu_{\pi_i}(S) \triangleq \frac{|S \cap \pi_i|}{|\pi_i|} \). In the statement of this lemma, we don’t specify a choice of Fourier basis for \( \pi_2 \) and \( \pi_3 \). Since the properties \(|\hat{C}(\chi_{a_3})| \leq \delta_1\) and \(|\hat{B}(\chi_{a_2})| \leq \delta_2\) are independent of the choice of \( a_2 \) and \( a_3 \), we simply write \(|\hat{C}(\chi)| \leq \delta_1\) and \(|\hat{B}(\chi)| \leq \delta_2\).

5 Main Proof

We use the following Parallel Repetition Criterion which is similar to, but weaker than the one from [18] for the GHZ game and has a slightly simpler proof.

Let \( \mathcal{G} \) refer to the \( n \)-fold parallel repetition of the GHZ game. Let \( \mathcal{P} = \mathcal{Q}^n \).

\(\textbf{Lemma 17 (Parallel Repetition Criterion).}\) Let \( c \in (0, 1] \) be a constant and \( \rho(n) : \mathbb{N} \to \mathbb{R} \) be a function such that \( \rho(n) \geq \exp(-n) \). Suppose for all large \( n \in \mathbb{N} \) and all subsets \( E_1, E_2, E_3 \subseteq \mathbb{F}_2^n \) such that \( \mathcal{P}(E) \geq \rho(n) \) where \( E = E_1 \times E_2 \times E_3 \), we have \( \mathbb{E}_{i \sim [n]} \left[ \text{val}^{(1)}(\mathcal{G}|E) \right] \leq 1 - c \). Then,

\[ \text{val}(\mathcal{G}) \leq \rho(n)^{O(1)}. \]

This lemma is proved in [18] under the weaker assumption that there is some coordinate \( i \in [n] \) for which \( \text{val}^{(i)}(\mathcal{G}|E) \leq 1 - c \). The proof is slightly simpler under our stronger assumption that \( \mathbb{E}_{i \sim [n]} \left[ \text{val}^{(i)}(\mathcal{G}|E) \right] \leq 1 - c \). We prove this in Appendix A.1.

Given this criterion, our goal of showing an inverse polynomial bound for \( \text{val}(\mathcal{G}) \) reduces to showing the following. Let \( E = E_1 \times E_2 \times E_3 \) be any event such that \( \mathcal{P}(E) = \alpha \geq \frac{1}{n^{100}} \) and \( n \) be large enough. It suffices to show that \( \mathbb{E}_{i \sim [n]} \left[ \text{val}^{(i)}(\mathcal{G}|E) \right] \leq 0.95 \). We do this as follows.

Let \( \delta = \frac{\alpha^n}{n^{100}} \). Proposition 15 implies the existence of a partition II of \( (\mathbb{F}_2^n)^3 \) into affine subspaces of codimension at most \( O \left( \frac{1}{n^2} \right) = o(n) \) such that:
Every $\pi \in \Pi$ is of the form $a + V^3$ where $V \subseteq \mathbb{F}_2^n$ is a subspace and $a \in (\mathbb{F}_2^n)^3$.

With probability at least $1 - \frac{1}{10} - \frac{\delta}{\alpha}$ over $\pi \sim \Pi(P|E)$, we have $|E_i[\pi](x)| \leq \delta$ for all $i \in [3]$ and non-zero $\chi \in \tilde{V}$, where $V$ is the subspace of $\mathbb{F}_2^n$ for which $\pi$ is an affine shift of $V^3$.

Under the distribution $\Pi(P|E)$, the probability that $\pi$ is sampled equals $\frac{(\mathbb{F}_2^n)^3}{(\mathbb{F}_2^n)^3}$ by Bayes’ rule. This implies that the probability that $\pi \sim \Pi(P|E)$ satisfies $(\mathbb{P}|\pi)(E) \leq P(E)/10$ is at most $1/10$. We will focus on $\pi = \pi_1 \times \pi_2 \times \pi_3$ that satisfy both these properties, namely, the measure of $E$ under $\mathbb{P}|\pi$ is significant, furthermore, for all $i \in [3]$, all non-zero Fourier coefficients of the sets $E_i$ restricted to $\pi_i$ are small.

**Definition 18.** We say that $\pi$ is good if

$$(\mathbb{P}|\pi)(E) \geq \alpha/10, \text{ and for all non-zero } \chi \in \tilde{V} \text{ and } i \in [3], \text{ we have } |E_i[\pi](\chi)| \leq \delta. \quad (3)$$

By a union bound, a random $\pi \sim \Pi(P|E)$ will be good with probability at least $1 - \frac{1}{10} - \frac{\delta}{\alpha}$.

Fix any such good $\pi = \pi_1 \times \pi_2 \times \pi_3 \in \Pi$, and let $V$ be the subspace such that $\pi$ is an affine shift of $V^3$.

For all $z \in E_1 \cap \pi_3$, define a (partial) matching $M_z$ between $\pi_1$ and $\pi_2$ as follows. For $x \in \pi_1 \cap E_1$, $y \in \pi_2 \cap E_2$, $z \in \pi_3 \cap E_3$ such that $x + y = z$, put an edge $(x, y)$. Let $L_z$ (resp. $R_z$) be the left (resp. right) endpoints of $M_z$. Let $G = \cup_{z \in E_1 \cap \pi_3} M_z$ be the bipartite graph between $\pi_1$ and $\pi_2$ obtained by combining edges from the matchings for $z \in E_1 \cap \pi_3$. Let $E(G)$ denote the set of edges in $G$. For every edge $e \in E(G)$, we can identify $e$ with a valid input to the $n$-fold GHZ game that is contained in $E \cap \pi$. Namely, we associate $(x_0, y_0) \in E(G)$ to the input $(x_0, y_0, x_0 + y_0) \in \text{supp}(P) \cap E \cap \pi$. This is a bijective correspondence because of the way we defined the graph $G$. Under this correspondence, the uniform distribution over edges of $G$ corresponds to the distribution $\mathbb{P}|E, \pi$. We now introduce the important notion of a bow tie.

**Definition 19 (Bow Tie).** We say that a subset of edges $b \subseteq E(G)$ is a bow tie if $b = \{(x_0, x_1) \times \{y_0, y_1\} \mid x_0 \neq x_1 \in \pi_1, y_0 \neq y_1 \in \pi_2 \text{ such that } x_0 + y_0 = x_1 + y_1 \}$ (or equivalently $x_0 + y_1 = x_1 + y_0$). Alternatively, for $z_0 = x_0 + y_0$ and $z_1 = x_0 + y_1$, we have $(x_1, y_j, z_k) \in \text{supp}(\mathbb{P})$ for all $(i, j, k) \in \text{supp}(Q)$.

Let $b = \{x_0, x_1\} \times \{y_0, y_1\}$ be a bow tie. As before, we identify $b$ with the indicator vector $b \in \{0, 1\}^{E(G)}$ of the edges of $b$, that is, $b(e) = 1$ iff $e \in \{(x_0, y_j) \mid i, j \in \{0, 1\}\}$. We use $\hat{b}$ to denote the uniform distribution on the edges of the bow tie, when viewed as inputs to the $n$-fold GHZ game. More precisely, $\hat{b}$ denotes the uniform distribution on $\{(x_1, y_j, x_1 + y_j) \mid i, j \in \{0, 1\}\}$.

We say that $b$ differs in the $i$-th coordinate for $i \in [n]$ if $x_0(i) \neq x_1(i)$, or equivalently, $y_0(i) \neq y_1(i)$, or equivalently, $z_0(i) \neq z_1(i)$.

Let $b$ be a bow tie and $I \subseteq [n]$ be the coordinates on which $b$ differs. The following claim shows that $\text{val}^{(i)}(G|b) \leq 3/4$ for all $i \in I$. The proof is deferred to Appendix A.2

**Claim 20.** Let $b = \{x_0, x_1\} \times \{y_0, y_1\}$ be a bow tie. Let $I \subseteq [n]$ be the subset of coordinates on which $b$ differs. Then, $\text{val}^{(i)}(G|b) \leq 3/4$ for all $i \in I$.
are both matched in $M_2$ but not to each other, and define $1_z(e) = 0$ otherwise. Alternatively, $1_z$ is the indicator of the set $((E_2 \times E_2) \setminus M_2) \cap E(G)$. Let $v := \mathbb{E}_{z \sim E_3 \cap \pi_3} [1_z]$. Note that $v$ has $|E(G)|$ coordinates, each of which have non-negative values, so $v$ induces a distribution on $E(G)$. Consider this distribution $\tilde{v} = \frac{v}{\|v\|_1}$ on $E(G)$ defined by normalizing $v$. We show that this distribution is an alternate description of the aforementioned distribution.

\ Investigators 21. \ $v = |E_3 \cap \pi_3|^{-1} \cdot (\sum_{b \in B} b \cdot z)$. In particular, we can think of the distribution $\tilde{v} := \frac{v}{\|v\|_1}$ on $E(G)$ as obtained by sampling a uniformly random bow tie $b$ in $G$ and outputting a uniformly random edge of $b$.

The proof of this is deferred to Appendix A.3. Our goal now is to show that the distribution $\tilde{v}$ is close to the uniform distribution over edges of $G$. To do so, we study some properties of $G$. Observe that $|E(G)| = |V|^2 \cdot |E_3 \cap \pi_3| \cdot [E_1(x) \cdot E_2(x + z) \cdot E_3(z)]$. We apply Lemma 16 with parameters $A = E_1 \cap \pi_1, B = E_2 \cap \pi_2, C = E_3 \cap \pi_3$. Since $\pi \in \text{supp}(\Pi(P|E))$, the set $\pi \cap \text{supp}(P)$ is non-empty, therefore, we may choose $a \in \text{supp}(P)$ so that $\pi = a + V^3$. This, along with Equation (3) implies that the first hypothesis of Lemma 16 is satisfied. Lemma 16 implies that

\begin{equation}
|E(G)| = |V|^2 \cdot |E_3| \cdot |E_2| \cdot |E_3| \leq |V|^2 \cdot \delta.
\end{equation}

We make use of the following bounds on the $\ell_1$ and $\ell_2$ norms of $v$. The proofs of these are by Fourier analysis and are deferred to Appendices A.4 and A.5.

\ Investigators 22. \ $\|v\|_1 \geq |V|^2 \cdot (|E_1| \cdot |E_2| \cdot |E_3|) - 3 \cdot \delta$

\ Investigators 23. \ $\|v\|_2 \leq |V|^2 \cdot (|E_1|^3 \cdot |E_2|^3 \cdot |E_3| + 10 \cdot \sqrt{\delta})$

We now bound $\|\tilde{v}\|_2 = \frac{\|v\|_1}{\|v\|_2}$ by plugging in appropriate bounds on $\delta$ and dividing Equation (6) by Equation (5). Our choice of $\delta = \alpha^{20}/n^{1/40}$, and our assumption that $\alpha/10 \leq (P|E)$ (which in turn is at most $\min_{i\in[|\pi|]} (\mu_{\pi_i(E_i)})$) implies that $\delta$ is much smaller than any $\mu_{\pi_i}(E_i)$. In particular, we highlight that

\begin{align*}
\sqrt{\delta} &= o(\mu_{\pi_1}(E_1)^3 \cdot \mu_{\pi_2}(E_2)^3 \cdot \mu_{\pi_3}(E_3)) \\
\delta &= o(\mu_{\pi_1}(E_1)^3 \cdot \mu_{\pi_2}(E_2)^3 \cdot \mu_{\pi_3}(E_3)) \\
\delta &= o(\mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) \cdot \mu_{\pi_3}(E_3))
\end{align*}

Furthermore, since $|V| = 2^{O(n)}$ and $1 \geq \mu_{\pi_1}(E_1) = \Omega(\alpha) = n^{-O(1)}$, we have

$|V| \cdot |E_1| \cdot |E_2| = o \left( |V|^2 \cdot |E_1|^2 \cdot |E_2|^2 \cdot |E_3|^3 \right)$. 

Thus the dominant term on the right-hand side of Equation (5) is $|V|^2 \cdot |E_1| \cdot |E_2| \cdot |E_3|^3$, and the dominant term on the right-hand side of Equation (6) is $|V|^2 \cdot |E_1| \cdot |E_2|^3 \cdot |E_3|$. More precisely, we have

\begin{align*}
\|v\|_1 &\geq (1 - o(1)) \cdot |V|^2 \cdot |E_1|^2 \cdot |E_2|^2 \cdot |E_3|^3 \cdot \mu_{\pi_3}(E_3) \\
\|v\|_2 &\leq (1 + o(1)) \cdot |V|^2 \cdot |E_1|^3 \cdot |E_2|^3 \cdot |E_3|^3 \cdot \mu_{\pi_3}(E_3).
\end{align*}
This implies that
\[
\|\tilde{v}\|_2^2 = \frac{\|v\|_2^2}{\|v\|_1^2} \leq \frac{1 + o(1)}{|V|^2 \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) \cdot \mu_{\pi_3}(E_3)}
\]  
(9)

In comparison, Equation (4) gave that
\[
|E(G)| \in (1 \pm o(1)) |\| \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) \cdot \mu_{\pi_3}(E_3).
\]

Thus we can rewrite Equation (9) as
\[
\|\tilde{v}\|_2 \leq \frac{1 + o(1)}{\sqrt{|E(G)|}}
\]  
(10)

This, together with the fact that by construction \(\|\tilde{v}\|_1 = 1\), is sufficient to deduce that \(\tilde{v}\) is close to the “uniform distribution” vector \(\tilde{u} \overset{\text{def}}{=} (\frac{1}{|E(G)|}, \ldots, \frac{1}{|E(G)|})\). More formally, we have:

\[\textbf{Fact 24.} \text{ Suppose that } \tilde{v} \in \mathbb{R}^m \text{ is an } m\text{-dimensional vector such that } \|\tilde{v}\|_1 = 1, \text{ and } \|\tilde{v}\|_2 = \frac{1 + \beta}{\sqrt{m}} \text{ for some } \beta \in [0, 1]. \text{ Then }
\]
\[
\|\tilde{v} - \tilde{u}\|_1 \leq \sqrt{3\beta},
\]

where \(\tilde{u}\) denotes the vector \((\frac{1}{m}, \ldots, \frac{1}{m})\).

The proof of Fact 24 is deferred to Appendix A.6

Applying Fact 24 to Equation (10) shows that \(d_{TV}(\tilde{v}, \tilde{u}) = o(1)\). In other words, a uniformly random edge of a uniformly random bow tie is distributed close to uniformly on \(E(G)\).

We now show that a typical bow tie differs in a considerable fraction of coordinates. 

\[\textbf{Claim 25.} \text{ Pr}_{\tilde{v} \sim [n]}[b \text{ differs in } i\text{-th coordinate}] \geq 1/3 - o(1).
\]

The proof of Claim 25 is deferred to Appendix A.7.

Claim 20, along with Claim 25 implies that \(\text{Pr}_{\tilde{v} \sim [n]}[\text{val}^{(i)}(\tilde{G} | \tilde{b}) \leq 3/4] \geq 1/3 - o(1) \geq 0.3\). For those \(i \in [n]\) and \(b \in B\) such that \(b\) doesn’t differ at the \(i\)-th coordinate, we bound \(\text{val}^{(i)}(\tilde{G} | \tilde{b})\) by 1. This, along with Claim 21 implies that \(\text{E}_{\tilde{v} \sim [n]}\left[\text{val}^{(i)}(\tilde{G} | \tilde{b})\right] \leq \text{E}_{\tilde{v} \sim [n]}\left[\text{val}^{(i)}(\tilde{G} | \tilde{b})\right] \leq 0.75 \times 0.3 + 1 \times 0.7 \leq 0.925\). Since \(d_{TV}(\tilde{u}, \tilde{v}) \leq o(1)\) and \(\tilde{u}\) corresponds to \(\pi \sim \Pi(\mathcal{P}|E)\), this implies that \(\text{E}_{\tilde{v} \sim [n]}\left[\text{val}^{(i)}(\tilde{G} | \pi, E)\right] = 0.925 + o(1) \leq 0.93\). Since \(\pi \sim \Pi(\mathcal{P}|E)\) is good with probability at least \(1 - \delta \cdot \alpha^{-1} - 1/10 \geq 0.9 - o(1) \geq 0.8\), we have
\[
\text{E}_{\tilde{v} \sim [n]}\left[\text{val}^{(i)}(\tilde{G} | E, \pi)\right] \leq \text{E}_{\pi \sim \Pi(\mathcal{P}|E)}\left[\text{val}^{(i)}(\tilde{G} | E, \pi)\right] \leq 0.8 \times 0.93 + 0.2 \times 1 < 0.95.
\]

This, along with Lemma 17 completes the proof.

---

**References**


A Appendix

A.1 Proof of Lemma 17

Proof of Lemma 17. Let \( \mathcal{P} = \mathcal{Q}^n \). Choose the largest integer \( m \geq 0 \) such that \( 32^{-m} \geq \rho(n) \cdot \frac{1}{2^c} \). Note that \( m = \Theta(\log(1/\rho(n))) \). Fix any deterministic product strategy \( \tilde{f} = (\tilde{f}_1, \tilde{f}_2, \tilde{f}_3) \) for the players where \( \tilde{f}_i : \mathbb{F}_2^n \to \mathbb{F}_2^m \) denotes the strategy for the \( i \)-th player. Let \( Y_i = \tilde{f}_i(X_i) \in \mathbb{F}_2^m \) denote the output of player \( i \) on input \( X_i \). Let \( \{j_1, \ldots, j_m\} \subseteq [n] \) be a set of coordinates. Let \( W_i \) denote the event of winning the GHZ game in the \( j_i \)-th coordinate under the strategy \( \tilde{f} \) and let \( W_{\leq i} := W_1 \land \ldots \land W_i \). Observe that

\[
\text{val} (\mathcal{G}, \tilde{f}) \leq \prod_{i=0}^{m-1} \Pr [W_{i+1} \mid W_{\leq i}].
\]

We show how to construct a sequence of coordinates so that every term in the above product is at most \( 1 - c/2 \). This would imply that \( \text{val} (\mathcal{G}) \leq (1 - c/2)^{\Theta(\log(1/\rho(n)))} = \rho(n)^{\Theta(1)} \).

Fix any \( i \in \{0, \ldots, m - 1\} \) and assume that we have found \( j_1, \ldots, j_i \). Let \( X \sim \mathcal{P} \) and \( X_{\leq i} \) denote \( X \) restricted to the coordinates \( \{j_1, \ldots, j_i\} \). Let \( Y_{\leq i} \) denote the outputs of the players restricted to the coordinates \( \{j_1, \ldots, j_i\} \). Let \( Z_{\leq i} = (X_{\leq i}, Y_{\leq i}) \). Since \( W_{\leq i} \) is a function of \( Z_{\leq i} \), we have

\[
\Pr [W_{i+1} \mid W_{\leq i}] = \frac{\mathbb{E}_{z_{\leq i} \sim Z_{\leq i} \mid W_{\leq i}} \left[ \Pr [W_{i+1} \mid Z_{\leq i} = z_{\leq i}] \right]}{\mathbb{E}_{z_{\leq i} \sim Z_{\leq i} \mid W_{\leq i}} \left[ \text{val} (\mathcal{G} \mid Z_{\leq i} = z_{\leq i}) \right]}.
\]

Let \( F = F(z_{\leq i}) \) denote the event that \( \mathcal{P} [Z_{\leq i} = z_{\leq i} \mid W_{\leq i}] \geq \frac{\epsilon}{2} \cdot \frac{1}{N} \) where \( N = 32^i \geq \text{supp} (Z_{\leq i}) \). We argue that \( F \) occurs with probability at least \( 1 - c/2 \). This is because we are sampling \( z_{\leq i} \) with probability \( \mathcal{P}[Z_{\leq i} = z_{\leq i} \mid W_{\leq i}] \), hence the measure of \( z_{\leq i} \) for which \( \mathcal{P}[Z_{\leq i} = z_{\leq i} \mid W_{\leq i}] \leq \frac{\epsilon}{2} \cdot \frac{1}{N} \) is at most \( \frac{\epsilon}{2} \). Fix any \( z_{\leq i} \) such that \( F \) holds. Our choice of \( m \) implies that \( \frac{1}{N} \cdot \frac{1}{2^c} \geq \rho(n) \). Note that we can express the distribution \( \mathcal{P}[Z_{\leq i} = z_{\leq i}] \) as \( \mathcal{P}[E] \) where \( E = E_1 \times E_2 \times E_3 \) for \( E_1, E_2, E_3 \subseteq \mathbb{F}_2^n \) and \( \mathcal{P}(E) \geq \rho(n) \). The hypothesis of Lemma 17 implies that \( \mathbb{E}_{j \sim [n]} [\text{val} (\mathcal{G} \mid Z_{\leq i} = z_{\leq i})] \leq 1 - c \). This implies that

\[
\mathbb{E}_{z_{\leq i} \sim Z_{\leq i} \mid W_{\leq i}} \left[ \text{val} (\mathcal{G} \mid Z_{\leq i} = z_{\leq i}) \right] \leq \Pr_{z_{\leq i} \sim Z_{\leq i} \mid W_{\leq i}} \left[ \neg F \right] + \mathbb{E}_{j \sim [n]} \left[ \text{val} (\mathcal{G} \mid Z_{\leq i} = z_{\leq i}) \right] \leq \frac{\epsilon}{2} + 1 - c = 1 - \frac{\epsilon}{2}.
\]

By linearity of expectation, we can fix a \( j \in [n] \) such that

\[
\mathbb{E}_{z_{\leq i} \sim Z_{\leq i} \mid W_{\leq i}} [\text{val} (\mathcal{G} \mid Z_{\leq i} = z_{\leq i})] \leq 1 - \frac{\epsilon}{2}.
\]

Note that \( j \notin \{j_1, \ldots, j_i\} \) since we already win the game on these coordinates. This, along with Equation (11) completes the proof. \( \square \)

A.2 Proof of Claim 20

Proof of Claim 20. Let \( i \in I \). Since the bow tie \( b \) differs in the \( i \)-th coordinate, we have

\[
\{x_0(i), x_1(i)\} = \{y_0(i), y_1(i)\} = \{z_0(i), z_1(i)\} = \{0, 1\}.
\]
We may thus assume without loss of generality that \( x_0(i) = y_0(i) = 0 \). Define embeddings \( \phi_1 : F_2 \to \{x_0, x_1\} \), \( \phi_2 : F_2 \to \{y_0, y_1\} \) and \( \phi_3 : F_2 \to \{z_0, z_1\} \) at \( a \in F_2 \) by \( \phi_1(a) = x_a \), \( \phi_2(a) = y_a \) and \( \phi_3(a) = z_a \). It follows for all \( a \in \{0, 1\} \) and \( j \in [3] \), we have \( (\phi_j(a))(i) = a \). In particular, for \( \phi = \phi_1 \times \phi_2 \times \phi_3 \), the distribution \( \phi(\mathcal{Q}) \) is exactly the distribution \( \mathcal{b} \). Given any strategies \( f_1, f_2, f_3 : F^n_2 \to F^n_2 \) for the players for the \( n \)-fold GHZ game restricted to the query distribution \( \mathcal{b} \), the functions \( \phi_1, \phi_2, \phi_3 \) induce a strategy for the GHZ game as follows. Define \( f_j : F_2 \to F_2 \) by \( f_j(a) = (f_j(\phi_j(a)))(i) \). The success probability of the strategy \( f_1 \times f_2 \times f_3 \) on the distribution \( \mathcal{Q} \) is exactly the success probability in the \( i \)-th coordinate of the strategy \( f_1 \times f_2 \times f_3 \) on the distribution \( \mathcal{b} \). It follows that \( \text{val}^i(\mathcal{G}|b) \leq 3/4 \).

### A.3 Proof of Claim 21

Proof of Claim 21. Fix any \( e \in E(G), e = (x_0, y_0) \). This implies that \( x_0 \in E_1 \cap \pi_1, y_0 \in E_2 \cap \pi_2 \) and \( z_0 := x_0 + y_0 \in E_3 \cap \pi_3 \). Note that \( v(e) = \Pr_{z \sim \pi_3}[\{(x_0, y_0) \in (L_z \times (R_z)) \setminus M_z\}] \). For any \( z_1 \in E_3 \cap \pi_3 \),

\[
e \in (L_z \times R_z) \setminus M_z \iff x_0 + z_1 \in E_2 \cap \pi_2, y_0 + z_1 \in E_1 \cap \pi_1, z_1 \neq 0
\]

\[
\iff x_0, x_1 \in E_1 \cap \pi_1, y_0, y_1 \in E_2 \cap \pi_2, z_1 \neq 0
\]

\[
\text{where } x_1 := y_0 + z_1, y_1 := x_0 + z_1
\]

\[
\iff \{x_0, x_1\} \times \{y_0, y_1\} \text{ is a bow tie}
\]

\[
\text{where } x_1 := y_0 + z_1, y_1 := x_0 + z_1.
\]

This implies that for all \( e = (x_0, y_0) \in E(G) \) and \( z_1 \in E_3 \cap \pi_3 \), we have \( 1_{z_1}(e) = 1 \) if and only if \( b = \{x_0, x_1\} \times \{y_0, y_1\} \) is a bow tie. Observe that as we vary \( z_1 \in E_3 \cap \pi_3 \), we obtain all possible bow ties that contain the edge \( e \), i.e. the bow ties \( b \) for which \( b(e) \neq 0 \). This implies that \( v \triangleq E_{z_1 \sim \pi_3}[1_{z_1}] = |E_3 \cap \pi_3|^{-1} \cdot (\sum_{b \in B} b) \).

### A.4 Proof of Claim 22

For ease of notation, we define weight functions as follows.

**Definition 26 (Weight functions).** Let \( \mathcal{P} = Q^n \). For \( z \in \pi_3 \), let

\[
\text{wt}_z(z) := \Pr_{\lambda \sim \mathcal{P}}[(X_1 \in E_1 \text{ and } X_2 \in E_2) | (X \in \pi \text{ and } X_3 = z)] = \mathbb{E}_{x \sim \pi_1}[E_1(x)E_2(x + z)]
\]

Proof of Claim 22. Let \( z \in E_3 \cap \pi_3 \). Note that \( \text{wt}_z(z) = \mu_{\pi_1}(L_z) = \mu_{\pi_2}(R_z) \). Observe that \( |1_z| = |E(G) \cap (L_z \times R_z) \setminus M_z| \). We apply Lemma 16 with parameters \( A = L_z \cap \pi_1, B = R_z \cap \pi_2, C = E_3 \cap \pi_3 \). The first hypothesis of Lemma 16 is satisfied due to Equation (3). Lemma 16 implies that

\[
|E(G) \cap (L_z \times R_z)| \triangleq |\mathcal{V}|^2 \cdot \mathbb{E}_{x \sim \pi_1}[L_z(x) \cdot R_z(x + z') \cdot E_3(z')]
\]

\[
\geq |\mathcal{V}|^2 \cdot (\mu_{\pi_1}(L_z) \cdot \mu_{\pi_2}(R_z) \cdot \mu_{\pi_3}(E_3) - \delta)
\]

\[
\triangleq |\mathcal{V}|^2 \cdot (\text{wt}_z(z))^2 \cdot \mu_{\pi_3}(E_3) - \delta)
\]

Similarly, \( |M_z| \triangleq |\mathcal{V}| \cdot \mathbb{E}_{x \sim \pi_3}[E_1(x) \cdot E_2(x + z)] = |\mathcal{V}| \cdot \text{wt}_z(z) \). We apply Lemma 16 with parameters \( A = E_1, B = E_2, C = E_3 \). All the hypothesis are satisfied due to Equation (3). Lemma 16, along with conditioning \( z \sim \pi_3 \) on \( z \in E_3 \) implies that

\[
\mathbb{E}_{z \sim E_3 \cap \pi_3}[\text{wt}_z(z)] - \mu_{\pi_1}(E_1)^2 \cdot \mu_{\pi_2}(E_2)^2 \leq 2 \cdot \delta \cdot \mu_{\pi_3}(E_3)^{-1}.
\]
\[
\left| \mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z)] - \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) \right| \leq 2 \cdot \delta \cdot \mu_{\pi_3}(E_3)^{-1}.
\]
Substituting this in the previous inequalities and taking an expectation over \( z \sim E_3 \cap \pi_3 \),
\[
\|v\|_1 = \mathbb{E}_{z \sim E_3 \cap \pi_3} \|1_z\|_1 = \mathbb{E}_{z \sim E_3 \cap \pi_3} [\|E(G) \cap (L_z \times R_z)\| - |M_z|] = \mathbb{E}_{z \sim E_3 \cap \pi_3} \left[ \text{wt}_x(z)^2 \cdot \mu_{\pi_3}(E_3) - \delta \right] - |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z)]| \geq \mathbb{E}_{z \sim E_3 \cap \pi_3} \left[ \text{wt}_x(z)^2 \cdot \mu_{\pi_3}(E_3) - \delta \right] - \mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) + 2 \cdot \delta \cdot \mu_{\pi_3}(E_3)^{-1}] \geq \mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) + 2 \cdot \delta \cdot \mu_{\pi_3}(E_3)^{-1}] = \mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) - \delta] = \mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) - \delta].
\]

\section{A.5 Proof of Claim 23}

Proof of Claim 23. Define \( \text{wt}_x(\cdot) \) as in the proof of Claim 22. Let \( z, z' \in E_3 \cap \pi_3 \). Observe that \( \langle 1_z, 1_{z'} \rangle = |E(G) \cap ((L_z \cap L_{z'}) \times (R_z \cap R_{z'})) \setminus (M_z \cup M_{z'})| \). We apply Lemma 16 with parameters \( A = L_z \cap L_{z'}, B = R_z \cap R_{z'} \cap \pi_2 \) and \( C = E_3 \cap \pi_3 \). The first hypothesis is satisfied due to Equation (3). Lemma 16 implies that
\[
\|\langle 1_z, 1_{z'} \rangle \|_1 = \mathbb{E}_{z \sim E_3 \cap \pi_3} \left[ |\langle 1_z, 1_{z'} \rangle | \right] \leq |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z)^2 \cdot \mu_{\pi_3}(E_3) + \delta] - \mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z) \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) + \delta] \right] \geq |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z)^2 \cdot \mu_{\pi_3}(E_3) + \delta] - \mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z) \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) + \delta] \right| \geq |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z)^2 \cdot \mu_{\pi_3}(E_3) + \delta] - \mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z) \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) + \delta] \right|.
\]
Observe that \( \mu_{\pi_1}(L_z \cap L_{z'}) = \mathbb{E}_{z \sim E_3} [L_z(x)E_2(x + z')] \) for all \( z' \in E_3 \cap \pi_3 \). We now apply Lemma 16 with parameters \( A = L_z \cap \pi_1, B = E_z \cap \pi_2, C = E_3 \cap \pi_3 \). All the hypotheses are satisfied due to Equation (3). Lemma 16, along with the aforementioned observation implies that
\[
\left| \mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(L_z \cap L_{z'}) \cdot \mu_{\pi_2}(E_2)]^2 - \mu_{\pi_1}(L_z)^2 \cdot \mu_{\pi_2}(E_2)^2 \right| \leq 2 \cdot \delta \cdot \mu_{\pi_3}(E_3)^{-1}.
\]
An analogous inequality holds for \( |R_z \cap R_{z'}| \). Substituting this in the previous inequality and using the fact that \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \), we have
\[
\left| \mathbb{E}_{z \sim E_3 \cap \pi_3} [\langle 1_z, 1_{z'} \rangle] \right| \leq |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(L_z) \cdot \mu_{\pi_2}(E_2) + \sqrt{\frac{2 \cdot \delta}{\mu_{\pi_3}(E_3)}}] \cdot \mu_{\pi_2}(E_2) \cdot \mu_{\pi_3}(E_3) + \mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(E_1) \cdot \mu_{\pi_3}(E_3) + 8 \cdot \sqrt{\delta}] \right| \leq |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(L_z) \cdot \mu_{\pi_2}(R_z) \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) \cdot \mu_{\pi_3}(E_3) + 8 \cdot \sqrt{\delta}] \right| = |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\text{wt}_x(z)^2 \cdot \mu_{\pi_1}(E_1) \cdot \mu_{\pi_2}(E_2) \cdot \mu_{\pi_3}(E_3) + 8 \cdot \sqrt{\delta}] \right|.
\]
We now take an expectation over \( z \sim E_3 \cap \pi_3 \) and use Equation (12) to conclude that
\[
\left| \mathbb{E}_{z,z' \sim E_3 \cap \pi_3} [\langle 1_z, 1_{z'} \rangle] \right| \leq |\mathbb{E}_{z \sim E_3 \cap \pi_3} [\mu_{\pi_1}(E_1)^3 \cdot \mu_{\pi_2}(E_2)^3 \cdot \mu_{\pi_3}(E_3) + 10 \cdot \sqrt{\delta}] \right|.
\]
A.6 Proof of Claim 25

Proof of Claim 25. It suffices to show that a random \( b \sim B \) differs in less than \( n/3 \) coordinates with probability at most \( 2^{-\Omega(n)} = o(1) \).

The Chernoff bound implies that \( \Pr_{x_0, x_1 \sim \mathbb{F}_2^n} [\text{hwt}(x_0 + x_1) < n/3] \leq 2^{-\Omega(n)} \). We condition on \( x_0, x_1 \in \pi_1 \) to conclude that \( \Pr_{x_0, x_1 \sim \pi_1} [\text{hwt}(x_0 + x_1) < n/3] \leq 2^{-\Omega(n)} \cdot \frac{2^{2n}}{|V|} \).

Let \( b = \{x_0, x_1\} \times \{y_0, y_1\} \) be a bow tie. By definition, we have \( y_1 = x_0 + x_1 + y_0 \). In particular, the bow tie \( b \) is uniquely identified by \( x_0, x_1, y_0 \). This implies that the probability that a random \( b \sim B \) differs in less than \( n/3 \) coordinates is precisely

\[
\frac{|V|^3}{|B|} \Pr_{x_0, x_1 \sim \pi_1, y_0 \sim \pi_2} [\{x_0, x_1\} \times \{y_0, y_1\} \in B \text{ and } \text{hwt}(x_0 + x_1) < n/3]
\leq \frac{|V|^3}{|B|} \Pr_{x_0, x_1 \sim \pi_1} [\text{hwt}(x_0 + x_1) < n/3]
\leq \frac{|V|^3}{|B|} \cdot 2^{-\Omega(n)} \cdot \frac{2^{2n}}{|V|^2}.
\]

Recall that \( v = \mathbb{E}_{z \sim \mathbb{E}_3 \cap \pi_1} [z] = \frac{1}{\mu_{E_3}(E_3) |V|} \sum_{z \in E_3 \cap \pi_3} 1_z \), where for each \( e \), \( \sum_{z \in E_3 \cap \pi_3} 1_z(e) \) equals the number of bow ties containing the edge \( e \). Since each bow tie contains 4 edges, we have that \( |v|_1 = \frac{4}{\mu_{E_3}(E_3)|V|} |V| \cdot |B| \). Then, equation (7) implies that

\[
|B| \geq \frac{1}{8} \cdot |V|^3 \cdot \mu_{E_1}(E_1)^2 \cdot \mu_{E_2}(E_2)^2 \cdot \mu_{E_3}(E_3)^2 \geq \frac{1}{8} \cdot |V|^3 \cdot \alpha^6.
\]

This implies that \( \frac{|V|^3}{|B|} \leq 8/\alpha^6 \). Recall that \( \alpha \geq n^{-O(1)} \) and the co-dimension of \( V \) is \( o(n) \). This implies that \( \frac{2^{2n}}{|V|^2} = 2^{o(n)} \). This along with the above calculation implies that the probability that a uniformly random \( b \sim B \) differs in less than \( n/3 \) coordinates is at most \( \frac{8 \cdot 2^{-\Omega(n)}}{\alpha^6} \cdot 2^{o(n)} = 2^{-\Omega(n)} \). This completes the proof.

A.7 Proof of Fact 24

Proof of Fact 24.

Finally, we bound the \( \ell_1 \) distance in terms of the \( \ell_2 \) distance:

\[
\|\hat{u} - \hat{v}\|_1 \leq \|\hat{u} - \hat{v}\|_2 \cdot \sqrt{m} \leq \sqrt{3\beta}.
\]