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Abstract

Motivated by alignment of correlated sparse random graphs, we study a hypothesis problem of deciding whether two random trees are correlated or not. Based on this correlation detection problem, we propose MPAlign, a message-passing algorithm for graph alignment, which we prove to succeed in polynomial time at partial alignment whenever tree detection is feasible. As a result our analysis of tree detection reveals new ranges of parameters for which partial alignment of sparse random graphs is feasible in polynomial time.

We conjecture that the connection between partial graph alignment and tree detection runs deeper, and that the parameter range where tree detection is impossible, which we partially characterize, corresponds to a region where partial graph alignment is hard (not polytime feasible).

2012 ACM Subject Classification
Mathematics of computing → Hypothesis testing and confidence interval computation; Mathematics of computing → Max marginal computation; Mathematics of computing → Graph algorithms

Keywords and phrases inference on graphs, hypothesis testing, Erdős-Rényi random graphs

Digital Object Identifier 10.4230/LIPIcs.ITCS.2022.74

Related Version A full version of this paper can be found at: https://arxiv.org/abs/2107.07623

Funding This work was partially supported by the French government under management of Agence Nationale de la Recherche as part of the “Investissements d’avenir” program, reference ANR19-P3IA-0001 (PRAIRIE 3IA Institute).

Acknowledgements The authors would like to thank Guilhem Semerjian for helpful discussions, and the reviewers for relevant comments.

1 Introduction

Graph alignment

Given two graphs $G = (V, E)$ and $G' = (V', E')$ with same node set $V = V' = [n]$, the problem of graph alignment consists in identifying a bijective mapping, or alignment $\sigma : V \to V'$ that minimizes

$$\sum_{i,j \in [n]} (1_{\{i,j\} \in E} - 1_{\{\sigma(i), \sigma(j)\} \in E'})^2,$$

that is the number of disagreements between adjacencies in the two graphs under the alignment $\sigma$. This problem reduces to the graph isomorphism problem in the noiseless setting where the two graphs can be matched perfectly (or, are isomorphic). The paradigm of graph alignment has found numerous applications across a variety of diverse fields, such as network privacy [17], computational biology [19], computer vision [4], and natural language processing.
Given the adjacency matrices $A$ and $B$ of the two graphs, graph alignment can be viewed as an instance of the quadratic assignment problem (QAP) \[18\]:

$$\arg\max_\Pi \langle A, \Pi B \Pi^T \rangle$$

(1)

where $\Pi$ ranges over all $n \times n$ permutation matrices, and $\langle \cdot, \cdot \rangle$ denotes the matrix inner product. QAP is known to be NP-hard in general, as well as some of its approximations \[18, 15\]. These hardness results are applicable in the worst case, where the observed graphs are designed by an adversary. In many applications, the graphs can be modeled by random graphs; as such, our focus will not be the worst-case instances, as explained hereafter.

**Correlated Erdős-Rényi model**

A recent thread of research \[5, 6, 7, 8, 9, 11, 10\] has focused on the study of graph alignment when the two considered graphs are drawn from a generative model under which they are both Erdős-Rényi random graphs. Specifically, for $(\lambda, s) \in \mathbb{R}_+ \times [0, 1]$, the correlated Erdős-Rényi random graph model, denoted $\mathcal{G}(n, q, s)$ with $q = \lambda/n$, consists of two random graphs $G, G'$ both with node set $[n]$ generated as follows. Consider an i.i.d. collection $\{(A_{ij}, \tilde{A}_{ij})\}_{i<j \in [n]}$ of pairs of correlated Bernoulli random variables with distribution

$$\begin{align*}
(1,1) & \quad \text{with probability } \frac{\lambda s}{n} \\
(1,0) & \quad \text{with probability } \frac{\lambda(1-s)}{n} \\
(0,1) & \quad \text{with probability } \frac{\lambda(1-s)}{n} \\
(0,0) & \quad \text{with probability } 1 - \frac{\lambda(2s-1)}{n}.
\end{align*}$$

(2)

Consider then a permutation $\sigma^*$ drawn independently of $A, \tilde{A}$ and uniformly at random from the symmetric group $S_n$. The two graphs $(G, G')$ are then defined by their adjacency matrices $A$ and $A'$ such that for all $i < j \in [n]$:

$$A_{ij} = A_{ji}, \quad A'_{ij} = A'_{ji} = \tilde{A}_{\sigma^*(i)\sigma^*(j)}.$$

In this setting, the marginal distributions of $G$ and $G'$ are identical, namely that of the Erdős-Rényi model $\mathcal{G}(n, q)$ with $q = \lambda/n$.

**Planted graph alignment**

The previous model is then used to study the mean-case version of graph alignment – namely *planted graph alignment* – consisting in finding an estimator $\hat{\sigma}$ of the planted solution $\sigma^*$ upon observing $G$ and $G'$. For any subset $C \subset [n]$, the performance of any one-to-one estimator $\hat{\sigma} : C \to [n]$ is now assessed through $\text{ov}(\sigma^*, \hat{\sigma})$, its *overlap* with the unknown permutation $\sigma^*$, defined as

$$\text{ov}(\sigma^*, \hat{\sigma}) := \frac{1}{n} \sum_{i \in C} 1_{\hat{\sigma}(i) = \sigma^*(i)}.$$

(3)

Note that the estimator $\hat{\sigma}$ may not be in $S_n$, and only consist in a partial matching. The *error fraction* of $\hat{\sigma}$ with the unknown permutation $\sigma^*$ is defined as

$$\text{err}(\sigma^*, \hat{\sigma}) := \frac{1}{n} \sum_{i \in C} 1_{\hat{\sigma}(i) \neq \sigma^*(i)} = \frac{|C|}{n} - \text{ov}(\sigma^*, \hat{\sigma}).$$

(4)
It easy to check that the maximum-a-posteriori (MAP) estimator of $\sigma^*$ given $G, G'$ is the solution of the QAP problem (1). However, it is shown [5] that this MAP estimator performs well only in the case where the mean degrees in the graphs are at least $\Omega(\log n)$. Hence in our sparse regime (with constant mean degree) this new measure of performance (3) – which is the one on which we will focus next – differs from that of the non-planted case (1).

A sequence of injective estimators $\{\hat{\sigma}_n\}_n$ – omitting the dependence in $n$ – is said to achieve

- **Exact recovery** if $\mathbb{P}(\hat{\sigma} = \sigma^*) \xrightarrow{n \to \infty} 1$,
- **Almost exact recovery** if $\mathbb{P}(\text{ov}(\sigma^*, \hat{\sigma}) = 1 - o(1)) \xrightarrow{n \to \infty} 1$,
- **Partial recovery** if there exists some $\varepsilon > 0$ such that $\mathbb{P}(\text{ov}(\sigma^*, \hat{\sigma}) > \varepsilon) \xrightarrow{n \to \infty} 1$,
- **One-sided partial recovery** if it achieves partial recovery and $\mathbb{P}(\text{err}(\sigma^*, \hat{\sigma}) = o(1)) \xrightarrow{n \to \infty} 1$.

**Remark 1.** One-sided partial recovery is by definition at least as hard as partial recovery. From an application standpoint it is more appealing than partial recovery: indeed, it may be of little use to know one has a permutation with 30% of correctly matched nodes if one does not have a clue about which pairs are correctly matched.

This justifies our focus on one-sided recovery, besides the fact that it is more amenable to analysis at this stage. Another main interest of one-sided partial alignment is that its local rephrasing in terms of one-sided tests on trees is the most relevant one, when compared to other types of tests.

**Phase diagram**

In this sparse regime (where the graphs have constant mean degree $\lambda$), it is known [5, 6] that the presence of $\Omega(n)$ isolated vertices in the underlying intersection graph of $G$ and $G'$ makes exact and almost exact recovery impossible. The main questions consist then in determining the phase diagram of the model $\mathcal{G}(n, \lambda/n, s)$ for partial alignment (or recovery), namely the range of parameters $(\lambda, s)$ for which, in the large $n$ limit:

- Any sequence of estimators fails to achieve (one-sided) partial recovery (for any $\varepsilon > 0$).
- We refer to the corresponding range as the information-theoretic (IT-)impossible phase,
- There is a sequence of estimators $\hat{\sigma}$ achieving (one-sided) partial recovery (with some $\varepsilon > 0$), which we refer to as the IT-feasible phase,
- There is a sequence of estimators $\hat{\sigma}$ that can be computed in polynomial-time achieving (one-sided) partial recovery (with some $\varepsilon > 0$): the easy phase.

An interesting perspective on this problem is provided by research on community detection, or graph clustering, for random graphs drawn according to the stochastic block model. In that setup, above the so-called Kesten-Stigum threshold, polynomial-time algorithms for clustering are known [3, 14, 16], and the consensus among researchers in the field is that no polynomial-time algorithms exist below that threshold. Yet, there is a range of parameters with non-empty interior below the Kesten-Stigum threshold for which exponential-time algorithms are known to succeed at clustering [1]. In other words, for graph clustering, it is believed that there is a non-empty hard phase, consisting of the set difference between the IT-feasible phase and the polynomial-time feasible phase.

The picture available to date for partial graph alignment is as follows. Recent work [10] shows that the IT-impossible phase includes the range of parameters $\{(\lambda, s) : \lambda s \leq 1\}$, and Wu et al. [20] have established that the IT-feasible phase includes the range of parameters $\{(\lambda, s) : \lambda s > 4\}$ (condition $\lambda s > C$ for some large $C$ had previously been established in [13]).
Problem description and main contribution

This partial picture leaves open the question of whether, similarly to the case of graph clustering, graph alignment features a hard phase or not. The contribution of the present work can be summarized in three points:

(1) We investigate a fundamental statistical problem, which to the best of our knowledge had not been previously studied: hypothesis testing for correlation detection in trees.

We study the regimes in which the optimal test on trees succeeds or fails in the setting when the trees are correlated Galton-Watson trees (see Theorem 2);

(2) For this detection problem on trees, the computation of the likelihood ratio can be made recursively on the depth, which yields an optimal message-passing algorithm for this task running in polynomial-time in the number of nodes;

(3) We then state that the previous detection problem on trees arises naturally from a local point of view in the related problem of one-sided partial recovery for graph alignment. In light of the previous analysis we are able to draw conclusions for our initial problem on graphs; doing so we complete the phase diagram as shown in Figure 1, extending the regime for which one-sided partial alignment is provably feasible in polynomial time, and exhibiting the presence of a conjectured hard phase (see Theorem 4).
Our approach to point (3) follows the way paved by [11]. It essentially relies on an algorithm which lets \( \hat{\sigma}(i) = u \) for \( i \) such that the local structure of graph \( G \) in the neighborhood of node \( i \) is ‘close’ to the local structure of graph \( G' \) in the neighborhood of node \( u \). As exploited in [11], the neighborhoods to distance \( d \) of two nodes \( i, u \) in \( G \) and \( G' \), provided that \( u = \sigma^*(i) \), are asymptotically distributed as correlated Galton-Watson branching trees (distribution denoted \( P_{1,d} \)). On the other hand, for pairs of nodes \( (i, u) \) taken at random in \( [n] \), the joint neighborhoods of nodes \( i \) and \( u \) in \( G \) and \( G' \) respectively, to depth \( d \), are asymptotically distributed as a pair of independent Galton-Watson branching trees (distribution denoted \( P_{0,d} \)).

Thus, a fundamental step in our approach is to determine the efficiency of tests for deciding whether a pair of branching trees is drawn from either a product distribution, or a correlated distribution. Previous work [11] relied on tests based on a so-called tree-matching weight to measure the similarity between two trees. In the present work we are instead interested in studying the existence of one-sided tests, which are tests asymptotically guaranteeing a vanishing type I error and a non vanishing power. According to the Neyman-Pearson Lemma, optimal one-sided tests are based on the likelihood ratio \( L_d \) of the distributions under the distinct hypotheses \( P_{1,d} \) and \( P_{0,d} \) (trees correlated or not)\(^1\). The mathematical formalization of point (1) here above is the following

\[ \text{Theorem 2 (Correlation detection in trees).} \]

Let

\[ KL_d := KL(P_{1,d} \| P_{0,d}) = E_{1,d} [\log(L_d)]. \]

Then the following propositions are equivalent:

(i) There exists a one-sided test for deciding \( P_{0,d} \) versus \( P_{1,d} \).

(ii) \( \lim_{d \to \infty} KL_d = +\infty \) and \( \lambda s > 1 \),

(iii) There exists \( (a_d)_d \) such that \( a_d \to \infty \), \( P_{0,d}(L_d > a_d) \to 0 \) and \( \lim \inf_{d} P_{1,d}(L_d > a_d) > 0 \).

(iv) Denoting \( P_0 := P_{0,\infty} \), the martingale \( (L_d)_d \) (w.r.t. to \( P_0 \)) is not uniformly integrable.

(v) with probability\(^2\) \( 1 - p_{ext}(\lambda s) > 0 \), \( L_d \) diverges to \( +\infty \) with rate \( \Omega \left( \exp \left( \Omega(1) \times (\lambda s)^d \right) \right) \).

\[ \text{Remark 3.} \] This Theorem gives general necessary and sufficient conditions for the existence of a one-sided test in the tree correlation detection problem. In this full version of this paper [12], several more explicit results, giving sufficient conditions in terms of \( \lambda \) and \( s \) for points (ii) or (iii) to be verified or to fail, are stated as corollaries and contribute to the phase diagram in Figure 1.

We also mention that condition (v) will be used in the design of MPAlign (Algorithm 1) choosing an appropriate threshold that will guarantee for the method to output both a substantial part of the underlying permutation and a vanishing number of mismatches.

\[ \text{Theorem 4 (Consequences for one-sided partial graph alignment).} \]

For given \( (\lambda, s) \), if one-sided correlation detection is feasible, i.e. any of the conditions in Theorem 2 holds, then one-sided partial alignment in the correlated Erdős-Rényi model \( G(n, \lambda/n, s) \) is achieved in polynomial time by our algorithm MPAlign (Algorithm 1).

---

\(^1\) This guarantees that whenever the test based on tree-matching weight in [11] succeeds, the optimal test studied in this paper also succeeds. On this point, Theorem 3, Section 3 in the full version [12] gives more insight on the extension of the regime established in [11] where partial alignment is feasible (for small \( \lambda \) and \( s \) close to 1).

\(^2\) This probability \( 1 - p_{ext}(\lambda s) \) is defined as the probability that a Galton-Watson tree of offspring Poi(\( \lambda s \)) survives.
\textbf{Conjecture.} We conjecture that if one-sided correlation detection in trees fails, i.e. none of the equivalent conditions in Theorem 2, then no polynomial-time algorithm achieves (one-sided) partial recovery. In view of Theorem 5 of Section 5 of the full version of the paper [12], which guarantees existence of a non-empty parameter region where one-sided tree detection fails while partial graph alignment can be done in non-polynomial time, our conjecture would imply the hard phase to be non-empty.

\section{The MPAlign algorithm}

\textbf{Intuition: extending the tree correlation detection problem}

Let \((G, G') \sim \mathcal{G}(n, q = \lambda/n, s)\), with underlying alignment \(\sigma^*\). In order to distinguish matched pairs of nodes \((i, u)\), we consider their neighborhoods \(N_{d,G}(i)\) and \(N_{d,G'}(u)\) at a given depth \(d\); these neighborhoods are close to Galton-Watson trees. In the case where the two vertices are actual matches, i.e. \(u = \sigma^*(i)\), we are exactly in the setting of our tree correlation detection problem under \(P_1\): point \((v)\) of in Theorem 2 shows that there exists a threshold \(\beta_d\) such that with probability at least \(1 - p_{\text{ext}}(\lambda s) > 0\),

\[
L_d(i, u) := L_d(N_{d,G}(i), N_{d,G'}(u)) > \beta_d,
\]

when \(d \to \infty\). Point \((v)\) of Theorem 2 shows that this threshold \(\beta_d\) can be e.g. taken to be \(\exp(n\gamma)\) for some \(\gamma \in (0, c \log(\lambda s))\).

At the same time, when nodes \(u\) and \(\sigma^*(i)\) are distinct and sufficiently far away, we can argue that we are also – with high probability – in the setting of the tree correlation detection problem under \(P_2\): since \(E_0[L_d] = 1\), Markov’s inequality shows that with high probability when \(d \to \infty\),

\[
L_d(i, u) \leq \beta_d.
\]

\textbf{Message-passing for the likelihood ratios}

As mentioned earlier, the likelihood ratios can be computed efficiently on a graph, giving the exact expression for a message-passing procedure, assuming that all neighborhoods are locally tree-like at depth \(d\). We define \textit{oriented likelihood ratios}: for any \(i, j \in V(G)\) and \(u, v \in V(G')\), we write \(L_d(i \leftarrow j, u \leftarrow v)\) for the likelihood ratio at depth \(d\) of two trees, the first one (resp. second one) being rooted at \(i\) in \(G\) (resp. \(u\) in \(G')\) where the edge \(\{i, j\}\) (resp. \(\{u, v\}\)), if initially present, has been deleted. These oriented likelihood ratios satisfy the following recursion:

\[
L_d(i \leftarrow j, u \leftarrow v) = \sum_{k=0}^{d_i/d_u' - 1} \psi(k, d_i - 1, d_u' - 1) \sum_{\sigma \in \mathcal{S}(\{j\}, N_{G}(i) \setminus \{j\})} \prod_{\ell=1}^{k} L_{d-1}(\sigma(\ell) \leftarrow i, \sigma'(\ell) \leftarrow u),
\]

where \(d_i\) (resp. \(d_u'\)) is the degree of \(i\) in \(G\) (resp. of \(u\) in \(G')\), \(N_G(i)\) (resp. \(N_{G'}(u)\)) is the set of neighbors of \(i\) in \(G\) (resp. of \(u\) in \(G')\), \(\mathcal{S}(A, B)\) is the set of injective mappings from \(A\) to \(B\), and

\[
\psi(k, c, c') := e^{\lambda s} \times \frac{\lambda^c \lambda^{c'} e^{-2\lambda k}}{k!}.
\]
The likelihood ratio at depth $d$ between $i$ and $u$ is obtained by computing

$$L_d(i, u) = \sum_{k=0}^{d} \psi(k, d^i_k, d^u_k) \sum_{\sigma \in S(k|N_G(i))} \prod_{t=1}^{k} L_{d-1}(\sigma(t) \leftarrow i, \sigma'(t) \leftarrow u). \quad (6)$$

A natural idea is then to compute for each pair $(i, u)$ the likelihood ratio $L_d(i, u)$ with $d$ large enough (typically scaled in $\Theta(\log n)$ where $n$ is the number of vertices in $G$ and $G'$) and to compare it to $\beta_d$ to decide whether $i$ in $G$ is matched to $u$ in $G'$.

**Algorithm description**

Our algorithm is as follows:

**Algorithm 1** MPAlign: Message-passing algorithm for sparse graph alignment.

\begin{verbatim}
Input: Two graphs $G$ and $G'$ of size $n$, average degree $\lambda$, depth $d$, threshold parameter $\beta$
Output: A set of pairs $\mathcal{M} \subset V(G) \times V(G')$
$\mathcal{M} \leftarrow \emptyset$
Compute $L_d(i \leftarrow j, u \leftarrow v)$ for all $\{i, j\} \in E$ and $\{u, v\} \in E'$ thanks to (5)
for $(i, u) \in V(G) \times V(G')$ do
    if $N_G(i, d)$ and $N_{G'}(u, d)$ contain no cycle, and
        $\exists\{j_1, j_2, j_3\} \subset N_G(i)$, $\exists\{v_1, v_2, v_3\} \subset N_{G'}(u)$ such that
        $L_{d-1}(j_t \leftarrow i, v_t \leftarrow u) > \beta$ for all $t \in \{1, 2, 3\}$ then
            $\mathcal{M} \leftarrow \mathcal{M} \cup \{(i, u)\}$
end
return $\mathcal{M}$
\end{verbatim}

**Remark 5.** Each iteration in (5) requires the computation of a matrix of size $O(n^2)$, each entry of which can be computed in time $O\left((d_{\text{max}})!^2\right)$ with $d_{\text{max}}$ the maximum degree in $G$ and $G'$. Under the correlated Erdős-Rényi model, $d_{\text{max}} = O\left(\frac{\log n}{\log \log n}\right)$ [2], so that $d_{\text{max}}!$ is polynomial in $n$. Each iteration is thus polynomial in $n$ and since $d$ is taken order $\Theta(\log(n))$, the algorithm runs in polynomial time.

The authors recall that a full version of this paper can be found at:


---

As already noted in [11], this first strategy produces in fact many false positive matches, e.g. it might match $i$ with $v$ if $(i, j)$ is an edge of $G$ and $(v, \sigma'(j))$ is an edge of $G'$. To fix this, we use the dangling trees trick, already introduced in [11] (and improved here by consideration of three rather than two dangling trees): instead of just looking at their neighborhoods, we look for the downstream trees from distinct neighbors of $i$ in $G$ and of $u$ in $G'$. The trick is now to match $i$ with $u$ if and only if there exists three distinct neighbors $j_1, j_2, j_3$ of $i$ in $G$ (resp. $v_1, v_2, v_3$ of $u$ in $G'$) such that all three of the likelihood ratios $L_{d-1}(j_t \leftarrow i, v_t \leftarrow u)$ for $t \in \{1, 2, 3\}$ are larger than $\beta$ (see Algorithm 1). The proof of Theorem 7 in the full version [12] explains how this trick avoids false positives and why three dangling trees is a good choice.
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