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Abstract

We resolve the space complexity of one-pass streaming algorithms for Minimum Dominating Set (MDS) in both insertion-only and insertion-deletion streams (up to poly-logarithmic factors) where an input graph is revealed by a sequence of edge updates. Recently, streaming algorithms for the related Set Cover problem have received significant attention. Even though MDS can be viewed as a special case of Set Cover, it is however harder to solve in the streaming setting since the input stream consists of individual edges rather than entire vertex-neighborhoods, as is the case in Set Cover.

We prove the following results (n is the number of vertices of the input graph):

1. In insertion-only streams, we give a one-pass semi-streaming algorithm (meaning \(\tilde{O}(n)\) space) with approximation factor \(\tilde{O}(\sqrt{n})\). We also prove that every one-pass streaming algorithm with space \(o(n)\) has an approximation factor of \(\Omega(n/\log n)\).

   Combined with a result by [Assadi et al., STOC’16] for Set Cover which, translated to MDS, shows that space \(\Theta(n^2/\alpha)\) is necessary and sufficient for computing an \(\alpha\)-approximation for every \(\alpha = o(\sqrt{n})\), this completely settles the space requirements for MDS in the insertion-only setting.

2. In insertion-deletion streams, we prove that space \(\Omega(n^2/(\alpha \log n))\) is necessary for every approximation factor \(\alpha \leq \Theta(n/\log^3 n)\). Combined with the Set Cover algorithm of [Assadi et al., STOC’16], which can be adapted to MDS even in the insertion-deletion setting to give an \(\alpha\)-approximation in \(\tilde{O}(n^2/\alpha)\) space, this completely settles the space requirements for MDS in the insertion-deletion setting.
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1 Introduction

Streaming algorithms for processing large graphs have been studied since more than two decades [17]. In the most traditional setting, the one-pass insertion-only setting, an algorithm receives the input graph \(G = (V,E)\) with \(|V| = n\) as a sequence of its edges in arbitrary order. The algorithm is required to maintain a memory of size sublinear in the input size and to output a solution once the entire stream has been processed. A natural and well-studied extension is the insertion-deletion setting, where previously inserted edges can be deleted again. In both streaming models, the aim is to determine the space necessary and sufficient for algorithms to solve a specific task.
In this paper, we initiate the study of the Minimum Dominating Set (MDS) problem in the one-pass streaming model and resolve its space complexity in both the insertion-only and insertion-deletion settings. A dominating set $D \subseteq V$ in a graph $G = (V, E)$ is a subset of vertices that dominate or cover all other vertices, i.e., every vertex in $V \setminus D$ is adjacent to at least one vertex in $D$. A minimum dominating set is one of smallest size, and the size of a minimum dominating set in a graph $G$ is known as its domination number, denoted $\gamma(G)$. The objective of the MDS problem is to compute a minimum dominating set or an approximation thereof:

\begin{definition}[$(\alpha$-approximation to MDS)] A (streaming) algorithm for MDS is an $\alpha$-approximation algorithm if, on every input graph $G = (V, E)$, the algorithm outputs a dominating set $D \subseteq V$ of size at most $\alpha \cdot \gamma(G)$ and a cover certificate $C : V \to D$, indicating for every vertex $v \in V$ a vertex $C(v) \in D$ that covers $v$, i.e., that is contained in the inclusive neighborhood of $v$.
\end{definition}

MDS is closely related to the Set Cover problem, which has recently received significant attention in the streaming setting [13, 9, 14, 5, 16, 18, 3, 7]. In Set Cover, the input consists of a universe $U$ of size $|U| = n$ and a collection of $m$ sets $S = \{S_1, \ldots, S_m\}$ with $S_i \subseteq U$, for every $i$. The output is a smallest subset $S' \subseteq S$ that covers $U$, i.e., such that $\cup_{S \in S'} S = U$. Similar to MDS, an $\alpha$-approximate set cover is one of size at most $\alpha$ times the size of a smallest set cover.

In a non-streaming context, MDS and Set Cover are essentially equivalent since the two problems can be reduced to each other in linear time. For example, in order to solve MDS on a graph $G = (V, E)$ with $V = \{v_1 \ldots v_n\}$ using an algorithm for Set Cover, we create a Set Cover instance with $n$ input sets $S = \{S_1, \ldots, S_m\}$ where, for every $1 \leq i \leq n$, $S_i$ is the inclusive neighborhood of $v_i$, i.e., $S_i = \Gamma[v_i]$. A set cover in this instance then immediately yields a dominating set in $G$ of the same size. In the streaming setting, however, the natural ways in which the inputs are presented in the respective input streams are different, and the two problems therefore cannot directly be reduced to each other. In Set Cover, all previous work (with the exception of [18], see Subsection 1.3, further related work) assumes that entire sets arrive one-by-one in the input stream. In MDS, it is more natural to consider the aforementioned insertion-only graph stream setting, where edges arrive one-by-one in the stream. We observe that, from an algorithmic perspective, the edge-arrival setting for MDS can only be harder since none of the inclusive neighborhoods are visible in the stream at any one moment. Conversely, lower bounds for streaming Set Cover on instances with $\Theta(n)$ sets carry over to MDS.

Set Cover in the one-pass streaming model is well-understood and exhibits an interesting phase-transition when the desired approximation factor is $\alpha = \Theta(\sqrt{n})$. There are simple semi-streaming algorithms (i.e., with $\tilde{O}(n)$ space) that achieve an approximation factor of $O(\sqrt{n})$ [14, 9], regardless of the number of sets. But for any approximation factor $\alpha = o(\sqrt{n})$, it is known that space $\Theta(mn^\alpha)$ is necessary and sufficient [5]. In other words, while $\tilde{O}(n)$ space is enough for an $O(\sqrt{n})$-approximation, any algorithm that is tasked with achieving a slightly better approximation factor of $o(\sqrt{n})$ necessarily requires $\Omega(m\sqrt{n})$ space. A natural question is if MDS also exhibits a similar phase transition at some approximability threshold? And if so, does it occur at a much higher approximability threshold given that in MDS, elements in each set arrive separately arbitrarily interspersed with elements of other sets? Finally, for many graph problems, including Connectivity [1], Cut-sparsifiers and Spectral-sparsifiers [1, 2, 20, 21], and $(\Delta + 1)$-coloring [4], it is known that the space-approximation tradeoffs known for insertion-only streams can be extended to insertion-deletion streams at the expense of only a poly-logarithmic factor larger space. However, notable exceptions to this are the
Maximum Matching and the Minimum Vertex Cover problems where the space needed for insertion-deletion streams can be shown to be $\Omega(n)$ factor larger than the space requirements for insertion-only setting [22, 6, 12]. Does the space-approximation tradeoff for MDS also qualitatively change as we go from insertion-only streams to the more general model of insertion-deletion streams?

In this work, we answer all the above-mentioned questions, obtaining tight space-approximation tradeoffs for MDS in both insertion-only and in insertion-deletion streams.

1.1 Our Results

Our first main result is that there is an $\tilde{O}(n)$ space algorithm for MDS that achieves $\tilde{O}(\sqrt{n})$-approximation, showing that the semi-streaming approximability threshold for MDS is essentially the same as that for Set Cover.

▶ Theorem 2. There is a randomized one-pass semi-streaming algorithm for MDS that achieves $\tilde{O}(\sqrt{n})$-approximation.

Our algorithm can in fact solve Set-Cover instances that are presented in the edge-arrival model, i.e., as an arbitrary sequence of tuples $(u, S_i) \in U \times S$, indicating that item $u$ is contained in set $S_i$, with space $\tilde{O}(|U| + |S|)$ space. Observe that instances with $|S|$ sets may require space $\tilde{O}(|U| \cdot |S|)$ to write down – our algorithm therefore uses up to a factor of $n = |U|$ less memory than the input instance size. The theorem below summarizes this result.

▶ Theorem 3. There is a randomized one-pass streaming algorithm for Set-Cover in the edge-arrival model that achieves $\tilde{O}(\sqrt{n})$-approximation using $\tilde{O}(n + m)$ space where $n = |U|$, and $m = |S|$.

Once we consider the $o(\sqrt{n})$-approximation regime, the space-approximation tradeoffs for MDS can be easily shown to converge to that for Set Cover instances with $n$ sets. On the one hand, the one-pass $\tilde{O}(\frac{mn}{\alpha})$ space streaming algorithm for Set Cover in [5], which we call the AKL-algorithm (Assadi-Khanna-Li [5]) and expand on in Appendix A, can easily be applied to MDS with parameter $m = n$ for all values of $\alpha$, and even works in the insertion-deletion setting with only a poly-logarithmic increase in the space requirements. On the other hand, [5] shows a matching $\Omega(\frac{mn}{\alpha})$ space lower bound for insertion-only streams that holds for $\alpha = o(\sqrt{n})$, and also carries over to MDS with parameter $m = \Theta(n)$. These two result combined show that $\tilde{O}(n^2/\alpha)$ space is necessary and sufficient for MDS in both the insertion-only and the insertion-deletion settings, for every $\alpha = o(\sqrt{n})$. Thus in the setting of insertion-only streams, MDS behaves in a similar manner to Set Cover, exhibiting a phase transition at $\alpha = \tilde{O}(\sqrt{n})$.

We further complete the picture for insertion-only streams by observing that if one tries to go below the regime of semi-streaming space then not much more than a trivial $O(n)$-approximation factor is achievable.

▶ Theorem 4. Any constant error one-pass streaming algorithm for MDS in the insertion-only model with approximation factor $o(n/\log n)$ requires $\Omega(n)$ space.

Our second main result is that the landscape of space-approximation trade-offs fundamentally changes when we consider MDS in insertion-deletion streams. In particular, in the semi-streaming space regime, no algorithm can achieve much better than the trivial $O(n)$-approximation.

▶ Theorem 5. Every insertion-deletion streaming algorithm for MDS with approximation factor $\alpha$, for any $\alpha \leq \Theta(n/\log^3 n)$, requires space $\tilde{O}(\frac{n^2}{\alpha})$. 
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Table 1. Space/approximation trade-offs for MDS in the one-pass streaming model.

(a) Insertion-only model.

<table>
<thead>
<tr>
<th>Space</th>
<th>Approx.</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$o(n)$</td>
<td>$\Omega(n)$</td>
<td>Theorem 4</td>
</tr>
<tr>
<td>$\Theta(n)$</td>
<td>$\tilde{O}(\sqrt{n})$</td>
<td>Theorem 2</td>
</tr>
<tr>
<td>$\Theta(n^2/\alpha)$</td>
<td>$\alpha = o(\sqrt{n})$</td>
<td>Assadi et al. [5]</td>
</tr>
</tbody>
</table>

(b) Insertion-deletion model.

<table>
<thead>
<tr>
<th>Space</th>
<th>Approx.</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{O}(n^2/\alpha)$</td>
<td>$\alpha \leq \Theta(\frac{n}{\log^2 n})$</td>
<td>Theorem 5</td>
</tr>
<tr>
<td>$\tilde{O}(n^2/\alpha)$</td>
<td>$\alpha$</td>
<td>Assadi et al. [5]</td>
</tr>
</tbody>
</table>

Our results, together with Assadi et al.’s results for Set Cover [5] applied to MDS, completely characterize the space/approximation trade-offs for MDS in both the insertion-only and the insertion-deletion models, see Table 1.

1.2 Techniques

We now give an overview of the technical ideas underlying our results. We start with an overview of the algorithm underlying Theorem 2.

Let $H = (V,F)$ be the $n$-vertex input graph. Instead of working with $H$ directly, we consider the bipartite incidence graph $G = (A,B,E)$ with $A = B = V$ instead: For every edge $\{u,v\} \in F$, we add the edges $(u,v)$ and $(v,u)$ to $G$, using the notation $(a,b)$ to denote an edge in the bipartite incidence graph where $a \in A$ and $b \in B$. When working with $G$, the objective is to select a subset $D \subseteq A$ such that $\Gamma_G(D) = B$ and $|D|$ is minimum.

To motivate our algorithm, it will be instructive to first consider the simplified setting where each vertex in $A$ arrives with all its incident edges to vertices in $B$ (as in the standard Set Cover problem). In that case, we can simply maintain a set $S \subseteq B$ of currently undominated vertices, and whenever a vertex $a \in A$ arrives that can dominate at least $\sqrt{n}$ vertices in $S$, we include it in our solution and remove this vertex along with its neighbors from $S$. Let $S'$ denote the set $S$ upon termination of the algorithm – we include all vertices in $S'$ in our dominating set solution. This algorithm can clearly be implemented in $\tilde{O}(n)$ space. It is also easy to see that the algorithm chooses at most $\sqrt{n}$ vertices in processing the stream as inclusion of any vertex in the solutions removes at least $\sqrt{n}$ vertices from $S$. Moreover, no vertex in any optimal solution could dominate more than $\sqrt{n}$ vertices in $S'$ (or else we would have included it in our solution). Together, these two observations imply that this is an $O(\sqrt{n})$-approximation semi-streaming algorithm.

However, in the setting of MDS, we only see edges arrive in some arbitrary manner. The challenge then is that using only $\tilde{O}(1)$ amount of information per vertex we need to recognize (i) when inclusion of a vertex in our solution can allow us to dominate many vertices, and (ii) for each dominated vertex, record the vertex in our solution that dominates it. On the surface, the first task can be accomplished by just maintaining the degree of each vertex to currently undominated vertices. The difficulty here is that the degree information alone does not allow us to differentiate between the scenario where the high degree vertices in $A$ dominate different subsets of vertices in $B$ and the scenario when they dominate a common set of vertices in $B$. In the latter scenario, we should not be including all the high-degree vertices in our solution. We handle this by setting up a probabilistic process which includes vertices with high degree with a suitable probability that avoids taking too many vertices in one go. Vertices with continued high-degree get multiple chances for inclusion with geometrically increasing probability of inclusion. But how do we recognize which vertices have been covered by vertices chosen in our solution? We accomplish this by decoupling the selection process from the covering process. In particular, we start recording which vertices
are covered by a vertex \( v \) selected in our solution only after the vertex \( v \) has been selected in our solution. Intuitively, if a vertex is going to cover many vertices, then the probabilistic selection process ensures that many edges incident on this vertex will arrive after it has been selected. Together, this ensures that using only \( \tilde{O}(1) \) amount of information per vertex, the algorithm is both \( \tilde{O}(\sqrt{n}) \)-competitive with the optimal solution, and is able to maintain a certificate of coverage for each vertex.

We next describe the ideas underlying proofs of our lower bound results in Theorems 4 and 5. As is typically the case for streaming lower bounds, our lower bounds are proved in the two-party communication setting, where the edge set of the input graph is partitioned between Alice and Bob. In the insertion-deletion setting, in addition to his share of input edges, Bob also holds edge deletions, which form a subset of Alice’s input edges. It will be helpful to first consider the lower bound for the insertion-only setting (Theorem 4), where we prove that every one-pass streaming algorithm with space \( o(n) \) has an approximation factor of \( \Omega(n/\log n) \), and then build on this construction to illustrate the much more involved \( \Omega(n^2/\alpha) \) space lower bound for \( \alpha \)-approximation algorithms in the insertion-deletion setting (Theorem 5).

Consider the following input graph \( G = ([v_A, v_B] \cup [n], E) \) on \( n + 2 \) vertices, where every edge is incident to either \( v_A \) or \( v_B \). Alice holds the edges incident to \( v_A \) and Bob holds the edges incident to \( v_B \). Let \( \Gamma_G(v) \) denote the set of vertices adjacent to a vertex \( v \), and let \( \Gamma_G[v] = \Gamma_G(v) \cup \{v\} \). Suppose that these edges are such that \( \Gamma_G[v_A] \cup \Gamma_G[v_B] = ([n] \cup \{v_A, v_B\}) \setminus \{T\} \) with \( T \in [n] \), i.e., vertices \( v_A \) and \( v_B \) cover all but the single vertex \( T \). The set \( \{v_A, v_B, T\} \) thus constitutes a dominating set of size 3, and any dominating set \( D \) that constitutes an \( o(n) \)-approximate solution therefore needs to be of size \( 3 \cdot o(n) = o(n) \). Moreover, the dominating set \( D \) is required to contain vertex \( T \), since \( T \) cannot be covered by \( v_A \) or \( v_B \). However, the task of identifying \( T \) is hard – it is easy to obtain an \( \Omega(n) \) lower bound on the two-party communication complexity for this task. On the surface, this appears to immediately yield the desired lower bound for our problem. This argument, however, is incomplete since the output dominating set \( D \) does not allow us to identify \( T \) exactly. In particular, since \( |D| = o(n) \) and \( T \in D \), we are only able to reduce the possibilities as to the identity of the element \( T \) from an initial set of \( n \) possibilities to a set of \( o(n) \) possibilities. We will, however, see that \textit{approximately} identifying \( T \) (for the right notion of approximation) is essentially as hard (up to constants) as identifying \( T \) exactly, which establishes our desired lower bound. The final step in the argument above follows by utilizing a result of Assadi et al. [4] on the \textsc{Set-Union} problem where Alice holds a set \( A \subseteq [n] \), Bob holds a set \( B \subseteq [n] \), and Alice and Bob are guaranteed that \( A \cup B = [n] \setminus \{T\} \), for some \( T \in [n] \). Assadi et al. proved that any protocol that sufficiently skews the a priori uniform distribution of \( T \) substantially has communication cost \( \Omega(n) \).

Our lower bound in the insertion-deletion setting is also based on \textsc{Set-Union}, however, the ability to incorporate edge deletions into the construction allows us to hide the \textsc{Set-Union} instance within a larger problem with distinctly higher communication complexity that we refer to as \textbf{Embedded-Set-Union}. In this problem, Alice holds \( n \) subsets \( A_1, \ldots, A_n \subseteq [n] \), Bob holds an index \( I \in [n] \) and set \( B \) such that \( (A_I, B) \) is a \textsc{Set-Union} instance. In addition to \( I \) and \( B \), Bob also knows all but \( \beta = \Theta(n/(\alpha \log n)) \) elements of the sets \( A_i \), for every \( i \neq I \). The objective is to solve the underlying \textsc{Set-Union} instance \( (A_I, B) \), i.e., approximately identifying the element \( T = [n] \setminus (A_I \cup B) \). As our main lower bound result of this paper, we prove that \textsc{ESU} has communication complexity \( \Omega(n\beta) \).

Bob’s knowledge about the sets \((A_i)_{i \neq I}\) is pivotal in our construction. When reducing \textsc{ESU} to \textsc{MDS}, we create a graph \( G \) with vertex neighborhoods \( A_I, B \) and \( (A_i)_{i \neq I} \), where \( A'_i \subseteq A_i \) is the subset of elements that is not known to Bob, or, in other words, Bob’s
knowledge of the sets \( A_i \) corresponds to edge deletions in the reduction. These deletions ensure that the surviving sets \( (A'_i)_{i \neq I} \) are small enough (of size \( \beta \)) so as to cover only few vertices of \( G \) if they are selected into the output dominating set. Observe that \( \gamma(G) = 3 \) (via the sets \( A_I, B \) and any set that covers \( T \)). Similar to the insertion-only setting, the hardness stems from the fact that the output dominating set \( D \) is required to cover \( T \). Since this can only be achieved via the sets \( (A'_i)_{i \neq I} \), and only at most \( 3\alpha \) of these sets can be chosen into \( D \) since \( D \) is an \( \alpha \)-approximation, the dominating set algorithm is therefore able to (approximately) identify \( T \) as one of the \( o(n) \) elements covered by the selected sets from \( (A'_i)_{i \neq I} \). This substantially reduces the possible values for \( T \) from \( n \) to \( o(n) \) and thus solves ESU.

Proving a lower bound on the communication complexity of ESU is the most technical contribution of this paper. To this end, we adopt the information complexity framework and measure the amount of information necessary revealed about Alice’s input \( A_1, \ldots, A_n \) in so-called nice protocols for ESU, i.e., protocol consisting of only two messages; one from Alice to Bob, and a relatively short one from Bob back to Alice that consists of candidate values for \( T \), a constraint that we need to impose for technical reasons. We first argue that any nice protocol for ESU can also be used to solve Set-Union, which establishes that any transcript of a nice protocol for ESU necessarily reveals \( \Omega(n) \) bits of information about \( A_I \), as implied by the lower bound for Set-Union. Recall that, for every \( i \neq I \), Bob already knows all but \( \beta \) bits of \( A_i \). Our aim, therefore, is to show that every nice protocol reveals \( \Omega(\beta) \) bits of information about the part of \( A_i \) (\( i \neq I \)) unknown to Bob, which then yields the desired lower bound by summing up over every \( i \neq I \). We establish this by a combination of two arguments. First, using the fact that any nice protocol reveals \( \Omega(n) \) bits of information about \( A_I \), we prove that any such protocol must also reveal \( \Omega(\beta) \) bits of information about a randomly chosen subset \( A'_I \subseteq A_I \) of size \( \beta \). Second, since Alice does not know the index \( I \), we establish that a randomly chosen subset in any other set \( A_i, i \neq I \), which we ensure to coincide with the bits that Bob does not know by appropriately defining the hard input distribution, also needs to reveal this amount of information, thereby completing the argument.

### 1.3 Further Related Work

We will now expand on further results on the streaming Set-Cover problem. Set-Cover has been extensively studied in the semi-streaming model [15], where streaming algorithms are allowed to use \( O(n \text{ poly log } n) \) space. Saha and Getoor [26] initiated the study of streaming algorithms for Set-Cover and gave an \( O(\log n) \)-approximation semi-streaming algorithm that makes \( O(\log n) \) passes over the stream. Emek and Rosén [14] were the first to conduct a thorough study of the one-pass semi-streaming setting and showed that an approximation factor of \( \Theta(\sqrt{n}) \) can be achieved (even in a weighted version of the problem) and that this is best possible. Emek and Rosén’s algorithm proved extremely efficient in practice. In a recent study [7], their algorithm achieved cover sizes that are only 8% larger than those produced by a non-streaming disk-friendly algorithm [10] while using between 10-73 times less memory. Chakrabarti and Wirth [9] then extended Emek and Rosén’s results to multiple passes and showed that an approximation factor of \( \Theta(n^{1/(p+1)}) \) is achievable and optimal when \( p \) passes over the stream are allowed, for any constant \( p \).

Further works that consider algorithms with substantially more space than semi-streaming space are known. Assadi [3] showed that \( O(\text{poly log } n) \) passes \( \alpha \)-approximation algorithms require space \( \Omega(mn^{\frac{1}{\alpha}}) \), even if the input stream is in random order. This lower bound is matched by Har-Peled et al.’s \( \alpha \)-approximation algorithm [16], which uses space \( \tilde{O}(mn^{\frac{1}{\alpha}}) \) and performs \( O(\alpha) \) passes over the input, which can be in adversarial order (see also the earlier work [13] for an algorithm that uses slightly more space).
Last, a fractional version of the Set Cover problem has also been studied in the streaming model. In [18], multi-pass algorithms for this problem based on the multiplicative weights update method are presented. Interestingly, their algorithm also naturally works in an edge-arrival setting similar to the edge streaming model consider in this paper. We stress, however, that their algorithm does not give any results if only few passes are considered, and, as such, their techniques cannot give non-trivial bounds in the one-pass setting.

1.4 Organization

The rest of this paper is organized as follows. In Section 2, we give a brief overview of the known tools from communication and information complexity that will be useful in our lower bound proofs. Then in Section 3, we present our semi-streaming algorithm for MDS, proving Theorem 2. We present our lower bound results for MDS, namely, proofs of Theorems 4 and 5 in Section 4. Finally, we conclude with a direction for future work in Section 5.

2 Preliminaries

2.1 Communication Complexity

We will now provide the necessary context on communication complexity for proving our lower bounds (see the excellent monographs [23, 25, 24] for an overview).

In the two-party communication complexity framework, there are two parties, denoted Alice and Bob, who each hold a part of their joint input \((A,B)\). The objective of Alice and Bob is to solve a joint problem by communicating as few bits as possible to each other. The way Alice and Bob interact is specified by a communication protocol \(\Pi\). Alice and Bob may use randomization, in which case Alice and Bob have access to a (public) infinite shared string of random bits \(R_{\Pi}\), and also each have access to infinite (private) strings of random bits. With slight abuse of notation, we denote the transcript of their communication, i.e., the entirety of all their exchanged messages, also by \(\Pi\). The cost of a communication protocol \(\Pi\), denoted \(|\Pi|\), is the maximum total number of bits exchanged in an execution of \(\Pi\). Then, the randomized \(\epsilon\)-error communication complexity of problem \(P\), denoted \(R_\epsilon(P)\), is the minimum cost of an \(\epsilon\)-error communication protocol for \(P\).

2.2 Inequalities Involving Entropy and Mutual Information

We will use information theory to give lower bounds on the communication complexity of communication problems. To this end, in this section we give notation and useful inequalities involving entropy and mutual information. For more details on information theory, we refer the reader to the monograph by Cover and Thomas [11].

Let \(A, B, C\) be jointly distributed random variables according to distribution \(D\). We denote by \(H_D(A)\) the entropy of \(A\), and by \(H_D(A \mid B)\) the conditional entropy of \(A\) conditioned on \(B\). The mutual information between \(A\) and \(B\) is denoted by \(I_D(A : B)\), and the conditional mutual information of \(A\) and \(B\) conditioned on \(C\) is denoted by \(I_D(A : B \mid C)\). If the distribution \(D\) is clear from the context then we may drop the subscript \(D\) in the entropy and mutual information expressions.

We will make use of the following inequalities: (let \(A, B, C, D\) be jointly distributed random variables)

1. If \(A\) and \(B\) are independent conditioned on \(CD\) then \(I(A : B \mid CD) = 0\) (see Sec. 2 in [11]).
2. If $A$ and $C$ are independent conditioned on $D$ then $I(A : B | CD) \geq I(A : B | D)$. (see Prop. B.3. in [4])
3. If $D$ is independent of $A, B$ and $C$ then $I(A : B | CD) = I(A : B | C)$ (see Sec. 2 in [11]).
4. $I(A : B | C) \leq \min\{H(A), H(B)\}$ (immediate from def. of mutual information).

### 2.3 Information Complexity

In order to prove lower bounds on our communication problems, we use the *information complexity* framework (see [8] for a great overview). Information complexity approaches to proving lower bounds on the communication cost of protocols measure the amount of information necessarily revealed by the transcript of the protocol. This quantity is a natural lower bound on the communication cost of the protocol, since the amount of information revealed cannot be larger than the number of bits exchanged.

▶ **Definition 6** (*Internal and external information cost*). Denote by $D_P$ a distribution over inputs $(X, Y)$ for a two-party communication problem $P$, and let $\Pi$ be a protocol. Then, the internal information cost of $\Pi$, denoted $\text{ICost}^{\text{int}}_{D_P}(\Pi)$, and the external information cost of $\Pi$, denoted $\text{ICost}^{\text{ext}}_{D_P}(\Pi)$, are defined as:

\[
\text{ICost}^{\text{int}}_{D_P}(\Pi) = I_{D_P}(X : \Pi | Y R_{\Pi}) + I_{D_P}(Y : \Pi | X R_{\Pi}), \quad \text{and}
\]
\[
\text{ICost}^{\text{ext}}_{D_P}(\Pi) = I_{D_P}(XY : \Pi | R_{\Pi}).
\]

The internal (external) information complexity of problem $P$, denoted $\text{ICost}^{\text{int}}_{D}(P)$ (resp. $\text{ICost}^{\text{ext}}_{D}(P)$), is the minimum internal (resp. external) information cost of any randomized constant error protocol that solves $P$.

It is well-known (e.g. [8]) that the information complexity (both internal and external) of a problem $P$ constitutes a lower bound on the randomized constant-error communication complexity of $P$. It is therefore enough to bound the information complexity of a problem rather than the communication complexity directly.

Last, we will use the fact that external information cost cannot be smaller than internal information cost:

▶ **Lemma 7** (e.g. [8]). Let $\Pi$ be a two-party communication protocol. Then:

\[
\text{ICost}^{\text{int}}_{D_P}(\Pi) \leq \text{ICost}^{\text{ext}}_{D_P}(\Pi).
\]

### 3 Semi-streaming Algorithm in the Insertion-only Model

We now give an algorithm for MDS in the one-pass edge-arrival streaming model. Let $H = (V, F)$ be the $n$-vertex input graph. Recall that instead of working with $H$ directly, we consider the bipartite incidence graph $G = (A, B, E)$ with $A = B = V$ instead: for every edge $(u, v) \in F$, we add the edges $(u, v)$ and $(v, u)$ to $G$, using the notation $(a, b)$ to denote an edge in the bipartite incidence graph where $a \in A$ and $b \in B$. The objective now is to select a subset $D \subseteq A$ such that $\Gamma_G(D) = B$ and $|D|$ is minimum. In what follows, we present an $O(\sqrt{n})$-approximation algorithm for MDS using $\tilde{O}(|A| + |B|) = \tilde{O}(n)$ space.

Observe that when going from input graph $H$ to the bipartite incidence graph $G$ in the streaming model, for every edge $(u, v) \in F$ arriving in the stream, the edges $(u, v)$ and $(v, u)$ are fed into our algorithm. The additional structure, i.e., the knowledge that edge $(v, u)$ follows edge $(u, v)$, is not exploited by Algorithm 1. In other words, Algorithm 1 also works
as an $\tilde{O}(\sqrt{n})$-approximation algorithm for a general Set Cover instance with $n$ sets and a universe of size $n$, and, as we will point out further below, can be extended with minimal modification to solve Set Cover instances on $m$ sets with approximation factor $O(\sqrt{n})$ using only $\tilde{O}(m + n)$ space.

3.1 The Algorithm

Our algorithm maintains sets $D_0, D_1, \ldots, D_{\log n}$ that are all initially empty such that each set $D_i$ will contain only $O(\sqrt{n})$ vertices in expectation, and at most $O(\sqrt{n} \log n)$ vertices with high probability. Our dominating set solution will include all vertices in $\bigcup_{i=0}^{\log n} D_i$, as well as any vertices at the end that are not dominated by vertices in $\bigcup_{i=0}^{\log n} D_i$. Since $\sum_{i=0}^{\log n} |D_i|$ is $O(n \log n)$, the goal of the algorithm is choosing vertices for inclusion in $\bigcup_{i=0}^{\log n} D_i$ is to ensure that the size of the set of undominated vertices that remains at the end is only $O(\sqrt{n} \log n)$ times the size of an optimal solution. Towards this end, we ensure that if there is any vertex in $A$ that could have dominated $\Omega(\sqrt{n})$ undominated vertices at the end, it is necessarily included in $\bigcup_{i=0}^{\log n} D_i$. Combined together, these properties imply a solution that is only $O(\sqrt{n} \log n)$ as large as the optimal solution in expectation, and $O(\sqrt{n} \log^2 n)$ as large as the optimal solution with high probability.

As outlined in Section 1.2, the challenge in achieving the above-mentioned properties in the semi-streaming regime is that we only have $O(1)$ space available per vertex to recognize that it can dominate many vertices not yet dominated as well as maintain a certificate of coverage for each dominated vertex. We achieve the former by continually recording degrees to undominated vertices and including a vertex in the set $D_i$ with probability $2^i / \sqrt{n}$ if it has essentially accumulated $\Theta(\sqrt{n})$ degree to undominated vertices for $i$ successive iterations. This probabilistic inclusion process ensures that on the one hand, we do not include too many vertices that are all dominating the same set of vertices, and yet upon termination of the algorithm, any vertices that can dominate $\Omega(\sqrt{n} \log n)$ undominated vertices are necessarily included in $\bigcup_{i=0}^{\log n} D_i$ — a consequence of the aggressive ramping up of inclusion probabilities.

Finally, the algorithm handles the recording of certificate of coverage in small space by starting to record the vertices that will be covered by a vertex $v$ included in our solution only once the vertex $v$ is already included in the solution. The probabilistic inclusion process ensures that many edges incident on an included vertex $v$ are expected to arrive only after $v$ has been selected. Altogether, this ensures that using only $\tilde{O}(1)$ amount of information per vertex, the algorithm is both $\tilde{O}(\sqrt{n})$-competitive with the optimal solution, and is able to maintain a certificate of coverage for each vertex.

3.2 Analysis

It is easy to verify that the space used by the algorithm is $\tilde{O}(|A| + |B|) = \tilde{O}(n)$ as we are only maintaining degrees of vertices in $A$, recording which vertices in $B$ have been covered, and storing the subset of $A$ that is included in our solution. In what follows, we show that the expected size of the solution returned by our algorithm is $O(\sqrt{n} \log n)$ times the optimal.

We call $d(a)$ the uncovered degree of vertex $a$. For any vertex $b \in B$ and integer $i \geq 0$, we say that an edge $e = (a, b)$ is a level-$i$ edge if at the moment when $e$ arrived in the stream, $i \cdot n^{1/2} \leq d(a) < (i + 1) \cdot n^{1/2}$. Let $X_i(b)$ be a random variable whose value equals the number of level-$i$ edges incident on a vertex $b \in B$, and let $X_i = \sum_{b \in B} X_i(b)$ denote the total number of level-$i$ edges.
Algorithm 1 Single-pass Semi-Streaming Algorithm for MDS.

Require: Bipartite input graph $G = (A, B, E)$ with $|A| = |B| = n$
1: Let $D_1, D_2, \ldots, D_{\log n} \leftarrow \emptyset$
2: For every $a \in A$: $d(a) \leftarrow 0$
3: $U \leftarrow \emptyset$ {Keep track of dominated nodes (U ⊆ B always holds)}
4: For every $b \in B : C(b) \leftarrow \bot$ {Output cover certificate}
5: Let $D_0 \subseteq A$ such that every vertex is included in $D_0$ with probability $p_0 := \frac{1}{\sqrt{n}}$
6: while stream not empty do
7: Let $(a,b)$ be the next edge in the stream
8: if $b \in U$ then {ignore edge if incident to already covered B-vertex}
9: Continue with next edge in stream
10: else {vertex $b$ is not yet covered}
11: $d(a) \leftarrow d(a) + 1$
12: if $d(a) = i \cdot n^{1/2}$ for some integer $i \geq 1$ then
13: With probability $p_i := \frac{d_i}{\sqrt{n}} = 2^i p_0$: $D_i \leftarrow D_i \cup \{a\}$
14: end if
15: if $a \in \bigcup_{i \geq 0} D_i$ then {b is dominated by a}
16: $U \leftarrow U \cup \{b\}$
17: $C(b) \leftarrow a$
18: end if
19: end while
20: For every $b \in B \setminus U$ : $C(b) \leftarrow b$
21: return Dominating set $\bigcup_{i=0}^{\log n} D_i \cup (B \setminus U)$ and cover certificate $C$

Lemma 8. For any integer $i \geq 0$, we have:

$$\mathbb{E}[X_i] \leq \frac{n^{3/2}}{2^i}.$$  

Proof. We will show that for any vertex $b \in B$, and $i \geq 0$, $\mathbb{E}[X_i(b)] \leq \frac{\sqrt{n}}{2^i}$. The lemma then follows by linearity of expectation as

$$\mathbb{E}[X_i] = \mathbb{E} \left[ \sum_{b \in B} X_i(b) \right] = \sum_{b \in B} \mathbb{E}[X_i(b)] \leq \frac{n^{3/2}}{2^i}.$$  

Now to bound $\mathbb{E}[X_i(b)]$, we observe that if an edge $(a, b)$ is a level-$i$ edge then it means that vertex $a$ was sampled with probability $2^i p_0$ (and not included). Let $Z$ be a random variable that denotes the number of trials needed to see a success when each trial has success probability $2^i p_0$. Then $X_i(b) \preceq Z$, that is, $Z$ stochastically dominates $X_i(b)$ since for any positive integer $K$, $\Pr[X_i(b) = K] \leq \Pr[Z = K]$. Note that $X_i(b)$ may be much smaller than $Z$ as the vertex $b$ stops accumulating level-$i$ edges as soon as all edges incident on vertex $b$ have arrived even if the Bernoulli process defined above has not seen a success. Now since the random variable $Z$ is distributed according to geometric distribution, we have

$$\mathbb{E}[X_i(b)] \leq \mathbb{E}[Z] \leq \frac{1}{2^i p_0} = \frac{\sqrt{n}}{2^i}. \hfill \Box$$
Lemma 9. For any integer \( i \geq 0 \), let \( A_i \subseteq A \) be the set of vertices \( a \) with \( d(a) \geq i \cdot n^{1/2} \) at the end of the stream. Then

\[
\mathbb{E}[|A_i|] \leq \frac{n}{2^{i-1}}.
\]

Proof. For any vertex \( a \in A \) to be included in the set \( A_i \), the vertex \( a \) must receive \( \sqrt{n} \) level-\((i - 1)\) edges that are incident on it. But by Lemma 8, we know that the expected number of level-\((i - 1)\) edges is bounded by \( n^{3/2}/2^{i-1} \). Thus \( |A_i| \leq X_{i-1}/\sqrt{n} \), and hence \( \mathbb{E}[A_i] \leq \mathbb{E}[X_{i-1}]/\sqrt{n} \leq \frac{n}{2^{i-1}} \).

Lemma 10. At the end of the stream, for every integer \( i \geq 0 \), we have \( \mathbb{E}[|D_i|] \leq 2\sqrt{n} \).

Proof. For any \( i \geq 0 \), the set \( D_i \) is a subset of \( A_i \) obtained by sampling each vertex in \( A_i \), with probability \( 2^ip_0 \). Thus by Lemma 9, we have

\[
\mathbb{E}[|D_i|] = \mathbb{E}[|A_i|] \cdot 2^ip_0 \leq \frac{n}{2^{i-1}} \cdot \frac{2^i}{\sqrt{n}} = 2\sqrt{n}.
\]

Lemma 11. \( D_{\frac{1}{2}\log n} = A_{\frac{1}{2}\log n} \).

Proof. We have \( 2^{\frac{1}{2}\log n} \cdot p_0 \geq 1 \). Hence, every vertex of \( A_{\frac{1}{2}\log n} \) is included in \( D_{\frac{1}{2}\log n} \).

Lemma 12. The expected size of the dominating set returned by the algorithm is at most \( O(\sqrt{n\log n}) \) times the optimal size.

Proof. The solution returned by the algorithm is \( \cup_{i \geq 0} D_i \) and the set \( B \setminus U \). We first observe that \( \mathbb{E}[|\cup_{i \geq 0} D_i|] \leq 2\sqrt{n\log n} \) by Lemma 10, so the expected size of this component of the solution is clearly at most \( O(\sqrt{n\log n}) \) times the expected size of the optimal set (assuming the graph is non-empty).

Now to compare \( |B \setminus U| \) to the optimal solution size, we consider any solution \( O^* \subseteq A \) that is a minimum dominating set for \( B \setminus U \). We claim that every vertex \( a \in O^* \) covers at most \( \sqrt{n\log n} \) vertices in \( B \setminus U \). Indeed, suppose that this was not the case, and some vertex \( a \in O^* \) covers more than \( \sqrt{n\log n} \) vertices in \( B \setminus U \). Then, there must be a moment when \( a \) was inserted into \( A_{\frac{1}{2}\log n} \), and thus also into \( D_{\frac{1}{2}\log n} \) by Lemma 11. However, from this moment onwards, every uncovered neighbor of \( a \) would become covered, a contradiction. Thus \( |B \setminus U| \) is bounded by \( |O^*|/(\sqrt{n\log n}) \), completing the proof of the lemma.

High probability result. The analysis above shows that the expected size of the dominating set produced is at most \( O(\sqrt{n\log n}) \) times the optimal size. At the expense of losing another logarithmic factor, it is easy to slightly modify the algorithm and analysis to instead claim that the size of the dominating set produced is at most \( O(\sqrt{n\log^2 n}) \) times the optimal size with high probability at least \( 1 - 1/\text{poly}(n) \). The only change in the algorithm is to set the parameter \( p_0 = \frac{\log n}{\sqrt{n}} \) instead of \( \frac{1}{\sqrt{n}} \). With this change, the assertion of the Lemma 10 can be modified to show that for every integer \( i \geq 0 \), we have \( |D_i| = O(\sqrt{n\log n}) \) with probability at least \( 1 - 1/\text{poly}(n) \). The remainder of the analysis is essentially identical, and we can conclude that the size of the dominating set produced is at most \( O(\sqrt{n\log^2 n}) \) times the optimal size with probability at least \( 1 - 1/\text{poly}(n) \).

We have thus established the following theorem.

Theorem 2 (restated and more formal). Algorithm 1 is a randomized one-pass semi-streaming algorithm for MDS with expected approximation factor \( O(\sqrt{n\log n}) \). The algorithm can also give an approximation factor of \( O(\sqrt{n\log^2 n}) \) with high probability.
Extension to general Set Cover instances. Our algorithm can also solve Set Cover instances with universe size \( n \) and an arbitrary number of sets \( m \) with an expected approximation ratio of \( O(\sqrt{m} \log m) \) and space \( \tilde{O}(n + m) \). The sole modification needed is to initialize \( p_0 := \frac{\sqrt{m}}{m} \) in Line 5. Then, similar to Lemma 11, it can be seen that the algorithm only uses at most \( \log m \) levels and thus at most \( \log m \) dominating sets \( D_i \), each of expected size \( O(\sqrt{n}) \). The expected approximation factor is therefore bounded by \( O(\sqrt{n} \log m) \), giving us Theorem 3 (as stated in Section 1.1).

4 Lower Bounds

As outlined in the overview presented in Section 1.2, the starting point for our lower bounds for both insertion-only and insertion-deletion streams is the two-party communication problem called the Set-Union problem, whose hardness was established by Assadi et al. [4]. Our lower bound for insertion-deletion streams is based on embedding an instance of Set-Union into a larger instance such that the embedded instance only gets revealed after deletions, allowing us to obtain a stronger lower bound. We refer to this new problem as the Embedded-Set-Union problem (ESU). The rest of the section is organized as follows. In Subsection 4.1, we introduce the Set-Union problem and state its hardness. In Subsection 4.2, we give our lower bound for insertion-only streaming algorithms via a reduction to Set-Union. Then, in Subsection 4.3, we define the Embedded-Set-Union problem, prove its hardness, and establish a connection between insertion-deletion streaming algorithms for MDS and the ESU problem, which yields the desired space lower bound.

4.1 The Set-Union Problem

The Set-Union problem is a two-party communication problem where Alice and Bob each hold subsets \( S_1, S_2 \subseteq [n] \), respectively, with the promise that \( S_1 \cup S_2 = [n] \setminus \{T\} \), for some element \( T \in [n] \). The objective for Alice and Bob is to sufficiently skew the a priori uniform distribution of \( T \) by communicating with each other, i.e., so that the distribution of \( T \) conditioned on the transcript of the protocol is far from uniform (see further below for details). While this objective appears to be easier to achieve than identifying \( T \) itself, we will see that the information complexity of Set-Union is \( \Omega(n) \).

We consider the hard input distribution \( \mathcal{D}_{SU} \) for Set-Union:

\[
\begin{align*}
\text{Distribution } \mathcal{D}_{SU} \text{ on variables } A, B \text{ and } T: \\
1. \text{ For each } i \in [n]: (A[i], B[i]) \text{ is chosen uniformly at random from } \{(1,1), (1,0), (0,1)\}. \\
2. \text{ Let } T \in [n] \text{ be a uniform random index.} \\
3. \text{ Let } A[T] = B[T] = 0. \\
\end{align*}
\]

Alice holds \( A \) and Bob holds \( B \).

If we omit the superscript, i.e., we write \( \mathcal{D}_{SU} \), then we mean \( \mathcal{D}_{SU} \).

Following [4] for the related Set-Intersection problem, we consider the following notion of solving Set-Union:

\>[Definition 13 ([4])]. We say that a protocol \( \Pi_{SU} \) \( \epsilon \)-solves Set-Union iff:

\[\mathbb{E}_{\Pi_{SU}} \Delta_{TV} (\text{dist}(T \mid \Pi_{SU}), U_{[n]}) \geq \epsilon,\]

where \( \Delta_{TV} \) is the total variation distance, \( T \) is the variable in the distribution \( \mathcal{D}_{SU} \), and \( U_{[n]} \) is the uniform distribution on \( n \) elements.
Observe first that $T$ is uniformly distributed in distribution $\mathcal{D}_{SU}$. The quantity $\text{dist}(T \mid \Pi_{SU})$ is the distribution of $T$ conditioned on the transcript of the protocol. It is hence required that a protocol that $\epsilon$-solves Set-Union contains enough information in the transcript that substantially skews the distribution of $T$.

We will now discuss the hardness of Set-Union. To this end, we observe that Set-Union is the complementary problem to Set-Intersection, as defined by Assadi et al. in [4]: In Set-Intersection, Alice and Bob each hold subsets $R_1, R_2 \subseteq [n]$, respectively, with the promise that $R_1 \cap R_2 = \emptyset$, for some $T \in [n]$. They further define the hard input distribution $\mathcal{D}_{SU}$, which is identical to $\mathcal{D}_{SU}$ with every bit flipped. The objective is the same as in Set-Union, i.e., to $\epsilon$-solve Set-Intersection. Since Alice and Bob can take complements of their sets locally, any Set-Union instance $(S_1, S_2)$ can be transformed into a Set-Intersection instance $(R_1, R_2)$ by setting $R_1 = [n] \setminus S_1$ and $R_2 = [n] \setminus S_2$, and vice versa. This process also applies to transforming $\mathcal{D}_{SU}$ into $\mathcal{D}_{SI}$. The two problems are therefore equivalent and the hardness of Set-Intersection proved in [4] carries over to Set-Union.

As proved in [4], we have the following hardness:

**Theorem 14 ([4]).** Let $\Pi_{SU}$ be a protocol that $\epsilon$-solves Set-Union. Then:

$$\text{ICost}^{\text{int}}_{\mathcal{D}_{SU}}(\Pi_{SU}) = \Omega(\epsilon^2 \cdot n).$$

By the relationship between internal and external information cost (Lemma 7), the following holds:

$$\text{ICost}^{\text{ext}}_{\mathcal{D}_{SU}}(\Pi_{SU}) = \Omega(\epsilon^2 \cdot n).$$

### 4.2 Lower Bound for Insertion-only Streams

We will first use the Set-Union problem to show that every one-pass insertion-only streaming algorithm for MDS with approximation ratio $o(n/\log n)$ can be used to $\Omega(1)$-solve Set-Union. Consequently, any such algorithm requires space $\Omega(n)$. This is achieved via a simple reduction:

**Theorem 4 (restate).** Any constant error one-pass streaming algorithm for MDS in the insertion-only model with approximation factor $o(n/\log n)$ requires $\Omega(n)$ space.

**Proof.** Let $(A, B, T)$ be an instance of Set-Union, and let $A$ be a streaming algorithm as in the statement of the theorem.

Alice and Bob proceed as follows:

1. Alice and Bob construct the input graph $G = ([n] \cup \{v_A, v_B\}, E_A \cup E_B)$ as follows:
2. Alice constructs the edge set $E_A = \{(v_A, a) : a \in A\}$ and runs $A$ on $E_A$ (in arbitrary order). Alice then sends the memory state of $A$ to Bob.
3. Bob constructs the edge set $E_B = \{(v_B, b) : b \in B\}$ and continues executing $A$ on $E_B$ (in arbitrary order).
4. As a result of $A$, Bob obtains a dominating set $D$. Bob then sends the set $D' = D \setminus \{v_A, v_B\}$ back to Alice.

We denote this protocol by $\Pi_{SU}$.

We will now prove that the transcript $\Omega(1)$-solves the Set-Union instance:

First, observe that $\gamma(G) \leq 3$ since the dominating set $\{v_A, v_B, T\}$ is of this size. Next, since the approximation factor of $A$ is $o(n/\log n)$, the output dominating set $D$ is therefore of size $3 \cdot o(n/\log n) = o(n/\log n)$. Since $T \notin A \cup B$, it is neither covered by $v_A$ nor by $v_B$. $T$
is therefore necessarily contained in the set $D'$, which is part of the transcript. Since $D' \subseteq D$, we have that $|D'| = o(n/\log n)$. Then, since algorithm $A$ fails with constant error, we have:

$$\mathbb{E}_{\Pi_{SU}} \Delta_{TV}(\text{dist}(T \mid \Pi_{SU}, \mathcal{U}_{[n]})) \geq \Pr[A \text{ succeeds }] \cdot \frac{1}{2} \left(\frac{n - o(n/\log n)}{n} \right)^\frac{1}{n} = \Omega(1).$$

Alice and Bob can therefore $\Omega(1)$-solve the Set-Union instance, which, by Theorem 14, implies that the information cost and therefore also the communication cost of $\Pi_{SU}$ is $\Omega(n)$. Since the message from Bob to Alice, which constitutes the set $D'$, is of length $o(n)$ ($D'$ is of size $o(n/\log n)$ and each element in $D'$ can be encoded with $O(\log n)$ bits), the message from Alice to Bob, which coincides with the memory state of $A$, must therefore be of length $\Omega(n)$. ▶

### 4.3 Lower Bound for Insertion-deletion Streams

We will now prove our lower bound for insertion-deletion streaming algorithms for MDS, showing that $\Omega(n^2/(\alpha \log n))$ space is necessary for computing an $\alpha$-approximate solution, for any $\alpha = O(n/\log^2 n)$. To this end, we first define a hard two-party communication game Embedded-Set-Union (ESU) in Subsection 4.3.1, which can be seen as the Set-Union problem embedded in a more complex setting, and prove a lower bound on its communication complexity in Subsection 4.3.2. Then, in Subsection 4.3.3, we will show that a streaming algorithm for MDS can be used to solve ESU, which then establishes the desired lower bound.

#### 4.3.1 The Embedded-Set-Union Problem (ESU)

The Embedded-Set-Union problem (ESU) is parametrized by an integer $\beta \geq C \log^2 n$, for some large enough constant $C$, and defined as follows. Alice holds $n$ vectors $A_1, \ldots, A_n \in \{0,1\}^n$, Bob holds an index $I \in [n]$, a vector $B \in \{0,1\}^n$, index sets $J_1, \ldots, J_n \subseteq [n]$ with $|J_i| = n - \beta$, for every $i \neq I$ and $J_I = \{\}$, and also knows the entries $A_i[J_i]$ for every $i$. Alice and Bob are guaranteed that sets $(A_I, B)$ constitute a valid Set-Union instance, i.e., $(A_I, B) \sim \mathcal{D}_{SU}$. The objective for Alice and Bob is to $\epsilon$-solve the Set-Union instance $(A_I, B)$, and we say that a protocol $\epsilon$-solves ESU if it $\epsilon$-solves the instance $(A_I, B)$.

Next, we define a hard input distribution $\mathcal{D}^\beta_{ESU}$ that will be used for lower bounding the communication complexity of ESU.

Distribution $\mathcal{D}^\beta_{ESU}$ is defined on variables $I, T, A_1, \ldots, A_n, J_1, \ldots, J_n$, and $B$:

1. Let $I \in [n]$ be a uniform random index.
2. Let $(A_I, B, T) \sim \mathcal{D}_{SU}(A, B, T)$.
3. For each $i \neq I$: Let $A_i \sim \mathcal{D}_{SU}(A)$.
4. Let $J_I = \{\}$ and for $i \neq I$: Let $J_i \subseteq [n]$ be a random subset of size $n - \beta$.

Alice holds sets $A_1, \ldots, A_n$ and Bob knows $A_i[J_i]$ for every $i$, the set $B$, and the index $I$.

We will denote by $A'_i := A_i - A_i[J_i]$ the set obtained by removing the elements in $A_i[J_i]$ from $A_i$. In the following, we will require a lower bound on the size of every set $A'_i$ that we will give now:

> **Lemma 15.** Consider an input sampled from $\mathcal{D}^\beta_{ESU}$. Then, with high probability, every set $A'_i$ with $i \neq I$, is of size at most $\beta$. 

Proof. Since $J_i$ is a uniform random subset of $[n]$ of size $n - \beta$, $A_i'$ is a vector with $\beta$ entries where every bit is “1” with probability $2/3$, since every entry in $A_i$ is set to be 1 with probability $2/3$. Hence, $A_i'$ contains $2/3 \cdot \beta$ “1” entries in expectation, and at most $\beta$ “1” entries with high probability (which follows from Chernoff bounds using the fact that $\beta \geq C \cdot \log n$, for a large enough $C$). Applying the union bound over all $i \in [n] \setminus I$, this bound holds for all indices $i \in [n] \setminus \{I\}$.

In the following, we will work with particular protocols for Set-Union and ESU that we call nice protocols:

\begin{definition}[(p, t)-Nice Protocols] Let $C_0 > 0$ be a small constant and $n_0$ a large integer such that $\text{ICost}_{\text{ESU}}^p(\Pi_{\text{SU}}) \geq C_0 \cdot n$, for every $n \geq n_0$, for every protocol $\Pi_{\text{SU}}$ that $\frac{1}{4}$-solves Set-Union. We say that a communication protocol $\Pi$ for Set-Union or ESU is $(p, t)$-nice if:

1. It consists of two messages; first a message $\Pi^1$ from Alice to Bob, and next a message $\Pi^2$ from Bob to Alice; and
2. For every $n \geq n_0$, with probability at least $p$, the message $\Pi^2$ is an encoding of a subset $S \subseteq [n]$ with $|S| \leq C_0 \cdot n/(t \log n)$ and $T \in S$. Furthermore, the encoding of $S$, i.e., the message $\Pi^2$, is of length at most $|\Pi^2| \leq C_0 \cdot n/((t - 2) \log n)$ bits (which is easy to achieve since every element $u \in S$ can be encoded with $\lceil \log n \rceil$ bits).

Observe that a $(p, t)$-nice protocol is also $(p', t')$-nice if $p \geq p'$ and $t \geq t'$. For brevity, we say that a protocol is nice if it is $(2/3, 3)$-nice.

We will show now that nice-protocols $\frac{1}{4}$-solve Set-Union (or ESU).

\begin{lemma} Let $\Pi$ be a nice protocol for Set-Union (or ESU). Then, for large enough $n$, $\Pi \frac{1}{4}$-solves Set-Union (or ESU).

Proof. Let $C_0$ and $n_0$ be as in Definition 16. Since $\Pi$ is a nice protocol, with probability at least $2/3$, its second message $\Pi^2$ from Bob to Alice encodes a set $S \subseteq [n]$ with $|S| \leq C_0 \cdot n/(3 \log n)$ such that $T \in S$. The transcript of $\Pi$, in particular, the set $S$ thus reduces the possible values of $T$ to $|S| = o(n)$. We thus obtain:

$$
\mathbb{E}_{\Pi} \Delta_{TV} \left( \text{dist}(T | \Pi), U_{[n]} \right) \geq \frac{2}{3} \cdot \frac{1}{2} \left( (n - |S|) \cdot \frac{1}{n} \right) = \frac{1}{3} (1 - o(1)) = \frac{1}{3} - o(1).
$$

\end{lemma}

### 4.3.2 Communication Complexity of ESU

Before giving our lower bound proof, we need to establish an important property of nice protocols for Set-Union.

\begin{lemma} Let $\Pi_{\text{SU}}$ be a nice protocol for SU, and let $\Pi^1_{\text{SU}}$ denote the message sent from Alice to Bob. Then:

$$
I_{\text{SU}}(A : \Pi^1_{\text{SU}} | R_{\text{SU}}) = \Omega(n).
$$

Proof. Let $C_0$ and $n_0$ be as in Definition 16 and assume that $n \geq n_0$. Then, by Lemma 17, since $\Pi_{\text{SU}}$ is a nice protocol, it $\frac{1}{4}$-solves Set-Union. Recalling the definition of the constant $C_0$, we have $\text{ICost}_{\text{ESU}}^p(\Pi_{\text{SU}}) \geq C_0 \cdot n$.

We denote by $\Pi^2_{\text{SU}}$ the message sent from Bob to Alice, and, for brevity of notation, we denote by $R$ the public random string $R_{\Pi_{\text{SU}}}$. Then:
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\[ C_0 \cdot n \leq \text{ICost}^\text{ext}_{D_{SU}}(\Pi_{SU}) = I_{D_{SU}}(AB : \Pi_{SU} | R) \]
\[ = I_{D_{SU}}(AB : \Pi_{SU}^1\Pi_{SU}^2 | R) \]
\[ = I_{D_{SU}}(AB : \Pi_{SU}^1|R) + I_{D_{SU}}(AB : \Pi_{SU}^2 | \Pi_{SU}^1 R) \]
\[ \leq I_{D_{SU}}(A : \Pi_{SU}^1|R) + I_{D_{SU}}(B : \Pi_{SU}^1 | AR) + |\Pi_{SU}^2| \quad (*) \]
\[ = I_{D_{SU}}(A : \Pi_{SU}^1|R) + 0 + |\Pi_{SU}^2| \quad (**) \]
\[ \leq I_{D_{SU}}(A : \Pi_{SU}^1|R) + \frac{1}{2}C_0 \cdot n , \]

where (*) follows since mutual information between two random variables is bounded from above by the minimum entropies of the two involved random variables (Prop. 4 in Sec. 2.2), and (**) follows since $B$ and $\Pi_{SU}^1$ are independent conditioned on $A$ and $R$ (Prop. 1 in Sec. 2.2). The result follows.

Next, we show that a similar statement also holds for the subvectors of Alice’s input $A$.

\textbf{Lemma 19.} Let $\Pi_{SU}$ be a $(2/3 + \epsilon, 300)$-nice protocol for Set-Union, for any $\epsilon > 0$. Let $J \subseteq [n]$ be a uniform random subset of indices of size $k$, for any $k \leq n - C' \log^2 n$ (for some large enough $C'$), and denote by $\overline{J} := [n] \setminus J$. Furthermore, denote by $\Pi_{SU}^3$ the message sent from Alice to Bob. Then:

\[ I_{D_{SU}}(A[\overline{J}] : \Pi_{SU}^1 | A[J] R_{\Pi_{SU}}) = \Omega(|\overline{J}|) . \]

\textbf{Proof.} Let $(A', B', T') \sim D_{SU}^{|\overline{J}|}$ be an instance of length $|\overline{J}|$. Alice and Bob use the $(2/3 + \epsilon, 300)$-nice protocol $\Pi_{SU}$ designed for input lengths $n$ to solve this instance of length $|\overline{J}|$. They create the instance $(A, B)$ of length $n$ as follows:

1. Alice and Bob set $A'$ and $B'$ at positions $A[\overline{J}]$ and $B[\overline{J}]$, respectively.
3. Bob uses private randomness to set the bits $B[j]$, for $j \in J$, as follows: If $A[j] = 0$ then Bob sets $B[j] = 1$, and if $A[j] = 1$ then Bob sets $B[j] = 1$ with probability $1/2$ and $B[j] = 0$ with probability $1/2$. Observe that, for every $j \in J$, the pairs $(A[j], B[j])$ are then uniformly distributed in $\{(1, 1), (1, 0), (0, 1)\}$.

Then, Alice sends the first message $\Pi_{SU}^1$ of protocol $\Pi_{SU}$ to Bob (on instance $(A, B)$). Bob then computes the second message $\Pi_{SU}^2$ of protocol $\Pi_{SU}$ and determines the set $S \subseteq [n]$ encoded by $\Pi_{SU}^2$. However, rather than sending $\Pi_{SU}^2$ back to Alice, Bob computes the subset $S' = S \cap J$ and sends this subset $S'$ back to Alice in a suitable encoding. We call the resulting protocol $\Pi_{SU}^3$.

We will first argue that the protocol $\Pi_{SU}^3$ is $(2/3, 3)$-nice (or simply nice). To this end, we will bound the size of $S'$, i.e., the set of elements sent from Bob back to Alice in $\Pi_{SU}^3$. Denote by $S$ the set encoded in $\Pi_{SU}^2$. Then, since $\Pi_{SU}$ is $(2/3 + \epsilon, 300)$-nice, with probability at least $2/3 + \epsilon$, $|S| \leq C_0 \cdot n/(300 \log n)$ and $T \subseteq S$. Recall that $S' = S \cap \overline{J}$. Then, since $\overline{J}$ is a random subset of $[n]$, by Chernoff bounds, we have

\[ |S'| \leq 100 \cdot \frac{C_0 \cdot n}{300 \log n} \cdot \frac{|\overline{J}|}{n} = \frac{C_0 \cdot |\overline{J}|}{3 \log n} . \]
with probability at least \(1 - \frac{1}{n}\) (using the fact that \(|J| \geq C' \log^2 n\), for some large enough \(C'\)), and \(T \in S'\). Using a union bound on the error probabilities \(1/3 - \epsilon\) and \(1/\text{poly}\ n\), the protocol \(\Pi[\mathcal{J}]_{\text{SU}}\) is thus \((2/3, 3)\)-nice (for large enough \(n\)).

Next, we will relate the information cost of \(\Pi_{\text{SU}}\) to \(\Pi[\mathcal{J}]_{\text{SU}}\). Observe that the public randomness \(R_{\Pi[\mathcal{J}]_{\text{SU}}}\) used in \(\Pi[\mathcal{J}]_{\text{SU}}\) is \(R_{\Pi_{\text{SU}}} = A[J], J, R_{\Pi_{\text{SU}}})\), where \(R_{\Pi_{\text{SU}}}\) is the public randomness used by protocol \(\Pi_{\text{SU}}\). Observe further that, since \(\mathcal{J}\) is a random subset, this construction establishes exactly the distribution \(\mathcal{D}_{\text{SU}}\). Denote by \((\Pi[\mathcal{J}]_{\text{SU}})^1\), the message sent from Alice to Bob in \(\Pi[\mathcal{J}]_{\text{SU}}\). Then, since \(\Pi[\mathcal{J}]_{\text{SU}}\) is \((2/3, 3)\)-nice, we can apply Lemma \ref{lem:nice} and obtain:

\[
\Omega(|\mathcal{J}|) = I_{\mathcal{D}_{\text{SU}}}(A') : (\Pi[\mathcal{J}]_{\text{SU}})^1 | R_{\Pi[\mathcal{J}]_{\text{SU}}})
\]
\[
= I_{\mathcal{D}_{\text{SU}}}(A[\mathcal{J}] : \Pi_{\text{SU}} | A[J] R_{\Pi_{\text{SU}}})
\]
\[
= I_{\mathcal{D}_{\text{SU}}}(A[\mathcal{J}] : \Pi_{\text{SU}} | A[J] R_{\Pi_{\text{SU}}})
\]

where the last step uses the fact that \(J\) is independent of all other variables in the mutual information term (Prop. 3 in Sec. 2.2).

Equipped with Lemma \ref{lem:nice}, we are now ready to give our lower bound on the communication complexity of ESU.

\begin{theorem}
Every \((2/3 + \epsilon, 300)\)-nice protocol for ESU requires a first message from Alice to Bob of size \(\Omega(n \beta)\) bits.
\end{theorem}

\begin{proof}
Let \(\Pi_{\text{ESU}}\) be a \((2/3 + \epsilon, 300)\)-nice protocol for ESU. We will first show that \(\Pi_{\text{ESU}}\) can be used to solve Set-Union, as follows:

1. Let \((A, B, T) \sim \mathcal{D}_{\text{SU}}\) be an instance of Set-Union.
2. Alice and Bob use public randomness to sample a uniform random index \(I \in [n]\).
3. Alice sets \(A_I = A\).
4. For every \(i \neq I\):

   Using public randomness, Alice and Bob sample \(J_i \subseteq [n]\) of size \(n - \beta\) and \(A_i[J_i]\) (each bit in \(A_i[J_i]\) is 1 with probability \(2/3\), otherwise 0). Then, using private randomness, Alice samples the remaining positions of \(A_i\), namely, \(A_i[\mathcal{J}_i]\).

Next, they run the protocol \(\Pi_{\text{ESU}}\), which solves ESU and thus also Set-Union. We denote the resulting protocol by \(\Pi_{\text{SU}}\). Observe that since \(\Pi_{\text{ESU}}\) is \((2/3 + \epsilon, 300)\)-nice, the protocol \(\Pi_{\text{SU}}\) is also \((2/3 + \epsilon, 300)\)-nice.

Let \(\mathcal{J}_I \subseteq [n]\) be a random subset of size \(\beta\) and let \(J_I = [n] - \mathcal{J}_I\). Then, using Lemma \ref{lem:nice}, we obtain (recall that \(\beta \geq C \log^2 n\), for some large enough \(C\), we can thus invoke Lemma \ref{lem:nice}):

\[
\Omega(\beta) = I_{\mathcal{D}_{\text{SU}}}(A[I]_{\mathcal{J}_I} : \Pi_{\text{SU}} | A[J_I] R_{\Pi_{\text{SU}}})
\]
\[
= I_{\mathcal{D}_{\text{ESU}}} (A[I]_{\mathcal{J}_I} : \Pi_{\text{ESU}} | IA[J_I] A[J_{\mathcal{J}_I}] R_{\Pi_{\text{ESU}}})
\]
\[
= I_{\mathcal{D}_{\text{ESU}}} (A[I]_{\mathcal{J}_I} : \Pi_{\text{ESU}} | IA[J] R_{\Pi_{\text{ESU}}})
\]

where we used the notation \(A[J_{\mathcal{J}_I}] = A_1[J_1], \ldots, A_{|J_{\mathcal{J}_I}|}[J_{\mathcal{J}_I}], A_{|J_{\mathcal{J}_I}|+1}[J_{\mathcal{J}_I}], \ldots, A_n[J_n]\), and the fact that the public randomness \(R_{\Pi_{\text{SU}}}\) consists of \(I\), \(A[J_{\mathcal{J}_I}]\), and \(R_{\Pi_{\text{ESU}}}\).

Next, we expand the previous expression as follows:
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We will now argue that one-pass insertion-deletion streaming algorithms for MDS require space $\Omega(n^2/(\alpha \log n))$, which constitutes our main lower bound result.

**Theorem 5 (restated and slightly more formal).** Every one-pass $1/4$-error streaming algorithm in the insertion-deletion model for MDS with approximation factor $\alpha \leq Cn/\log^3 n$, for some small enough $C$, requires space $\Omega(n^2/(\alpha \log n))$.

**Proof.** Let $A$ be an algorithm as in the statement of the theorem. We consider the ESU problem with parameter $\beta = C^2 \frac{n}{\alpha \log n}$, for a sufficiently small constant $C'$ whose value we determine later. Recall that the definition of ESU requires $\beta \geq C \log^2 n$, for some large enough constant $C$, which, together with $\beta = C' \frac{n}{\alpha \log n}$ implies that $\alpha \leq C'' \frac{n}{\log^3 n}$, for some constant $C''$. This theorem thus holds for approximation factors $\alpha \leq C'' \frac{n}{\log^3 n}$.

Let $(A_1, \ldots, A_n, I, B, J_1, \ldots, J_n) \sim \mathcal{D}^\alpha_{\text{ESU}}$ be an input to ESU. Then:

1. Alice and Bob construct a graph $G$ on vertex set $V = \{A_1, \ldots, A_n, B\} \cup [n]$, where $A_1, \ldots, A_n, B$ is turned into a clique. Denote by $E_C$ the edges of this clique. Alice runs algorithm $A$ on the edges in $E_C$ (in arbitrary order).
2. Alice constructs the edge set $E_A = \{(A_i, j) : i \in [n] \text{ and } j \in A_i\}$. Alice runs algorithm $A$ on these edges (in arbitrary order) and then sends the resulting memory state to Bob.
3. Bob constructs the edge set $E_B = \{(B, j) : j \in B\}$ and continues the execution of $A$ on the edges in $E_B$ (in arbitrary order).
4. Bob next constructs the following set of edge deletions: $E_D = \{(A_i, j) : i \in [n] \text{ and } j \in A_i[J_i]\}$. Bob continues the execution of $A$ on $E_D$ (in arbitrary order) with every edge interpreted as an edge deletion.
5. Bob then examines the dominating set $D$ and the cover certificate $C$ output by $A$. Denote by $F$ all elements in $[n]$ that are not covered by the sets $A_1, B$. Bob sends $F$ back to Alice.

\[\Omega(\beta)\]

\[= I_{D_{\text{ESU}}} (A_i|[\mathcal{T}]_i) : \Pi_{\text{ESU}}^{1}|IA[J]R_{n_{\text{ESU}}})\]

\[= \frac{1}{n} \sum_{i=1}^{n} I_{D_{\text{ESU}}} (A_i|[\mathcal{T}]_i) : \Pi_{\text{ESU}}^{1}|IA[J]R_{n_{\text{ESU}}, I = i})\]

\[= \frac{1}{n} \sum_{i=1}^{n} I_{D_{\text{ESU}}} (A_i|[\mathcal{T}]_i) : \Pi_{\text{ESU}}^{1}|A[J]R_{n_{\text{ESU}}})\]

Prop. 3 in Sec. 2.2 applied to $I$ (and event $I = i$)

\[\leq \frac{1}{n} \sum_{i=1}^{n} I_{D_{\text{ESU}}} (A_i|[\mathcal{T}]_i) : \Pi_{\text{ESU}}^{1}|A[J]R_{n_{\text{ESU}}, A_1[\mathcal{T}_1], \ldots, A_{i-1}[\mathcal{T}_{i-1}])\]

Prop. 2 in Sec. 2.2

\[= \frac{1}{n} I_{D_{\text{ESU}}} (A : \Pi_{\text{ESU}}^{1}|R_{n_{\text{ESU}}})\]

Since $I_{D_{\text{ESU}}} (A : \Pi_{\text{ESU}}^{1}|R_{n_{\text{ESU}}}) \leq H_{D_{\text{ESU}}} (\Pi_{\text{ESU}}^{1}) \leq |\Pi_{\text{ESU}}^{1}|$, the result follows. ▷

4.3.3 Lower Bound for Insertion-deletion Streaming Algorithms for MDS

We will now argue that one-pass insertion-deletion streaming algorithms for MDS can be used to obtain a $(p, t)$-nice protocol for ESU, for suitable parameters $p$ and $t$. This reduction then reveals that every such algorithm requires space $\Omega(n^2/(\alpha \log n))$, which constitutes our main lower bound result.

Alice constructs the edge set $E = \{A_1, \ldots, A_n\}$. Alice and Bob construct a graph $G$ on vertex set $V = \{A_1, \ldots, A_n, B\} \cup [n]$, where $A_1, \ldots, A_n, B$ is turned into a clique. Denote by $E_C$ the edges of this clique. Alice runs algorithm $A$ on the edges in $E_C$ (in arbitrary order).

Alice constructs the edge set $E_A = \{(A_i, j) : i \in [n] \text{ and } j \in A_i\}$. Alice runs algorithm $A$ on these edges (in arbitrary order) and then sends the resulting memory state to Bob.

Bob constructs the edge set $E_B = \{(B, j) : j \in B\}$ and continues the execution of $A$ on the edges in $E_B$ (in arbitrary order).

Bob next constructs the following set of edge deletions: $E_D = \{(A_i, j) : i \in [n] \text{ and } j \in A_i[J_i]\}$. Bob continues the execution of $A$ on $E_D$ (in arbitrary order) with every edge interpreted as an edge deletion.

Bob then examines the dominating set $D$ and the cover certificate $C$ output by $A$. Denote by $F$ all elements in $[n]$ that are not covered by the sets $A_1, B$. Bob sends $F$ back to Alice.
We denote this protocol by $\Pi_{ESU}$ and claim that $\Pi_{ESU}$ is $(3/4, 300)$-nice. Indeed, first observe that $\gamma(G) \leq 3$ since $\{A^*_{\ell}, B, \{T\}\}$ is a dominating set of this size. Next, observe that $T \in F$, i.e., $T$ is necessarily covered by a set other than the sets $A^*_{\ell}$ and $B$ since $(A^*_{\ell}, B, T)$ constitutes a Set-Union instance. By Lemma 15, the degree of every vertex in $V \setminus \{A^*_{\ell}, B\}$ is at most $\beta$ w.h.p. Hence, these vertices cover at most $|D| \cdot \beta$ different elements, which implies $|F| \leq |D| \cdot \beta$. Since $D$ constitutes an $\alpha$-approximation, we have $|D| \leq 3 \cdot \alpha$. Thus there are at most $|F| \leq 3 \cdot \alpha \cdot \beta \leq \frac{3C_0n}{\log n}$ values that variable $T$ could take on. We then select $C'$ such that $\frac{3C_0n}{\log n} \leq \frac{C_0n}{\log n}$, where $C_0$ is as in Definition 16. Finally, since the success probability of $A$ is at least $3/4$, and $|F| \leq |D| \cdot \beta$ holds with high probability, we obtain that $\Pi_{ESU}$ is nice.

Now by Theorem 20, the first message sent in protocol $\Pi_{ESU}$ must be of size $\Omega(n/\alpha \log n)$. Since this message coincides with the space requirements of $A$, the result follows.

5 Conclusions

Our results resolve the space requirements of streaming algorithms for MDS in both the insertion-only and the insertion-deletion models up to poly-logarithmic factors. We showed that, similar to Set Cover, MDS undergoes a phase transition at an approximation factor of $\tilde{O}(\sqrt{n})$, where space $\tilde{O}(n)$ is sufficient for computing an $\tilde{O}(\sqrt{n})$-approximation, but space $\Omega(n\sqrt{n})$ is needed for obtaining a $o(\sqrt{n})$-approximation. We also showed that no such transition occurs in the insertion-deletion model, where space $\tilde{O}(n^{2/\alpha})$ is necessary and sufficient for computing an $\alpha$-approximation. We conclude with a discussion of two natural questions suggested by our work.

First, while our lower bound in the insertion-only model does not require an algorithm to output a cover certificate, the cover certificate is pivotal to the lower bound by Assadi et al. for Set-Cover [5] as well as our lower bound for MDS in the insertion-deletion model. Can we prove similar lower bounds for algorithms that are not required to output a cover certificate?

Second, as observed in Section 3, our insertion-only streaming algorithm naturally extends to arbitrary Set-Cover instances in the edge-arrival model, and gives $\tilde{O}(\sqrt{n})$-approximation with space $\tilde{O}(m + n)$ where $m$ denotes the number of sets and $n$ denotes the number of elements in the set cover instance. In the set-arrival model, i.e., when entire sets arrive one-by-one, a similar approximation factor can be achieved using only $\tilde{O}(n)$ space, without any dependency on $m$ [14, 9]. This suggests the following natural question: is it possible to avoid the space dependency on $m$ in the edge-arrival model? In a follow-up work, subsequent to this submission, we have made progress on this question by showing that the space used must necessarily have a dependence on $m$. Specifically, we have been able to show that $\tilde{O}(m + n)$ space is necessary for achieving an $\tilde{O}(\sqrt{n})$-approximation.
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For completeness, we now discuss the AKL-algorithm [5] applied to MDS in data streams. We will first present the algorithm applied to insertion-only streams and then introduce the modifications necessary for it to be run in insertion-deletion streams.

Let $G = (V, E)$ be the input graph to MDS, and let $\alpha \geq 1$ be the desired approximation guarantee. The AKL-algorithm in insertion-only streams proceeds as follows:
1. **Preprocessing:** Arbitrarily partition \( V \) into sets \( V = \{ V_1, V_2, \ldots, V_{\lceil n/\alpha \rceil} \} \) such that \( |V_i| \leq \alpha \), for every \( i \).

2. **While processing the input edge stream:** For every vertex \( v \in V \) and every vertex group \( V_j \in \mathcal{V} \), store a single edge that connects \( v \) to an arbitrary vertex in \( V_j \). Denote by \( S \) the set of edges stored.

3. **Postprocessing:**
   a. Using edge set \( S \), construct the split graph \( G' = (V \cup \mathcal{V}, E') \) where \( \mathcal{V} \) is turned into a clique, and there is an edge between \( v \in V \) and \( V_j \in \mathcal{V} \) if \( S \) contains an edge \((v, u)\), for any \( u \in V_j \). Compute a minimum dominating set \( D' \) in \( G' \) with the property that no vertex in \( V \) is selected (in exponential time).
   b. Define the output dominating set \( D \) as follows: For each vertex group \( V_j \in D' \), add all vertices in \( V_j \) to \( D \).

**Analysis.** The space requirements of the algorithm are dominated by the edges \( S \) retained by the algorithm. Since, for each vertex \( v \in V \), we store at most \( \lfloor n/\alpha \rfloor \) incident edges, and we account space \( O(\log n) \) per edge, the total space used by the algorithm is \( O(\frac{n^2}{\alpha} \log n) \).

To see that the algorithm indeed has an approximation factor of \( \alpha \), we will argue that \( |D'| = \gamma(G') \leq \gamma(G) \). This then implies the result since, by construction, \( |D| \leq \alpha \cdot |D'| \) and thus \( |D| \leq \alpha \cdot \gamma(G) \).

To see that \( \gamma(G') \leq \gamma(G) \) holds, consider the split graph \( G'' = (V_1 \cup V_2, E'') \), where \( V_1 \) and \( V_2 \) are copies of \( V \), \( V_1 \) is turned into a clique and \((v_1, v_2) \in E'' \) iff \( v_1 \) and \( v_2 \) are neighbors in \( G \). Then it is not hard to see that \( \gamma(G) = \gamma(G'') \) (a dominating set \( Q \) in \( G \) is also a dominating set in \( G'' \) if \( Q \) is regarded as a subset of \( V_1 \), and vice versa). Next, observe that \( G' \) can be obtained from \( G'' \) by contracting the \( V_2 \) vertices into the vertex groups \( \mathcal{V} \). Since the domination number of a graph cannot increase when contracting vertices, we have \( \gamma(G') \leq \gamma(G'') = \gamma(G) \).

Last, we need to argue that set \( D \) is indeed a dominating set in \( G \). Recall that, by construction, \( D' \) is a dominating set in \( G' \). Consider a vertex \( v \in V \) and a vertex group \( V_j \in \mathcal{V} \cap D' \) that dominates \( v \) in \( G' \). This implies that there exists a vertex in \( V_j \) that is adjacent to \( v \) in \( G \). Since we added all vertices of \( V_j \) to \( D \), vertex \( v \) is thus also dominated by a vertex in \( D \) in graph \( G \).

We have thus established the following theorem:

**Theorem 21.** For every \( 1 \leq \alpha \leq n \), there is a deterministic one-pass \( \alpha \)-approximation streaming algorithm in the insertion-only model with space \( O(\frac{n^2}{\alpha} \log n) \).

**Extension to Insertion-deletion Streams.** In order to implement the AKL-algorithm in the insertion-deletion model, we need to solve the following task: For every \( v \in V \) and vertex group \( V_j \in \mathcal{V} \), we need to store an arbitrary edge that connects \( v \) to a vertex in \( V_j \) (if there is one). This can be achieved by \( l_0 \)-sampling: An \( l_0 \)-sampler in insertion-deletion streams is an algorithm that returns a uniform random element with non-zero frequency, which, applied to insertion-deletion graph streams, is thus able to return a uniform random edge of the input graph. By restricting the scope of the \( l_0 \)-sampler to edges between vertex \( v \in V \) and vertex group \( V_j \in \mathcal{V} \), \( l_0 \)-sampling allows us to sample a uniform random edge connecting \( v \) to (a vertex in) \( V_j \).

The \( l_0 \)-samplers of Jowhari et al. [19] require space \( O(\log^2 n \log \frac{1}{\delta}) \), where \( \delta \) is the success probability of the sampler. Since we need to run an \( l_0 \)-sampler for every pair \((v, V_j) \in V \times \mathcal{V} \), which amounts to \( \Theta(n^2/\alpha) \) samplers, we choose \( \delta = \Theta(\frac{1}{n^2}) \) in order to obtain an algorithm.
that succeeds with high probability. The total space requirements of the algorithm are dominated by the space required by the $l_0$-samplers, which amount to

$$O\left( \frac{n^2}{\alpha} \right) \cdot O\left( \log^2 n \log \frac{1}{\delta} \right) = O\left( \frac{n^2}{\alpha} \log^3 n \right).$$

We thus established the following theorem:

**Theorem 22.** For every $1 \leq \alpha \leq n$, there is a randomized one-pass $\alpha$-approximation streaming algorithm in the insertion-deletion model with space $O\left( \frac{n^2}{\alpha} \log^3 n \right)$ that succeeds with high probability.