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Abstract

Walnut is a software that can prove theorems in combinatorics on words about automatic sequences. We are able to apply this software to both prove new results as well as reprove some old results on avoiding squares and cubes in partial words. We also define the notion of an antisquare in a partial word and begin the study of binary partial words which contain only a fixed number of distinct squares and antisquares.
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1 Introduction

Our focus is on repetitions in partial words and the use of the software called Walnut\(^1\) [15] to give automated proofs in situations where automatic sequences can be used. Partial words are generalizations of usual words that make use of an additional “wildcard” character which matches all other characters. Walnut has been used to give alternative proofs of previously known results and has also been used to produce new theorems in combinatorics on words (see e.g., [16]). To our knowledge this work is the first use of Walnut with partial words and contains proofs of both new results as well as previously known ones. We will define the notions which are most central to our work, but familiarity with some standard terms and ideas from combinatorics on words [13] is assumed.

A square or cube is a word of the form \(xx\) or \(xxx\), respectively, for a nonempty word \(x\). For example, \((010)^2 = 010010\) is a square and \((110)^3 = 110110110\) is a cube. We will consider words that avoid squares as well as those which avoid cubes. This means words that do not have a factor (i.e., contiguous substring) which is a square or cube respectively. A squarefree word is a word which avoids squares and a cubefree word is a word which avoid cubes. A morphism is a map \(\psi : \Sigma^* \rightarrow \Delta^*\) between words over two alphabets such that \(\psi(xy) = \psi(x)\psi(y)\) for all \(x, y \in \Sigma^*\). We will make frequent use of morphisms to find words with a desired property.

A classic problem in combinatorics on words is constructing words avoiding squares, cubes, and other types of repetitions. Thue [20, 2] was able to construct an infinite cubefree binary word and an infinite squarefree ternary word each of which can be obtained as the fixed point of a morphism. We let\(^2\)

\[\text{tm} = 0110100110011011001100110011001\cdots\]

\[\text{vtm} = 012021012102012021020121\cdots\]

denote the Thue-Morse word which is the fixed point of the morphism \(0 \mapsto 01\) and \(1 \mapsto 10\) which begins with 0. We also let

\[\text{vtm} = 012021012102012021020121\cdots\]

\(^1\) We have used the version of Walnut available at https://github.com/DistortedLight/Walnut.

\(^2\) We have used the version of Walnut available at https://github.com/DistortedLight/Walnut.
5:2 Walnut for Partial Words

denote the fixed point of the morphism \(0 \mapsto 012, 1 \mapsto 02,\) and \(2 \mapsto 1\) which is sometimes called the ternary Thue-Morse word (see e.g., [19]) or a variant of the Thue-Morse word (see [5]). It is the case that \(\text{tm}\) is cubefree and \(\text{vtm}\) is squarefree. We will make use of both of these words in constructions later.

A partial word is a word which can use a special character \(\Diamond\) which is called a hole or wildcard. For partial words a square or cube is a partial word \(w\) which is contained in a square \(u = xx\) or a cube \(u = xxx\) respectively in the sense the \(w[i] = u[i]\) whenever \(w[i] \neq \Diamond\). In this case we write \(w \subset u\). The order of the square or cube is the length of \(x\), which we denote by \(|x|\). For example, \(01101 \circ 011\) is a partial word which is a cube of order 3 since it is contained in \((011)^3 = 011011011\). It is clear the presence of holes makes it more difficult to avoid squares or cubes. All words are partial words with no holes. When we wish to emphasize that a (partial) word has no holes we will refer to the word as a full word.

2 Squares, antisquares, cubes, and first-order logic

In this section we define what squares, antisquares, and cubes are in terms of first-order logic. This allows for seamless use with Walnut and highlights some differences between full words and partial words. All variables we quantify over are taken from the nonnegative integers unless specified otherwise.

For a full word \(w\) containing a square means

\[
\exists j \exists (n > 0) \forall i, (i < n) \implies (w[j + i] = w[j + n + i])
\]

while for a partial word it means

\[
\exists j \exists (n > 0) \forall i, (i < n) \implies ((w[j + i] = w[j + n + i]) \lor (w[j + i] = \Diamond) \lor (w[j + n + i] = \Diamond))
\]

both of which can be expressed in first-order logic. We see that the expression for partial words contains more clauses. A value of \(n\) for which the above is made true is called the order of the square.

A partial word \(w\) contains an antisquare provided

\[
\exists j \exists (n > 0) \forall i, (i < n) \implies ((w[j + i] \neq w[j + n + i]) \land (w[j + i] \neq \Diamond) \land (w[j + n + i] \neq \Diamond))
\]

which is consistent with what was considered for binary words in [17] and differs from the notion of an anti-power studied in [10]. We believe this to be a natural definition of an antisquare for a partial word given how it comes from negating the latter half of the implication in the logical expression for a square. We see that replacing a letter with a hole can create a square, and dually it can remove the presence of an antisquare. A factor which is an antisquare cannot contain any holes, but since we will consider squares and antisquares together in partial words holes will still play a crucial role.
Lastly, we say a partial word $w$ contains a cube if

$$\exists j \exists (n > 0) \forall (i < n) \implies (\left( (w[j+i] = w[j+n+i]) \land (w[j+n+i] = w[j+2n+i]) \right)$$

$$\lor (\left( (w[j+n+i] = \odot) \land (w[j+i] = w[j+2n+i]) \right)$$

$$\lor (\left( (w[j+2n+i] = \odot) \land (w[j+i] = w[j+n+i]) \right)$$

$$\lor (\left( (w[j+n+i] = \odot) \land (w[j] = \odot) \right)$$

$$\lor (\left( (w[j+2n+i] = \odot) \land (w[j+n+i] = \odot) \right))$$

where we find a more drastic difference compared to what would be the first-order logic for the case of full words. We note that in the logical expression for a cube we would only need

$$(w[j+i] = w[j+n+i]) \land (w[j+n+i] = w[j+2n+i])$$

in the latter half of the implication for full words. One could continue to consider higher powers, and the number of additional clauses in the partial word version will continue to grow. We will restrict our attention to squares and cubes.

The proofs of many results in this paper are given by short snippets of Walnut code. We now explain a few aspects of Walnut to make these snippets more readable to a reader that does not have prior experience with this language. A more detailed explanation can be found in [15]. One can see in Table 1 how usual logical symbols are represented in Walnut. Our alphabet will always be $\{0, 1, \ldots, N\}$ for some $N$, and we will use $N + 1$ to denote the hole $\odot$. For example, the binary partial word $0 \odot 10$ in Walnut would be $0210$. The symbol $@$ is used to denote a character of the alphabet as oppose of an integer which can be the index of a position in a word. So, $W[2] = @3$ is used to say that the character 3 is in position 2 of the word $W$. Lastly, morphisms can be defined intuitively where $0 \mapsto 010$ encodes $0 \mapsto 010$ the image of 0.

### 3 Results

#### 3.1 Avoiding long squares in binary

In this subsection we look at binary partial words which only contain short squares and antisquares. It is not possible to completely avoid squares since any binary (full) word of length at least 4 will contain some square. Let the morphism $h : \{0, 1, 2\} \rightarrow \{0, 1, \odot\}$ be defined by

$$h(0) = 1100$$

$$h(1) = 011\odot$$

$$h(2) = 1010$$
which is a partial word variant of a morphism from [11, Section 2] that itself is a variant of a morphism used in [9] to produce a binary word which has no squares of order 3 or more. In particular, if the hole in the definition of the morphism is replaced with a 1, then the image under \( h \) of any ternary square-free word will be a binary word where all squares have order less than 3. With the addition of the hole we no longer avoid squares of order 3 or more.

**Theorem 1.** The partial word \( h(vtm) \) is a binary partial word with infinitely many holes that avoids squares of order 4 or more.

**Proof.** The word \( vtm \) is in Walnut as \( VTM \). So, all we need to do is define the morphism \( h \) and apply it to \( vtm \) and check for squares of order 4 or more. In the code below \( Wh \) denotes the image of this morphism. Recall, Walnut only uses 0, 1, ..., as letters. So, the image of \( h \) is a binary partial word represented over \( \{0, 1, 2\} \) where 2 plays the role of \( \circ \). Running the following in Walnut

\[
\text{morphism } h \text{ "0->1100, 1->0112, 2->1010";}
\]

\[
\text{image } Wh \text{ h VTM;}
\]

\[
\text{eval no_sq "?msd_2 - Ej En Ai (n>3) & ((i<n)=>((Wh[j+i]=Wh[j+n+i])}
\]

\[
\text{| Wh[i+j]=02 | Wh[i+n+j]=02))";}
\]

returns “TRUE” which proves the result.

**Remark 2.** To our knowledge the construction in Theorem 1 is new in the context of partial words, but the result on avoiding long squares is not optimal. In [4, Theorem 4] an infinite binary partial word with infinitely many holes is constructed so that the only squares compatible with factors of it are \( 0^2, 1^2, (01)^2, \text{ and } (11)^2 \). This is based on a construction for full words from [18]. We have been unable to automate a version of this construction in Walnut due to the space required for the computation.

We now consider the morphism \( f : \{0, 1, \ldots, 7\}^* \to \{0, 1, \ldots, 7\}^* \) given by

\[
\begin{align*}
  f(0) & = 01 \\
  f(2) & = 24 \\
  f(4) & = 06 \\
  f(6) & = 74
\end{align*}
\]

along with the coding \( g : \{0, 1, \ldots, 7\}^* \to \{0, 1, \circ\} \) by \( g(m) = m \mod 2 \) for \( m \neq 6 \) and \( g(6) = \circ \). Applying \( g \) to the fixed point of \( f \) will give us a word avoiding both squares and antisquares of large length. Since \( f(0) = 01 \) we may iterate applying \( f \) to 0 to obtain the unique fixed point of the morphism \( f \) we denote by \( f^\omega(0) \). We will make use of the notation \( f^\omega \) to denote fixed points of morphisms elsewhere as well.

**Theorem 3.** The partial word \( g(f^\omega(0)) \) is a binary partial word with infinitely many holes that avoids squares of order 7 or more and avoids antisquares of order 3 or more.

**Proof.** We establish the theorem by running the following in Walnut

\[
\text{morphism } f \text{ "0->01, 1->23, 2->24, 3->51, 4->06, 5->01, 6->74, 7->24";}
\]

\[
\text{morphism } g \text{ "0->0, 1->1, 2->0, 3->1, 4->0, 5->1, 6->2, 7->1";}
\]

\[
\text{promote } Wf \text{ f;}
\]
Table 2 The length of the longest binary partial word with a single hole that contains at most $a$ squares and at most $b$ antisquares.

<table>
<thead>
<tr>
<th>$a$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>\ldots</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>\ldots</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>14</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>\ldots</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>11</td>
<td>14</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>22</td>
<td>26</td>
<td>30</td>
<td>34</td>
<td>52</td>
<td>97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>15</td>
<td>22</td>
<td>27</td>
<td>30</td>
<td>45</td>
<td>54</td>
<td>103</td>
<td>397</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>19</td>
<td>35</td>
<td>40</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>23</td>
<td>47</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>27</td>
<td>59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>31</td>
<td>147</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>21</td>
<td>39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

image Wg g Wf;

eval no_sq "?msd_2 - Ej En Ai (n>6) & ((i<n)=>((Wg[j+i]=Wg[j+n+i])
  | Wg[i+j]=\_2 | Wg[i+n+j]=\_2))";

eval no_anti "?msd_2 - Ej En Ai (n>2) & ((i<n)=>((Wg[j+i]!=Wg[j+n+i])
  & Wg[i+j]=\_2 & Wg[i+n+j]=\_2))";

which outputs “TRUE” twice.

Remark 4. In was shown in [17, Theorem 9] that the full word obtained by coding the
fixing point of $f$ with $m \mapsto m \pmod{2}$ for all $m \in \{0,1,\ldots,7\}$ avoids both squares and
antisquares of order 3 or more. Since adding holes cannot make any antisquares the fact
about avoiding antisquares in Theorem 3 is immediate.

In [17] for any fixed $a$ and $b$, the problem of finding the longest binary full word which
contains at most $a$ distinct squares and at most $b$ distinct antisquares was solved. One can
consider versions of the same problem for partial words. For example, we can ask for the
length of the longest binary partial word with a fixed number of holes that contains at most $a$
distinct squares and at most $b$ distinct antisquares. We will focus on the case of partial words
with a single hole. Counting distinct squares has received much attention for both words
and partial words. It is known that even the addition of a single hole can fundamentally
change distinct squares [6, 7, 12, 14]. Unlike if we were simply avoiding squares, the length
of this longest binary partial word can be shorter or longer than that of the corresponding
full word. This is since replacing a letter in a binary full word can possibly create a square
while it also has the potential to remove an antisquare.

Consider the following example for $a = 4$ and $b = 5$. The length 32 partial word

```
>01110100000011010000110000010000
```

contains only the squares $0^2$, $1^2$, $(00)^2$, and $(10)^2$. It also contains only the antisquares 01, 10, 0011, 0110, and 1100. For full words the optimal length is 31 which was originally computed in [17, Figure 1]. One binary full word giving witness to this length is

```
>01110100000111010000110000010000
```
which is obtained from the partial word above by removing the hole. Notice prepending 0 to this full word creates the new antisquare 001110 while prepending 1 creates 1011101000. Prepending \( \diamond \) allows us to avoid new antisquares. Moreover, we can create even longer partial words with one hole and only 4 distinct squares and 5 distinct antisquares. The optimal length is 45. The partial word

\[
00001000001100001011000001101110
\]

has length 45 and only contains the squares 02, \(1^2\), \((00)^2\), and \((01)^2\) as well as only the antisquares 01, 10, 0011, 0110, and 1100. In Table 2 we list the optimal lengths for many values of \(a\) and \(b\).

\[\textbf{Theorem 5.} \text{ The values in Table 2 are correct.}\]

\[\textbf{Proof.} \text{ The first three rows and first two columns are each infinite sequences of finite values and must be proven. Outside of these rows and columns there are only finitely many entries which can be computed. The first three rows follow from the fact that a binary partial word with one hole that contains at most 0, 1, or 2 squares has length at most 1, 5, or 16 respectively. This can be seen by direct verification of this fact, then computing the values until we reach 1, 5 or 16. Note it is clear the entries weakly increase along row and column.}

For the first column, up to complementation, we consider words of the form \(0^m \diamond 0^n\) or \(0^m \diamond 1^n\) which are the only binary partial words with a single hole that do not contain an antisquare. Let \(\ell = m + n + 1\) be the length of such a word. The number of squares such a word contains is

\[
\left\lfloor \frac{m+1}{2} \right\rfloor + \left\lfloor \frac{n+1}{2} \right\rfloor = \left\lfloor \frac{\ell}{2} \right\rfloor
\]

and so \(\ell = 2a+1\) is the longest length containing at most \(a\) distinct squares and 0 antisquares.

Now for the second column we consider partial words with a single hole and only 1 antisquare. Let us assume \(a > 1\). We will look at partial words which start with 0 and contain only the antisquare 01. So, we have \(0^m 1^p \diamond 0^p 1^q\) with \(m > 0\). Note if \(m > 1\), then \(n \leq 1\) or else we have both the antisquares 01 and 0011. Similarly if \(p > 1\), then \(q \leq 1\). So, let us assume our partial word is \(0^m 1^p\). This partial word has \(\left\lfloor \frac{N}{2} \right\rfloor + 1\) distinct squares where \(N = \max(m,p+1)\) unless \(m = p + 1\) and the whole partial word then gives an additional square. The squares contained are \(1^2\) and \(0^{2k}\) for \(2k < N\) along with possibly \((0^m 1)^2\). So, we may take \(0^{2a-2} 1 \diamond 0^{2a-2} 1\) which has length \(4a - 1\) and contains \(a\) squares and 1 antisquare. This gives us one such word realizing the maximum agrees with what is found in Table 2. We also have the partial word \(0^{2a-1} 1 \diamond 0^{2a-2}\) of length \(4a - 1\) which contains \(a\) squares and 1 antisquare. It turns out that all other such partial words can be obtained from the two we have given by complement and reversal. This can be checked by considering the remaining cases of the possible forms of the partial word in a similar manner. \[\textbf{Remark 6.} \text{ Table 2 is incomplete, and we do not know if the missing entries are finite or infinite. From [17] it is known that for full binary words the entry corresponding to } a = 5 \text{ and } b = 5 \text{ is finite while the remaining missing entries are infinite.}\]

\[\textbf{3.2 Avoiding non-trivial squares and cube with many holes}\]

In this subsection we demonstrate how some known constructions \[8\] of partial words “dense” with holes avoiding powers can be obtained and verified through Walnut. The hole sparsity of a partial word is smallest \(s\) such that every factor of length \(s\) contains at least one hole. A
square of the form $a \circ a$ or $a \circ a$ for some letter $a$ is called a trivial square. Indeed every partial word of length at least 2 which contains at least one hole as well as at least one letter will contain a trivial square. Thus for avoidance purposes we must allow trivial squares and avoid non-trivial squares. Since the presence of holes makes squares or cubes more likely, it is an interesting problem to find partial words with small hole sparsity (and hence many holes) which avoid non-trivial squares or cubes (or more generally higher powers).

Let us consider the morphism $\rho : \{0, 1, 2, 3\}^* \rightarrow \{0, 1, 2, 3\}^*$ defined by

\[
\begin{align*}
\rho(0) &= 03 \\
\rho(1) &= 12 \\
\rho(2) &= 01 \\
\rho(3) &= 10 
\end{align*}
\]

which appears in [1, Exercise 33(c)]. Next we consider the morphism $\sigma : \{0, 1, 2, 3\}^* \rightarrow \{0, 1, 2, 3, \circ\}^*$ defined by

\[
\begin{align*}
\sigma(0) &= 320 \circ \\
\sigma(1) &= 120 \circ \\
\sigma(2) &= 310 \circ \\
\sigma(3) &= 130 \circ 
\end{align*}
\]

whose image is a partial word over an alphabet with size 4. We are now ready to give an automated proof of the following which is in the proof of [8, Lemma 2].

**Theorem 7.** The partial word $\sigma(\rho^2(0))$ is a partial word with hole sparsity 4 over an alphabet of size 4 which avoids non-trivial squares.

**Proof.** It is easy to see that the squares $\circ^2, 0^2, 1^2, 2^2,$ and $3^2$ do not occur in $\sigma(\rho^2(0))$. Recall, since we avoiding non-trivial squares $a \circ$ and $\circ a$ are allowed to we present for $a \in \{0, 1, 2, 3\}$. Thus, we only need to worry about squares of order $n$ for $n > 1$. Running the following commands in Walnut

```
morphism rho "0->03, 1->12, 2->01, 3->10";
morphism sigma "0->3204, 1->1204, 2->3104, 3->1304";
promote Wrho rho;
image W sigma Wrho;
eval no_sq "?msd_2 ~ Ej En Ai (n>1) & ((i<n)=>((W[j+i]=W[j+n+i]) | W[i+j]=@4 | W[i+n+j]=@4))";
```

results in an output of “TRUE” and the theorem is proven.

We let $\tau$ denote the morphism defined by $\tau(0) = 01 \circ$ and $\tau(1) = 02 \circ$. We can now give an automated proof of the following which was first proven in [8, Lemma 7].

**Theorem 8.** The partial word $\tau(tm)$ is partial word with hole sparsity 3 over an alphabet of size 3 which avoids cubes.

**Proof.** The word $tm$ is contained in Walnut at T. We run the following in Walnut

```
morphism tau "0->013, 1->023";
image W tau T;
eval no_cube "?msd_2 - Ej En Ai (n>1) & ((i<n)=>(
```

C P M 2 0 2 2

and it outputs “TRUE” proving the theorem.

\begin{remark}
Both Theorem 7 and Theorem 8 are optimal in establishing smallest hole sparsity avoiding non-trivial squares and cubes respectively for a given alphabet size [3]. For example, there does not exists an infinite partial word with hole sparsity 3 over a 4 letter alphabet which avoids non-trivial squares.
\end{remark}

\section{Conclusion}

We have initiated a study of partial words paired with the theorem prover Walnut. Additionally, we have extended the definition of antisquares to partial words. We believe both directions could be a source of new problems in combinatorics on words. Furthermore, we have given alternative proofs of some results on partial words which provide machine verification. We have discussed how the logical statements expressing a square are longer for partial words than full words. So this adds some complexity to the Walnut calculations. Additionally, in Walnut partial words work with an alphabet with an extra letter which represents the hole. Let us close with an example comparing partial words with full words in Walnut.

Let us consider the morphisms \( g \) and \( h \) defined by

\[
\begin{align*}
g(0) &= 1100 & h(0) &= 1100 \\
g(1) &= 0111 & h(1) &= 0110 \\
g(2) &= 1010 & h(2) &= 1010
\end{align*}
\]

where \( h \) was the morphism used in Theorem 1. To get an idea of what happens going from full words to partial words we have the deterministic finite automata with output (DFAO) for \( g(\text{vtm}) \) and \( h(\text{vtm}) \) shown in Figure 1 and Figure 2 respectively. Walnut works with automatic sequences using their DFAOs. We find in this case only a modest increase in the size of the DFAO, and we were indeed able to use Walnut to automate a proof in the more complex but still tractable partial word situation.

To show there are no squares of length greater than 3 in neither \( g(\text{vtm}) \) nor \( h(\text{vtm}) \) we may run

\[
\text{morphism } h \quad "0->1100, 1->0112, 2->1010"; \\
\text{image } Wh \quad h \quad \text{VTM}; \\
\text{eval} \quad \text{no}\_\text{sq} \quad "?msd\_2 \quad \text{Ej} \quad En \quad Ai \quad (n>3) \quad & \quad ((i<n)\Rightarrow((Wh[j+i]=Wh[j+n+i]) \\
& Wh[i+j]=\@2 \quad | \quad Wh[i+n+j]=\@2));";
\]

\[
\text{morphism } g \quad "0->1100, 1->0111, 2->1010"; \\
\text{image } Wg \quad g \quad \text{VTM}; \\
\text{eval} \quad \text{no}\_\text{sq}\_\text{full} \quad "?msd\_2 \quad \text{Ej} \quad En \quad Ai \quad (n>3) \quad & \quad ((i<n)\Rightarrow(Wh[j+i]=Wg[j+n+i]));";
\]

in Walnut. In the log files produced we will find the following two lines

\[
(i<n\Rightarrow((Wh[(j+i)]=Wh[[j+(n+i)]])\quad |\quad Wh[(i+j)]=\@2)\quad |\quad Wh[(i+(n+j)]=\@2)):229 \quad \text{states} \quad - \quad 24\text{ms}
\]

and

\[
(i<n\Rightarrow Wg[(j+i)]=Wg[[j+(n+i)]]):217 \quad \text{states} \quad - \quad 10\text{ms}
\]
Figure 1 The DFAO for $g(vtm)$.

Figure 2 The DFAO for $h(vtm)$. 
showing the sizes of the automata Walnut needs to determine the exists of a square in either $g(vtm)$ or $h(vtm)$ respectively. We see the partial word version requires 229 states more states and takes to build 24ms compared 217 states and to 10ms for the full word version. The issue one encounters in Walnut computations is typically in issue of space due to building some automaton. This example, and the others we have given, suggest that partial word versions of theorems may take slightly more space in Walnut but may often tractable with Walnut when their full word counterparts are.
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