Abstract

In the paper “Functional programming for distributed systems with XC” we present XC, a programming language to develop the collective behaviour of homogeneous distributed systems while abstracting over concurrency, asynchronous execution, message loss, and device failures. The paper describes the design of XC, formalizes a core calculus for it, and shows that XC can effectively capture the logic of several distributed protocols and applications including gossiping, distributed summarization, information flows over self-healing communication structures, and self-organizing behaviours. Then, it discusses implementation, in a Scala and a C++ embedded domain-specific language (DSL), and provides evaluation through a case study in a smart city scenario, called SmartC. The reusable artifact described in this paper contains precisely those software projects: the Scala DSL, referred to as XC/Scala; the C++ DSL, referred to as XC/C++; and the SmartC implementation in both DSLs.

1 Scope

This artifact includes the XC implementations described in Section 5 of the companion paper [2], and the case study implementation described in Section 6 of the companion paper. Its purpose is to show that the domain-specific languages (DSLs) provide a working implementation of XC, to...
allow the reproduction of the case study, and to discuss the reusability of the developed tools and experimental setups for further research.

Specifically, the artifact supports the following claims of the paper:

C1) **RQ 1**: the decentralised execution of the XC program on each device results in the desired collective behavior. Evidence is provided by executing the simulations and plotting the results.

C2) **RQ 2**: the overall behavior can be expressed by composing functions of collective behaviour that correctly combine thanks to alignment. Evidence is provided by the means of C1) and inspecting the source code of the case study.

C3) The Scala DSL provides a working implementation of XC. Evidence is provided by the means of C1), C2), and by inspecting and executing XC/Scala programs.

C4) The C++ DSL provides a working implementation of XC. Evidence is provided by the means of C1), C2), and by inspecting and executing XC/C++ programs.

Reusability can be assessed by extending or reusing the XC/Scala and XC/C++ implementations, to develop new constructs, algorithms, and applications, as well as by extending or modifying the case study to experiment with new scenarios and algorithms.

## 2 Content

The artifact package consists of a compressed archive with the following:

- the source code and build infrastructure of XC/Scala, a DSL for XC embedded in the Scala programming language;
- the source code and build infrastructure of XC/C++, a DSL for XC embedded in the C++ programming language;
- the source code and build infrastructure for the SmartC case study, both in XC/Scala and XC/C++;
- the Markdown file of the artifact manual;
- a LICENSE file.

It also includes a ready-to-use virtual machine image (OVA file) with all the required dependencies.

## 3 Getting the artifact

The artifact endorsed by the Artifact Evaluation Committee is available free of charge on the Dagstuhl Research Online Publication Server (DROPS). In addition, the artifact content is also available at the following repositories:

- XC/Scala [5]: https://github.com/scafi/artifact-2021-ecoop-xc
- XC/C++ [1]: https://github.com/fcpp/fcpp
- SmartC (Scala implementation) [4]: https://github.com/scafi/artifact-2021-ecoop-smartc

## 4 Tested platforms

The Scala-based artifacts leverage Gradle, which runs on all major operating systems and requires only a Java JDK version 8 or higher to execute. Tests have been carried out in Ubuntu 20.04 and Windows 10 on a Dell Xps with Intel Core i7-8550U CPU @ 1.80GHz × 8, 16Gb RAM, SSD disk. Notice that an Internet connection is needed to download artifact dependencies for compilation and execution of the case study. Regarding memory requirements, it is suggested to have at least 1GiB of free RAM.
The C++-based artifacts leverage CMake, which runs on all major operating systems and requires only a C++ compiler (GCC or CLANG) to execute. Tests have been carried out on a MacBook Pro with Intel Core i9 CPU @ 2.40 GHz × 8, 32Gb RAM, SSD disk. There are no connectivity requirements nor stringent memory requirements for the C++-based artifact.

The VirtualBox image has been tested with VirtualBox 6.0 and VMWare Workstation Player 16 under Ubuntu 20.04.3 LTS and Windows 10.

5 License

The artifact is available under the Apache 2.0 license.

6 MD5 sum of the artifact

a86d8900a526e46a96e36680e4e6a95b

7 Size of the artifact

5.5 GiB

A Related Work

The XC/Scala and XC/C++ implementations are based on the ScaFi language [6, 7] and FCPP language [1], respectively. The XC/Scala case study consists of a simulation built using the Alchemist meta-simulator [8] and its Alchemist/ScaFi integration [11]. The XC/C++ case study consists of a simulation built on the integrated FCPP simulator [3]. Another aggregate computing language which is not an internal but rather a standalone DSL is Protelis [9]. For a comprehensive coverage of related work the reader can refer to [10].
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