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Abstract
Deriving WCET estimates for software programs with probabilistic means (a.k.a. pWCET estimation) has received significant attention during last years as a way to deal with the increased complexity of the processors used in real-time systems. Many works build on Extreme Value Theory (EVT) that is fed with a sample of the collected data (execution times). In its application, EVT carries two sources of uncertainty: the first one that is intrinsic to the EVT model and relates to determining the subset of the sample that belongs to the (upper) tail, and hence, is actually used by EVT for prediction; and the second one that is induced by the sampling process and hence is inherent to all sample-based methods. In this work, we show that Markov’s inequality can be used to obtain provable trustworthy probabilistic bounds to the tail of a distribution without incurring any model-intrinsic uncertainty. Yet, it produces pessimistic estimates that we shave substantially by proposing the use of a power-of-k function instead of the default identity function used by Markov’s inequality. Lastly, we propose a method to deal with sampling uncertainty for Markov’s inequality that consistently improves EVT estimates on synthetic and real data obtained from a railway application.
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1 Introduction

Deriving Worst-Case Execution Time (WCET) estimates of programs is pivotal to show that a real-time system meets its timing requirements [55]. A strand of works tackles this challenge with probabilistic analysis [13] as a way to deal with the increasing complexity of the processors used in real-time systems. These works predict the values of exceedance probabilities of the uppermost tail (a.k.a. high quantiles) of the execution time distributions of programs, which is normally referred to as probabilistic WCET (pWCET) estimate.

Extreme Value Theory (EVT) [16] has been consolidated as a modeling approach for pWCET estimation [1, 7, 27, 46, 52]. Sound applications of EVT can deliver tight and trustworthy pWCET estimates with high confidence. However, the use of EVT for pWCET estimation suffers from several sources of uncertainty that can be categorized into statistical and model-intrinsic (or simply model for short) uncertainty [8]. Statistical uncertainty is, in fact, intrinsic to any sample-based process. It encompasses as the first aspect the testing conditions under which the experiments are performed in reference to those that can arise during system operation. Testing conditions that are representative or worse than operation conditions are the basis to attain representativeness of the sample data (execution time) [2, 4, 25, 38] so that the pWCET estimate holds during system operation. A second aspect of statistical uncertainty relates to the natural uncertainty of a sampling process that, in general, reduces as the sample size increases, and that is handled with confidence intervals. Sampling uncertainty impacts summary statistics (e.g. mean) and tail fitting methods, whose goodness – either of their hypotheses or outcome – is assessed with specific methods [4, 42]. Model uncertainty, instead, relates to uncertainties intrinsic to the mathematical model used for tail prediction. In the case of EVT, model uncertainty relates to determining the threshold from which the upper tail starts. This threshold plays a key role on the trustworthiness (safeness) of EVT results since only samples above it (i.e. the maxima data set) are fed into EVT for pWCET estimation. There is not an exact mathematical method to derive this threshold. Instead, current methods estimate the tail of a distribution [10] based on plot inference [12, 19, 28] and regression analysis [9].

As the first set of contributions, we show that Markov’s inequality [36] provides pWCET estimates that are trustworthy by construction at the theoretical (analytical distribution) level and hence, free of any model uncertainty. We, then, illustrate that Markov’s inequality is highly pessimistic for decreasing exceedance probabilities, which are specially relevant for pWCET estimation (Section 3). To cope with this limitation, we propose the use of Markov with power-of-k (MIK) functions, $f(X) = X^k$, instead of the identity function, $f(X) = X$, used by the default Markov’s formulation. We develop the MEMIK (Minimum Envelope for Markov’s Inequality) algorithm that exploits MIK, delivering trustworthy upper-bounds to the underlying distribution, while achieving much tighter estimates than Markov for arbitrarily low exceedance probabilities (Section 4).

As the second set of contributions, at the empirical level, we address the statistical uncertainty of the Markov model by proposing the RESTK (restricted k) method. In order to approximate the expected value of $X^k$, also defined as the $k$-th moment of a distribution, RESTK derives the sample moment of a distribution from a collected sample (Section 5).

We evaluate RESTK on a set of representative distributions and tail functions and show that it consistently outperforms EVT: EVT produces 21.8% over-estimation on average (up to 37%) and RESTK keeps average over-estimation at 9.4% (up to 20%). We also evaluate RESTK on sampled data from a real railway use case: the central safety processing unit of the European Train Control System (ETCS) reference architecture. On average, RESTK over-estimates less than 9% with respect to real data (distribution) and it outperforms EVT.
Figure 1: Generic representation of the tightness of pWCET estimations. CCDF stands for Complementary Cumulative Distribution Function.

Figure 2: CCDF for GEV distributions with $\xi = -1/4$, $\xi = 0$, and $\xi = 1/4$; $\xi = -1/8$ for Beta; and $\xi = -1/100$ for Gamma.

The rest of this paper is structured as follows. Section 2 presents some relevant background, and introduces and exemplifies EVT model uncertainty stemming from tail selection. Section 3 introduces Markov’s inequality and discusses its use for pWCET estimation. Section 4 introduces our proposal of using $f(X) = X^k$ to tighten pWCET estimates. Section 5 introduces the RESTK method as a way to deal with statistical uncertainty for Markov’s inequality. Section 6 compares the pWCET projections obtained with EVT and Markov models. Section 7 shows analogous results for the railway use case. Section 8 surveys the main related works, and Section 9 presents the main conclusions of this work.

2 Background and Problem Statement

2.1 Probabilistic WCET estimation

Let us assume a random variable $X > 0$, corresponding to the execution time of a real-time program and whose maximum value is finite. We aim at bounding the probabilities of $X$ in its uppermost tail (i.e. high execution times) by providing safe and tight timing bounds.

An execution time probability distribution $C^{\text{bound}}$, see Figure 1, is said to upper-bound another probability distribution $C^{\text{real}}$ so being a pWCET bound – when for any exceedance probability $p$ the execution time of the former, $e^{\text{bound}}(p)$, is higher (or equal) than that of the latter, $e^{\text{real}}(p)$. It also holds that, for any given execution time $et$, the exceedance probability of the former $p^{\text{bound}}(et)$ is higher (or equal) than that of the latter $p^{\text{real}}(et)$. This can be expressed as $\text{tightness}(p) = \frac{e^{\text{bound}}(p)}{e^{\text{real}}(p)}$.

2.2 Representative Distributions

In the scope of timing analysis of real-time programs, it is reasonable to assume that the target program will always terminate. Hence, a WCET value upper-bounding all possible program’s executions always exists. It therefore follows that, the tail of its execution time distribution is necessarily a light distribution, which has been shown to be safely and tightly upper-bounded with light and exponential tail distributions [1,17,46]. For this reason, we focus on light and exponential tails.

While heavy tails are, therefore, unnecessarily pessimistic and hence, left out of our discussion, an execution time sample could apparently correspond to a heavy tail distribution. This could be, for instance, the case when the sample size is not large enough to provide
Table 1 Reference distributions used to drive discussions. The parameters are $\mu$ (mean), $\sigma$ (standard deviation), $\alpha$ (shape) $\beta$ (shape), $\lambda$ (scale), and $\sigma$ (scale).

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>$\mu = 100$, $\sigma = 10$</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\alpha = 4$, $\lambda = 80$</td>
</tr>
<tr>
<td>Beta</td>
<td>$\alpha = 1/4$, $\beta = 8$</td>
</tr>
<tr>
<td>Mixture</td>
<td>$\mu = {5, 50, 100}$, $\sigma = 10$, $w = {0.6, 0.39, 0.1}$</td>
</tr>
</tbody>
</table>

Figure 3 EVT estimation on the mixture distribution (three Gaussian with parameters $\mu = \{5, 50, 100\}$, $\sigma = \{10, 10, 10\}$ and weights $w = \{0.6, 0.39, 0.01\}$, respectively.)

sufficient representativeness in a mixture distribution. In the general case, this concern relates to the sampling process (sample size in particular), shared across all applications of statistics, and therefore, beyond the scope of our methodology. Nevertheless, nothing precludes the use of our methodology for heavy tails.

The different types of tails are illustrated with the Complementary Cumulative Distribution Function (CCDF) of several example distributions in Figure 2. All three Generalized Extreme Value (GEV) distributions have location $\mu = 0$ and scale $\sigma = 1000$: the Weibull distribution (light tail) with shape $\xi = -1/4$ has a sharp slope and a maximum value (2500 in the example); Gumbel (exponential tail) with $\xi = 0$ has also a relatively sharp slope but it has no maximum; and the exceedance probability for the Fréchet distribution (heavy tail) with $\xi = 1/4$ decreases polynomially. The Beta (light tail) distribution has a similar profile to the Weibull distribution and it is commonly used to model high quantiles of random variables with a finite defined interval [3,30,37], which fits WCET modeling. And the Gamma (light tail) distribution is also typically used in EVT and WCET [4].

All former distributions are unimodal, which is a common way to represent execution time profiles. However, it has also been shown that the execution time of many programs presents “clusters”. That is, the program’s execution time varies around two or more central values rather than vary around a single mean. This results in mixture distributions that can arise both in sequential applications and parallel applications [1,56,57]. As an example of the former, let us assume a program whose execution time profile is influenced by the latency of its load/store operations which can hit or miss the data L1 cache and L2 cache across different runs depending on the program’s inputs. This results in a mixture distribution with 3 clusters (peaks) around the data L1, L2 and memory latencies, respectively. An example of mixture distribution is represented by the black line in Figure 3.

Overall, we use a solid set of reference distributions that are in line with the state of the art [4,11,27,42]. In particular, we use unimodal (Gaussian, Weibull, Beta, and Gamma) and challenging multi-modal distributions (Gaussians and Weibulls) with different tail profiles to increase representativeness. Besides, we use a real railway use case in Section 7. In order to drive the explanations, we use a specific set of reference parameters for several distributions (see Table 1), while in the evaluation section we analyze a wider set of parameters (see Table 3). We have not included the Gamma in the reference distributions as it yields very similar results to the Weibull. However, results are provided for two different Gamma distributions in the (evaluation) Section 6 as part of the complete result set.
2.3 EVT usage for pWCET estimation

The main theorems of EVT can be deemed as two different ways of thinking about the extremes [22]. The first, Block Maxima (BM), splits a sample of a distribution into fixed-size blocks and selects the maximum value in each block. The second one, Peaks over Threshold (PoT) defines a threshold such that the values above it are deemed as “rare enough”, i.e. they are considered the tail of the distribution. EVT’s main result is characterized on both theorems when the set of maxima and the threshold tend to infinity.

Both, PoT and BM, share the fundamental goal of identifying where the tail of the distribution starts to fit the proper distribution to the tail. However, for PoT such cut point is defined explicitly as a threshold, therefore allowing its use in the domain of distributions from a mathematical perspective. Hence, in this work we focus on PoT for our analysis, although mathematical uncertainties identified are generally shared by PoT and BM.

Peaks Over Threshold (PoT). Given a random variable $X$ with a cumulative distribution function (CDF), $F$, and a threshold, $u > 0$, such that $y = x - u$, the excess random variable $X_u$ defined as $(X - u \mid X > u)$ is given by the CDF $F_u$ defined as

$$F_u(y) = P(X - u \leq y \mid X > u) = \frac{F(u + y) - F(u)}{1 - F(u)}, \quad y \geq 0$$

(1)

A PoT model is a semi-parametric model where the law of $X$ for $x < u$ is described by the empirical distribution, and for $x > u$ is defined by

$$P(X > x) = S(x) = S(u) S_u(x - u)$$

(2)

where $S(x) = 1 - F(x)$ and $S_u(x_u) = 1 - F_u(x_u)$ are the CCDFs, with $x_u = x - u$.

Theorem 1 (Pickands–Balkema–de Haan theorem [5]). Let $F$ be a distribution function such that $F(x) < 1$ with $F_u$ being its conditional excess distribution function. Then, $F_u$ converges in probability to the generalized Pareto distribution (GPD) for large $u$. That is, $F_u \xrightarrow{P} G(y; \xi, \sigma)$ as $u \to \infty$, where

$$G(y; \xi, \sigma) = \begin{cases} 1 - \left(1 + \frac{\xi y}{\sigma} \right)^{-\frac{1}{\xi}} & \text{if } \xi \neq 0 \\ 1 - \exp\left(-\frac{y}{\sigma} \right) & \text{if } \xi = 0 \end{cases}$$

(3)

With $\sigma > 0$, and $y \geq 0$ when $\xi \geq 0$ and $0 \leq y \leq -\sigma/\xi$ when $\xi < 0$. This result is crucial for tail estimation. If the conditions for the theorem are met, the GPD family of functions results in accurate estimates for the most extreme values on the tail. However, the conditions are met when the threshold $u \to \infty$, which brings uncertainty in the implementation of estimates with the GPD since finite values of $u$ need to be used.

Overall, there is an unavoidable model uncertainty when selecting the threshold $u$ by definition due to having to select a finite value. This is beyond specific aspects related to statistical uncertainty from the sampling process or the threshold $u$ estimation process. Tail selection has been addressed by techniques like the Hill Plot based on Hill estimator [28], the Mean Excess Plot [19], or the CV Plot [12]. The selection of the threshold $u$ changes the fit of the GPD model and requires careful analysis and selection to prevent GPD from over-approximating or under-approximating the analyzed distribution.

As an illustrative (visual) example, Figure 3 shows a mixture of three Gaussians with $\mu = \{5, 50, 100\}$, $\sigma = \{10, 10, 10\}$ and weights $w = \{0.6, 0.39, 0.01\}$. Each mode around Time $\{5, 50, 100\}$ represents a Gaussian in the mixture. For each different tail threshold $u$ such that
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$u > 60$, we fit an exponential tail, given that Gaussian distributions have exponential tails. In Figure 3 we see three scenarios that we exemplify with approximate ranges of $u$. For values of $u$ around $[60, 80]$ (purple lines), we see how the exceedance probability of the reference distribution is underestimated in the Time range $[80, 120]$ (probabilities $10^{-3} - 10^{-5}$). For $u$ in the range $[120, 140]$ (blue-green lines), GPD over estimates the reference distribution. For values of $u$ above 140 (green lines), the estimate becomes increasingly tight.

3 Chebyshev and Markov Inequalities for pWCET Estimation

This section analyzes the applicability of Markov’s inequality as an alternative model to EVT for the problem of trustworthy pWCET estimation and shows that it is not subject to any model uncertainty, thus resulting in provably safe bounds for the analyzed distribution. Yet, as we also show in this section, Markov’s inequality produces very pessimistic estimates.

For completeness, we start by introducing Chebyshev’s inequality, as it is the generalization of Markov’s inequality.

3.1 Chebyshev’s Inequality

Definition 2. Let $X$ be a discrete random variable with probability function $f_X(x)$, where $x$ are the particular values that $X$ can take. The expected value of $X$ is:

$$E(X) = \sum_{x \in X} xf_X(x) = \sum_{x \in X} xP(X = x) \quad (4)$$

Theorem 3 (Chebyshev’s Inequality [49]). Let $X$ be a non-negative random variable, $b > 0$, and $f$ a non-negative and increasing function. Chebyshev’s inequality states that:

$$P(X \geq b) \leq \frac{E(f(X))}{f(b)} \quad (5)$$

For WCET estimation, $X$ corresponds to the execution time distribution to be bounded, and $b$ to an execution time for which we want to find its upper-bound probability.

Regarding $f$, it needs to be defined to realize the general Chebyshev’s inequality into a specific upper-bound function. The function $f$ can be any non-negative function so that for a particular domain $D$, Property 6 holds.

$$\forall x \in D, \quad f(x) > 0 \quad (6)$$

$f$ must also be an increasing function so that for a given interval $I$, Property 7 holds.

$$a, b \in I \quad a < b, \quad \Rightarrow f(a) \leq f(b) \quad (7)$$

Interestingly, Chebyshev’s inequality does not require determining where the actual tail distribution starts but instead works with the entire distribution, hence removing EVT’s model uncertainty for tail selection. In fact, Chebyshev’s inequality carries no model uncertainty.

Observation 4. Chebyshev’s inequality is a model uncertainty free general model for pWCET estimation.

Chebyshev’s inequality also applies to continuous and discrete distributions regardless of their characteristics (e.g. shape, variance, kurtosis, etc.). Also, it is non-parametric, i.e. it makes no assumption on parameters for the studied distribution.
3.2 Markov’s Inequality

Markov’s inequality is a specific instantiation of Chebyshev’s inequality.

\textbf{Corollary 5} (Markov’s Inequality [36]). Let $X > 0$ and let the function $f$ be the identity function $f(X) = X$. Hence, Markov’s inequality yields:

$$P(X \geq b) \leq \frac{E(X)}{b}$$

As for the baseline Chebyshev’s inequality, Markov’s inequality holds for any real-valued random variable with a finite expected value and positive value $b$. Also, it (i) is a trustworthy upper-bound, by construction, of the underlying distribution; (ii) has no model uncertainty; (iii) is non-parametric; and (iv) can be applied to discrete and continuous distributions.

3.3 Markov’s inequality on low probabilities

Besides trustworthiness, pWCET estimates are also required to be reasonably tight, specially for the range of relevant probabilities usually considered for pWCET estimation, e.g. $[10^{-6}, 10^{-15}]$. In this line, our analysis shows that Markov’s inequality tends to be hardly useful for pWCET estimation.

This is better illustrated in Figure 4 which shows for all considered distributions the probability bounds given by Markov’s inequality. We can observe that estimates are very pessimistic, orders of magnitude higher than the real probability. This includes the range of probabilities of interest for pWCET estimation. In fact, we see that Markov’s inequality never goes below $10^{-2}$ for all distributions for the execution time value range plotted.

\textbf{Observation 6}. Markov’s inequality in its original form is too pessimistic to be usable in practice for pWCET estimation.

4 Power-of-K functions for Markov’s Inequality

One of the main insights of this work is that the key reason for Markov’s inequality resulting in loose pWCET bounds lies on the fact that it builds on the identity function, $f(X) = X$, of a random variable. In this section, we show how a different function can lead to increased tightness on the produced pWCET estimates while preserving trustworthiness.

In particular, we contend that the power function for any $k \in \mathbb{R}_{>0} = \{k \in \mathbb{R}|k > 0\}$, i.e. $f(X) = X^k$, or power-of-k function for short, can be safely used instead of the identity function to obtain tighter and trustworthy pWCET bounds.
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Let $X$ be a discrete random variable and $k$ a positive real value. The expected value of $X^k$, also defined as the $k$-th (theoretical) moment, is:

$$E(X^k) = \sum_x x^k P(X = x)$$  \hfill (9)

**Corollary 8** (Markov’s Inequality to the power-of-$k$). Let $X > 0$ and let the function $f$ be the power-of-$k$ function $f(X) = X^k$. Markov’s inequality to the power-of-$k$ yields:

$$P(X \geq b) \leq \frac{E(X^k)}{b^k}$$  \hfill (10)

Hence, the probability that $X$ takes a value greater or equal to $b$ is bounded by $E(X^k)/b^k$. This makes Markov’s inequality with $f(x) = x^k$ (MIK for short) a safe pWCET estimate when $X$ represents the execution time of a program.

**Proof.** Theorem 3 holds true when Property 6 and Property 7 are fulfilled. The power-of-$k$ function does not fulfill those properties in general. However, when the $x$ domain is restricted to the positive real numbers $\mathbb{R}_{>0} = \{x \in \mathbb{R} | x > 0\}$, which in fact includes the domain of execution time profiles, the power-of-$k$ function does fulfill Properties 6 and 7 since $x$ is positive, so $x^k$ is also positive and an increasing function.

Overall, for this application scenario ($x \in \mathbb{R}_{>0}$), Equation 10 is an upper-bound when using the power-of-$k$ function onto the reference distribution for any value of $k \in \mathbb{R}_{>0}$. Hence, it can be leveraged for pWCET estimation.

It is worth noting that other functions can exist that fulfill Properties 6 and 7. While exploring them is part of our future work, as shown in Section 4.1, MIK (i.e. $f(X) = X^k$) achieves very tight pWCET estimates which leaves small room for improvement.

**Observation 9.** For every value of $k \in \mathbb{R}_{>0}$, MIK (i.e. Markov’s inequality with $f(X) = X^k$) is a safe pWCET estimate when $X$ represents the execution time of a program.

Note that there is no theoretical constraint on the maximum value of $k$, which can be any positive real number $k$.

### 4.1 Tightness of MIK for increasing values of $k$

Once we have established the safe use of MIK for pWCET estimation, we illustrate the impact of varying $k$ on tightness. Figure 5 shows for several values of $k$, $\{10, 15, 25, 50\}$, and the reference distributions presented before, that MIK dramatically increases the tightness
provided by Markov’s inequality (Figure 4), while remaining a trustworthy upper-bound for every value of $k$. We also observe that MIK tightness remains for high exceedance probabilities, which hence makes it a promising model to provide pWCET estimates.

▶ Observation 10. Markov’s inequality with $f(X) = X^k$ heavily reduces the pessimism of Markov’s inequality.

Intuitively, from Figure 5, higher values of $k$ result in tighter estimates, i.e. minimizing the distance between the reference distribution and the upper-bound distribution. However, this is not always the case. For instance, if we take a closer look at the Beta distribution (Figure 5(c)), we see that at cut-off probabilities $10^{-3}$ and $10^{-6}$ the tightest MIK estimates are not obtained for the highest value of $k$ evaluated (50).

▶ Observation 11. For a given threshold probability, higher values of $k$ do not necessarily result in a tighter MIK bound.

This is better illustrated with the examples in Figure 6 that shows quantitatively the evolution of the MIK bound obtained for varying values of $k$.

In this experiment, for the value of the target distribution at each probability, we evaluate MIK for different values of $k$. As it can be seen, for every threshold probability and distribution the value of $k$ resulting in the tightest estimation is different. For instance, for the Gaussian distribution (Figure 6(a)) and target probability $10^{-6}$, $k = 71$ produces the tightest estimate, while for $10^{-9}$ and $10^{-12}$ the best $k$ is 97 and 121, respectively. As a general trend, we see that the lower the target exceedance probability, the higher the value of the best $k$ is. Yet, the highest value of $k$ evaluated for each target probability does not produce the tightest bound. Overall, for each probability there exists a value of $k$ producing the tightest upper-bound, with the optimal value of $k$ depending on the actual reference distribution.

▶ Observation 12. Increasing the tightness of MIK for each probability is an optimization problem on $k$ which only increases accuracy and does not affect trustworthiness.

In order to address this optimization problem, we propose MEMIK (Minimum Envelope for MIK, i.e. Markov’s Inequality to the power-of-$K$). MEMIK combines the results of MIK bounds obtained for any value of $k$ by keeping, for each point in an interval, the value of $k$ producing the tightest estimate. This set of points form an envelope that is a provable trustworthy and tight tail bound by construction for any exceedance probability. Therefore, MEMIK improves the pessimistic upper-bounds of Markov’s inequality (see Figure 4), with a much tighter envelope that is usable for pWCET estimation. Formally, the MEMIK bound is defined as follows:

$$P(X \geq b) \leq \min_k \frac{E(X^k)}{b^k} \quad \text{for} \quad k > 0$$ (11)
MEMIK, see Algorithm 1, which uses point-wise power-of-k Markov’s inequality values, performs a simple complete exploration of MIK values over a given time range $t_{range}$ and over a configurable range of $k$, determined by the maximum value $max_k$ to be explored for each probability $p$ in the set of probabilities of interest $p_{all}$. The granularity of MEMIK exploration over $t$ and $k$ is determined by the $t_{step}$ and $k_{step}$ parameters respectively. For each probability $p$ in the interval of interest $p_{all}$ (line 3) and $k$ in the range determined by $max_k(p)$ (line 5), the algorithm estimates the value of the target distribution, $EVAL(t, k, p)$ (line 6). To that end, we evaluate Equation 10 with $E(X^k)$, which corresponds to the theoretical $k$-th moment of the target distribution from Equation 9, obtaining $v_{pred}$ that we compare to the best MIK value so far for all considered $k$ (line 7).

The minimum MIK value produced for a given $t$ and across all $k$ values ($mik_{best}(p)$) is stored, together with the corresponding $k_{best}(p)$, in the data structure $envelope$ (line 12). Eventually, after iterating over the whole time interval, the algorithm returns the $envelope$ data structure (line 15) which holds the point-wise definition of the approximation envelope. Note that, if for any value $t$, the value of $k_{best}(p)$ matches $max_k(p)$, then $max_k(p)$ can be increased to find tighter bounds.

We applied MEMIK to our reference distributions, for which we can derive the theoretical moments. For this experiment, we varied the value of $k$ up to 150 with $k_{step} = 1$. We obtained the envelopes depicted in Figure 7 which provides evidence that MEMIK produces tight and trustworthy estimates for all distributions, with an observed error of around 5%.

Overall, this section provides the key result that our proposal, Markov’s inequality to the power-of-k (MIK), unlike EVT, suffers no model uncertainty at the theoretical level and hence, provides correct-by-construction pWCET estimates that are much tighter than those provided by the default Markov’s inequality. This leaves sampling uncertainty as the problem to address.

5 Handling Markov Sampling Uncertainty

So far we have been reasoning on examples for which we could compute the theoretical $k$-th moments for each distribution. This was possible since the distributions considered were known and, hence, we could compute exactly the value of each moment (i.e. $E(X^k)$) for each
value of $k$) using its analytical closed form. However, we need to consider the scenario in which only samples are available. Hence, as for any other sample-based method, we need to deal with the underlying sampling uncertainty.

A commonality of sample-related methods like EVT [13], and something that we also assume, is that, input samples are independent and identically distributed [16] (i.i.d.) or at least exhibit extremal independence [44]. The i.i.d. property can be pursued with platform randomization [31] or data (time measurements) sample randomization [33].

For the case of the Markov’s inequality, this translates into deriving the sample moments, referred to as $\hat{E}(X^k)$ (for each value of $k$). In particular, we need an estimator for high-order moments that can produce good estimates for any distribution.

### 5.1 Sample moment estimation

The $k$-th moment of a random variable $X$ can be estimated as ($N$ is the sample size [23]):

$$\hat{E}(X^k) = \frac{1}{N} \sum_{i} X_i^k$$  \hspace{1cm} (12)

In general, this estimator is the best one to deal with high-order sample moments [26], as it is asymptotically unbiased. Given that it asymptotically tends to a Gaussian distribution [6], the properties of the Central Limit Theorem’s apply to it. However, the estimator is asymptotically unbiased [23] only when using large amounts of data. For instance, for a sample of a Gaussian distribution with $\mu = 100, \sigma = 10$ and $N = 10^3$, the difference between the $3^{rd}$ exact moment, and the sample moment using Equation 12 is about 0.02%, it is between 1% and 3% for the $50^{th}$ moment, and can be up to 160% for the 100$^{th}$ moment.

When the sample moment, i.e. the estimate of the $k$-th moment, is higher than the theoretical moment, there is a risk of underestimating the upper tail of the distribution by assigning to a certain probability a smaller quantile than it has in reality. The approach we propose to limit that risk consists in setting a maximum value of $k$ allowed for each different probability, which we refer to as $max_k$. In order to illustrate the effect of not controlling $max_k$, Figure 8 assesses the tightness of MEMIK over a particular set of nine probabilities (from $10^{-7}$ to $10^{-15}$). The red triangles represent the theoretical bound of MEMIK using Equation 11 with $E(X^k)$ being the theoretical moments, while the orange dots (NO RESTK) represent the application over multiple simulations of Equation 11 using the sample moment from Equation 12. On both applications we set up a high value for $max_k$, 150. We can see how the loss of consistency of the sample moment estimator on Equation 12 results in bad estimates.
An intuitive way to control the gap between the $k$-th sample and the theoretical moments is to vastly increase the sample size, which in our domain would require an unaffordable number of runs of the task under analysis. Alternatively, one can control the range of values of $k$ explored in Equation 12. By doing so, we trade some tightness for trustworthiness. That is, if we explore values of $k$ until a low $\max_k$ limit, we can see in Figure 6 that the theoretical bound is not optimal in terms of accuracy. On the other hand, small values of $\max_k$ also limit the inaccuracy of the sample moment estimator. Note that it is not possible to identify a general optimal value of $\max_k$ for any kind of data under analysis. The appropriate $\max_k$ value changes across distribution types, across the same distribution type with different parameters, and even across probabilities for a given distribution. For this reason, we propose the restricted $k$ method (RESTK) that builds on the information gathered directly from the samples to derive $\max_k$ so as to produce trustworthy and tight results.

### 5.2 Understanding the behavior of $\max_k$

We gain insight on the behavior of $\max_k$ along 3 axes. We analyze i) whether for a given distribution there exists a pattern for $\max_k$ that can provide tight and safe results using the sample moment estimator; ii) whether this pattern can be predicted using only the information from the sample; and iii) whether the pattern can be generalized for any distribution.

We focus on the same example distributions used in previous sections. We fix the interval $[1, 150]$ as exploration range for $k$. In order to account for sample uncertainty, we perform $n_{\text{sims}} = 10^3$ Monte-Carlo simulations, each one considering a random sample of size $n = 10^3$.

We first compute Markov to the power-of-$k$ (MIK) using Equation 10 with the sample moment estimator in Equation 12, for all selected $k$. In each simulation, we increase values of $k$ and find the first (smallest) value of $k$ that produces underestimation. This is computed by comparing the estimation with the actual value of the distribution. That is, we take the value of $k$ for which the estimated quantile is smaller than the theoretical quantile. Then, we set $k - 1$ as our $\max_k$. For each Monte-Carlo simulation, we compute the $\max_k$ for all target probabilities. When all simulations are performed, we keep the smallest $\max_k$ for each probability. As a result, for each experiment of $n_{\text{sims}}$ Monte-Carlo simulations, we obtain one value of $\max_k$ for each probability under study. We plot those values in Figure 9 from which we derive two main conclusions.
We observe that the values in Figure 9 follow a linear distribution. For each distribution we fit minima $\max_k$ values to a linear model and we derive the resulting correlation coefficient. The correlation coefficient quantifies the strength of the linear relation between two variables. It ranges between $-1$ and $1$, with $1$ or $-1$ indicating perfect correlation (all points would lie along a straight line).

The distributions we use in this work include 4 types of unimodal distributions, 2 multimodal distributions and several parameters thereof (see Table 3 in Section 6). For all those distributions, Table 2 shows that the correlation coefficient is very high and steadily stays above 0.99. Even the empirical distributions derived from the case study analyzed in Section 7 result in a high coefficient of correlation (0.98 on average), despite they tend to produce more variability in the estimations. Hence, empirical evidence in support of linearity for the minimum observed value of $\max_k$ is strong for the distribution tails and range of probabilities representative for the WCET. Besides, the application of RESTK includes a method to assess whether the linearity property holds, building on the observed data. It is also noted that, similar empirical reasoning is used to support statistical arguments whether phenomena adheres to specific distributions builds on empirical tests. For instance, in the case of EVT, previous work uses QQ-plots to assess, based on observation, whether some tails can be considered exponential [34].

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Correlation Coefficient for all the distributions used in this work.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaus1</td>
</tr>
<tr>
<td></td>
<td>.999</td>
</tr>
</tbody>
</table>

Overall, by restricting $\max_k$, one can avoid under-estimating the upper tail of the modeled distribution. This is exemplified in Figure 8, where the green squares (RESTK) represent the estimates obtained for the Gaussian distribution when applying the $\max_k$ values in Figure 9. By restricting $\max_k$, we address the lack of trustworthiness in Figure 8 (NO RESTK) and produce tight and trustworthy bounds. Analogous results are obtained for the other distributions.

5.3 Deriving $\max_k$ from unknown distributions

When deriving Figure 9, we built on the values of the theoretical quantiles so as to determine the value of $k$ for which the sample moment starts underestimating. Given a sample of size $10^p$, we can estimate confidently quantiles from exceedance probabilities bigger than $1/10^{(p-1)}$. In this case, based on the law of large numbers, it is very likely to see around 10 realizations whose probability is of the order of $10^{(p-1)}$ [47]. That is, on a sample of size $N = 1000$ we will see around 10 realizations whose probability is 0.01 (1%). Therefore, for a sample of size $10^4$, quantiles corresponding to exceedance probabilities $10^{-3}$ and $10^{-2}$ can be estimated easily with the usual quantile estimation functions from statistical packages [29]. The computation of confidence intervals for quantile estimation can be done using distribution-free methods like Kaigh and Lagenbruch or bootstrap [48]; and in any case the accuracy of the estimation can be increased using a bootstrap technique to correct variability.

RESTK estimates at least three $\max_k$ points to construct its model and assess linearity. The latter is assessed by deriving the correlation coefficient for these three points. If such coefficient is above a threshold $\theta_h = 0.95$, we deem $\max_k$ boundary to be linear and vice-versa (in which case RESTK cannot be applied). For instance, the quantiles corresponding to exceedance probabilities $10^{-3}$, $10^{-4}$, and $10^{-5}$ can be estimated very accurately with a sample of size $n = 10^9$. These reference points allow us to assess when RESTK underestimates,
Algorithm 2: Computing the boundary necessary to apply RESTK approach.

1: function RESTKBoundary(sample, k_range, k_step, n_boot, n_sims, p_test, p_all, th)
2:    for p ∈ p_test do
3:        q_est ← estimateQuantiles(sample, p)
4:        for sim ∈ n_sims do
5:            sample_boot ← bootstrap(sample, n_boot)
6:            max_k(p) ← ∞
7:            tightness_best(p) ← ∞
8:            for k ∈ k_range, k_step do
9:                v_ref ← q_est
10:                   v_pred ← MIK(k, sample_boot, p)
11:                   tightness ← v_pred/v_ref
12:                   if tightness < 1 then
13:                       break
14:                   end if
15:                   if tightness < tightness_best(p) then
16:                       current_k(p) = k
17:                   end if
18:            end for
19:            if current_k(p) < max_k(p) then
20:                max_k(p) = current_k(p)
21:            end if
22:        end for
23:    end for
24:    max_k(p_all) ← buildLinearModel(max_k(p_test), p_all)
25:    if corr(max_k(p_all)) < th then
26:        return no pWCET estimate
27:    end if
28:    return max_k(p_all)
29: end function

and hence generate three max_k points, one for each probability. With those points, we can generate the regression line that projects max_k for any probability of interest (e.g., those in Figure 9) and assess that the correlation coefficient is above the desired threshold.

Algorithm 2 generalizes the RESTK process starting from a main sample of the distribution under analysis (size 10^6), selecting the range of k to explore and the number of n_sims to run. First, RESTK estimates the quantiles at given probabilities p_test from the main sample (Line 3), e.g., 10^{-(p-1)}, 10^{-2}, and 10^{-(p-3)} for each simulation, n_boot bootstrap samples of size 10^{p-3} are generated from the main sample (Line 5). For each of these samples, we compute the maximum k and maximum tightness for all the probabilities to test. The predicted value v_pred is obtained by computing MIK from Equation 10 with the sample moment estimator, \hat{E}(X^k) in Equation 12 (Line 10). The tightness of the predicted value is computed (Line 11) by using as reference value v_ref the estimated quantiles obtained before (Line 3). The algorithm finds the values of k in the considered range that produce the tightest estimate (Lines 15-16) and terminates its exploration as soon as a k that underestimates (tightness<1) is found (Line 12). After exploring all selected probabilities for all k and all simulations, the algorithm returns the smallest max_k across all simulations (Lines 20-21).
MEMIK with sample moments \((n = 1000 \text{ and } n_{\text{sims}} = 100)\) on the reference distributions, hence restricting \(k\) (RESTK). Also MEMIK evaluated with theoretical moments (MEMIK), and EVT evaluated with exponential tails (EXP) and with a GPD with light tails (GPD).

Once the \(\max_k\) (e.g. for \(10^{-(p-1)}, 10^{-(p-2)}, \text{ and } 10^{-(p-3)}\)) are obtained, RESTK builds a linear model for all possible probabilities (Line 24). The final check (Line 25) will ensure that the correlation of \(\max_k\) is above \(th = 0.95\), otherwise RESTK provides no WCET estimate. As we show in Table 2, the correlation should always be close to 1 for \(\max_k\). The threshold \(th = 0.95\) is a standard and stringent threshold for confidence in statistics, and used as a way to discard estimates that do not meet the safety criteria of finding a proper \(\max_k\).

RESTK enables the computation of a value for \(\max_k\) that reduces the risk of underestimation for any probability of interest. This can be directly exploited by running MEMIK (Algorithm 1) on a predetermined range for \(k\) and for each probability \(p\) under study by using \(\max_k(p)\) as the upper bound for \(k\), instead of considering an arbitrary range. Also, note that with RESTK, we use Equation 10 with sampled moments \(\hat{E}(X^k)\) as EVAL\((t,k,p)\) function in MEMIK. The rest of the MEMIK algorithm remains unchanged when using the RESTK method.

### 6 RESTK and EVT WCET Estimates on Distributions

Our implementation of RESTK and MEMIK is programmed in R [40]. We run experiments on an Intel Core i5-7600K CPU clocked at 3.8GHz. The maximum execution time required per experiment was very short, 50 milliseconds or lower. We analyze values of \(k\) in the range \(k \in [1,150]\) with \(k_{\text{step}} = 1\) to estimate \(\max_k\) for all reference distributions, which, as shown in Figure 9 is a wide enough range to find the best \(\max_k\) across distributions and probabilities. For all methods compared in this section, we use a sample size of \(n = 10^6\). For RESTK, we set the number of bootstrap simulations to \(n_{\text{boot}} = 2000\).

For EVT, we use the PoT methodology to fit tails and the CV Plot [12] to find the appropriate threshold for the PoT model. We use two EVT models fitted for WCET estimation, namely exponential and light tails models. For each specific model, a different threshold using the CV plot will be found to ensure the best possible fit.

- **Exponential**: with an exponential model, the shape of the GPD is fixed to \(\xi = 0\), which only leaves us to estimate the threshold \(u\) and the scale \(\sigma\). The threshold is estimated with the CV Plot fixing \(\xi = 0\), which finds where the exponential tail begins. Once we find the tail, we separate it from the rest of the sample and estimate the scale \(\sigma\) with it.
- **GPD light tails**: for the light tails model, we need the value of \(\xi\), with \(\xi < 0\), best fitting the data. Using the CV Plot we find the threshold \(u\) where the light tail begins. Then, we separate the tail from the sample and estimate the shape \(\xi\) and the scale \(\sigma\).
Table 3: Distributions used for the analysis and their respective parameters.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Type</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian1</td>
<td>Gaussian</td>
<td>$\mu = 100, \sigma = 10$</td>
</tr>
<tr>
<td>Gaussian2</td>
<td>Gaussian</td>
<td>$\mu = 100, \sigma = 50$</td>
</tr>
<tr>
<td>Weibull1</td>
<td>Weibull</td>
<td>$\alpha = 4, \lambda = 80$</td>
</tr>
<tr>
<td>Weibull2</td>
<td>Weibull</td>
<td>$\alpha = 8, \lambda = 80$</td>
</tr>
<tr>
<td>Beta1</td>
<td>Beta</td>
<td>$\alpha = 8, \beta = 1/4$</td>
</tr>
<tr>
<td>Beta2</td>
<td>Beta</td>
<td>$\alpha = 8, \beta = 1/8$</td>
</tr>
<tr>
<td>Gamma1</td>
<td>Gamma</td>
<td>$\alpha = 100, \lambda = 1$</td>
</tr>
<tr>
<td>Gamma2</td>
<td>Gamma</td>
<td>$\alpha = 150, \lambda = 1$</td>
</tr>
<tr>
<td>Mixture1</td>
<td>Mixture of Gaussians</td>
<td>$\mu = {5, 50, 100}, \sigma = 10, w = {0.6, 0.39, 0.1}$</td>
</tr>
<tr>
<td>Mixture2</td>
<td>Mixture of Gaussians</td>
<td>$\mu = {50, 100, 400}, \sigma = 50, w = {0.6, 0.39, 0.1}$</td>
</tr>
<tr>
<td>Mixture3</td>
<td>Mixture of Weibulls</td>
<td>$\lambda = {5, 50, 100}, \alpha = 4, w = {0.6, 0.39, 0.1}$</td>
</tr>
<tr>
<td>Mixture4</td>
<td>Mixture of Weibulls</td>
<td>$\lambda = {5, 50, 100}, \alpha = 8, w = {0.6, 0.39, 0.1}$</td>
</tr>
</tbody>
</table>

**Reference Distributions.** We start the comparison with Figure 10 that depicts for the reference distributions the results of PoT with exponential and light tail models (EXP and GPD). It also shows the results obtained with MEMIK, which we can obtain as we have the actual distributions, and RESTK. Note that MEMIK provides the theoretical bound achievable with RESTK – it produces a safe bound and the tightest estimates. RESTK, EXP, and GPD build on a sample (the same one for a fair comparison) of the distribution. Following common practice, we show in Figure 10 the bias of our estimator, which is the expected value (mean) of RESTK output. It is noted that in RESTK application process all the distributions of this section fulfilled the linearity assessment (line 25 in Algorithm 2).

As we can see in this initial set of results, GPD tends to underestimate while EXP increases overestimation for high exceedance probabilities. RESTK produces values that are more consistent across all probabilities, improving EXP specially for higher exceedance probabilities. For $10^{-12}$ overestimates are 8%, 13%, 24% and 11% for the four reference distributions, respectively. The values increase to 13%, 20%, 37% and 17% for $10^{-15}$. It can also be observed that the overestimation introduced by RESTK w.r.t. MEMIK to handle sampling uncertainty is limited: at $10^{-12}$ the difference is 4.75 percentage points (p.p) on average with a maximum of 8 p.p across all four reference distributions, and at $10^{-15}$ the overestimation difference is 5.25 p.p on average with a maximum of 10 p.p.

**Extended set of Distributions.** We consider a wider set of parameters for each distribution as listed in Table 3, resulting in 12 different distributions. The first distribution of each type (but the Gamma) is the reference distribution with the parameters used in previous sections. The rest of the distributions of each type encompass a different set of parameters to increase representativeness. The set of values explored for each parameter aims at showing the capabilities of RESTK under different scenarios. To that end we modify the following parameters.

1. the variance of the distribution for Gaussian1 and Gaussian2; and Mixtures1 and Mixture2
2. the shape of the tail of the distribution for Beta1 and Beta2, Weibull1 and Weibull2, Gamma1 and Gamma2, and Mixture3 and Mixture4.
This covers all possible variability scenarios as the scale and location do not affect the results for Markov’s Inequality.

As shown in [36], a change of location does not affect the inequality if the shift keeps the random variable positive,

\[ P(X - a \geq b - a) \leq \frac{E(X - a)}{b - a} < \frac{E(X)}{b}. \]

Also, scaling the random variable \( X \) as \( \lambda X \) where \( \lambda \) is real-valued, does not affect Markov’s Inequality as

\[ P(\lambda X \geq \lambda b) \leq \frac{E(\lambda X)}{\lambda b} = \frac{\lambda E(X)}{\lambda b} = \frac{E(X)}{b}. \]

Looking at the results for the broader set of experiments in Table 4, we observe the following:

- **GPD** is always close to the true quantile, but in all cases it produces optimistic results. Furthermore, the higher exceedance probability, the more optimistic the estimate is. For instance, GPD on the Gaussian1 has a tightness of \( \{0.93, 0.90\} \) at \( p = \{10^{-12}, 10^{-15}\} \) respectively. This behavior is observed for all reference distributions.

- **EXP** follows the opposite pattern. In general, we can see in Figure 10 that, for an exceedance probability \( p = 10^{-7} \), the estimates across distributions are always safe and quite tight. However, for higher exceedance probabilities, EXP tends to give more pessimistic estimates. For instance, EXP on the Gaussian1 has a tightness of \( 1.01 \) at \( p = 10^{-7} \) that increases to \( 1.13 \) at \( p = 10^{-15} \). At this probability and across all distributions EXP overestimation is 21.8% on average, 37% in the worst case.

- The estimates with **MEMIK**, i.e. with theoretical moments, are very tight, below 6% for all distributions.

- **RESTK** achieves results similar to MEMIK, preserving tightness and trustworthiness. Even for very high exceedance probabilities, RESTK is able to produce consistent estimates. Building on the Gaussian1 distribution, we see that while EXP can achieve a tighter estimate for low exceedance probabilities (e.g. \( p = 10^{-7} \)), EXP suffers from increased pessimism for higher exceedance probabilities whereas RESTK stays stable. This behavior is more striking in distributions harder to analyze like mixtures. For instance, for Mixture1 RESTK not only maintains tightness stable across probabilities, \( \{1.03, 1.02\} \), but it gets also a tighter bound than EXP for probabilities \( p = 10^{-9} \) and beyond as seen in Figure 10. At \( 10^{-15} \) RESTK estimates across all distribution overestimate by 9.4%, far below the 21.8% of EXP. In the worst case it is 20% (w.r.t. to 37% of EXP).
Overall, experimental results show the ability of RESTK to produce bounds suitable for pWCET estimation, being those trustworthy, tight and stable across probabilities and distributions, as opposed to existing models, which fail to meet all three goals simultaneously. The benefits of RESTK increase as the cutoff probability decreases to $10^{-12} – 10^{-15}$, which are the main range of interest for pWCET estimation considering maximum failure rates of $10^{-9}$ per hour and tasks running thousands of times per hour.

7 Railway Use Case

In order to evaluate the effectiveness of RESTK, we use an industrial critical real-time use case. In particular, we focus on the central safety processing unit of the European Train Control System (ETCS) reference architecture. The ETCS is a safety-critical application (SIL 4) responsible of signaling and control in the European Rail Traffic Management System (ERTMS) framework.

ETCS protects the train motion by constantly monitoring traveled distance and speed, and is programmed to activate the emergency break system whenever unauthorized speed values are detected. The ETCS subsystem comprises three main tasks that are executed sequentially to provide the required safety function: the Odometry module, estimating a set of parameters based on the inputs collected from the train environment (e.g., estimated position); the Service module, managing the Service braking system; and the Emergency module, actually controlling the Emergency braking system. While all three tasks do exhibit strict real-time requirements, we focus our evaluation on the Emergency module, the core of the ETCS safety-critical module.

The ETCS validation suite, which is made available with the application, includes 10 different input vectors (TEST0 to TEST9) corresponding to the operating conditions for functional and timing validation regarded as relevant by the application owner. We collected execution times for each input vector, which stimulates a different Emergency module operational scenario with its own timing distribution. Experiments were conducted on a Cobham Gaisler LEON3 platform.

Ground truth. For real programs, for which the actual distribution is not known, common practice consists in using as ‘ground truth’ the observed quantiles for samples as large as reasonably possible (e.g., $10^4$ [34] and $10^8$ [46]). We follow the same approach and consider the quantile observed for the $10^7$ sample as the reference value. More than two weeks of execution were needed to complete the execution of all the $10^7$ runs per input vector (TEST).

Setup. The setup and parameters used to run RESTK are the same used for the reference distributions. As the number of runs we have is $n = 10^7$ per input set, we make projections for $p = 10^{-6}$, for which the observed frequencies closely match the actual probability (i.e. 95% confidence intervals are within 0.1% of the mean). In this case, the estimated quantile at probability $p = 10^{-6}$ is our ground truth. Only TEST6 is an exception to this and, due to the variability observed for that quantile, we use a 95% confidence interval, which is 1% off the mean. In this section, we use a sample size of $n = 10^4$ for GPD, EXP and RESTK. Note that MEMIK with theoretical moments cannot be used since the actual distribution is unknown and we only have sampled data.

Results. As part of the RESTK application process, all the 10 distributions fulfilled the linearity assessment (line 25 in Algorithm 2). As shown in Table 5, pWCET estimates are similar to those presented in the previous section. In particular:
Table 5. Tightness of the estimates for the ETCS case study.

<table>
<thead>
<tr>
<th></th>
<th>GPD</th>
<th>EXP</th>
<th>RESTK</th>
<th>GPD</th>
<th>EXP</th>
<th>RESTK</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEST0</td>
<td>1.01</td>
<td>1.21</td>
<td>1.10</td>
<td>TEST5</td>
<td>0.98</td>
<td>1.12</td>
</tr>
<tr>
<td>TEST1</td>
<td>0.98</td>
<td>1.12</td>
<td>1.06</td>
<td>TEST6</td>
<td>0.94</td>
<td>1.06</td>
</tr>
<tr>
<td>TEST2</td>
<td>1.00</td>
<td>1.13</td>
<td>1.11</td>
<td>TEST7</td>
<td>1.01</td>
<td>1.16</td>
</tr>
<tr>
<td>TEST3</td>
<td>0.98</td>
<td>1.20</td>
<td>1.10</td>
<td>TEST8</td>
<td>1.01</td>
<td>1.23</td>
</tr>
<tr>
<td>TEST4</td>
<td>0.99</td>
<td>1.17</td>
<td>1.13</td>
<td>TEST9</td>
<td>0.98</td>
<td>1.11</td>
</tr>
</tbody>
</table>

- GPD achieves extremely tight estimates for 4 tests, with tightness up to 1.01, but on the other 6 tests it produces optimistic results. In general, while potentially very tight, GPD can easily underestimate the bounds.
- On the other hand, EXP never underestimates although it produces pessimistic results, as high as 23% for such a relatively low quantile.
- RESTK consistently produces tighter estimates than EXP in all tests for the use case. On average, EXP exhibits 15.1% pessimism, whereas RESTK reduces it to 8.9%.

Discussion. Overall, with the combined results over a wide set of distributions, shown in the previous section, and the results for the ETCS case study presented in this section, we conclude that RESTK consistently provides tighter estimates than EXP and improves for lower exceedance probabilities.

8. Related Works

Probabilistic and statistical approaches [13,18] have been increasingly considered as a promising solution to cope with the rise in complexity of hardware and software systems, as determined by unprecedented increasing computing performance requirements [20].

Extreme Value Theory (EVT), a consolidated approach for modeling and predicting the occurrence of rare events, has emerged as the preferred option for modeling the worst-case execution time (WCET) of software programs. EVT has been considered particularly fit for probabilistic modeling of WCET as the latter is normally considered a rare event in the program’s timing behavior. EVT is at the foundation of several Measurement-Based Probabilistic Timing Analysis (MBPTA) approaches [1,7,13,27,46,52], which have been already positively assessed in some industrial use cases [54]. Probabilistic approaches building on sample and population sizes have also been built for overlapping concerns across task scheduling and timing analysis [39], hence being orthogonal to WCET estimation. Several works assess the necessary conditions for a correct application of EVT to the timing problem since an inattentive application of the EVT statistical tools can severely affect both trustworthiness and quality of the derived probabilistic WCET (pWCET) bounds [24,34,38].

Several studies focus on EVT applicability preconditions on the (timing) observations being independent and identically distributed (i.i.d.) random variables [13,17]. EVT has also been shown to be applicable also to stationary data preserving extremal independence [44]. Different statistical tests have been assessed for that purpose in the real-time literature [1,13,17,42]. Also, platform randomization [31] or data sample randomization [33] have been used to meet the i.i.d. requirement. However, even in case such statistical preconditions are met, the reliability of the obtained pWCET bounds is still affected by the choice in the EVT inputs.
(i.e. selection of samples belonging to the tail) and parameters of the fit distribution. Several methods have been proposed for selecting and assessing the quality of EVT parameters and sample selection and, in turn, their impact on the trustworthiness of the computed bounds [1, 4, 43].

Statistical tests have been also proposed, for example, to assess the reliability of pWCET bounds in [4]. Unfortunately, model uncertainty in EVT application cannot be removed or quantified since no existing approach provides an exact, optimal method for tail selection. A different challenge to pWCET reliability relates to representativeness of the observations [2, 4, 25, 38] which corresponds, in the timing domain, to guaranteeing the observations are actually representative or upperbound the execution time distribution, which in fact, is an inherent trait for any sampled-based approach. Statistical and model uncertainties in the scope of EVT are discussed in [8] where robustness in tail estimation is achieved by considering, together with GEV, a family of plausible probability models (i.e., close to GEV) and selecting the most conservative estimated probability value among all models. Markov’s and Chebyshev’s inequalities have been historically applied in a wide variety of fields such as Engineering [50], Big Data sampling [45], and radiative transfer [51]. In the context of real-time computing, moment-based bounds on tail probabilities have also been considered in the scope of probabilistic schedulability analysis [14, 15, 21, 53]. Chernoff bounds [14, 15] and generalizations thereof [53] are exploited to compute the cumulative distribution of the interference caused by higher-priority tasks on a task response time, ultimately delivering a probability for deadline misses. While building on application of Markov’s inequality to the timing dimension, these approaches do not address the problem of computing probabilistic bounds to tasks’ execution time, which are instead assumed to be available, but offer a scalable alternative to the computational complexity of convolutions. Some works [35, 41] consider the use of Chebyshev’s inequality for WCET and/or cache hit and miss rates estimation. However, those works consider Chebyshev’s inequality (without power-of-k functions) only to estimate the impact of the variance on those metrics, and focus on the analysis of statistical uncertainties. Other works consider using higher moments to improve concentration inequalities similar to Markov [32]. Although their approach is similar, the work focuses purely on the theoretical tightness of the probability bounding. The challenge we overcame in our work was translating this theoretical advantage into a practical reality for known distributions, which can easily lead to optimistic bounds without proper care as we shown. That is, neither model uncertainties nor tightness aspects for pWCET estimation for high quantiles are considered. Authors in [58] consider a similar approach to those works for WCET estimation, but discard Chebyshev’s inequality altogether given the pessimism expected for high quantiles.

9 Conclusions

In this work we presented for the first time a method based on Markov’s Inequality for pWCET estimation that represents a solid alternative approach to EVT. In particular, we showed that MIK (Markov Inequality to the power-of-k) has no model uncertainty and proposed a method to handle sampling uncertainty (RESTK) that consistently provides more trustworthy, tighter and stable results than EVT in different scenarios, including a railway case study. These promising results suggest that RESTK can be effectively used as a standalone method for pWCET estimation, or even as an alternative approach to validate EVT results in those cases where EVT is already consolidated. In this line, the fact that MIK (RESTK) and EVT build on completely different mathematical foundations provides stronger evidence on the trustworthiness of the obtained pWCET estimates.
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