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Abstract

Bipartite testing has been a central problem in the area of property testing since its inception in the seminal work of Goldreich, Goldwasser, and Ron. Though the non-tolerant version of bipartite testing has been extensively studied in the literature, the tolerant variant is not well understood. In this paper, we consider the following version of tolerant bipartite testing problem: Given two parameters $\varepsilon, \delta \in (0, 1)$, with $\delta > \varepsilon$, and access to the adjacency matrix of a graph $G$, we have to decide whether $G$ can be made bipartite by editing at most $\varepsilon n^2$ entries of the adjacency matrix of $G$, or we have to edit at least $\delta n^2$ entries of the adjacency matrix to make $G$ bipartite. In this paper, we prove that for $\delta = (2 + \Omega(1)) \varepsilon$, tolerant bipartite testing can be decided by performing $\tilde{O}(\frac{1}{\varepsilon^3})$ many adjacency queries and in $2^{\tilde{O}(1/\varepsilon^3)}$ time complexity. This improves upon the state-of-the-art query and time complexities of this problem of $\tilde{O}(\frac{1}{\varepsilon^6})$ and $2^{\tilde{O}(1/\varepsilon^2)}$, respectively, due to Alon, Fernandez de la Vega, Kannan and Karpinski, where $\tilde{O}(\cdot)$ hides a factor polynomial in $\log (1/\varepsilon)$.
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1 Introduction

The field of property testing refers to the model where the main goal is to design efficient algorithms that reads only “small” part of the input. Over the past few years, the field has had very rapid growth, and several interesting techniques and results have emerged. See, for example, the new property testing book by Goldreich [11] for an introduction to property testing.

The field of graph property testing was first introduced in the seminal work of Goldreich, Goldwasser, and Ron [12]. In that work, the authors studied various interesting and important problems in dense graphs and testing bipartiteness was one of them. In non-tolerant variant
of bipartiteness testing, we are given a dense graph $G$ and a proximity parameter $\varepsilon \in (0, 1)$ as the input, and the goal is to decide if $G$ is bipartite, or do we need to modify at least $\varepsilon n^2$ many entries of the adjacency matrix of $G$ to make it bipartite, using as few queries to the adjacency matrix of $G$ as possible.

Due to the fundamental nature of the problem, bipartite testing has been extensively studied over the past two decades [12]. Though there are several works on non-tolerant testing of various graph properties across all models in graph property testing [12, 13, 7], there are very few works related to their tolerant counterparts (See, for example, the property testing book by Goldreich [11] for an extensive list of various results). To the best of our knowledge, this is the first time tolerant bipartite testing has been explicitly studied in the literature.

Now we formally define the notion of bipartite distance and state our main result. Then we discuss our result vis-a-vis the related works.

- **Definition 1.1 (Bipartite distance).** A bipartition of a graph $G$ is a function $f : V(G) \to \{L, R\}$, where $V(G)$ denotes the vertex set of $G$. The bipartite distance of $G$ with respect to the bipartition $f$ is denoted and defined as

$$d_{\text{bip}}(G, f) := \left[ \sum_{v \in V : f(v) = L} |N(v) \cap f^{-1}(L)| + \sum_{v \in V : f(v) = R} |N(v) \cap f^{-1}(R)| \right].$$

Here $N(v)$ denotes the neighborhood of $v$ in $G$. Informally, $d_{\text{bip}}(G, f)$ measures the distance of the graph $G$ from being bipartite, with respect to the bipartition $f$. The bipartite distance of $G$ is defined as the minimum bipartite distance of $G$ over all possible bipartitions $f$ of $G$, that is,

$$d_{\text{bip}}(G) := \min_{f} d_{\text{bip}}(G, f).$$

Now we are ready to formally state our result.

- **Theorem 1.2 (Main result).** Given query access to the adjacency matrix of a dense graph $G$ with $n$ vertices and a proximity parameter $\varepsilon \in (0, 1)$, there exists an algorithm that, with probability at least $\frac{1}{2}$, decides whether $d_{\text{bip}}(G) \leq \varepsilon n^2$ or $d_{\text{bip}}(G) \geq (2 + \Omega(1))\varepsilon n^2$, by sampling $O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)$ many vertices in $2^{O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)}$ time, and performs $O\left(\frac{1}{\varepsilon^4} \log^2 \frac{1}{\varepsilon}\right)$ many queries.

### 1.1 Our result in the context of literature

Recall that non-tolerant bipartite testing refers to the problem where we are given query access to the adjacency matrix of an unknown graph $G$ and a proximity parameter $\varepsilon \in (0, 1)$, and the objective is to decide whether $d_{\text{bip}}(G) = 0$ or $d_{\text{bip}}(G) \geq \varepsilon n^2$. The problem of non-tolerant bipartite testing in the dense graph model was first studied in the seminal work of Goldreich, Goldwasser, and Ron [12], and they showed that it admits an algorithm with query complexity $\tilde{O}\left(\frac{1}{\varepsilon^3}\right)$. Later, Alon and Krivelevich [4] improved the query complexity of the problem to $\tilde{O}\left(\frac{1}{\varepsilon^2}\right)$. They further studied the problem of testing $c$-colorability of dense graph. Note that bipartite testing is a special case of testing $c$-colorability, when $c = 2$. They proved that $c$-colorability can be tested by performing $\tilde{O}\left(\frac{1}{\varepsilon^4}\right)$ many queries, for $c \geq 3$. This bound was later improved to $\tilde{O}\left(\frac{1}{\varepsilon^2}\right)$ by Sohler [18]. On the other hand, for
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1 $L$ and $R$ denote left and right respectively.
non-tolerant bipartite testing, Bogdanov and Trevisan [6] proved that $\Omega(1/\varepsilon^2)$ and $\Omega(1/\varepsilon^{3/2})$
many adjacency queries are required by any non-adaptive and adaptive testers, respectively.
Later, Gonen and Ron [14] further explored the power of adaptive queries for bipartiteness
testing. Bogdanov and Li [5] showed that bipartiteness can be tested with one-sided error in
$O(1/\varepsilon^c)$ queries, for some constant $c < 2$, assuming a conjecture.

Though the non-tolerant variant of bipartite testing is well understood, the query com-
plexity of the tolerant version (even for restricted cases like we consider in Theorem 1.2)
has not yet been addressed in the literature. From the result of Alon, Vega, Kannan and
Karpinski [1], for estimating MaxCut  for any given $\varepsilon$ ($0 < \varepsilon < 1$), it implies that that
the bipartite distance of a (dense) graph $G$ can be estimated up to an additive error of
$\varepsilon n^2$, by performing $\tilde{O}(1/\varepsilon^6)$ many queries (see Appendix A for details, and in particular, see Corollary A.2). Even for the tolerant version that we consider in Theorem 1.2, their
algorithm does not give any bound better than $\tilde{O}(1/\varepsilon^6)$. Note that Alon, Vega, Kannan
and Karpinski [1] improved the result of Goldreich, Goldwasser, and Ron [12], who were the
first to prove that MaxCut can be estimated with an additive error of $\varepsilon n^2$ by performing
$\tilde{O}(1/\varepsilon^7)$ many adjacency queries and with time complexity $2^{\tilde{O}(1/\varepsilon^2)}$. Though we improve
the bound for tolerant bipartite testing (for the restricted case as stated in Theorem 1.2)
substantially from the work of Alon et al. [1], we would like to note that this is the first work
that studies tolerant bipartite testing explicitly.

1.2 Other related works

Apart from the dense graph model, this problem has also been studied in other models of
property testing. Goldreich and Ron [13] studied the problem of bipartiteness testing for
bounded degree graphs, where they gave an algorithm of $\tilde{O}(\sqrt{n})$ queries, where $n$ denotes
the number of vertices of the graph. Later, Kaufman, Krivelevich and Ron [15] studied
the problem in the general graph model and gave an algorithm with query complexity
$\tilde{O}(\min\{\sqrt{n}, n^2/m\})$, where $m$ denotes the number of edges of the graph. Few years back,
Czumaj, Monemizadeh, Onak, and Sohler [7] studied the problem for planar graphs (more
generally, for any minor-free graphs), where they employed a random walk based technique,
and proved that constant number of queries are enough for bipartiteness testing. Apart from
bipartite testing, there have been extensive works related to property testing in the dense
graph model and its connection to the regularity lemma [3, 2, 9].

1.3 Organization

In Section 2, we present an overview of our algorithm along with a brief description of its
analysis. In Section 3, we formally describe our algorithm, followed by its correctness analysis
in Section 4. Finally, we conclude in Section 5. The proofs that are omitted in the main text
are either presented in the appendix or in the full version of the paper [10].

1.4 Notations

All graphs considered here are undirected, unweighted, and have no self-loops or parallel
edges. For a graph $G = (V(G), E(G))$, $V(G)$ and $E(G)$ denote the vertex and edge sets of
$G$ respectively. For a vertex $v \in V(G)$, $N_G(v)$ denotes the neighborhood of a vertex $v$ in
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2 The conjecture is that if the graph $G$ is $\varepsilon$-far from bipartite, then an induced subgraph on $\tilde{O}(1/\varepsilon)$ many
random vertices would be $\tilde{O}(1/\varepsilon)$ many $\varepsilon$-far from being bipartite with probability at least $1/2$.

3 MaxCut of a graph $G$ denotes the size of the largest cut in $G$. 
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Given a graph $G$, and we will write it as $N(v)$ when the graph $G$ is clear from the context. Since we are only considering undirected graphs, we write an edge as $\{u, v\} \in E(G)$. For a set of pairs of vertices $Z$, we will denote the set of vertices present in at least one pair in $Z$ by $V(Z)$. For a function $f : V(G) \to \{L, R\}$ and $f^{-1}(L)$ and $f^{-1}(R)$ represent the set of vertices that are mapped to $L$ and $R$ by $f$ respectively. We denote by $\binom{V(G)}{2}$ the set of unordered pairs of the vertices of $G$. Finally, $a = (1 \pm \varepsilon)b$ represents $(1 - \varepsilon)b \leq a \leq (1 + \varepsilon)b$.

2 Overview of the proof of Theorem 1.2

In this section, we give an overview of our algorithm. The detailed description of the algorithm is presented in Section 3, while its analysis is presented in Section 4. We will prove the following theorem, which is our main technical result.

**Theorem 2.1.** There exists an algorithm $\text{TOL-BIP-DIST}(G, \varepsilon)$ that given adjacency query access to a dense graph $G$ with $n$ vertices and a parameter $\varepsilon \in (0, 1)$, decides with probability at least $9/10$, whether $d_{\text{bip}}(G) \leq \varepsilon n^2$ or $d_{\text{bip}}(G) \geq (2 + k)\varepsilon n^2$, by sampling $O(\frac{1}{\varepsilon n^2} \log \frac{1}{\varepsilon})$ many vertices in $2^{O(\frac{1}{\varepsilon n^2} \log \frac{1}{\varepsilon})}$ time, using $O(\frac{1}{\varepsilon n^2} \log \frac{2}{\varepsilon})$ many queries to the adjacency matrix of $G$.

Note that Theorem 2.1 implies Theorem 1.2, by taking $k = \Omega(1)$.

2.1 Brief description of the algorithm

Assume $C_1, C_2, C_3$ are three suitably chosen large absolute constants. At the beginning of our algorithm, we generate $t$ many subsets of vertices $X_1, \ldots, X_t$, each with $\left\lceil \frac{C_1}{\varepsilon^2} \log \frac{1}{\varepsilon^2} \right\rceil$ many vertices chosen randomly, where $t = \left\lceil \log \frac{C_2}{\varepsilon^2} \right\rceil$. Let $C = X_1 \cup \ldots \cup X_t$. Apart from the $X_i$'s, we also randomly select a set of pairs of vertices $Z$, with $|Z| = \left\lceil \frac{C_3}{\varepsilon^2} \log \frac{1}{\varepsilon^2} \right\rceil$. We find the neighbors of each vertex of $Z$ in $C$. Then for each vertex pair in $Z$, we check whether it is an edge in the graph or not. Loosely speaking, the set of edges between $C$ and $V(Z)$ will help us generate partial bipartitions, restricted to $X_i \cup V(Z)$'s, for each $i \in [t]$, and the edges among the pairs of vertices of $Z$ will help us in estimating the bipartite distance of some specific kind of bipartitions of $G$. Here we would like to note that no further query will be performed by the algorithm. The set of edges with one vertex in $C$ and the other in $V(Z)$, and the set of edges among the vertex pairs in $Z$, when treated in a specific manner, will give us the desired result. Observe that the number of adjacency queries performed by our algorithm is $O(\frac{1}{\varepsilon^2} \log^2 \frac{1}{\varepsilon^2})$.

For each $i \in [t]$, we do the following. We consider all possible bipartitions $\mathcal{F}_i$ of $X_i$. For each bipartition $f_{ij}$ (of $X_i$) in $\mathcal{F}_i$, we extend $f_{ij}$ to a bipartition of $X_i \cup V(Z)$, say $f'_{ij}$, such that both $f_{ij}$ and $f'_{ij}$ are identical with respect to $X_i$. Moreover, we assign $f'_{ij}(z)$ (to either $L$ or $R$), for each $z \in V(Z) \setminus X_i$, based on the neighbors of $z$ in $X_i$. To design a rule of assigning $f'_{ij}(z)$, for each $z \in V(Z) \setminus X_i$, for our purpose, we define the notions of heavy and balanced vertices, with respect to a bipartition (see Definitions 4.1 and 4.2). Heavy and balanced vertices are defined in such a manner that when the bipartite distance of $G$ is at most $\varepsilon n^2$ (that is, $G$ is $\varepsilon$-close), we can infer the following interesting connections. Let $f$ be a bipartition of $V(G)$ such that $d_{\text{bip}}(G, f) \leq \varepsilon n^2$. We will prove that the total number of edges, with no endpoints in $X_i$ and whose at least one endpoint is a balanced vertex with respect to $f$, is bounded (see Claim 4.12). Moreover, if we generate a bipartition $f'$ such that
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4 Recall that $V(Z)$ denotes the set of vertices present in at least one pair in $Z$. 
f and f' differ for large number of heavy vertices, then the bipartite distance with respect to f cannot be small. To guarantee the correctness of our algorithm, we will prove that a heavy vertex v with respect to f, can be detected and f(v) can be determined, with probability at least 1 − o(kε). Note that the testing of being a heavy vertex will be performed only for the vertices in V(Z). We will see shortly how this will help us to guarantee the completeness of our algorithm.

Finally, our algorithm computes ζij, that is, the fraction of vertex pairs in Z that are monochromatic 5 edges with respect to f′ij. If we find at least one i and j such that ζij ≤ (2 + 5k ε), the algorithm decides that dbip(G) ≤ εn^2. Otherwise, it will report that dbip(G) ≥ (2 + kε)n^2.

2.2 Completeness

Let us assume that the bipartite distance of G is at most εn^2, and let f be a bipartition of V(G) that is optimal. Let us now focus on a particular i ∈ [t], that is, an Xi. Since we are considering all possible bipartitions F_i of X_i, there exists a f_{ij} ∈ F_i, such that f_{ij} and f are identical with respect to X_i. To complete our argument, we introduce (in Definition 4.3) the notion of special bipartition Spl_i^f : V(G) → {L, R}, with respect to f by f_{ij}, such that f(v), f_{ij}(v) and Spl_i^f(v) are identical for each v ∈ X_i, and at least 1 − o(kε) fraction of heavy vertices, with respect to f, are mapped identically both by f and Spl_i^f. We shall prove that the bipartite distance of G with respect to Spl_i^f is at most (2 + 5k ε)n^2 (see Lemma 4.6). Now let us think of generating a bipartition f′ij of V(G) such that, for each v ∈ V(G) \ X_i, if we determine f′ij(v) by the same rule used by our algorithm to determine f_{ij}(v), for each z ∈ V(Z) \ X_i. Note that our algorithm does not find f′ij explicitly, it is used only for the analysis purpose. The number of heavy vertices, with respect to the bipartition f, that have different mappings by f and f′ij, is at most o(kεn) with constant probability. So, with a constant probability, f′ij is a special bipartition with respect to f by f_{ij}. Note that, if we take |Z| = O(εn log kε) many random vertex pairs and determine the fraction χ_f^ij of pairs that form monochromatic edges with respect to the special bipartition f′ij, we can show that χ_f^ij ≤ (2 + 5k ε), with probability at least 1 − 2^{−Ω(ε^2 n log kε)} > 9/10. However, we are not finding either f′ij or χ_f^ij explicitly. We just find ζij, that is, the fraction of vertex pairs in Z that are monochromatic edges with respect to f_{ij}. But the above argument still holds, since Z is chosen randomly and there exists a f′ij, such that f′ij(z) = f_{ij}(z), for each z ∈ V(Z), and the probability distribution of ζij is identical to that of χ_f^ij.

2.3 Soundness

Let us now consider the case when the bipartite distance of G is at least (2 + kε)n^2, and f be any bipartition of V(G). To prove the soundness of our algorithm, we introduce the notion of derived bipartition Der_i^f : V(G) → {L, R} with respect to f by f_{ij} (see Definition 4.4), such that f(v), f_{ij}(v) and Der_i^f(v) are identical for each v ∈ X_i. Observe that the bipartite distance of G with respect to any derived bipartition is at least (2 + kε)n^2 as well. Similar to the discussion of the completeness, if we generate a bipartition f′ij of V(G), f′ij will be a derived bipartition, with respect to f by f_{ij}. If we take |Z| = O(εn log kε) many random pairs of vertices and determine the fraction χ_f^ij of pairs that form monochromatic edges with respect to the derived bipartition f′ij, we can prove that χ_f^ij ≤ (2 + 5k ε) holds, with
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5 An edge is said to be monochromatic with respect to f′ij if both its endpoints have the same f′ij values.
probability at most $2^{-\Omega(\frac{1}{1000} \log \frac{1}{\varepsilon})}$. We want to re-emphasize that we are not determining $f''_{ij}$ explicitly. The argument follows due to the facts that $Z$ is chosen randomly and there exists an $f'_{ij}$ such that $f'_{ij}(z) = f''_{ij}(z)$, for each $z \in V(Z)$, and the probability distribution of $\zeta_{ij}$ is identical to that of $\chi'_{ij}$. Using the union bound, we can say that the algorithm rejects with probability at least $\frac{1}{1000} \cdot \frac{1}{\varepsilon}$.

### 3 Algorithm for Tolerant Bipartite Testing (Proof of Theorem 2.1)

In this section, we formalize the ideas discussed in Section 2, and prove Theorem 2.1.

**Formal description of algorithm** $\text{Tol-Bip-Dist}(G, \varepsilon)$

**Step-1** Let $C_1, C_2, C_3$ be three suitably chosen large constants and $t := \lceil \log \frac{C_1}{\varepsilon} \rceil$.

(i) We start by generating $t$ many subset of vertices $X_1, \ldots, X_t \subset V(G)$, each with $\lceil \frac{C_1}{\varepsilon} \log \frac{1}{\varepsilon} \rceil$ many vertices, sampled randomly without replacement.

(ii) We sample $\lfloor \frac{C_1}{\varepsilon} \log \frac{1}{\varepsilon} \rfloor$ many random pairs of vertices, with replacement, and denote those sampled pairs of vertices as $Z$. Note that $X_1, \ldots, X_t, Z$ are generated independent of each other.

(iii) We find all the edges with one endpoint in $C = X_1 \cup X_2 \cup \ldots \cup X_t$ and the other endpoint in one of the vertices of $V(Z)$, by performing $O\left(\frac{1}{\varepsilon^2} \log^2 \frac{1}{\varepsilon}\right)$ many adjacency queries.

**Step-2**

(i) Let $\{a_1, b_1\}, \ldots, \{a_\lambda, b_\lambda\}$ be the pairs of vertices of $Z$, where $\lambda = \lceil \frac{C_2}{\varepsilon} \log \frac{1}{\varepsilon} \rceil$. Now we find the pairs of $Z$ that are edges in $G$, by performing adjacency queries to all the pairs of vertices of $Z$ (after this step, the algorithm does not make any query further).

(ii) For each $i \in [\lambda]$, we do the following:

(a) Let $F_i$ denote the set of all possible bipartitions of $X_i$, that is,

$$F_i = \{f_{ij} : X_i \rightarrow \{L, R\} : j \in \{2^{|X_i|}-2\}\}.$$

(b) For each bipartition $f_{ij}$ (of $X_i$) in $F_i$, we extend $f_{ij}$ to $f'_{ij} : X_i \cup Z \rightarrow \{L, R\}$ to be a bipartition of $X_i \cup Z$, such that the mapping of each vertex of $X_i$ is identical in $f_{ij}$ and $f'_{ij}$, and is defined as follows:

$$f'_{ij}(z) = \begin{cases} f_{ij}(z), & z \in X_i, \\ L, & z \notin X_i \text{ and } |N(z) \cap f_{ij}^{-1}(R)| > |N(z) \cap f_{ij}^{-1}(L)| + \frac{k|X_i|}{225000} \\ R, & z \notin X_i \text{ and } |N(z) \cap f_{ij}^{-1}(L)| > |N(z) \cap f_{ij}^{-1}(R)| + \frac{k|X_i|}{225000} \\ \text{L or R arbitrarily, otherwise} & \end{cases}$$

Note that this step can be performed from the adjacency information between the vertices of $C$ and $Z$, which have already been computed before.

(c) We now find the fraction of the vertex pairs of $Z$ that are edges and have the same label with respect to $f'_{ij}$, that is,

$$\zeta_{ij} = 2 \cdot \frac{|\{\{a_\ell, b_\ell\} : \ell \in [\lambda], \{a_\ell, b_\ell\} \in E(G) \text{ and } f'_{ij}(a_\ell) = f'_{ij}(b_\ell)\}|}{\lambda}.$$

(d) If $\zeta_{ij} \leq (2 + \frac{k}{20}) \varepsilon$, we ACCEPT $G$ as $\varepsilon$-close to being bipartite, and QUIT the algorithm.
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6 Since we are assuming $n$ is sufficiently large with respect to $\frac{1}{\varepsilon}$, sampling with and without replacement are the same.

7 Recall that $V(Z)$ denotes the set of vertices present in at least one pair in $Z$. 
(iii) If we arrive at this step, then \( \zeta_{ij} > (2 + \frac{k}{20}) \varepsilon \), for each \( i \in [t] \) and \( f_{ij} \in F_i \) in Step-(ii). We REJECT and declare that \( G \) is \((2 + k)\varepsilon\)-far from being bipartite.

We split the analysis of algorithm Tol-Bip-Dist\((G, \varepsilon)\) into five parts:

Completeness: If \( G \) is \( \varepsilon \)-close to being bipartite, then Tol-Bip-Dist\((G, \varepsilon)\) reports the same, with probability at least \( \frac{9}{10} \).

Soundness: If \( G \) is \((2 + k)\varepsilon\)-far from being bipartite, then Tol-Bip-Dist\((G, \varepsilon)\) reports the same, with probability at least \( \frac{9}{10} \).

Sample Complexity: The sample complexity of Tol-Bip-Dist\((G, \varepsilon)\) is \( O(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon}) \).

Query Complexity: The query complexity of Tol-Bip-Dist\((G, \varepsilon)\) is \( O(\frac{1}{\varepsilon^2} \log^2 \frac{1}{\varepsilon}) \).

Time Complexity: The time complexity of Tol-Bip-Dist\((G, \varepsilon)\) is \( 2^{O(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon})} \).

The last three quantities can be computed from the description of Tol-Bip-Dist\((G, \varepsilon)\).

In Step-1(i), we sample vertices of \( G \) to generate \( t = \lceil \log \frac{C_1}{\varepsilon} \rceil \) subsets, each with \( \lceil \frac{C_1}{\varepsilon} \log \frac{1}{\varepsilon} \rceil \) many vertices. Thereafter in Step-1(ii) and Step-1(iii), we randomly choose \( \lceil \frac{C_1}{\varepsilon} \log \frac{1}{\varepsilon} \rceil \) many pairs of vertices and perform adjacency queries for each vertex in any pair of \( Z \) to every \( X_i \). Thus the sample complexity of Tol-Bip-Dist\((G, \varepsilon)\) is \( O(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon}) \) and query complexity is \( O(\frac{1}{\varepsilon^2} \log^2 \frac{1}{\varepsilon}) \). The time complexity of the algorithm is \( 2^{O(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon})} \), which follows from Step-2(ii), that dominates the running time.

## 4 Proof of Correctness of Tol-Bip-Dist\((G, \varepsilon)\)

Before proceeding to the proof, we introduce some definitions for classifying the vertices of the graph, with respect to any particular bipartition, into two categories:

(i) **heavy** vertex, and

(ii) **balanced** vertex.

These definitions will be mostly used in the proof of completeness. Informally speaking, a vertex \( v \) is said to be **heavy** with respect to a bipartition \( f \), if it has substantially large number of neighbors in one side of the bipartition (either \( L \) or \( R \)), as compared to the other side.

**Definition 4.1 (Heavy vertex).** A vertex \( v \in V \) is said to be **\( L \)-heavy** with respect to a bipartition \( f \), if it satisfies two conditions:

(i) \( |N(v) \cap f^{-1}(L)| \geq |N(v) \cap f^{-1}(R)| + \frac{k\varepsilon n}{200} \);

(ii) If \( |N(v) \cap f^{-1}(R)| \geq \frac{1}{1 + \frac{1}{200}} \frac{k\varepsilon n}{200} \), then

\[
|N(v) \cap f^{-1}(L)| \geq \left(1 + \frac{1}{200}\right)|N(v) \cap f^{-1}(R)|;
\]

We define **\( R \)-heavy** vertices analogously. The union of the set of **\( L \)-heavy** and **\( R \)-heavy** vertices, with respect to a bipartition \( f \), is defined to be the set of heavy vertices (with respect to \( f \) ), and is denoted by \( \mathcal{H}_f \).

Similarly, a vertex \( v \) is said to be **balanced** if the number of neighbors of \( v \) are similar in both \( L \) and \( R \), with respect to a bipartition \( f \). We define it formally as follows:

**Definition 4.2 (Balanced vertex).** A vertex \( v \in V \) is said to be **balanced** with respect to a bipartition \( f \), if \( v \notin \mathcal{H}_f \), that is, it satisfies at least one of the following conditions:

(i) **Type 1:** \( |N(v) \cap f^{-1}(R)| - |N(v) \cap f^{-1}(L)| < \frac{k\varepsilon n}{200} \).
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(ii) **Type 2:** Either

\[ |N(v) \cap f^{-1}(L)| \leq |N(v) \cap f^{-1}(R)| < (1 + \frac{k}{200}) |N(v) \cap f^{-1}(L)|, \]

or,

\[ |N(v) \cap f^{-1}(R)| \leq |N(v) \cap f^{-1}(L)| < (1 + \frac{k}{200}) |N(v) \cap f^{-1}(R)|. \]

The set of balanced vertices of type 1 with respect to \( f \) is denoted as \( B_1^f \), and the set of balanced vertices of type 2 with respect to \( f \) is denoted as \( B_2^f \). The union of \( B_1^f \) and \( B_2^f \) is denoted by \( B_f \). Note that \( B_1^f \) and \( B_2^f \) may not be disjoint.

In order to prove the completeness (in Section 4.1), we also use a notion of special bipartition to be defined below. The definition of special bipartition is based on an optimal bipartition \( f \) of \( V(G) \), and notions of heavy and balanced vertices. We would also like to note that, later in Lemma 4.6, we show that when \( d_{bip}(G) \leq \varepsilon n^2 \), the bipartite distance of \( G \) with respect to any special bipartition is bounded by \( (2 + \frac{k}{m}) \varepsilon n^2 \).

**Definition 4.3 (special bipartition).** Let \( d_{bip}(G) \leq \varepsilon n^2 \), and \( f : V(G) \to \{L, R\} \) be an optimal bipartition of \( V(G) \), that is, \( d_{bip}(G, f) \leq \varepsilon n^2 \), and there does not exist any bipartition \( g \) such that \( d_{bip}(G, g) < d_{bip}(G, f) \). For an \( X_i \) selected in Step-1(i) of the algorithm, let \( f_{ij} \in F_i \) be the bipartition of \( X_i \) such that \( f \big|_{X_i} = f_{ij} \). Then bipartition \( Spl_i^f : V(G) \to \{L, R\} \) is said to be a special bipartition with respect to \( f \) by \( f_{ij} \) such that

- \( Spl_i^f \big|_{X_i} = f \big|_{X_i} = f_{ij} \);
- There exists a subset \( \mathcal{H}_f^i \subset \mathcal{H}_f \) such that \( \left| \mathcal{H}_f^i \right| \geq (1 - o(k\varepsilon)) |\mathcal{H}_f| \), and for each \( v \in \mathcal{H}_f^i \),

  \[ Spl_i^f(v) = \begin{cases} R, & v \notin X_i \text{ and } v \text{ is } L - \text{heavy} \\ L, & v \notin X_i \text{ and } v \text{ is } R - \text{heavy} \end{cases} \]

- For each \( v \notin (\mathcal{H}_f^i \cup X_i) \), \( Spl_i^f(v) \) is set to \( L \) or \( R \) arbitrarily.

In our proof of the soundness theorem (in Section 4.2), we need the notion of derived bipartition. Unlike the definition of special bipartition, the definition of derived bipartition is more general, in the sense that it is not defined based on either any optimal bipartition, or on heavy or balanced vertices.

**Definition 4.4 (derived bipartition).** Let \( f : V(G) \to \{L, R\} \) be a bipartition of \( V(G) \). For an \( X_i \) selected in Step-1(i) of the algorithm, let \( f_{ij} \in F_i \) be the bipartition of \( X_i \) such that \( f \big|_{X_i} = f_{ij} \). A bipartition \( Der_i^f : V(G) \to \{L, R\} \) is said to be derived bipartition with respect to \( f \) by \( f_{ij} \), if \( Der_i^f \big|_{X_i} = f \big|_{X_i} = f_{ij} \).

### 4.1 Proof of Completeness

In this section, we prove the following theorem:

**Theorem 4.5.** Let us assume \( G \) is \( \varepsilon \)-close to being bipartite. Then \( Tol-Bip-Dist(G, \varepsilon) \) reports the same, with probability at least \( 9/10 \).

The proof of Theorem 4.5 will critically use the following lemma, which says that the bipartite distance of \( G \) with respect to any special bipartition is bounded by \( (2 + \frac{k}{m}) \varepsilon n^2 \).
Lemma 4.6 (Special bipartition lemma). Let \( f \) be a bipartition such that \( d_{\text{bip}}(G, f) \leq \varepsilon n^2 \) and there does not exist any bipartition \( g \) such that \( d_{\text{bip}}(G, g) < d_{\text{bip}}(G, f) \). For any special bipartition \( \text{Spl}_f^t \) with respect to \( f \), we have

\[
d_{\text{bip}}(G, \text{Spl}_f^t) \leq \left( 2 + \frac{k}{50} \right) \varepsilon n^2.
\]

We will prove the above lemma later. For now, we want to establish (in Lemma 4.8) that there exists an \( i \in [t] \) and \( a f_{ij} \in F_i \) which can be thought of as a random restriction of some special bipartition with respect to \( f \) by \( f_{ij} \). In other words, Lemma 4.8 basically states that if \( G \) is \( \varepsilon \)-close to being bipartite, then the extension according to the rule in Step-2(ii)(b) of the mapping obtained by restricting an optimal bipartition to a random \( Z \) is likely to correspond to a special bipartition, and therefore, the number of monochromatic edges (with respect to a special bipartition) in the randomly picked \( Z \) is likely to be low with respect to that bipartition. Thus, \( \zeta_{ij} \) must be low for some \( i, j \) with high probability.

To prove Lemma 4.8, we need the following lemma (Lemma 4.7) about heavy vertices. In Lemma 4.7, we basically prove that a heavy vertex with respect to a bipartition \( f \) will have significantly more neighbors in the part of \( X_i \), that corresponds to the heavy side of that vertex (with respect to \( f \)). Basically, if a vertex \( v \) is \( L \)-heavy with respect to \( f \), it has more neighbors in the subset of \( X_i \) on the \( L \)-side as compared to the subset of \( X_i \) on the \( R \)-side of \( f \).

Lemma 4.7 (Heavy vertex lemma). Let \( f \) be a bipartition of \( G \). Consider a vertex \( v \in V \).

(i) For every \( L \)-heavy vertex \( v \), \( |N(v) \cap f^{-1}(L) \cap X_i| - |N(v) \cap f^{-1}(R) \cap X_i| \geq \frac{k^2 \varepsilon |X_i|}{2250000} \) with probability at least \( 1 - o(k\varepsilon) \).

(ii) For every \( R \)-heavy vertex \( v \), \( |N(v) \cap f^{-1}(L) \cap X_i| - |N(v) \cap f^{-1}(R) \cap X_i| \geq \frac{k^2 \varepsilon |X_i|}{2250000} \) with probability at least \( 1 - o(k\varepsilon) \).

We would like to note that Lemma 4.7 holds for any bipartition. However, we will use it only for completeness with respect to an optimal bipartition \( f \).

Lemma 4.8. If \( d_{\text{bip}}(G) \leq \varepsilon n^2 \), then there exists an \( i \in [t] \) and \( f_{ij} \in F_i \) such that \( \zeta_{ij} \leq (2 + \frac{k}{50}) \varepsilon \) holds, with probability at least \( 1 - o(k\varepsilon) \).

Proof. Let \( f \) be an optimal bipartition such that \( d_{\text{bip}}(G, f) \leq \varepsilon n^2 \). First, consider a special bipartition \( \text{Spl}_f^t \), and consider a set of random vertex pairs \( Y \) such that \( |Y| = |Z| \). Now consider the fraction of monochromatic edges of \( Y \), with respect to the bipartition \( \text{Spl}_f^t \), that is,

\[
\chi_{ij}^f = 2 \cdot \left| \{a, b\} \in Y : \{a, b\} \in E(G) \text{ and } \text{Spl}_f^t(a) = \text{Spl}_f^t(b) \} \right| / |Y|
\]

Observation 4.9. \( \chi_{ij}^f \leq (2 + \frac{k}{50}) \varepsilon \) holds, with probability at least \( 9/10 \).

Proof. By Lemma 4.6, we know that when \( d_{\text{bip}}(G) \leq \varepsilon n^2 \), \( d_{\text{bip}}(G, \text{Spl}_f^t) \leq (2 + \frac{k}{50}) \varepsilon n^2 \). So, \( \mathbb{E}[\chi_{ij}^f] \leq (2 + \frac{k}{50}) \varepsilon \). Using Chernoff bound (see Lemma B.1), we can say that

\[
\mathbb{P}(\chi_{ij}^f \geq (2 + \frac{k}{50}) \varepsilon) \leq \frac{1}{2^{11 \cdot 2500000 \cdot (2 + \frac{k}{50}) \varepsilon}} \leq \frac{1}{10}.
\]

Now, we claim that bounding \( \chi_{ij}^f \) is equivalent to bounding \( \zeta_{ij} \).
Claim 4.10. For any $i \in [t]$, there exists a bipartition $f_{ij} \in F_i$ such that the probability distribution of $\zeta_{ij}$ is identical to that of $\chi^f_{ij}$, for some special bipartition $f$ with respect to $f_{ij}$, with probability at least $1/2$.

As $t = O(\log \frac{1}{\varepsilon})$, the above claim implies that there exists an $i \in [t]$ and $f_{ij} \in F_i$ such that the probability distribution of $\zeta_{ij}$ is identical to that of $\chi^f_{ij}$, with probability at least $1 - o(\varepsilon)$.

Now we prove Claim 4.10. Recall the procedure of determining $\zeta_{ij}$ as described in Step 2 of algorithm TOL-BIP-DIST$(G, \varepsilon)$ presented in Section 3.

Fact 1: For any vertex $v \in H_f \cap Z$, $\text{Spl}_i^f(v) = f_{ij}'(v)$, with probability at least $1 - o(\varepsilon)$, where $H_f$ denotes the set of heavy vertices of $X_i$ with respect to the bipartition $f$. This follows according to Claim 4.7, along with the definition of $f_{ij}'(z)$.

Fact 2: Consider a bipartition $f_{ij} \in F_i$ of $X_i$, and its extension $f_{ij}'$ to $X_i \cup Z$, as considered in the algorithm. Assume a bipartition $f_{ij}''$ of $V(G)$, constructed by extending $f_{ij}'$ according to the rule of Step-2(ii)(b) of the algorithm. From Heavy vertex lemma (Lemma 4.7), we know that the expected number of vertices in $H_f$ such that $f_{ij}'(v) \neq f(v)$, is at most $o(\varepsilon) |H_f|$. Using Markov inequality, we can say that, with probability at least $\frac{1}{2}$, the number of vertices in $H_f$ such that $f_{ij}'(v) \neq f(v)$, is at most $o(\varepsilon) |H_f|$. Thus, with probability at least $\frac{1}{2}$, there exists a set of vertices $H_f'$ such that $f_{ij}'(v) = f(v)$ holds for at least $(1 - o(\varepsilon)) |H_f'|$ vertices. Note that the bipartition $f_{ij}''$ is a special bipartition $f$ with respect to $f_{ij}'$.

From Fact 1 and Fact 2, we can deduce that, there exists a special bipartition $\text{Spl}_i^f$ such that $\text{Spl}_i^f(v) = f_{ij}'(v)$ for each $z \in Z$.

Since we choose $Z$ uniformly at random, Lemma 4.8 follows.

According to the description of algorithm TOL-BIP-DIST$(G, \varepsilon)$, the algorithm reports that $d_{\text{bip}}(G) \leq \varepsilon n^2$, if there exists a $\zeta_{ij}$ such that $\zeta_{ij} \leq (2 + \frac{1}{2n}) \varepsilon$, for some $i \in [t]$ and $j \in [2^{|X_i|}-2]$. Hence, by Lemma 4.8, we are done with the proof of the completeness theorem (Theorem 4.5).

Now we focus on proving special bipartition lemma (Lemma 4.6) and Heavy vertex lemma (Lemma 4.7), starting with the proof of special bipartition lemma.

**Proof of special bipartition lemma (Lemma 4.6)**

The idea of the proof relies on decomposing the bipartite distance with respect to a special bipartition into a sum of three terms and then carefully bounding the cost of each of those parts individually.

Let us first recall the definition of bipartite distance of $G$ with respect to a special bipartition $\text{Spl}_i^f$:

$$d_{\text{bip}}(G, \text{Spl}_i^f) = \left| \{(u, v) \in E(G) : \text{Spl}_i^f(u) = \text{Spl}_i^f(v)\} \right|.$$  \hspace{1cm} (1)

By abuse of notation, here we are denoting $E(G)$ as the set of ordered edges.

We will upper bound $d_{\text{bip}}(G, \text{Spl}_i^f)$ as the sum of three terms defined below. Here $H_f$ and $B_f$ denote the set of heavy vertices and balanced vertices (with respect to $f$), as defined in Definition 4.1 and Definition 4.2, respectively. Also, $H_f' \subseteq H_f$ denotes the set of vertices of $H_f$ that are mapped according to $f$, as defined in the definition of special bipartition in Definition 4.3. The three terms that are used to upper bound $d_{\text{bip}}(G, \text{Spl}_i^f)$ are as follows:
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We now upper bound \( d_{\text{bip}}(G, \text{Spl}_i) \) as follows:

\[
d_{\text{bip}}(G, \text{Spl}_i) \leq D_{H'_f \cup X_i} + D_{H_i \setminus (H'_f \cup X_i), V(G)} + D_{B_f \setminus X_i, V(G)}. \tag{2}
\]

We now upper bound \( d_{\text{bip}}(G, \text{Spl}_i) \) by bounding each term on the right hand side of the above expression separately, via the two following claims which we will prove later.

▷ Claim 4.11.
(i) \( D_{H'_f \cup X_i} \leq d_{\text{bip}}(G, f) - \Pi \), where

\[
\Pi := \sum_{v \in B_f \setminus X_i : f(v) = L} |N(v) \cap f^{-1}(L)| + \sum_{v \in B_f \setminus X_i : f(v) = R} |N(v) \cap f^{-1}(R)|.
\]

(ii) \( D_{H_i \setminus (H'_f \cup X_i), V(G)} \leq o(k\varepsilon)n^2 \).

▷ Claim 4.12. \( D_{B_f \setminus X_i, V(G)} \leq 2 \left( 1 + \frac{k}{500} \right) \Pi + \frac{k\varepsilon n^2}{100} \).

Assuming Claim 4.11 and Claim 4.12 hold, along with Equation 2, \( d_{\text{bip}}(G, \text{Spl}_i) \) can be upper bounded as follows:

\[
d_{\text{bip}}(G, \text{Spl}_i) \leq d_{\text{bip}}(G, f) - \Pi + o(k\varepsilon)n^2 + 2 \left( 1 + \frac{k}{400} \right) \Pi + \frac{k\varepsilon n^2}{150}.
\]

Note that \( \Pi \leq d_{\text{bip}}(G, f) \) and \( d_{\text{bip}}(G, f) \leq \varepsilon n^2 \). Hence, we can say the following:

\[
d_{\text{bip}}(G, \text{Spl}_i) \leq \left( 2 + \frac{k}{50} \right) \varepsilon n^2.
\]

So, we are done with the proof of the special bipartition lemma. We are left with the proofs of Claim 4.11 and Claim 4.12.

Proof of Claim 4.11. (i) We use the following observation in our proof. The observation follows due to the fact that the bipartition \( f \) considered is an optimal bipartition.

▷ Observation 4.13. Let \( v \) be a \( L \)-heavy vertex \( v \) with respect to \( f \). Then \( f(v) = R \). Similarly, for every \( R \)-heavy vertex \( v \) with respect to \( f \), \( f(v) = L \).

Following the definition of special bipartition, we know that there exists a set of vertices \( H'_f \subset H_f \) such that \( |H'_f| \geq (1 - o(k\varepsilon))|H_f| \), and for each \( v \in H'_f \), the following holds:

\[
\text{Spl}_i(v) = \begin{cases} R, & v \notin X_i \text{ and } v \text{ is } L \text{- heavy} \\ L, & v \notin X_i \text{ and } v \text{ is } R \text{- heavy} \end{cases}
\]
By Observation 4.13, we know that for every \( v \in \mathcal{H}_f \), \( \text{SPL}_f^\prime (v) = f(v) \). Moreover, for each \( v \in X_i \), \( \text{SPL}_f^\prime (v) = f(v) \), following the definition of special bipartition \( \text{SPL}_f^\prime \). Thus, for every \( v \in \mathcal{H}_f \cup X_i \), we have \( \text{SPL}_f^\prime (v) = f(v) \). Hence,

\[
D_{\mathcal{H}_f \cup X_i, \mathcal{H}_f \cup X_i} = \left| \{ (u, v) \in E(G) : u \in \mathcal{H}_f \cup X_i \text{ and } v \in \mathcal{H}_f \cup X_i, \text{SPL}_f^\prime (u) = \text{SPL}_f^\prime (v) \} \right|
\]

\[
= \left| \{ (u, v) \in E(G) : u \in \mathcal{H}_f \cup X_i \text{ and } v \in \mathcal{H}_f \cup X_i, f(u) = f(v) \} \right|
\]

\[
\left( \because \text{ for every } v \in \mathcal{H}_f \cup X_i, \text{SPL}_f^\prime (v) = f(v) \right)
\]

\[
= d_{\text{bip}}(G, f) - \left[ \sum_{v \in V \setminus (\mathcal{H}_f \cup X_i) : f(v) = L} |N(v) \cap f^{-1}(L)| + \sum_{v \in V \setminus (\mathcal{H}_f \cup X_i) : f(v) = R} |N(v) \cap f^{-1}(R)| \right]
\]

\[
\leq d_{\text{bip}}(G, f) - \left[ \sum_{v \in B_f \setminus X_i : f(v) = L} |N(v) \cap f^{-1}(L)| + \sum_{v \in B_f \setminus X_i : f(v) = R} |N(v) \cap f^{-1}(R)| \right]
\]

\[
= d_{\text{bip}}(G, f) - \Pi.
\]

(ii) By the definition of \( \mathcal{H}_f \), we know that \( |\mathcal{H}_f \setminus (\mathcal{H}_f \cup X_i)| \) is upper bounded by \( o(k^\varepsilon) |\mathcal{H}_f| \). Following the definition of \( D_{\mathcal{H}_f \setminus (\mathcal{H}_f \cup X_i), V(G)} \), we can say the following:

\[
D_{\mathcal{H}_f \setminus (\mathcal{H}_f \cup X_i), V(G)} = \left| \{ (u, v) \in E(G) : u \in \mathcal{H}_f \setminus (\mathcal{H}_f \cup X_i) \text{ and } v \in V(G), \text{SPL}_f^\prime (u) = \text{SPL}_f^\prime (v) \} \right|
\]

\[
\leq |\mathcal{H}_f \setminus (\mathcal{H}_f \cup X_i)| \times |V(G)| = o(k^\varepsilon) |\mathcal{H}_f| \times n \leq o(k^\varepsilon)n^2.
\]

The last inequality follows as \( |\mathcal{H}_f| \) is at most \( n \).

Proof of Claim 4.12. Observe that

\[
D_{B_f \setminus X_i, V(G)} = \left| \{ (u, v) \in E(G) : u \in B_f \setminus X_i \text{ and } v \in V(G), \text{SPL}_f^\prime (u) = \text{SPL}_f^\prime (v) \} \right|
\]

\[
\leq |\{ (u, v) \in E(G) : u \in B_f \setminus X_i \text{ and } v \in V(G) \}| = \sum_{v \in B_f \setminus X_i} |N(v)|
\]

As \( B_f = B_f^1 \cup B_f^2 \), we have

\[
D_{B_f \setminus X_i, V(G)} \leq \sum_{v \in B_f^1 \setminus X_i} |N(v)| + \sum_{v \in B_f^2 \setminus X_i} |N(v)|. \tag{3}
\]

We will bound \( D_{B_f \setminus X_i, V(G)} \) by bounding \( \sum_{v \in B_f^1 \setminus X_i} |N(v)| \) and \( \sum_{v \in B_f^2 \setminus X_i} |N(v)| \) separately, which we prove in the following claim:

\[ \triangleright \text{Claim 4.14.} \text{ Consider } T_1 \text{ and } T_2 \text{ defined as follows:}
\]

\[
T_1 = 2 \left( \sum_{v \notin f^{-1}(L) \cap (B_f^1 \setminus X_i)} |N(v) \cap f^{-1}(L)| + \sum_{v \notin f^{-1}(R) \cap (B_f^1 \setminus X_i)} |N(v) \cap f^{-1}(R)| \right) + \frac{k^\varepsilon n^2}{150}.
\]
\[ T_2 = \left( 2 + \frac{k}{200} \right) \left( \sum_{v \in f^{-1}(L) \cap (B_j^0 \setminus X_i)} |N(v) \cap f^{-1}(L)| + \sum_{v \in f^{-1}(R) \cap (B_j^0 \setminus X_i)} |N(v) \cap f^{-1}(R)| \right). \]

Then
(i) For balanced vertices of Type 1, we have
\[ \sum_{v \in B_j^0 \setminus X_i} |N(v)| \leq T_1 \]
(ii) For balanced vertices of Type 2, we have
\[ \sum_{v \in B_j^0 \setminus X_i} |N(v)| \leq T_2 \]

See the full version of the paper [10] for the proof of the above claim. Using Claim 4.14 and Equation (3), we get
\[
D_{B_j \setminus X_i,V(G)} = \sum_{v \in B_j^0 \setminus X_i} |N(v)| + \sum_{v \in B_j^0 \setminus X_i} |N(v)| \\
\leq T_1 + T_2 \\
\leq 2 \left( 1 + \frac{k}{400} \right) \Pi + \frac{k\varepsilon n^2}{150}
\]
The last inequality follows from the definitions of \( T_1, T_2 \) and \( \Pi \).

\begin{proof}[Proof of Heavy vertex lemma (Lemma 4.7)]
Before proceeding to prove the Heavy vertex lemma, we will first prove two intermediate claims that will be crucially used in the proof of the lemma. The first claim states that when we consider a bipartition \( f \) of \( G \), if a vertex \( v \in G \) has a large number of neighbors on one side of the partition defined by \( f \), the proportion of its neighbors in \( X_i \) on the same side of \( f \) will be approximately preserved, where \( X_i \) is a set of vertices picked at random in Step-1(i) of the algorithm TOL-BIP-DIST\((G, \varepsilon)\). The result is formally stated as follows:

\begin{itemize}
  \item [\textit{Claim 4.15.}] Let \( f \) be a bipartition of \( G \). Consider a vertex \( v \in V \).
  \begin{itemize}
    \item [(i)] Suppose \( |N(v) \cap f^{-1}(L)| \geq \frac{kn \varepsilon}{150} \). Then, with probability at least \( 1 - o(k\varepsilon) \), we have
    \[ |N(v) \cap f^{-1}(L) \cap X_i| = (1 \pm \frac{k}{500}) \frac{kn \varepsilon}{n} \sum_{X} |X_i| \frac{|X_i|}{n}. \]
    \item [(ii)] Suppose \( |N(v) \cap f^{-1}(R)| \geq \frac{kn \varepsilon}{150} \). Then, with probability at least \( 1 - o(k\varepsilon) \), we have
    \[ |N(v) \cap f^{-1}(R) \cap X_i| = (1 \pm \frac{k}{500}) \frac{kn \varepsilon}{n} \sum_{X} |X_i| \frac{|X_i|}{n}. \]
  \end{itemize}

  The next claim is in similar spirit as that of Claim 4.15. Instead of considering vertices with large number of neighbors, it considers the case when a vertex has small number of neighbors on one side of a bipartition \( f \).

  \begin{itemize}
    \item [\textit{Claim 4.16.}] Let \( f \) be a bipartition of \( G \). Consider a vertex \( v \in V \).
    \begin{itemize}
      \item [(i)] Suppose \( |N(v) \cap f^{-1}(L)| \leq \frac{kn \varepsilon}{150} \). Then, with probability at least \( 1 - o(k\varepsilon) \), we have
      \[ |N(v) \cap f^{-1}(L) \cap X_i| \leq \frac{1}{1 + \frac{k}{500}} \frac{kn \varepsilon |X_i|}{150}. \]
    \end{itemize}
  \end{itemize}
\end{itemize}
\end{proof}
(ii) Suppose \(|N(v) \cap f^{-1}(R)| \leq \frac{1}{1 + \frac{500}{k\varepsilon}} \frac{k\varepsilon |X_i|}{150}\). Then, with probability at least \(1 - o(k\varepsilon)\), we have
\[
|N(v) \cap f^{-1}(R) \cap X_i| \leq \frac{1}{1 + \frac{500}{k\varepsilon}} \frac{k\varepsilon |X_i|}{150}.
\]

Claim 4.15 and Claim 4.16 can be proved by using large deviation inequalities (stated in Appendix B), and the proofs can be found in the full version of the paper [10].

Assuming Claim 4.15 and Claim 4.16 hold, we now prove the Heavy vertex lemma (Lemma 4.7).

**Proof of Lemma 4.7.** We will only prove (i) here, which concerns the \(L\)-heavy vertices. (ii) can be proved in similar fashion.

We first characterize \(L\)-heavy vertices into two categories:

(a) Both \(|N(v) \cap f^{-1}(L)|\) and \(|N(v) \cap f^{-1}(R)|\) are large, that is, \(|N(v) \cap f^{-1}(L)| \geq \frac{k\varepsilon n}{150}\) and \(|N(v) \cap f^{-1}(R)| \geq \frac{k\varepsilon n}{150}\). Also, \(|N(v) \cap f^{-1}(L)| \geq (1 + \frac{k}{200}) |N(v) \cap f^{-1}(R)|\).

(b) \(|N(v) \cap f^{-1}(L)|\) is large and \(|N(v) \cap f^{-1}(R)|\) is small, that is, \(|N(v) \cap f^{-1}(L)| \geq \frac{k\varepsilon n}{150}\) and \(|N(v) \cap f^{-1}(R)| \leq \frac{k\varepsilon n}{150}\).

**Case (a):** Here \(|N(v) \cap f^{-1}(L)| \geq (1 + \frac{k}{200}) \frac{k\varepsilon n}{150}\), and \(|N(v) \cap f^{-1}(R)| \geq \frac{k\varepsilon n}{150}\). From Claim 4.15, the following hold, with probability at least \(1 - o(k\varepsilon)\):
\[
|N(v) \cap f^{-1}(L) \cap X_i| = \left(1 \pm \frac{k}{500}\right) |N(v) \cap f^{-1}(L)| \frac{|X_i|}{n}
\]
and
\[
|N(v) \cap f^{-1}(R) \cap X_i| = \left(1 \pm \frac{k}{500}\right) |N(v) \cap f^{-1}(R)| \frac{|X_i|}{n}.
\]

So, with probability at least \(1 - o(k\varepsilon)\), we have the following
\[
|N(v) \cap f^{-1}(L) \cap X_i| - |N(v) \cap f^{-1}(R) \cap X_i| \\
\geq \left(1 - \frac{k}{500}\right) |N(v) \cap f^{-1}(L)| \frac{|X_i|}{n} - \left(1 + \frac{k}{500}\right) |N(v) \cap f^{-1}(R)| \frac{|X_i|}{n} \\
\geq \left(1 - \frac{k}{500} - \frac{1 + \frac{k}{500}}{1 + \frac{500}{k\varepsilon}}\right) |N(v) \cap f^{-1}(L)| \frac{|X_i|}{n} \\
\geq \frac{k}{1500} \times \frac{k\varepsilon |X_i|}{150} \\
\geq \frac{k^2 \varepsilon |X_i|}{225000} \quad (\because k \leq 100)
\]

**Case (b):** Here \(|N(v) \cap f^{-1}(L)| \geq \frac{k\varepsilon n}{150}\) and \(|N(v) \cap f^{-1}(R)| \leq \left(1 + \frac{k}{200}\right) \frac{k\varepsilon n}{150}\). So, from Claim 4.15 and Claim 4.16, the following hold, with probability at least \(1 - o(k\varepsilon)\):
\[
|N(v) \cap f^{-1}(L) \cap X_i| = \left(1 \pm \frac{k}{500}\right) |N(v) \cap f^{-1}(L)| \frac{|X_i|}{n}
\]
and
\[
|N(v) \cap f^{-1}(R) \cap X_i| \leq \frac{1}{1 + \frac{500}{k\varepsilon}} \frac{k\varepsilon |X_i|}{150}.
\]
Thus, with probability at least $1 - o(k\varepsilon)$, we have the following:

$$
\left| N(v) \cap f^{-1}(L) \cap X_i \right| - \left| N(v) \cap f^{-1}(R) \cap X_i \right| \\
\geq \left(1 - \frac{k}{500}\right) \left| N(v) \cap f^{-1}(L) \right| \frac{1}{n} - \frac{1 + \frac{k}{500}}{150} \frac{k\varepsilon |X_i|}{150} \\
= \left(1 - \frac{k}{500}\right) k\varepsilon |X_i| - \frac{1 + \frac{k}{500}}{150} k\varepsilon |X_i| \\
\geq \frac{1}{1500} \left(2k - \frac{k^2}{100}\right) k\varepsilon \frac{|X_i|}{150} \\
\geq \frac{k^2 \varepsilon |X_i|}{225000} \quad (\because k \leq 100)
$$

This completes the proof of part (i) of Lemma 4.7.

\section*{4.2 Proof of Soundness}

In this section, we prove the following theorem:

\textbf{Theorem 4.17.} Let us assume that $G$ is $(2 + k)\varepsilon$-far from being bipartite. Then $\text{TOI-Bip-Dist}(G, \varepsilon)$ reports the same, with probability at least $9/10$.

Assume $f$ be a bipartition of $V(G)$. Now let us consider a derived bipartition $\text{Der}_i^f$ with respect to $f$ by $f_{ij}$, and choose a set of random vertex pairs $Y$ such that $|Y| = |Z|$. Let $\chi_{ij}^f$ denote the fraction of vertex pairs of $Y$ that are monochromatic with respect to the bipartition $\text{Der}_i^f$, that is,

$$
\chi_{ij}^f = 2 \cdot \left\{ \frac{|\{a, b\} \in Y : \{a, b\} \in E(G) \text{ and } \text{Der}_i^f(a) = \text{Der}_i^f(b)|}{|Y|} \right\}.
$$

\textbf{Observation 4.18.} $\chi_{ij}^f \leq (2 + \frac{k}{20})\varepsilon$ holds with probability at most $\frac{1}{10^N}$, where $N = 2^\Theta(\frac{1}{k^2 \log \frac{1}{\varepsilon}})$.

\textbf{Proof.} Since $G$ is $(2 + k)\varepsilon$-far from being bipartite, the same holds for the bipartition $\text{Der}_i^f$ as well, that is, $d_{bip}(G, \text{Der}_i^f) \geq (2 + k)\varepsilon^2$. So, $E[\chi_{ij}^f] \geq (2 + k)\varepsilon$. Using Chernoff bound (see Lemma B.1), we can say that, $P\left[ \chi_{ij}^f \leq (2 + \frac{k}{20})\varepsilon \right] \leq \frac{1}{10^N}$. Since $|Z| = O \left( \frac{1}{k^2 \log \frac{1}{\varepsilon}} \right)$, the result follows.

We will be done with the proof by proving the following claim, that says that bounding $\chi_{ij}^f$ is equivalent to bounding $\zeta_{ij}$.

\textbf{Claim 4.19.} For any $i \in [l]$, and any $f_{ij} \in F_i$, the probability distribution of $\zeta_{ij}$ is identical to that of $\chi_{ij}^f$, for some derived bipartition with respect to $f$ by $f_{ij}$.

\textbf{Proof.} Consider a bipartition $f_{ij} \in F_i$ of $X_i$, and the bipartition $f'_{ij}$ of $X_i \cup Z$, constructed by extending $f_{ij}$ as described in the algorithm. For the sake of the argument, let us construct a new bipartition $f''_{ij}$ of $V(G)$ by extending the bipartition $f'_{ij}$, following the same rule of \textbf{Step-2 (ii) (b)} of the algorithm. Observe that $f''_{ij}(v) = f_{ij}(v)$, for each $v \in X_i$. Thus $f''_{ij}$ is a derived bipartition with respect to some $f$ by $f_{ij}$. Hence, the claim follows according to the way we generate $\zeta_{ij}$, along with the fact that $Z$ is chosen uniformly at random by the algorithm in \textbf{Step-1 (ii)}. \hfill \blacksquare
Let us now define a pair $(X_i, f_{ij})$, with $i \in [t]$ and $f_{ij} \in F_i$ as a **configuration**. Now we make the following observation which follows directly from the description of the algorithm.

**Observation 4.20.** Total number of possible configurations is $N = 2^{O\left(\frac{1}{k\varepsilon} \log \frac{1}{k\varepsilon}\right)}$.

Note that Claim 4.19 holds for a particular $f_{ij} \in F_i$. Recall that in Step-2(iii), our algorithm $\text{Tol-Bip-Dist}(G, \varepsilon)$ reports that $G$ is $(2 + k\varepsilon)$-far if $\zeta_{ij} > \left(\frac{2 + k}{2\varepsilon}\right)\varepsilon$, for all $i \in [t]$ and $f_{ij} \in F_i$. So, using the union bound, along with Observation 4.18, Claim 4.19 and Observation 4.20, we are done with the proof of Theorem 4.17.

## 5 Conclusion

We believe that our result will certainly improve the current understanding of (tolerant) bipartite testing in the dense graph model. However, one may wonder whether the analysis can be improved to show that the algorithm (presented in Section 3) can decide whether $d_{bip}(G) \leq \varepsilon n^2$ or $d_{bip}(G) \geq c\varepsilon n^2$ for any $c > 1$. There is a bottleneck in our technique as we are bounding error due to the balanced vertices by the sum of degrees of the balanced vertices (as done in Claim 4.12). Because of this reason, it is not obvious if our algorithm (and its analysis) can be used to get a result, like Theorem 2.1, for all $c > 1$ with the same query complexity.

On a different note, we can decide $d_{bip}(G) \leq \varepsilon n^2$ or $d_{bip}(G) \geq (1 + k)\varepsilon n^2$ by using $\tilde{O}\left((1/k\varepsilon)^6\right)$ queries, which can be derived from the work of Alon, Vega, Kannan and Karpinski [1] (see Corollary A.3 in Appendix A). Hence, any algorithm that solves the general bipartite distance problem with query complexity $o\left((1/k\varepsilon)^6\right)$, will be of huge interest.
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A Bipartite distance estimation with query complexity \( \tilde{O}(1/\varepsilon^6) \)

Formally, we state the following theorem.

**Theorem A.1.** Given an unknown graph \( G \) on \( n \) vertices and any approximation parameter \( \varepsilon \in (0,1) \), there is an algorithm that performs \( \tilde{O}(1/\varepsilon^6) \) adjacency queries, and outputs a number \( \hat{d}_{bip}(G) \) such that, with probability at least \( 9/10 \), the following holds:

\[
d_{bip}(G) - \varepsilon n^2 \leq \hat{d}_{bip}(G) \leq d_{bip}(G) + \varepsilon n^2,
\]

where \( d_{bip}(G) \) denotes the bipartite distance of \( G \).

We have the following two corollaries of the above theorem.

**Corollary A.2.** There exists an algorithm that given adjacency query access to a graph \( G \) with \( n \) vertices and a parameter \( \varepsilon \in (0,1) \) such that, with probability at least \( 9/10 \), decides whether \( d_{bip}(G) \leq \varepsilon n^2 \) or \( d_{bip}(G) \geq (2 + \Omega(1))\varepsilon n^2 \) using \( \tilde{O}(1/\varepsilon^6) \) many queries to the adjacency matrix of \( G \).

**Corollary A.3.** There exists an algorithm that given adjacency query access to a graph \( G \) with \( n \) vertices and a parameter \( \varepsilon \in (0,1) \) such that, with probability at least \( 9/10 \), decides whether \( d_{bip}(G) \leq \varepsilon n^2 \) or \( d_{bip}(G) \geq (1 + k)\varepsilon n^2 \) using \( \tilde{O}\left(\frac{1}{k\varepsilon}\right)^6 \) many queries to the adjacency matrix of \( G \).

To prove Theorem A.1, we first discuss the connection between MaxCut and bipartite distance of a graph \( G \). Then we use the result for MaxCut estimation by Alon, Vega, Kannan and Karpinski [1].

**Connection between MaxCut and \( d_{bip}(G) \)**

For a graph \( G = (V, E) \) on the vertex set \( V \) and edge set \( E \), let \( S \) be a subset of \( V \). We define

\[
\text{Cut}(S) := \left| \{(u, v) \in E \mid |\{u, v\} \cap S| = 1\} \right|
\]
**Maximum Cut** (henceforth termed as MAXCUT), denoted by \( M(G) \), is a partition of the vertex set \( V \) of \( G \) into two parts such that the number of edges crossing the partition is maximized, that is,

\[
M(G) := \max_{S \subseteq V} \text{Cut}(S).
\]

The following equation connects MAXCUT and the bipartite distance of a graph \( G \):

\[
d_{\text{bip}}(G) = |E(G)| - M(G).
\]

So, \( d_{\text{bip}}(G) \) can be estimated by estimating \( |E(G)| \) and \( M(G) \).

**Result on edge estimation**

Observe that estimating \( |E(G)| \) with \( \varepsilon n^2 \) additive error is equivalent to parameter estimation problem in probability theory, see Mitzenmacher and Upfal [17, Section 4.2.3].

**Proposition A.4** (Folklore). Given any graph \( G \) on \( n \) vertices and an input parameter \( \varepsilon \in (0, 1) \), the size of the edge set \( E(G) \) can be estimated within an additive \( \varepsilon n^2 \) error, with probability at least 9/10, using \( \widetilde{O}(1/\varepsilon^2) \) many adjacency queries to \( G \).

**MAXCUT estimation by using \( \widetilde{O}(1/\varepsilon^6) \) queries**

Let \( G = (V, E) \) be an \( n \) vertex graph. Both Alon, Vega, Kannan and Karpinski [1] and Mathieu and Schudy [16] showed that if \( S \) is a \( t \)-sized random subset of \( V \), where \( t = O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon}\right) \), then, with probability at least \( \frac{9}{10} \), we have the following:

\[
\left| \frac{M(G|_S)}{t^2} - \frac{M(G)}{n^2} \right| \leq \varepsilon \frac{1}{2}
\]

where \( G|_S \) denotes the induced graph of \( G \) on the vertex set \( S \). So, the above inequality tells us that if we can get an \( \varepsilon t^2/2 \) additive error to \( M(G|_S) \), then we can get an \( \varepsilon n^2 \) additive estimate for \( M(G) \). Observation A.5 implies that using \( O\left(t/\varepsilon^2\right) = O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon}\right) \) many adjacency queries to \( G|_S \), we can get an \( \varepsilon t^2/2 \) additive estimate to \( M(G|_S) \). Therefore, the query complexity of MAXCUT algorithms of Alon, Vega, Kannan and Karpinski [1] and Mathieu and Schudy [16] is at most \( O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon}\right) \).

Now we state and prove the following observation.

**Observation A.5** (Folklore). For a graph \( G \) with \( n \) vertices and an approximation parameter \( \varepsilon \in (0, 1) \), \( \Theta\left(n/\varepsilon^2\right) \) many adjacency queries to \( G \) are sufficient to get an \( \varepsilon n^2 \) additive approximation to MAXCUT \( M(G) \), with probability at least 9/10.

**Proof.** We sample \( t \) many pairs of vertices \( \{a_1, b_1\}, \ldots, \{a_t, b_t\} \) uniformly at random and independent of each other, where \( t = \Theta(n/\varepsilon^2) \). Thereafter, we perform \( t \) many adjacency queries to those sampled pairs of vertices. Now fix a subset \( S \subset V(G) \) and let us denote \( (S, \overline{S}) \) to be the set of edges between \( S \) and \( \overline{S} \).

Let us now define a set of random variables, one for each sampled pair of vertices as follows:

\[
X_i = \begin{cases} 
1, & \text{if } \{a_i, b_i\} \in (S, \overline{S}) \\
0, & \text{otherwise}
\end{cases}
\]

We will output \( \max_{S \subset V(G)} \overline{M}_S \) as our estimate of \( M(G) \), where \( \overline{M}_S = \frac{1}{t} \sum_{i=1}^{t} X_i \).
Let us denote $X = \sum_{i=1}^{t} X_i$. Note that

$$E[X_i] = P(X_i = 1) = \frac{|\{(S, S)\}|}{\binom{t}{2}}.$$ 

and hence

$$E[\hat{M}_S] = \frac{(2)}{t} E \left[ \sum_{i=1}^{t} X_i \right] = |\{(S, S)\}|.$$ 

Using Hoeffding’s Inequality (see Lemma B.2), we can say that

$$P \left( \left| |\{(S, S)\}| - \hat{M}_S \right| \geq \frac{\varepsilon n^2}{10} \right) \leq 2e^{-\Theta(\varepsilon^2 n^2/t)} \leq 2e^{-\Theta(n)}.$$ 

Using union bound over all $S \subset V(G)$, we can show that with probability at least $3/4$, for each $S \subset V(G)$, $\hat{M}_S$ approximates $|\{(S, S)\}|$ with $\varepsilon n^2$ additive error. Therefore $\max_{S \subset V(G)} \hat{M}_S$ estimates $M(G)$ with additive error $\varepsilon n^2$, with probability at least $3/4$. ▶

### B Large Deviation Inequalities

- **Lemma B.1** (Chernoff-Hoeffding bound, see [8]). Let $X_1, \ldots, X_n$ be independent random variables such that $X_i \in [0, 1]$. For $X = \sum_{i=1}^{n} X_i$ and $\mu_l \leq E[X] \leq \mu_h$, the followings hold for any $0 < \varepsilon < 1$:

  (i) $P(X \geq (1 + \varepsilon)\mu_h) \leq \exp \left( \frac{-\varepsilon^2 \mu_h}{3} \right)$.

  (ii) $P(X \leq (1 - \varepsilon)\mu_l) \leq \exp \left( \frac{-\varepsilon^2 \mu_l}{3} \right)$.

- **Lemma B.2** (Hoeffding’s Inequality, see [8]). Let $X_1, \ldots, X_n$ be independent random variables such that $a_i \leq X_i \leq b_i$ and $X = \sum_{i=1}^{n} X_i$. Then, for all $\delta > 0$,

$$P(|X - E[X]| \geq \delta) \leq 2 \exp \left( \frac{-2\delta^2}{\sum_{i=1}^{n} (b_i - a_i)^2} \right).$$