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Abstract
We solve the Bin Packing problem in \(O^*(2^k)\) time, where \(k\) is the number of items less or equal to one third of the bin capacity. This parameter measures the distance from the polynomially solvable case of only large (i.e., greater than one third) items. Our algorithm is actually designed to work for a more general Vector Bin Packing problem, in which items are multidimensional vectors. We improve over the previous fastest \(O^*(k! \cdot 4^k)\) time algorithm.

Our algorithm works by reducing the problem to finding an exact weight perfect matching in a (multi-)graph with \(O^*(2^k)\) edges, whose weights are integers of the order of \(O^*(2^k)\). To solve the matching problem in the desired time, we give a variant of the classic Mulmuley-Vazirani-Vazirani algorithm with only a linear dependence on the edge weights and the number of edges – which may be of independent interest.

Moreover, we give a tight lower bound, under the Strong Exponential Time Hypothesis (SETH), showing that the constant 2 in the base of the exponent cannot be further improved for Vector Bin Packing.

Our techniques also lead to improved algorithms for Vector Multiple Knapsack, Vector Bin Covering, and Perfect Matching with Hitting Constraints.
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1 Introduction

NP-hard problems often have special cases that can be solved in polynomial time, e.g., Vertex Cover is tractable in graphs with the König property, Dominating Set is tractable in trees, and Longest Common Subsequence is tractable in permutations. Many of these problems remain (fixed-parameter) tractable with a distance from the polynomially solvable case taken as a parameter, e.g., Vertex Cover Above Matching [16], Dominating Set in bounded treewidth graphs [1], or Longest Common Subsequence parameterized by the maximum occurrence number [6]. In parameterized complexity, this concept is sometimes dubbed \textit{distance from triviality} [6].
In the Bin Packing problem, we are given \( n \) items from \( Q_{\geq 0} \), and we have to pack them into the smallest possible number of unit-sized bins. It is a classic strongly NP-hard problem. When all items are large, i.e., greater than \( \frac{1}{3} \), then no three items can fit into a single bin and the problem reduces to the Maximum Matching problem, and hence it can be solved in polynomial time [5].

Bannach et al. [2] are the first to study Bin Packing parameterized by the number \( k \) of small (i.e., \( \leq \frac{1}{3} \)) items – which is the distance from the above tractable case. They give algorithms running in randomized \( O^*(k! \cdot 4^k) \) time, and deterministic \( O^*((k!)^2 \cdot 2^k) \) time.\(^1\) Their randomized algorithm works even for a more general Vector Bin Packing problem, in which items are \( d \)-dimensional vectors from \( Q_{\geq 0}^d \), and a set of items fits into a bin if their coordinate-wise sum does not exceed 1 in any coordinate. (The notion of a small item is more complex in the multidimensional case; see Section 1.1 for the definition.)

We improve upon their result by giving an \( O^*(2^k) \) randomized time algorithm for Vector Bin Packing. We complement it with a matching conditional lower bound, showing that the constant 2 in the base of the exponent cannot be further improved, unless the Strong Exponential Time Hypothesis (SETH) fails.

Our algorithm works by reducing the problem to finding a perfect matching of a given total weight in an edge-weighted (multi-)graph. The graph has only \( O(n) \) nodes, but can have up to \( O(2^k n^2) \) edges, whose weights are integers of the order of \( 2^k \cdot k \). To solve the matching problem in the desired \( O^*(2^k) \) time, we give a variant of the classic Mulmuley-Vazirani-Vazirani algorithm [12] with only a linear dependence on the edge weights and the number of edges – which may be of independent interest.

Our techniques also lead to improved algorithms for the two other problems studied by Bannach et al. [2], i.e., the Vector Multiple Knapsack and Vector Bin Covering problems, as well as for the Perfect Matching with Hitting Constraints problem, studied by Marx and Pilipczuk [11].

### 1.1 Vector Bin Packing with Few Small Items

First, let us formally define Vector Bin Packing as a decision problem. We remark that (Vector) Bin Packing is also often studied as an optimization problem – especially in the context of approximation algorithm – but one can always switch between the two variants via binary search, loosing at most of a factor of \( O(\log n) \) in the running time.

**Vector Bin Packing**

Given:

- a set of \( n \) items \( V = \{v_1, \ldots, v_n\} \subseteq Q_{\geq 0}^d \),
- and an integer \( \ell \in \mathbb{Z}_+ \) denoting the number of unit-sized bins.

Decide:

- if the items can be partitioned into \( \ell \) bins \( B_1 \cup \cdots \cup B_{\ell} = V \) such that
  \[
  \sum_{v \in B_i} v[j] \leq 1 \quad \text{for every bin } i \in [\ell] \text{ and every dimension } j \in [d].
  \]

Note that the assumption that bins are unit-sized is without loss of generality, as one can always independently scale each dimension in order to meet that constraint. We can also safely assume that \( V \) is a set, as one can handle multiple occurrences of the same item by introducing one extra dimensions with negligibly small but unique coordinates.

---

\(^1\) We use \( O^*(\cdot) \) notation to suppress factors polynomial in the input size \( n \), i.e., \( O^*(f(k)) = f(k) \cdot n^{O(1)} \).

\(^2\) We use \([n]\) to denote the set of integers \( \{1, 2, \ldots, n\} \).
Unlike in the one-dimensional Bin Packing problem, where a small item can be defined simply as smaller or equal to $1/3$, we use a more complex definition, introduced by Bannach et al. [2]. Let $V \subseteq \mathbb{Q}_d^{+}\subseteq \mathbb{Q}_d$ be a set of $d$-dimensional items. We say that a subset $V' \subseteq V$ is 3-incompatible if no three distinct items from $V'$ fit into a unit-sized bin, i.e., for every distinct $u,v,w \in V'$ there exists a dimension $i \in [d]$ such that $u[i] + v[i] + w[i] > 1$. Now we can define the parameterized problem that we study.

Vector Bin Packing with Few Small Items

Parameter: the number of small items $k$.

Given: a set of $n$ items $V = \{v_1, \ldots, v_n\} \subseteq \mathbb{Q}_d^{+}$, a subset of $k$ items $V_S \subseteq V$ such that $V_L = V \setminus V_S$ is 3-incompatible, and an integer $\ell \in \mathbb{Z}_+$ denoting the number of unit-sized bins.

Decide: if the items can be partitioned into $\ell$ bins $B_1 \cup \ldots \cup B_\ell = V$ such that $\sum_{v \in B_i} v[j] \leq 1$ for every bin $i \in [\ell]$ and every dimension $j \in [d]$.

We say that items in $V_S$ are small, and the remaining items in $V_L = V \setminus V_S$ are large. Note that we assume that a subset of small items is specified in the input. This way we can study the complexity of the packing problem independently of the complexity of finding a (smallest) subset of small items. This is similar, e.g., to the standard practice for treewidth parameterization, where one assumes that a suitable tree decomposition is given in the input (see, e.g., [4]). We remark that if only the set of all items $V$ is given, a smallest possible subset of small items can be found in $O^*(2^{2.27k})$ time [14] via a reduction to the 3-Hitting Set problem [2].

1.2 Our results

Our main result is an $O^*(2^k)$ time randomized algorithm for Vector Bin Packing with Few Small Items. The algorithm consists of two parts: reducing the packing problem to a matching problem, and solving the matching problem. More formally, we first prove the following.

\begin{lemma}
An $n$-item instance of Vector Bin Packing with $k$ small items can be reduced, in deterministic time $O(2^k n^2 kd)$, to the problem of finding an exact-weight perfect matching in a (multi-)graph. The graph has $O(n)$ vertices, $O(2^k n^2)$ edges, and non-negative integer edge weights that do not exceed $O(2^k)$. The target exact total weight of a matching is $O(2^k)$.
\end{lemma}

The above matching problem is dubbed Exact Matching, and is known to be in randomized\(^3\) (pseudo-)polynomial time since the Mulmuley-Vazirani-Vazirani algorithm [12]. The algorithm directly solves the 0/1 weights variant of Exact Matching in simple graphs. A prior reduction of Papadimitriou and Yannakakis [15] handles arbitrary non-negative integer edge weights and multiple parallel edges. The reduction replaces each edge of weight $w$ by a path of length $2w + 1$ with alternating 0/1 edge weights.

The reduction multiplies the number of vertices by the edge weights and by the number of edges. Further, Mulmuley-Vazirani-Vazirani is not a linear time algorithm. Hence, this would give us only a $2^{O(k)} n^{O(1)}$ time algorithm for Vector Bin Packing. This is already an improvement over the previous factorial time algorithm, but still not our desired $2^k n^{O(1)}$ running time.

\(^3\) It is a big open problem to derandomize the algorithm, see, e.g., [18].
There are more direct and faster ways to solve the general Exact Matching problem than going through the Papadimitriou-Yannakakis reduction. It seems folklore to handle arbitrary edge weights by replacing a monomial $x$, corresponding to a weight-one edge in the Mulmuley-Vazirani-Vazirani algorithm, with $x^w$, where $w$ is the edge weight. It remains to handle multiple parallel edges. A crucial part of the algorithm is the so-called isolation lemma. It assigns random costs to edges, ensuring that the minimum cost perfect matching of the target weight is unique, and hence it cannot cancel out in the algebraic computations. The range of costs, required to ensure this property, on one hand depends on the number of edges, and on the other hand, determines the bitsize of the costs, on which the algorithm later needs to do arithmetic.

Due to the number of edges in Lemma 1, a direct application of isolation lemma would lead to an $O^*(4^k)$ time algorithm. To mitigate this issue, we carefully apply isolation lemma to pairs of vertices, and hence the number of edges appears in the running time only as a linear additive factor.

**Theorem 2.** Given an edge-weighted multigraph with $n$ nodes and $m$ edges, and an integer $t$, a randomized Monte-Carlo algorithm can decide whether there is a perfect matching of total weight exactly $t$ in $\tilde{O}(t \cdot n^8 + m)$ time.

Lemma 1 and Theorem 2 together imply our main result.

**Theorem 3.** There is a randomized Monte Carlo algorithm solving Vector Bin Packing with Few Small Items in $O^*(2^k)$ time.

**Lower bound**

We show that the above result is tight, via a matching conditional lower bound, under the Strong Exponential Time Hypothesis (SETH) [7]. The hypothesis states that deciding $k$-CNF-SAT with $n$ variables requires time $2^{s_k n}$ for $\lim_{k \to \infty} s_k = 1$. In particular, it implies that deciding CNF-SAT requires $2^{(1-\varepsilon)n}$ time, for every $\varepsilon > 0$. SETH is a standard hardness assumption for conditional lower bounds in fine-grained and parameterized complexity [4, 20]. We prove the following lower bound for the (non-parameterized) Vector Bin Packing problem.

**Theorem 4.** Unless SETH fails, Vector Bin Packing cannot be solved in $O^*(2^{(1-\varepsilon)n})$ time, for any $\varepsilon > 0$. This holds even restricted to instances with only two bins and dimension $d = O(n)$.

Since $k \leq n$, the corollary for the parameterized version of the problem follows immediately, proving that the algorithm of Theorem 3 is tight.

**Corollary 5.** Unless SETH fails, Vector Bin Packing with Few Small Items cannot be solved in $O^*(2^{(1-\varepsilon)k})$ time, for any $\varepsilon > 0$. This holds even restricted to instances with only two bins and dimension $d = O(n)$.

We remark that our lower bound crucially relies on multiple dimensions. The best known hardness result for the (one-dimensional) Bin Packing problem rules out only $2^{o(n)}$ time algorithms [9], assuming the Exponential Time Hypothesis (ETH) [8]. It is a big open problem whether an $O(1.99^n)$ time algorithm for Bin Packing exists. Recently, Nederlof et al. [13] gave such an algorithm for any constant number of bins. This is in contrast to Vector Bin Packing, which, as we show, requires $2^{(1-\varepsilon)n}$ time already for two bins.
Other applications

Bannach et al. [2] studied two further problems closely related to the Vector Bin Packing problem – namely, Vector Multiple Knapsack and Vector Bin Covering – under similar parameterizations.

In the Vector Multiple Knapsack problem, each item comes with a profit, and instead of having to pack all the items, we aim to pack a subset of the items into a fixed number of bins while maximizing the overall profit of the packed items. In the few small items regime, the fastest known algorithm so far has a running time of $O^*(k! \cdot 4^k)$, where $k$ is the number of small items [2]. Adapting our algorithm to handle the profits and the obstacle that only a subset of items might be packed, we obtain the following theorem.

\textit{Theorem 6.} There is a randomized Monte Carlo algorithm solving Vector Multiple Knapsack with Few Small Items in $O^*(2^k)$ time when item profits are bounded by $\text{poly}(n)$.

In the Vector Bin Covering problem, we aim to cover bins. Intuitively speaking, instead of packing the items into as few bins as possible, we want to partition them into as many bins as possible while satisfying a covering constraint for each bin. This new desired property of a solution leads to a slightly different definition of the set of small items: instead of any three large items not fitting together into a bin, now they cover a bin. So far, the fastest algorithm solving this problem parameterized by the number $k$ of small items runs in time $O^*(k! \cdot 4^k)$ [2]. We give the following improvement.

\textit{Theorem 7.} There is a randomized Monte Carlo algorithm solving Vector Bin Covering with Few Small Items in $O^*(2^k)$ time.

Further, our results directly imply an improved running time for the Perfect Matching with Hitting Constraints problem. This problem asks whether we can find a perfect matching in a graph using at least one edge from each of given subsets of edges. It was studied by Marx and Pilipczuk [11] as a tool for solving a subgraph isomorphism problem in forests. They gave an algorithm (for the matching problem) running in time $2^{O(k)}n^{O(1)}$, where $k$ is the number of edge subsets. Their algorithm shares certain similarities with our Vector Bin Packing algorithm. They use, however, a less efficient encoding of subsets into edge weights (using $2^k$ bits, compared to $k \log k$ bits we achieve in Lemma 9), and they only coarsely analyze the polynomial dependence on the weights when solving Exact Matching. Avoiding these two inefficiencies, we prove the following theorem.

\textit{Theorem 8.} There is a randomized Monte Carlo algorithm solving Perfect Matching with Hitting Constraints in $O^*(2^k)$ time.

2 From Vector Bin Packing to Exact Matching

\textit{Lemma 1.} An $n$-item instance of Vector Bin Packing with $k$ small items can be reduced, in deterministic time $O(2^kn^2kd)$, to the problem of finding an exact-weight perfect matching in a (multi-)graph. The graph has $O(n)$ vertices, $O(2^kn^2)$ edges, and non-negative integer edge weights that do not exceed $O(2^k)$. The target exact total weight of a matching is $O(2^k)$.  

\footnote{Even though Bannach et al. do not explicitly adapt their definition of a small item to this problem, they indeed work with the same definition as we do. In the full version on arXiv [3, page 11] they write: “The large vectors have the property that every subset of three vectors cover a container.”}
Proof. We interpret the problem of finding a packing as the problem of finding a perfect matching with a certain total weight in an edge-weighted (multi-)graph. Intuitively, each large item is represented by a vertex, and an edge connects two large items if they fit together into a bin. The edge weight indicates a set of small items which can be packed together with the endpoints (i.e., the corresponding large items). The goal is to match (pack) all large items while achieving the total weight that corresponds to all small items being assigned to some pairing of large items.

Formally, we first add $2\ell - |V_L|$ dummy items $\{0, \ldots, 0\} \in \mathbb{Q}_{\geq 0}$ to the set $V_L$ so that each bin will contain exactly two large items. A dummy item can be paired with another dummy item (no original large item is in that bin), or with an original large item (only one original large item is in that bin). For each large item $v \in V_L$ (including the dummy items), create a vertex $u_v$. For each pair of large items $v_1, v_2 \in V_L$, $v_1 \neq v_2$, and for each subset $X_v \subseteq V_S$ of small items, introduce an edge between $u_{v_1}$ and $u_{v_2}$ if $v_1[\ell] + v_2[\ell] + \sum_{v \in V_S} v_1[\ell] \leq 1$ for all $\ell \in [d]$, i.e., the small items fit together with the two large ones into a bin.\(^5\) The weight of the edge will depend on $V_S$ (but not on $v_1$ and $v_2$).

We need to design the edge weights such that each collection of edges of a certain total weight corresponds to a collection of subsets of small items that form a partition of the set of all small items $V_s$, and vice versa. A naive, but incorrect, solution would be to label the small items with integers $1, 2, \ldots, k$, and assign to a subset $X \subseteq [k]$ the integer whose binary representation corresponds to the indicator vector of $X$, i.e., $\sum_{x \in X} 2^{x-1}$. It is true that, with such weights, any collection of edges whose associated subsets form a partition of $V_s$ has the total weight $1 \ldots 1 = 2^k - 1$. However, the reverse statement is not true: it is possible to obtain the total weight $2^k - 1$ by, e.g., taking $2^k - 1$ edges that each allow small item 1 but no other small items.

As we will show in Lemma 9, in order to prevent such false positives, it suffices to concatenate the indicator vectors with $(\log k)$-bit counters denoting the number of elements in a set.\(^6\) More formally, we assign to a subset $X \subseteq [k]$ the weight $|X| \cdot 2^k + \sum_{x \in X} 2^{x-1}$, i.e., the $(k + \log k)$-bit integer whose $k$ least significant bits correspond to the indicator vector of $X$ and the $\log k$ most significant bits form the integer equal to the cardinality of $X$. The target total weight $k \cdot 2^k + (2^k - 1)$ can only be achieved by summing weights given to subsets forming a partition of $V_s$, i.e., by assigning each small item to (exactly) one matching edge.

Lemma 9. Fix the universe size $k \in \mathbb{N}$, and let $f : 2^{|k|} \to \mathbb{N}$ be given by

$$f(X) = |X| \cdot 2^k + \sum_{x \in X} 2^{x-1}.$$ 

Then, a family $X_1, \ldots, X_n \subseteq [k]$ is a partition\(^7\) of $[k]$ if and only if

$$f(X_1) + \cdots + f(X_n) = k \cdot 2^k + (2^k - 1).$$

---

\(^5\) Note that it is important to add an edge for each fitting subset, and not, e.g., only for inclusion-wise maximal fitting subsets. That is because we design the edge weights so that an exact matching corresponds to a partition (and not to a cover) of the set $V_s$.

\(^6\) Marx and Pilipczuk [11] solve a similar issue by concatenating the indicator vector with its reverse, i.e., they assign to $X$ weight $\sum_{x \in X} (2^{2k-x} + 2^{x-1})$. Their approach results in weights of the order of $4^k$, which is prohibitively large for achieving $O(2^k)$ running time.

\(^7\) That is, $X_1 \cup \cdots \cup X_n = [k]$, and $X_i \cap X_j = \emptyset$ for every $i \neq j$. 

Proof. The “partition ⇒ sum” direction follows from a simple calculation. Let us prove the “sum ⇒ partition” direction. For \( i \in [k] \), let \( c_i \) denote the number of sets containing element \( i \). We want to show that \( c_i = 1 \), for every \( i \). We have

\[
f(X_1) + \cdots + f(X_n) = \left( \sum_{i=1}^{k} c_i \right) \cdot 2^k + \sum_{i=1}^{k} c_i 2^{i-1}.
\]

Note that the \( k \) least significant bits of the sum \( f(X_1) + \cdots + f(X_n) \) are lower bounding the term \( \sum_{i=1}^{k} c_i 2^{i-1} \), and the remaining bits are upper bounding the term \( \sum_{i=1}^{k} c_i \), that is,

\[
\sum_{i=1}^{k} c_i 2^{i-1} \geq 2^k - 1 = 1 \ldots 1_2, \quad \text{and} \quad \sum_{i=1}^{k} c_i \leq k.
\]

For \( i = 0, 1, \ldots, k \), let \( p_i = c_1 + \cdots + c_i \), with \( p_0 = 0 \). Observe that \( p_i \geq i \), for every \( i \), as otherwise there are not enough bits to set the one in every position among the \( i \) least significant bits of the sum \( f(X_1) + \cdots + f(X_n) \). Moreover, \( p_k = \sum_{i=1}^{k} c_i \leq k \), and thus \( p_k = k \). Last but not least, by definition, \( c_i = p_i - p_{i-1} \). We have

\[
2^k - 1 \leq \sum_{i=1}^{k} 2^{i-1} c_i = \sum_{i=1}^{k} 2^{i-1} (p_i - p_{i-1}) = \sum_{i=1}^{k} 2^{i-1} p_i - \sum_{i=1}^{k} 2^{i-1} p_{i-1}
\]

\[
= \sum_{i=1}^{k} 2^{i-1} p_i - \sum_{i=0}^{k-1} 2^i p_i = 2^k p_k + \sum_{i=1}^{k} (2^{i-1} - 2^i) p_i - 2^0 p_0 = 2^k p_k - \sum_{i=1}^{k} 2^{i-1} p_i
\]

\[
= 2^k \cdot k - \sum_{i=1}^{k} 2^{i-1} p_i
\]

\[
\leq 2^k \cdot k - \sum_{i=1}^{k} 2^{i-1} i = 2^k \cdot k - (k - 1) \cdot 2^k = 2^k - 1.
\]

Hence, all the inequalities must be tight. In particular, \( p_i = i \) for every \( i \), and thus \( c_i = 1 \), i.e., each element of the universe is contained in exactly one set of the family.

\[\square\]

3 Fast Exact Weight Matching in Multigraphs

In this section we give our variant of the Mulmuley-Vazirani-Vazirani algorithm, with only a linear dependence on the edge weights and a linear additive dependence on the number of edges, proving Theorem 2.

3.1 The Pfaffian

At the heart of the matching algorithm lies a computation of the Pfaffian of a skew-symmetric matrix of certain polynomials. In order to introduce the notion of a Pfaffian properly, let us fix some definitions and notation first.

\[\text{It follows from the fact that the number of one-bits in the sum is less or equal to the total number of one-bits in the summands, and that this holds even if we look only at the } i \text{ least significant bits.}\]
For an \( n \times n \) matrix \( A \), we denote by \( A[i,j] \) the value in the \( i \)-th row and \( j \)-th column. We say that \( A \) is skew-symmetric if and only if \( A[i,j] = -A[j,i] \) for every \( i, j \in [n] \). Let \( \mathcal{M} \) be a perfect matching in the complete graph \( K_n \). We can look at \( \mathcal{M} \) as a sequence of edges in some arbitrary order, i.e.,

\[
\mathcal{M} = (i_1, j_1), (i_2, j_2), \ldots, (i_{n/2}, j_{n/2}),
\]

where, by convention, \( i_k \leq j_k \) for any \( k \). Now, we define the sign of \( \mathcal{M} \) as follows:

\[
\text{sgn } \mathcal{M} = \text{sgn} \left( 1 \ 2 \ 3 \ 4 \ \ldots \ n - 1 \ n \ i_1 \ j_1 \ i_2 \ j_2 \ \ldots \ i_{n/2} \ j_{n/2} \right),
\]

where the right-hand side is the sign of a permutation. One can easily show that this definition does not depend on the chosen order of the edges.

Now, we are ready to give the definition of a Pfaffian.

\begin{definition}[Pfaffian] Let \( A \) be an \( n \times n \) skew-symmetric matrix. The Pfaffian of \( A \) is denoted by \( \text{pf}(A) \) and is defined as follows

\[
\text{pf}(A) = \sum \left\{ \text{sgn } \mathcal{M} \cdot \prod_{(i_k,j_k) \in \mathcal{M}} A[i_k,j_k] \mid \mathcal{M} \text{ perfect matching in } K_n \right\}.
\]

\end{definition}

We note that since \( A \) is skew-symmetric, our convention that \( i_k \leq j_k \) does not affect the definition of the Pfaffian at all – if we were to switch \( i_k \) and \( j_k \), the sign of the matching changes, but so does the sign of the product of the weights.

Several equivalent definitions of a Pfaffian exist in the literature. However, we have chosen this one, as it immediately illustrates the connection between the Pfaffian and perfect matchings.

The Pfaffian of a matrix over an arbitrary field can be computed by, e.g., a variant of the Gaussian elimination. However, since we are dealing with polynomial matrices, we would like to avoid divisions. Fortunately, several division-free polynomial time algorithms for computing Pfaffian exist \([10, 17, 19]\).

Incidentally, Mahajan, Subramanya, and Vinay \([10]\) give a dynamic programming algorithm computing the Pfaffian of a matrix with entries from an arbitrary ring that makes \( O(n^3) \) additions and multiplications (see also survey \([17]\) for an alternative exposition)\(^9\). By analysing the structure of their algorithm, we get the following result for matrices with polynomial entries.

\begin{theorem}[cf. \([10]\), Section 4] Given an \( n \times n \) matrix \( A \) of univariate polynomials of degree at most \( d \) and integer coefficients bounded by \( M \), the Pfaffian \( \text{pf}(A) \) can be computed in \( \tilde{O}(n^6 d \log M) \) time.
\end{theorem}

\textbf{Proof.} The algorithm in \([10]\), Section 4, is described as a weighted DAG \( H_A \) with each vertex corresponding to a state of the dynamic program. The weights on the edges are signed entries of the matrix \( A \). There is an auxiliary starting state \( s \in H_A \) and the dynamic programming value for a state \( v \in H_A \) is a sum of products of weights along all the paths from \( s \) to \( v \).

Moreover, \( H_A \) has \( O(n^3) \) vertices, depth equal to \( O(n) \) and indegree of each vertex equal to \( O(n) \). Therefore, if the entries of \( A \) are polynomials of degree \( d \) and coefficients bounded by \( M \), then the values of the dynamic programming states are polynomials with

\(^9\) Urbańska’s algorithm \([19]\) runs even faster, in \( O(n^{3.03}) \) time. But since we care more about getting linear dependence on the target weight in our matching algorithm, rather than optimizing the polynomial dependence on \( n \), we have chosen to use a slightly slower, yet simpler algorithm for the sake of clarity.
a degree bounded by \(O(nd)\) and coefficients bounded by \(O(n^d M^n)\). Hence, by using FFT, we can perform each arithmetic operation in \(\tilde{O}(n^2d \log M)\) time. The number of arithmetic operations needed is proportional to the number of edges in \(H_A\), which is \(O(n^4)\). This yields the desired time bound.

Since we do not need to compute the whole Pfaffian in the Exact Matching problem, but are only interested in the coefficient of the monomial \(x^t\) (which conveys the information about matchings of the target weight \(t\)), we can speed up the computation by a factor of \(n\).

**Corollary 12.** Given an integer \(t\) and an \(n \times n\) matrix \(A\) of univariate polynomials with integer coefficients bounded by \(M\), a coefficient of the monomial \(x^t\) in \(\text{pf}(A)\) can be computed in \(\tilde{O}(n^3t \log M)\) time.

**Proof.** In the algorithm from Theorem 11, we can perform all the arithmetic operations modulo \(x^{t+1}\). Then, the degree of the polynomials is bounded by \(O(t)\) instead of \(O(nd)\), and a similar analysis follows.

### 3.2 The algorithm

We first recall the central lemma of the Mulmuley-Vazirani-Vazirani algorithm, used to deal with possible cancellations caused by varying signs in the Pfaffian definition.

**Lemma 13 (Isolation Lemma, cf. [12]).** Let \(S\) be a finite set, and let \(F \subseteq 2^S\) be a family of subsets of \(S\). To each element \(x \in S\), we assign an integer cost \(c(x)\) chosen uniformly and independently at random from \([1, \ldots, 2|S|]\). For a subset \(S' \subseteq S\), we define a total cost of \(S'\) to be \(c(S') = \sum_{x \in S'} c(x)\). Then,

\[\mathbb{P}(\text{there is a unique minimum total cost set in } F) \geq \frac{1}{2}.\]

Now we are ready to present the matching algorithm.

**Theorem 2.** Given an edge-weighted multigraph with \(n\) nodes and \(m\) edges, and an integer \(t\), a randomized Monte-Carlo algorithm can decide whether there is a perfect matching of total weight exactly \(t\) in \(\tilde{O}(t \cdot n^8 + m)\) time.

**Proof.** We first present the algorithm. Then we argue its correctness and analyse the running time.

**Algorithm.** For every \(\{u, v\} \in \binom{V}{2}\), let \(E_{\{u, v\}} = \{e \in E : e \text{ connects } u \text{ and } v\}\) denote the set of (parallel) edges between nodes \(u\) and \(v\). For an edge \(e \in E\), we use \(w(e) \in \mathbb{Z}_{\geq 0}\) to denote the weight of \(e\). Moreover, we assume w.l.o.g. that \(V = [n]\).

The algorithm works as follows.

1. Set \(\lambda = 2n^n\).
2. For every \(\{i, j\} \in \binom{V}{2}\), assign a cost \(c(\{i, j\})\) uniformly at random from \([1, \ldots, 2\binom{n}{2}]\).
3. Set up an \(n \times n\) matrix \(A\) of univariate polynomials: For each \(i, j \in [n], i \leq j\), put

\[A[i, j] = \lambda c(\{i, j\}) \sum_{e \in E_{\{i, j\}}} x^{w(e)} , \quad \text{and} \quad A[j, i] = -A[i, j].\]

4. Compute the coefficient of \(x^t\) in \(\text{pf}(A)\) using the algorithm from Corollary 12.
5. If the coefficient of \(x^t\) in \(\text{pf}(A)\) is nonzero return YES, otherwise return NO.
Correctness. We use coef_t(pf(A)) to denote the coefficient of x^t in pf(A). For every perfect matching M in the complete graph Kn, let
\[ f(M) = \text{sgn } M \cdot \lambda^{c(M)} \cdot \# \text{perfect matchings in } G \text{ of weight } t \text{ contained}^{10} \text{ in } M \]
denote the contribution of matching M to the coefficient coef_t(pf(A)). Now, we have
\[ coef_t(pf(A)) = \sum \{ f(M) \mid M \text{ perfect matching in } K_n \}. \] (1)

Let F be the family of all perfect matchings in Kn that contain a perfect matching in G of weight exactly t. If F = ∅, then every summand in (1) is zero. Hence, coef_t(pf(A)) = 0 and our algorithm answers correctly.

If F = ∅, then by Isolation Lemma, with probability at least 1/2, there is only one minimum cost perfect matching N ∈ F.

Let c = c(N). Observe that the number of perfect matchings in G of weight t that are contained in N is trivially bounded by m^n < λ. This means that |f(N)| < λ^{c+1}. In other words, f(N) is divisible by λ^c, but not by λ^{c+1}. On the other hand, every other summand in (1) is divisible by λ^{c+1}, as N is the unique minimum cost matching. Therefore, coef_t(pf(A)) is divisible by λ^c, but not by λ^{c+1} – so it cannot be zero.

If we want to amplify the probability of giving the correct answer to 1 − 1/n^c, for some constant C > 0, we repeat the algorithm C log n times.

Time cost analysis. The time needed to complete steps 1–3 is \( O(n^2 + m) \). Since the coefficients of the polynomial entries of A are bounded by \( 2m^{n/2(3)} = 2^{O(n^3 \log m)} \), we get that invoking the algorithm from Corollary 12 takes \( \tilde{O}(t \cdot n^8 + m) \) time. In total, that yields \( \tilde{O}(t \cdot n^8 + m) \) time complexity.

4 Lower bound

Theorem 4. Unless SETH fails, Vector Bin Packing cannot be solved in \( O(2^{(1-\varepsilon)n}) \) time, for any \( \varepsilon > 0 \). This holds even restricted to instances with only two bins and dimension \( d = O(n) \).

Proof. Given a CNF formula with n variables and m clauses,\(^{11}\) we will construct \( n + 1 \) instances of Vector Bin Packing such that the formula is satisfiable if and only if at least one of them is a yes-instance. Intuitively, this corresponds to guessing the number of variables set to true in a satisfying assignment. Formally, for \( t \in \{0, \ldots, n\} \), the \( t \)-th Vector Bin Packing instance is a yes-instance if and only if the formula has a satisfying assignment with exactly \( t \) variables set to true.

Let us fix \( t \). The \( t \)-th instance consists of \( n + 2 \) items \( V = \{ v_1, \ldots, v_n, T, F \} \subseteq \mathbb{Q}_{\geq 0}^{m+2} \). The first \( n \) items correspond to the \( n \) variables; the remaining two items \( T \) and \( F \) are used to break the symmetry – in any feasible solution they are necessarily in two different bins, which we call the \( T \)-bin and the \( F \)-bin, respectively. Packing item \( v_i \) to the \( T \)-bin corresponds to setting variable \( i \) to true, and packing it to the \( F \)-bin corresponds to setting the variable to false.

\(^{10}\)We say that a matching (in multigraph G) is contained in another matching (in the complete graph Kn) if the set of \( n/2 \) pairs of endpoints is the same for the two matchings.

\(^{11}\)Note that, thanks to the sparsification lemma [8], we can assume that \( m = O(n) \).
The items are $m+2$-dimensional. The first $m$ dimensions correspond to clauses, and we will discuss them in a moment. Dimension $m+1$ ensures that $T$ and $F$ go to different bins; we have $T[m+1] = F[m+1] = 1$, and $v_i[m+1] = 0$ for every $i \in [n]$. Dimension $m+2$ ensures that (at most) $t$ items go to the $T$-bin and (at most) $n-t$ items go to the $F$-bin; we have $T[m+2] = (n-t)/n$, $F[m+2] = t/n$, and $v_i[m+2] = 1/n$ for every $i \in [n]$.

Now, fix a clause $j \in [m]$. We set

$$v_i[j] = \begin{cases} 0/2n, & \text{if variable } i \text{ appears in a positive literal in clause } j, \\ 1/2n, & \text{if variable } i \text{ does not appear in clause } j, \\ 2/2n, & \text{if variable } i \text{ appears in a negative literal in clause } j. \end{cases}$$

Let $n_j$ denote the number of variables that appear negated in clause $j$. We set

$$T[j] = 1 - \frac{t + n_j - 1}{2n}, \quad \text{and} \quad F[j] = 0.$$

This ends the description of the instance. To finish the proof, it remains to show that the above items can be packed into two bins if and only if the formula has a satisfying assignment with exactly $t$ variables set to true.

Note that there is a natural one-to-one correspondence between (not necessarily satisfying) assignments that set exactly $t$ variables to true and (not necessarily feasible) Vector Bin Packing solutions that are feasible in the last two dimensions. We now show that, for $j \in [m]$, such an assignment satisfies clause $j$ if and only if the corresponding solution is feasible in dimension $j$. The $F$-bin is never overfull in dimension $j$. To analyse the $T$-bin, let $\alpha, \beta, \gamma$ denote the numbers of variables set to true that, in clause $j$, appear in a positive literal, do not appear, and appear in a negative literal, respectively. Let $\delta$ denote the number of variables set to false that appear in clause $j$ in a negative literal. Note that $t = \alpha + \beta + \gamma$, and $n_j = \gamma + \delta$. Consider the following chain of equivalent inequalities, starting with the condition saying that the $T$-bin is not overfull in dimension $j$.

$$\alpha \cdot 0/2n + \beta \cdot 1/2n + \gamma \cdot 2/2n \leq 1 - T[j]$$
$$\beta + 2\gamma \leq t + n_j - 1$$
$$\beta + 2\gamma \leq (\alpha + \beta + \gamma) + (\gamma + \delta) - 1$$
$$1 \leq \alpha + \delta$$

The last inequality states that clause $j$ is satisfied.

## 5 Other applications

In this section we explain how the techniques presented in our paper can be adapted to also solve Vector Multiple Knapsack and Vector Bin Covering, two closely related problems to the Vector Bin Packing problem. The main difference lies in the reduction to the Exact Matching problem, which has to integrate profits of the items, or the new covering property, respectively. Further, we show that our techniques directly apply to the Perfect Matching with Hitting Constraints problem, leading to an improved running time.

### Vector Multiple Knapsack

In Vector Multiple Knapsack, instead of packing all items into the smallest number of bins, we aim to place a subset of items with profits into a fixed number of bins while maximizing the profit of the packed items. Like in Vector Bin Packing, small items hinder us from solving
the problem using a polynomial time algorithm for the maximum weight perfect matching. Hence, following Bannach et al. [2], we study the problem parameterized by the number \( k \) of small items.

**Vector Multiple Knapsack with Few Small Items**

**Parameter:** the number of small items \( k \).

**Given:** a set of \( n \) items \( V = \{v_1, \ldots, v_n\} \subseteq \mathbb{Q}_{\geq 0}^d \), item profits \( p(v_1), \ldots, p(v_n) \in \mathbb{Z}_+ \), a subset of \( k \) items \( V_S \subseteq V \) such that \( V_k = V \setminus V_S \) is \( 3 \)-incompatible, an integer \( \ell \in \mathbb{Z}_+ \) denoting the number of unit-sized bins, and an integer \( P \in \mathbb{Z}_+ \), denoting the goal profit.

**Decide:** if a subset \( V' \) of the items can be partitioned into \( \ell \) bins \( B_1 \cup \cdots \cup B_\ell = V' \) such that \( \sum_{i \in B_i} v[j] \leq 1 \) for every bin \( i \in [\ell] \) and every dimension \( j \in [d] \), and \( \sum_{v \in V'} p(v) \geq P \).

To solve the problem, we reduce the instance to the Exact Matching problem as in Section 2. It remains to handle the fact that only a subset of items has to be packed, and that we need to integrate the profits. We do so in the following manner: With each edge between \( v_1 \) and \( v_2 \) and the weight corresponding to \( V_S' \subseteq V_S \), we associate the cost of \( p(v_1) + p(v_2) + \sum_{v \in V_S'} p(v) \). Further, we introduce \( g = n - 2 \cdot \ell \) new vertices \( b_1, b_2, \ldots, b_g \), called blocker vertices. These vertices serve as “garbage collectors” for the items which are not packed in any of the \( \ell \) bins, i.e., they match \( g \) unpacked items, and by that block them. To do so, for each \( V_S' \subseteq V_S \), each large vector \( v_i \), and each blocker vertex \( b_j \), introduce an edge between \( v_i \) and \( b_j \) with weight dependent on \( V_S' \) as before, and cost 0. Note that, because of the dummy items introduced in the reduction in Section 2, we can assume that each bin in an optimal solution contains exactly two large items (some original, some dummy), so we know that exactly \( g = n - 2 \cdot \ell \) large items has to be handled by blockers.

Using Lemma 9, clearly, each yes-instance of the Vector Multiple Knapsack problem has a perfect matching of weight exactly \( k \cdot 2^k + (2^k - 1) \) and cost at least \( P \) in the above graph, and vice versa. This is due to the equivalence of choosing \( \ell \) edges with non-zero costs and the packing of the \( \ell \) bins. The remaining items can be matched with the blocker vertices, and all small items are covered due to the weights.

We are left with solving the following matching problem: Given a (multi-)graph with edge weight and edge costs, find a perfect matching with a given total weight and the maximum possible total cost. This can be done with a slight modification of the algorithm of Theorem 2. Indeed, note that the algorithm already looks for a perfect matching minimizing the sum of edge costs coming from Isolation Lemma. All we have to do is to (1) combine input costs with Isolation Lemma costs, and (2) turn minimization into maximization. For (1), it suffices to put the input cost into the most significant bits and, the Isolation Lemma cost into the least significant bits of the combined edge cost. For (2), to find out what the maximum (instead of the minimum) possible total cost is, it suffices to look at the most (instead of the least) significant digit in the \( \lambda \)-ary representation of the coefficient \( \text{coef}_t(\text{pf}(A)) \). Last but not least, we remark that Isolation Lemma is symmetric with respect to minimization/maximization, i.e., it also ensures that the maximum total cost set is unique with probability at least \( \frac{1}{2} \).

To analyze the running time, let \( p_{\max} = \max_{v \in V} p(v) \) denote the maximum item profit. The maximum input cost of an edge is \( (k + 2)p_{\max} \). Hence, the coefficients of the polynomial entries of matrix \( A \) are now bounded by \( 2m(k+2)p_{\max}n^2(2^\ell) = 2^\ell p_{\max}n^4 \log m \), and the matching algorithm takes \( \tilde{O}(t \cdot p_{\max}n^9 \log m) \) time. This leads to the following theorem.
Theorem 6. There is a randomized Monte Carlo algorithm solving Vector Multiple Knapsack with Few Small Items in $O^*(2^k)$ time when item profits are bounded by $\text{poly}(n)$.

Vector Bin Covering

Another set of problems asks to cover the largest number of bins possible. In the one-dimensional setting, covering typically refers to the bin capacity being exceeded by the set of items packed into it. This property can be extended in multiple ways to a $d$-dimensional case, for example by requiring that at least one dimension is exceeded. However, other properties, such as “all dimension have to be exceeded”, “certain set combinations of dimensions have to be exceeded”, et cetera, are possible as well. Our algorithm works for all such definitions of covering. Thus, in the following, we refer to the one chosen as the covering property $P$.

Following our story line to study a parameter capturing a distance to triviality, we consider the problem variant parameterized by the number $k$ of small items. However, the property of being a small item depends on $P$, so we introduce a new definition for the covering problems: We say that a subset $V' \subseteq V$ is 3-covering if every three distinct items from $V'$ cover a unit-sized bin w.r.t. $P$.

Vector Bin Covering with Few Small Items

Parameter: the number of small items $k$.

Given: a set of $n$ items $V = \{v_1, \ldots, v_n\} \subseteq \mathbb{Q}_+^d$, a subset of $k$ items $V_S \subseteq V$ such that $V_L = V \setminus V_S$ is 3-covering w.r.t. $P$, and an integer $\ell \in \mathbb{Z}_+$ denoting the number of unit-sized bins.

Decide: if the items can be partitioned into $\ell$ bins $B_1 \cup \cdots \cup B_\ell = V$ such that $\sum_{v \in B_i} v$ satisfies $P$ for every bin $i \in [\ell]$.

The algorithm proceeds similarly to the one for Vector Bin Packing. However, we have to handle the fact that a bin can contain more than two large items in this case. Thus, we first guess the number of bins $\ell_i$ admitting $i$ large items for $i \in \{0, 1, 2\}$. This yields $O(\ell^3) = O(n^4)$ guesses. The remaining bins will be covered by triples of the unassigned large items. Hence, the guess has to satisfy that $\ell_0 + \ell_1 + \ell_2 + \lfloor (n - k - \ell_1 - 2\ell_2)/3 \rfloor \geq \ell$.

Now we construct the graph as in Section 2 with $2\ell_0 + \ell_1$ dummy items. For each $V_S' \subseteq V_S$, an edge is introduced between $v_1$ and $v_2$ if $v_1 + v_2 + \sum_{v \in V_S'} v$ covers the bin w.r.t. $P$. The weight of the edge is defined by $V_S'$ as before. Additionally, we introduce $(n - k - \ell_1 - 2\ell_2)$ blocker vertices, and introduce an edge of weight 0 between each blocker vertex and each large item. The blocker vertices collect all large items not being placed into bins with 0, 1, or 2 large items.

With Lemma 9 being proven, clearly, each yes-instance of the Vector Bin Covering problem has a perfect matching of weight $k \cdot 2^k + (2^k - 1)$ in the above graph, and vice versa. Indeed, a matching has to choose $(n - k - \ell_1 - 2\ell_2)$ edges between blocker vertices and large items. These are the ones greedily packed as triples. Note that this might leave up to two large items unpacked, which will be assigned to an arbitrary, already covered bin. The remaining packing is defined by the remaining matching edges as previously.

This together with Theorem 2 leads to the following result.

Theorem 7. There is a randomized Monte Carlo algorithm solving Vector Bin Covering with Few Small Items in $O^*(2^k)$ time.
Perfect Matching with Hitting Constraints

The Perfect Matching with Hitting Constraints problem asks whether there exists a perfect matching in a graph using at least one edge from each given set of edges. Formally, the problem is defined as follows.

**Perfect Matching with Hitting Constraints**

- **Parameter:** the number of edge subsets \( k \).
- **Given:** a graph \( G = (V, E) \), and \( k \) (not necessarily disjoint) edge subsets \( E_1, \ldots, E_k \subseteq E \).
- **Decide:** if there is a perfect matching \( M \) in \( G \) such that there exists \( k \) distinct edges \( e_1, \ldots, e_k \in M \) such that \( e_i \in E_i \) for every \( i \in [k] \).

We again reduce this problem to finding an exact weight perfect matching in a multigraph. Our approach is similar to the one of Marx and Pilipczuk [11]. However, in their reduction, they introduce larger edge weights, and, by that, obtain a larger running time. We can circumvent this using edge weights as defined in Lemma 9.

In detail, we create a copy of each edge \( e \in E_i \), for each \( i \in [k] \), and assign weight \( 1 \cdot 2^k + 2^{i-1} \) to it – i.e., we concatenate the indicator vector of the singleton \( \{i\} \) with the counter set to 1, as previously. The original edge gets weight 0. The target weight is \( t = k \cdot 2^k + (2^k - 1) \). Clearly, there exists a perfect matching with hitting constraints in \( G \) if and only if there is a perfect matching in the transformed graph with edge weights summing up to the correct target value \( t \), see Lemma 9.

This together with Theorem 2 leads to the following result.

▶ **Theorem 8.** There is a randomized Monte Carlo algorithm solving Perfect Matching with Hitting Constraints in \( O^*(2^k) \) time.

**References**


