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Abstract

The completeness of road network data is significant in the quality of various routing services and applications. We introduce an efficient randomized algorithm for exact learning of road networks using simple distance queries, which can find missing roads and improve the quality of routing services. The efficiency of our algorithm depends on a cluster degree parameter, $d_{\text{max}}$, which is an upper bound on the degrees of vertex clusters defined during our algorithm. Unfortunately, we leave open the problem of theoretically bounding $d_{\text{max}}$, although we conjecture that $d_{\text{max}}$ is small for road networks and other similar types of graphs. We support this conjecture by experimentally evaluating our algorithm on road network data for the U.S. and 5 European countries of various sizes. This analysis provides experimental evidence that our algorithm issues a quasilinear number of queries in expectation for road networks and similar graphs.
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1 Introduction

We study the problem of reconstructing an undirected, unweighted and connected graph $G = (V, E)$, by taking as input its set of vertices $V$ and issuing queries to a distance oracle, which takes as input a pair of vertices $u, v \in V$ and returns the number of edges on the shortest path between them. The goal is to learn the edges in $E$ by using the results that are returned from these queries. In particular, we are concerned with reconstructing road networks, which have been characterized in numerous ways, e.g., see [18, 21, 22, 25]. As a starting point, we can view road networks as undirected, unweighted, and connected graphs with a constant maximum degree, where each vertex corresponds to a road junction or terminus, and each edge corresponds to road segments that connect two vertices. In this paper, we present a randomized incremental algorithm for exact learning of road networks, where we assume the existence of a distance oracle that responds to distance queries.

Even though our algorithm only works with unweighted graphs, it is possible to use weighted graphs as input by subdividing each edge, replacing each edge $e$ with $\lceil w(e) \rceil$ edges, where $w(e)$ is the weight of $e$. Since the average edge weight in road networks is typically small (e.g., as observed in [25]), this will only increase the number of vertices and edges in the
graph by a constant factor that is independent of the size of the graph. This preprocessing step is important for applications of road network reconstruction in routing services, where the completeness of road network data has great importance. For example, machine learning techniques have been utilized in the past to find the missing roads in incomplete road network data [24]. Though our experiments focus on unweighted road networks, we include some experimental results for weighted road networks with subdivided edges as well.

Another application relevant to this work is the use of structured encryption [16] in the context of cloud computing, where a data owner encrypts structured data, such as a graph, stores it in a database managed by a third-party cloud provider, and wishes to query it privately (e.g., using single-pair shortest path queries [26]). In the scenario where an adversary server is able to generate valid queries of its own, it would be able to use a graph reconstruction algorithm to learn the edges in the graph, resulting in a breach of privacy.

A graph reconstruction algorithm $A$ is evaluated based on the number of queries it issues, which we call the query complexity of $A$, following nomenclature from learning theory (e.g., see [2, 3, 17, 20, 35]) and complexity theory (where this is also known as “decision-tree complexity,” e.g., see [38, 15]). For instance, Kannan, Mathieu and Zhou [29] present exact learning algorithms for connected, undirected graphs that have bounded degree, including a randomized algorithm that has expected query complexity $O(\Delta^3 n^{3/2} \text{polylog}(n))$, where $\Delta$ is the maximum degree of the graph, using distance queries. This bound simplifies to $O(n^{3/2} \text{polylog}(n))$ for graphs with maximum degree $O(\text{polylog}(n))$.

We note that a bound on the maximum degree is necessary for subquadratic exact learning algorithms, as there is a simple $\Omega(n^2)$ lower bound for the query complexity of graphs with unbounded degrees, e.g., see [29]. Likewise, a trivial upper bound for the task of reconstructing a general graph $G$ is $O(n^2)$ distance queries, as one can issue a distance query for every pair of vertices in the graph and return all pairs of vertices that have distance 1 between them as edges. We refer to this as an exhaustive search on $G$.

1.1 Related Prior Results

The problem of reconstructing graphs by issuing queries has been studied extensively, e.g., see [1, 5, 8, 13, 32, 37, 4, 6, 7, 9, 10, 11, 17, 19, 27, 28, 30, 33]. These works differ in terms of their assumptions about the hidden graph (e.g., whether the hidden graph is a tree, a general graph, or something else) or the types of queries that they issue.

In terms of the most relevant prior work, Kannan, Mathieu and Zhou [29] showed how to reconstruct a connected, unweighted graph $G$ using $O(\Delta^3 n^{3/2} \text{polylog}(n))$ distance queries in expectation, where they performed an exhaustive search on the Voronoi cells created by a call to a graph clustering algorithm inspired by Thorup and Zwick [36]. They also raised the open question of whether we can achieve an algorithm that uses $O(n \text{polylog}(n))$ distance queries in expectation for bounded degree graphs. In a recent work [31], Mathieu and Zhou provided a partial answer for that open question by providing an algorithm that uses $O(n \text{polylog}(n))$ distance queries in expectation for random $\Delta$-regular graphs. However, this does not imply an algorithm with an expected query complexity of $O(n \text{polylog}(n))$ distance queries for road networks as they are not necessarily regular. For general graphs of bounded degree, their algorithm uses $O(n^{5/3} \text{polylog}(n))$ distance queries in expectation.

In another work, Afshar, Goodrich, Matias and Oseguera [6] introduced a parallel implementation of the graph clustering technique of Thorup and Zwick [36] and presented a parallel algorithm for reconstructing connected, unweighted graphs using $O(\Delta^2 n^{3/2+\epsilon})$ distance queries in $O(1)$ parallel rounds for constant $0 < \epsilon < 1/2$, with high probability.
1.2 Our Contributions

In this paper, we introduce a randomized incremental algorithm for exact reconstruction of bounded degree graphs and demonstrate through experiments that it has expected empirical query complexity $O(n \text{polylog}(n))$, providing an empirical answer to the open question raised by [29] mentioned above.

The main idea of our algorithm is to cluster the graph into cells by incrementally selecting random vertices as centers. We then issue distance queries between that center and the rest of the graph to decide which vertices should be added to the new cell. We continue this process until the size of each cell is below some threshold value. The final step is to then perform exhaustive searches in each cell.

Our algorithm uses the same overall strategy used in [29], which is based on finding a Voronoi cell decomposition of the graph. However, our algorithm differs in a number of important ways. In [29], the goal of the algorithm is to produce cells such that the size of each cell is $O(\sqrt{n}/\Delta)$. Our algorithm, however, produces cells that have size at most a chosen constant. Since performing exhaustive searches on all of these cells requires only $O(n)$ queries, the query complexity of our algorithm depends mainly on the initial step of constructing the cells and not the exhaustive querying step. Moreover, our algorithm incrementally constructs the cell decomposition by updating it with each newly added center, whereas [29] updates the cell decomposition only after adding multiple centers.

We perform experiments on several real-world road networks and show, by considering the number of queries performed at each step, that our algorithm has expected empirical query complexity $O(n \text{polylog}(n))$. Moreover, we theoretically analyze our algorithm and prove an upper bound of $O(d_{\text{max}}^2 n \log n)$ expected queries, where $d_{\text{max}}$ is the maximum degree in the dual graph of cells during our algorithm. To characterize $d_{\text{max}}$, we collect data on the maximum cell degrees during our experiments, and find that the value of $d_{\text{max}}$ scales logarithmically with respect to $n$ for road networks. When combined with our theoretical analysis, this results in an alternative way to obtain an empirical upper bound of $O(n \text{polylog}(n))$ expected queries for our algorithm. In addition, we perform experiments to directly compare the number of queries our algorithm issues to the number of queries issued by existing algorithms, and observe empirically that our algorithm issues significantly fewer queries.

Our paper is organized as follows. We provide some preliminaries in Section 2, our algorithm is in Section 3, the results from our analysis are in Section 4, experimental results are in Section 5, comparisons between theoretical/experimental results are in Section 6, and the conclusions are in Section 7.

2 Preliminaries

We reconstruct graphs $G = (V, E)$ that consist of $n = |V|$ vertices and $m = |E|$ edges, and are undirected, unweighted and connected. For a graph $G = (V, E)$, a cell is defined as any subset of $V$. A cover of $G$ is a set of cells $C$ such that $\bigcup_{C \in C} C = V$ and for each edge $(u, v) \in E$ there exists at least one cell $C \in C$ such that $u, v \in C$.

For two vertices $u, v \in V$, $\delta(u, v)$ denotes the number of edges on the shortest path between $u$ and $v$ in $G$. For a subset of vertices $A \subseteq V$, $\delta(v, A) = \min_{a \in A} \delta(v, a)$. For a vertex $v$ and a cell $C$, the subroutine Distances$(v, C)$ determines $\delta(v, u)$ $\forall u \in C$ by issuing distance queries between $v$ and every vertex in $C$. 
The first component of our algorithm is `reconstruct(V)`, which takes as input the set of vertices $V$ of the input graph and returns the reconstructed graph with the correct edge assignments. We start by choosing a constant, $g$, which is the threshold value for the maximum sized cell in our cover. In a loop, we randomly select an unselected vertex to be the center for the new cell, and call `cover(V,C,a)` to get a new cover which includes the new cell with center $a$. We describe how `cover(V,C,a)` works later in this section.

We keep performing this loop until the maximum sized cell in the cover becomes less than $g$, in which case we terminate the loop and perform an exhaustive search on each cell of the cover. The function `Exhaustive-Query(C)` takes as input a cell $C$ and returns all edges between vertices in $C$ by issuing distance queries for each pair of vertices in $C$. We provide details in Algorithm 1.

The second and main component of our algorithm is `cover(V,C,a)` (see Algorithm 2), which takes as input the set of vertices $V$, a set of cells $C$ and a vertex $a$, and returns a new cover where $a$ is the center of a new cell $N$. We define $S$, which we call the frontier, to be the set of cells that we should search in expanding $N$, and we initialize it with the cells that $a$ belongs to. The only exception is when we first call `cover(V,C,a)`, in which case we initialize $S$ to be $\{V\}$ (see lines 3-6). Then, an arbitrary cell, $C$, from $S$ is chosen, and we issue distance queries between $a$ and all of the vertices of $C$. Using the results from these queries, we determine which vertices in $C$ are close to $a$, compared to their distances to all the other centers. We define $A$ to be a global variable that stores the set of all centers that were added before the new center $a$. For a vertex $v \in C$, if $\delta(a,v) \leq \delta(A,v) - 1$, we remove $v$ from all of the cells that contains it (see line 18). If, however, $\delta(a,v) = \delta(A,v)$ or $\delta(a,v) = \delta(A,v) + 1$, we consider $v$ to be on the boundary between $C$ and $N$ and so we do not remove $v$ from any cells. In both cases, we add $v$ to the new cell $N$, and we add any unvisited cells that contain $v$ to $S$ since they might have vertices that are close to $a$ as well.

We say that a cell $C_2 \in C$ is a neighbor of $C_1 \in C$ if $C_1 \cap C_2 \neq \emptyset$. In other words, two cells are neighbors if there exists a boundary vertex that belongs to both of them. So, each iteration of `cover(V,C,a)` ends up adding to the frontier all unvisited neighbors of the current cell $C \in S$ that share at least one boundary vertex with $C$ such that this boundary vertex can be added to $N$ according to the closeness definition in line 15. Note that we do

---

**Algorithm 1** Graph Reconstruction.

1: **Function** `reconstruct(V);`
2: $E \leftarrow \emptyset$, $C \leftarrow \emptyset$, $W \leftarrow V$
3: Let $M$ denote the maximum size of cells, initially $+\infty$
4: while $M > g$ do // $g$ is a chosen constant
5:  $a \leftarrow$ a random vertex from $W$
6:  $W \leftarrow W \setminus \{a\}$
7:  $C \leftarrow \text{cover}(V,C,a)$
8:  $M \leftarrow \max_{C \in C}\{|C|\}$
9: for $C \in C$ do
10:  $E \leftarrow E \cup \text{Exhaustive-Query}(C)$
11: return $E$

**Algorithm 2**

The first component of our algorithm is `reconstruct(V)`, which takes as input the set of vertices $V$ of the input graph and returns the reconstructed graph with the correct edge assignments. We start by choosing a constant, $g$, which is the threshold value for the maximum sized cell in our cover. In a loop, we randomly select an unselected vertex to be the center for the new cell, and call `cover(V,C,a)` to get a new cover which includes the new cell with center $a$. We describe how `cover(V,C,a)` works later in this section.

We keep performing this loop until the maximum sized cell in the cover becomes less than $g$, in which case we terminate the loop and perform an exhaustive search on each cell of the cover. The function `Exhaustive-Query(C)` takes as input a cell $C$ and returns all edges between vertices in $C$ by issuing distance queries for each pair of vertices in $C$. We provide details in Algorithm 1.

The second and main component of our algorithm is `cover(V,C,a)` (see Algorithm 2), which takes as input the set of vertices $V$, a set of cells $C$ and a vertex $a$, and returns a new cover where $a$ is the center of a new cell $N$. We define $S$, which we call the frontier, to be the set of cells that we should search in expanding $N$, and we initialize it with the cells that $a$ belongs to. The only exception is when we first call `cover(V,C,a)`, in which case we initialize $S$ to be $\{V\}$ (see lines 3-6). Then, an arbitrary cell, $C$, from $S$ is chosen, and we issue distance queries between $a$ and all of the vertices of $C$. Using the results from these queries, we determine which vertices in $C$ are close to $a$, compared to their distances to all the other centers. We define $A$ to be a global variable that stores the set of all centers that were added before the new center $a$. For a vertex $v \in C$, if $\delta(a,v) \leq \delta(A,v) - 1$, we remove $v$ from all of the cells that contains it (see line 18). If, however, $\delta(a,v) = \delta(A,v)$ or $\delta(a,v) = \delta(A,v) + 1$, we consider $v$ to be on the boundary between $C$ and $N$ and so we do not remove $v$ from any cells. In both cases, we add $v$ to the new cell $N$, and we add any unvisited cells that contain $v$ to $S$ since they might have vertices that are close to $a$ as well.

We say that a cell $C_2 \in C$ is a neighbor of $C_1 \in C$ if $C_1 \cap C_2 \neq \emptyset$. In other words, two cells are neighbors if there exists a boundary vertex that belongs to both of them. So, each iteration of `cover(V,C,a)` ends up adding to the frontier all unvisited neighbors of the current cell $C \in S$ that share at least one boundary vertex with $C$ such that this boundary vertex can be added to $N$ according to the closeness definition in line 15. Note that we do
We prove that both arbitrarily as $x$ that is closest to either endpoint of the edge $x$ or the $(i+1)$ iteration.

\begin{algorithm}[H]
\caption{COVER($V, C, a$) algorithm for constructing a new cover after adding a cell centered at vertex $a$.}
\begin{algorithmic}[1]
\State $N \leftarrow \{a\}$  // $N$ is the new cell centered at $a$
\State $L \leftarrow \emptyset$  // $L$ is the set of cells that have been visited
\If {$C = \emptyset$} \Then
\State $S \leftarrow \{V\}$
\Else
\State $S \leftarrow \{C \in C \mid a \in C\}$  // $S$ is the set of cells that we should search in expanding $N$
\EndIf
\While {$S \neq \emptyset$} \Do
\State $C \leftarrow$ an arbitrary cell from $S$
\State $S \leftarrow S \setminus \{C\}$
\State $L \leftarrow L \cup C$
\EndWhile
\State \textbf{Distances($a, C$)}
\If {$A = \emptyset$} \Then
\State $v \leftarrow \{v \in V : \text{set } \delta(A, v) = +\infty.$
\EndIf
\For {$v \in C$} \Do
\If {$\delta(a, v) \leq \delta(A, v) + 1$} \Then
\State $S \leftarrow S \cup \{C' \in C \mid v \in C' \text{ and } C' \notin L\}$  // add all of the unvisited cells that contain $v$ to the frontier $S$
\EndIf
\EndFor
\If {$\delta(a, v) \leq \delta(A, v) - 1$} \Then
\State Remove $v$ from all the cells that contain it
\EndIf
\State $N \leftarrow N \cup \{v\}$
\EndIf
\State $A \leftarrow A \cup \{a\}$
\State \Return $C \cup \{N\}$
\end{algorithmic}
\end{algorithm}

not necessarily add all the neighbors of $C$ to the frontier: if none of the boundary vertices $v$ between $C$ and a neighboring cell $N'$ have distance at most $\delta(A, v) + 1$ to $N$’s center, then it is clear that none of the vertices in $N'$ can be added to $N$.

## 4 Correctness and Analysis

> **Theorem 1.** For any undirected, unweighted and connected graph $G = (V, E)$, RECONSTRUCT($V$) correctly reconstructs $E$.

**Proof.** We use an inductive argument to prove that the union of exhaustive searches performed on the cells created by the algorithm discovers all $\{u, v\} \in E$.

Initially, there is a single cell containing all of the vertices $V$, which trivially covers all the edges of $E$. Now, let $A_i$ represent the first $i$ centers that we add in the algorithm and assume, at every step $2 \leq s \leq i$, that for each edge $(u, v) \in E$ there is a cell with its center in $A_s$ that contains both $u$ and $v$. We then prove that if we create a new cell $N$, centered at the $(i+1)$-th center $a \in A_{i+1}$, the union of the new cells still covers all the edges in $E$. Consider an edge $(e_1, e_2) \in E$. Let $x$ be the last center among the first $i+1$ centers such that $x = \arg\min_{a \in A_{i+1}} \{\min(\delta(a, e_1), \delta(a, e_2))\}$. In other words, $x$ is the last center that is closest to either endpoint of the edge $(e_1, e_2)$. If $\delta(x, e_1) \neq \min(x, e_2)$, we denote the endpoint that is closer to $x$ as $v$, and denote the other endpoint as $u$. Otherwise, we denote the endpoints arbitrarily as $u$ and $v$. So, we have $\min(\delta(x, e_1), \delta(x, e_2)) = \delta(x, v) = \delta(A_{i+1}, v) \leq \delta(A_{i+1}, u)$. We prove that both $u$ and $v$ belong to the cell centered at $x$, after the $(i+1)$-th iteration.
First, we prove that we add both \( v \) and \( u \) to the cell at \( x \). Let \((s_1, s_2, \ldots, s_m)\) denote the ordered vertices on a shortest path from \( x \) to \( v \), where \( s_1 = x \) and \( s_m = v \). Using the inductive hypothesis for each \( 2 \leq j \leq m \), there exists a cell that contains both \( s_{j-1} \) and \( s_j \) right before adding center \( x \). Now, consider the smallest \( j \) such that \( s_j \) is not added to the cell at \( x \) during the loop at line 14. Since \( s_{j-1} \) is added to the cell at \( x \), and since \( s_{j-1} \) and \( s_j \) are connected, then by the inductive hypothesis there is a cell \( C \) that contains both \( s_{j-1} \) and \( s_j \). Therefore, when we add \( s_{j-1} \) to the cell at \( x \), we add \( C \) to the set of cells that we should explore in expanding the cell centered at \( x \) (see line 16). On the other hand, since \( s_j \) is on the shortest path from \( x \) to \( v \) and \( \delta(x, v) = \delta(A_{i+1}, v) \), then \( \delta(x, s_j) = \delta(A_{i+1}, s_j) \). Therefore, \( s_j \) will be added to the cell at \( x \) when exploring cell \( C \). Using this inductive approach, all vertices on the shortest path from \( x \) to \( v \) will be added to the cell at \( x \). Finally, since \( \delta(x, u) \leq \delta(x, v) + 1 = \delta(A_{i+1}, v) + 1 \leq \delta(A_{i+1}, u) + 1 \), and since \( u \) and \( v \) also have a common cell, we add \( u \) to the cell at \( x \).

Next, we prove that if we add \( v \) and \( u \) to the cell centered at \( x \), no other cells that we create later on in the first \((i+1)\)-th steps removes \( v \) or \( u \) from the cell at \( x \). Note that for removing a node from cell \( x \), the condition at line 17 must hold. Since \( \delta(x, v) = \delta(A_{i+1}, v) \), there will be no center \( b \) among the first \((i+1)\) centers such that \( \delta(b, v) \leq \delta(A_{i+1}, v) - 1 \), meaning that \( v \) will stay in cell at \( x \). On the other hand, we remove \( u \) from \( x \) only if for a center \( b \): \( \delta(b, u) \leq \delta(x, u) - 1 \). If \( \delta(b, u) \leq \delta(x, u) - 1 \), and given the fact that \( \delta(x, u) \leq \delta(x, v) + 1 \) and \( \delta(x, v) \leq \delta(x, u) \), then \( \delta(b, u) \leq \delta(x, v) \leq \delta(x, u) \). However, we assumed that \( x \) is the last center, among the first \( i + 1 \) centers, that is closest to either of the endpoints \( u \) and \( v \). Therefore, \( u \) will also stay in the cell at \( x \).

\section*{Theorem 2}
The expected query complexity of \( \text{RECONSTRUCT}(V) \) is \( O(d_{\text{max}}^2 n \log n) \), where \( d_{\text{max}} \) is the maximum cell degree over all steps.

\textbf{Proof.} We use a backwards analysis \cite{34} to derive an expression for the expected query complexity of the algorithm. We assume \( i \) centers have already been added, and analyze the expected number of queries we issue at step \( i \).

We observe that our algorithm only issues distance queries for cells in the set \( S \). Moreover, the only cells we add to \( S \) are the ones that contain vertices that get added to the \( i \)th cell. This means that all cells in \( S \) will become neighbors of the \( i \)th cell at the end of step \( i \). So the number of distance queries issued at step \( i \) is the sum of the sizes of each cell that gets added to \( S \), which is at most the sum of the sizes of the \( i \)th cell and its neighbors at the end of step \( i \). Denoting the set of cells at the end of step \( i \) as \( C_i \), and the set of cells neighboring any cell \( C \) as \( N(C) \), we have that the expected number of queries issued at the \( i \)th step is

\[
\begin{align*}
\sum_{C \in C_i} \frac{1}{i} |C| + \sum_{C' \in N(C)} |C'| \\
= \sum_{C \in C_i} \frac{(d(C) + 1)|C|}{i},
\end{align*}
\]

by observing that each cell size \( |C| \) is summed \( d(C) + 1 \) times, where \( d(C) \) denotes the degree of cell \( C \), i.e. the number of neighboring cells it has. To bound this summation, we express each cell size as the sum of boundary and non-boundary vertices. We have

\[
\sum_{C \in C_i} \frac{(d(C) + 1)|C|}{i} = \sum_{C \in C_i} \frac{(d(C) + 1)(|C|_{NB} + |C|_B)}{i} \leq \frac{(d_{\text{max}} + 1)}{i} \left( \sum_{C \in C_i} |C|_{NB} + \sum_{C \in C_i} |C|_B \right)
\]
where $d_{\text{max}}$ is the maximum degree of any cell during any step, $\cdot | B$ denotes the number of boundary vertices, and $\cdot | NB$ denotes the number of non-boundary vertices. We use the fact that $\sum_{C \in C_i} | C | N B \leq n$, and observe that $\sum_{C \in C_i} | C | B \leq (d_{\text{max}} + 1) \cdot n$ as each boundary vertex can belong to at most $d_{\text{max}} + 1$ cells, and thus can only be counted that many times at most in the summation. So, we have

$$\frac{(d_{\text{max}} + 1)}{i} \left( \sum_{C \in C_i} | C | N B + \sum_{C \in C_i} | C | B \right) < n(d_{\text{max}} + 2)^2.$$

The expected number of queries when all steps are considered is

$$< \sum_{i=1}^{\#\text{steps}} \frac{n(d_{\text{max}} + 2)^2}{i} = n(d_{\text{max}} + 2)^2 \sum_{i=1}^{\#\text{steps}} \frac{1}{i},$$

which is $O(d_{\text{max}}^2 n \log n)$. To finish our analysis, we also need to consider the number of queries issued during the exhaustive searches in each cell. Since the total number of cells is $O(n)$, and each cell is of size at most a constant $g$, the exhaustive querying part has query complexity $O(n)$.

5 Experimental results

5.1 Implementation and Datasets

We implemented our algorithm in C++, and simulated the distance query oracle by performing BFS in each iteration to compute distances between nodes while keeping track of how many distance queries would be necessary to find these distances. We selected the value of $g$ to be 50. We include experimental results for road networks from 50 U.S. states and Washington, D.C. obtained from the formatted TIGER/Line dataset available from the 9th DIMACS Implementation Challenge website\(^1\) and road networks from Belgium, the U.K. (limited to the road network of Great Britain), Italy, Luxembourg, and the Netherlands obtained from formatted OpenStreetMaps data available from the 10th DIMACS Implementation Challenge \([12]\). For all of the datasets, only the largest connected component is considered. In Section 6, we discuss how the upper bounds derived from these experiments compare to our theoretical upper bound.

5.2 Batch Length

We define the batch length of a step to be the number of distance queries issued at that step. To find the relation between batch length and the step number, based on the theoretical upper bound we derived in Section 4, we fit the function $\text{Batch-Length}(\text{step}) = a + b \frac{n}{\text{step}}$ to the data points in our results, where $a$ and $b$ are the fitting parameters. Data points for the batch lengths of some of our datasets are provided in Figure 1. We list our results for all of the datasets in Table 1, which includes the best-fit parameters in columns $a$ and $b$, and the maximum number of cells visited at any step in column $M$.

We can see that parameter $b$ does not exceed 2, and that parameter $a$ is close to 0 for all of the datasets. This suggests that a constant or logarithmic factor of $\frac{n}{\text{step}}$ could be an upper bound for the batch size at any step, which leads us to predict an upper bound of $\log n \cdot \frac{n}{\text{step}}$ which we show in Figure 1. We report the percentage of steps that fall below this upper bound for each dataset in Table 1, column $U$.

\(^1\) http://www.diag.uniroma1.it/~challenge9/data/tiger/
Figure 1 Batch lengths for select datasets of varying sizes.
5.3 Maximum Cell Degree

To combine our experimental results with our theoretical upper bound, we collected data on the maximum cell degree at each step. We combine the step-wise data in each dataset using different measures: mean, max, and the 1st, 2nd and 3rd quartiles to see how the data is spread. Then for each dataset, we represent the value corresponding to each measure as a point. Based on our intuition, we fit the function \( a \log n + b \) for each measure. We list our results in Figure 2, which includes the best-fit parameters for each measure. We can see that \( a < 2 \), and \( b \) is a small constant for each measure. The datasets with the largest maximum cell degrees turned out to be VA, NV and OH, with values of 43, 43 and 42 respectively. It is clear from the figure that a small constant multiple of \( \log n \) would be enough to produce an upper bound that covers all of the data points, suggesting that the maximum cell degree might have an upper bound of \( O(\log n) \).

5.3.1 Road Networks with Subdivided Edges

We provide experimental results in Table 2 for the maximum cell degrees of the weighted road networks of the District of Columbia and the state of Hawaii, which we transform into unweighted graphs by replacing each edge \( e \) with \( \lceil w(e) \rceil \) edges, where \( w(e) \) is the weight of \( e \). The size of each road network increased by factors of approximately 192 and 167 respectively, while the maximum cell degree values ended up decreasing for both road networks. This indicates that our algorithm can also perform efficiently on weighted road networks.
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Figure 2 Results from combining step-wise maximum cell degrees.

Figure 3 Number of queries issued by our algorithm compared to [31].

5.4 Comparisons with Existing Algorithms

We directly compare the number of queries issued by our algorithm to the algorithm introduced in [31], which takes as input a parameter $s$ that affects the query complexity. The authors prove their query complexity bounds for $\Delta$-regular graphs and bounded graphs with the value of $s$ being set to $\log n$ and $n^{2/3}$ respectively. We use these values for $s$ in our experiments, and we also try setting $s$ to be the geometric mean of these values. We summarize the results of our experiments on road networks in Figure 3.

We then compare our results to the number of queries issued by the algorithm in [29]. Without performing any experiments, it can be observed that this algorithm will issue significantly more queries than our algorithm: the first iteration of Estimated-Centers (Algorithm 2 in [29]) will issue at least $\Omega(n \cdot \Delta \sqrt{n} \cdot \log n \cdot \log \log n)$ distance queries.

Table 2 Maximum cell degrees for weighted road networks compared to their unweighted versions.

<table>
<thead>
<tr>
<th></th>
<th>Unweighted</th>
<th></th>
<th>Weighted</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>V</td>
<td>$</td>
<td>$d_{\text{max}}$</td>
</tr>
<tr>
<td>DC</td>
<td>9522</td>
<td>23</td>
<td>1 826 049</td>
<td>12</td>
</tr>
<tr>
<td>HI</td>
<td>21 774</td>
<td>26</td>
<td>3 643 818</td>
<td>11</td>
</tr>
</tbody>
</table>
6 Comparison of Theoretical/Experimental Results and Future Work

The theoretical upper bound we derived in Section 4 contains a \( d_{\text{max}}^2 \) term, which can be \( O(n^2) \) in the worst case. However, our experiments show that the maximum cell degree is actually low for road networks throughout the algorithm. From our results in Section 5.3, we can see that \( O(\log n) \) would be a suitable upper bound for \( d_{\text{max}} \). In this case, the expected query complexity of our algorithm would be \( O(n \log^3 n) \). The experimental results for batch length support this observation, as the upper bound for the batch length at any step number amounted to be \( \frac{n \log^2}{\log \log n} \), from which we get an expected query complexity of \( O(n \text{polylog}(n)) \) as well. Future work might involve trying to find if there exists a better theoretical upper bound on the query complexity of our algorithm. This might require making some additional simplifying assumptions about the graphs being used as input.

We would like to point out a connection between our results and the graph-theoretical Delaunay triangulation of road networks.

6.1 Delaunay Triangulations and \( d_{\text{max}} \)

We can consider the cells (resp. covers) that are constructed during our algorithm as a redefinition of graph-theoretical Voronoi cells (resp. diagrams) (e.g., see [23]). Similarly, we can consider the dual graph connecting neighboring cells in the cover as being a form of a graph-theoretical Delaunay triangulation of \( G \). There exists prior work on bounding the expected maximum degree of the Delaunay triangulation of a set of points selected randomly from the Euclidean plane. In [14], the authors consider the Delaunay triangulation of a Poisson point process limited to the portion of the triangulation within a cube of \( d \) dimensions. They show that the expected maximum degree of this triangulation is \( \Theta(\log n / \log \log n) \). Having such a bound for the expected maximum degree for our redefinition of the graph-theoretical Delaunay triangulation might allow us to prove a theoretical quasilinear bound for the query complexity of our algorithm, so another interesting direction for future work can be to adapt this result for random point sets in Euclidean \( d \)-space to our setting, where the point set is selected randomly from the vertex set of a road network.

7 Conclusions

We introduced an efficient exact reconstruction algorithm for road networks and showed through experiments on several real-world road networks that our algorithm has an expected empirical query complexity that is quasilinear. As mentioned in Section 6, an important direction for future work can be to derive a theoretical upper bound for our algorithm that matches our experimental results.
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[Diagram with various plots showing performance metrics for different road networks.]