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Abstract
The Single-Row Facility Layout Problem is an NP-hard problem dealing with the ordering of departments with given lengths and pairwise traffic intensities in a facility. In this context, one seeks to minimize the sum of the distances between department pairs, weighted by the corresponding traffic intensities. Practical applications of this problem include the arrangement of rooms on a corridor in hospitals or offices, airplanes and gates in an airport or machines in a manufacture. This paper presents two novel exact models for the Constrained Single-Row Facility Layout Problem, a recent variant of the problem including positioning, ordering and adjacency constraints. On the one hand, the state-of-the-art mixed-integer programming model for the unconstrained problem is extended to incorporate the constraints. On the other hand, a decision diagram-based approach is described, based on an existing dynamic programming model for the unconstrained problem. Computational experiments show that both models outperform the only mixed-integer programming model in the literature, to the best of our knowledge. While the two models have execution times of the same order of magnitude, the decision diagram-based approach handles positioning constraints much better but the mixed-integer programming model has the advantage for ordering constraints.
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1 Introduction
The Single-Row Facility Layout Problem (SRFLP) is an ordering problem considering a set of departments in a facility, with given lengths and pairwise traffic intensities. Its goal is to find a linear ordering of the departments minimizing the weighted sum of the distances between department pairs. The SRFLP is applied in different fields to arrange items such as rooms on a corridor in hospitals or offices [52], airplanes and gates in an airport [53], machines in a manufacture [30], books on a shelf and files in disk cylinders [50]. When all facilities have equal lengths and the traffic intensities are binary, the problem is known as the Minimum Linear Arrangement Problem (MinLA). It is a well-known graph layout problem which has been proved to be NP-hard [20] and consequently, so is the SRFLP.

Due to its difficulty in being solved by exact methods, many heuristic techniques have been designed to find good quality solutions to the SRFLP problem [19, 28, 29, 41] and more recently [18, 23, 40, 47, 51]. The first attempt to solve the SRFLP optimally was a branch-and-bound algorithm with interesting lower bounds [52]. Later, the DP approach...
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Presented in [39] was applied to the SRFLP in [50]. More recent techniques include non-linear programming [31], linear mixed-integer programming (MIP) [2, 3, 46], branch-and-cut [4, 5] and semidefinite programming [7, 8, 9, 35, 36].

In [37], positioning, ordering and relation constraints were suggested for the SRFLP to model real-life situations. The resulting problem is called the Constrained Single-Row Facility Layout Problem (cSRFLP). They also proposed a permutation-based genetic algorithm to solve this new problem and reported very good results, with objective values deviating by only a few percents from the best known solutions to the unconstrained problem for instances with up to 100 departments. In [44], the first MIP model solving the cSRFLP is introduced and a constrained improved fireworks algorithm is described. The latter is shown to find solutions of better quality than the genetic algorithm of [37].

This paper begins with a formal definition of the SRFLP in Section 2 and of the constraints that constitute the cSRFLP. We then present two novel exact models to solve the problem. In Section 3, we model the constraints of the cSRFLP on top of the state-of-the-art MIP model for the SRFLP [4]. Likewise, Section 4 recalls the dynamic programming (DP) model for the SRFLP from [50] and shows how the new constraints can be integrated. This DP model will be used as the basis of a decision diagram-based approach described in detail in Sections 5 and 6.

A decision diagram (DD) is a data structure used to encode sets in a compressed form through a graphical representation. They first appeared as binary decision diagrams for the representation of Boolean functions and were successfully used for circuit design and formal verification [1, 15, 34, 43]. Among the wide variety of domains in which the DDs were applied through the years [45, 56], the compactness which they provide was exploited in constraint programming [32, 48, 55] and optimization [10, 25, 26, 27, 42]. Recently, a complete framework for discrete optimization with decision diagrams was introduced in [13]. It relies on a DP model of the problem, which can represent the solution space in a compact form. In spite of their compactness, DDs encoding hard optimization problems may not fit in memory. The exact optimization method is therefore built upon relaxed and restricted DDs. These approximate DDs were introduced in [6, 11, 14] for their ability to provide tight lower and upper bounds [16, 17, 33, 54]. An adapted branch-and-bound algorithm based exclusively on DDs was presented in [13].

In Section 7, the results of our computational experiments are presented. They show that our two new models outperform the MIP model from [44] in terms of solving time. Other than that, there is no clear winner between the DD approach and the new MIP model. The former seems to handle positioning constraints better while the latter is particularly efficient for relation constraints. However, the ability to parallelize the DD approach is unmatched by the MIP solver. The paper concludes with a summary of our contributions and directions for future work.

2 Problem Definition

This section is organized as follows, a formal definition of the SRFLP is given in Section 2.1 which is then completed in Section 2.2 with the constraints that constitute the cSRFLP.

2.1 SRFLP

The SRFLP is a linear ordering problem considering a set \( N = \{1, 2, \ldots, n\} \) of departments in a facility. Each department \( i \) has a given length \( l_i \) and is connected to all other departments by a traffic intensity \( c_{ij} \). Both the lengths and the traffic intensities are positive integers. It is imposed that \( c_{ij} = c_{ji} \), but it is not a modeling restriction since a trip in any direction covers the same distance, the traffic intensities can thus concentrate both directions [52].
Figure 1 An instance of the SRFLP with 4 departments ordered optimally. The lengths of the departments are noted below them and the pairwise traffic intensities are given on the edges connecting pairs of departments. Center-to-center and end-to-start distances between departments one and three are shown.

A solution to the SRFLP is an ordering of the departments on a line, defined by the bijection \( \pi : N \rightarrow \{1, 2, \ldots, n\} \). If \( d_{ij}^{cc} \) is the center-to-center distance between departments \( i \) and \( j \) for ordering \( \pi \), the cost function to minimize is formulated as follows:

\[
SRFLP(\pi) = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} d_{ij}^{cc}.
\]  

(1)

It is a measure of the total distance traveled by components or products within the facility. Using center-to-center distances implies that we must deal with half department lengths. However, one can notice that wherever a department \( i \) is placed with respect to a department \( j \), the center-to-center distance between \( i \) and \( j \) will be at least \( \frac{l_i + l_j}{2} \). This leads to a reformulation that simplifies the coming formulas:

\[
SRFLP(\pi) = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} \tilde{d}_{ij}^{es} + K
\]

(2)

where \( \tilde{d}_{ij}^{es} \) is the end-to-start distance (see Figure 1) separating departments \( i \) and \( j \) and \( K \) is a constant accounting for all contributions of half department lengths [52].

Example 1. Let us illustrate the computation of the objective function on the facility given in Figure 1. We first compute the value of the constant \( K \):

\[
K = c_{12}\frac{l_1 + l_2}{2} + c_{13}\frac{l_1 + l_3}{2} + c_{14}\frac{l_1 + l_4}{2} + c_{23}\frac{l_2 + l_3}{2} + c_{24}\frac{l_2 + l_4}{2} + c_{34}\frac{l_3 + l_4}{2}
- \frac{5 + 3}{2} + \frac{5 + 2}{2} + \frac{5 + 6}{2} + \frac{3 + 2}{2} + \frac{3 + 6}{2} + \frac{2 + 6}{2}
= 8 \cdot 4 + 3 \cdot 3.5 + 5 \cdot 5.5 + 1 \cdot 2.5 + 4 \cdot 4.5 + 6 \cdot 4 = 114.5
\]

and then the cost of the ordering \( \pi(i) = i, \forall i \in N \) as shown in Figure 1:

\[
SRFLP(\pi) = c_{12}\tilde{d}_{12}^{cc} + c_{13}\tilde{d}_{13}^{cc} + c_{14}\tilde{d}_{14}^{cc} + c_{23}\tilde{d}_{23}^{cc} + c_{24}\tilde{d}_{24}^{cc} + c_{34}\tilde{d}_{34}^{cc} + K
= c_{12} \cdot 0 + c_{13} \cdot 3 + c_{14} \cdot (3 + 2) + c_{23} \cdot 0 + c_{24} \cdot 0 + c_{34} \cdot 0 + K
= 8 \cdot 0 + 3 \cdot 3 + 5 \cdot (3 + 2) + 1 \cdot 0 + 4 \cdot 2 + 6 \cdot 0 + 114.5 = 156.5.
\]
2.2 cSRFLP

The cSRFLP is obtained by adding three types of constraints to the SRFLP:

- **Positioning constraints**: A department is forced to be located at a specific position within the ordering. These constraints are described by a function $position : N \rightarrow N \cup \{0\}$ which maps positions to their corresponding department or to 0 if there is no constraint on the position. To simplify the coming equations, we also define the function $department : N \rightarrow N \cup \{0\}$ which is the inverse mapping, between departments and positions.

- **Ordering constraints**: These constraints impose that some department must come before another one in the ordering. Formally, the function $predecessors : N \rightarrow 2^N$ gives the set of predecessors of each department, i.e. all departments that must be placed on the left of the given department.

- **Relation constraints**: Similarly to ordering constraints, relation constraints impose a relative ordering between a pair of departments. In this case, however, the two departments are required to be adjacent in the ordering. The function $previous : N \rightarrow N \cup \{0\}$ maps departments to the department that must be placed right before, or to 0 if there is no such constraint.

3 Mixed-Integer Programming Model

In this section, we integrate the constraints of the cSRFLP to the MIP model for the SRFLP, used within the branch-and-cut framework of [4]. This model uses betweenness variables $\zeta_{ijk}$ which describe the relative ordering of departments $i, j, k \in N$ in an ordering $\pi$:

$$\zeta_{ijk} = \begin{cases} 1, & \text{if } \pi(i) < \pi(k) < \pi(j) \text{ or } \pi(j) < \pi(k) < \pi(i) \\ 0, & \text{otherwise.} \end{cases} \quad (3)$$

Using those variables, the objective function can be formulated as follows:

$$SRFLP(\zeta) = \sum_{i \in N} \sum_{j \in N \atop i < j} \sum_{k \in N} c_{ij} \zeta_{ijk} l_k + K \quad (4)$$

and is to be minimized under the following constraints:

$$\zeta_{ijk} = \zeta_{jik} \quad \forall \{i, j, k \mid i < j\} \subseteq N \quad (5)$$

$$\zeta_{ijk} + \zeta_{ikj} + \zeta_{jki} = 1 \quad \forall \{i, j, k\} \subseteq N \quad (6)$$

$$\zeta_{ijd} + \zeta_{jkd} - \zeta_{ikd} \geq 0 \quad \forall \{i, j, k, d\} \subseteq N \quad (7)$$

$$\zeta_{ijd} + \zeta_{jkd} + \zeta_{ikd} \leq 2 \quad \forall \{i, j, k, d\} \subseteq N. \quad (8)$$

Equation (5) follows from the definition of the betweenness variables in Equation (3). Equation (6) states that only one department among $i, j, k$ lies between the two others. Finally, Equations (7) and (8) express the fact that when a department $d$ is placed between departments $i$ and $k$, then the department $d$ must either lie between departments (a) $i$ and $j$ or (b) $j$ and $k$, but not both (a) and (b).

We now present how the constraints of the cSRFLP can be integrated in the model. A solution to the original model specifies a relative ordering of the departments. Yet, it does not impose one extremity to the left of the arrangement. As we will need this information in the constraints presented in Section 2.2, we solve this issue by adding two
dummy departments $L$ and $R$. For the cSRFLP, the set of departments is thus defined as $N = \{1, \ldots, n\} \cup \{L, R\}$ and departments $L$ and $R$ also obey Equations (3)–(8). We set $l_L = l_R = 0$ and $c_{iL} = c_{iR} = c_R = 0, \forall i \in N$ so that the dummy departments have no impact on the objective function. Department $L$ and $R$ are respectively forced on the left and right side of the arrangement by adding the constraints:

\begin{align*}
\zeta_{LRi} &= 1 \quad \forall i \in N \setminus \{L, R\} \\
\zeta_{ijL} &= 0 \quad \forall i, j \in N \quad (9) \\
\zeta_{ijR} &= 0 \quad \forall i, j \in N. \quad (10)
\end{align*}

Equation (9) imposes that all other departments are placed between departments $L$ and $R$. Inversely, Equations (10) and (11) ensure that departments $L$ and $R$ are not placed between any two departments.

We can now write the additional constraints of the model for the cSRFLP:

\begin{align*}
\sum_{k=1}^{n} \zeta_{Li k} &= j - 1 \quad \forall i \in N, \text{position}(i) = j \neq 0 \quad (12) \\
\sum_{k=1}^{n} \zeta_{i R k} &= n - j \quad \forall i \in N, \text{position}(i) = j \neq 0 \quad (13) \\
\zeta_{Lij} &= 0 \quad \forall i, j \in N, i \in \text{predecessors}(j) \lor i = \text{previous}(j) \quad (14) \\
\zeta_{Lji} &= 1 \quad \forall i, j \in N, i \in \text{predecessors}(j) \lor i = \text{previous}(j) \quad (15) \\
\zeta_{iRj} &= 1 \quad \forall i, j \in N, i \in \text{predecessors}(j) \lor i = \text{previous}(j) \quad (16) \\
\zeta_{j Ri} &= 0 \quad \forall i, j \in N, i \in \text{predecessors}(j) \lor i = \text{previous}(j) \quad (17) \\
\zeta_{ijk} &= 0 \quad \forall i, j \in N, i = \text{previous}(j), k \in N \setminus \{i, j\}. \quad (18)
\end{align*}

Equations (12) and (13) ensure that $j - 1$ departments are located on the left of department $i$ and $n - j$ on the right, given that $i$ must be placed at the $j$-th position. Equations (14)–(17) impose that $i$ is placed between $L$ and $j$ and that $j$ is placed between $i$ and $R$, when either $i$ is a predecessor of $j$ or $i$ must be placed right before $j$. Finally, Equation (18) is added for relation constraints to avoid having any departments placed between the two departments involved in the constraint.

## 4 Dynamic Programming Model

Dynamic programming is a different technique to tackle this problem. Section 4.1 presents an efficient DP model introduced in [50]. We then show in Section 4.2 how the constraints can be incorporated in this model. As a whole, this formulation will be the starting point for our DD-based approach.
4.1 SRFLP

Let us first reformulate the cost function:

\[
SRFLP (\pi) = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} \tilde{d}_{ij} + K = \sum_{i=1}^{n} \sum_{\pi(i) < \pi(j)} c_{ij} \tilde{d}_{ij} + K
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} \sum_{k=1}^{n} l_{k} + K
\]  \quad (20)

\[
= \sum_{k=1}^{n} l_{k} \sum_{i=1}^{n} \sum_{\pi(i) < \pi(k)} c_{ij} + K.
\]  \quad (21)

In Equation (19), we use the bijection \( \pi \) to sum over unique pairs of positions instead of unique pairs of departments. We then develop the end-to-start distances \( \tilde{d}_{ij} \) in Equation (20), which are equal to the sum of the lengths of departments between \( i \) and \( j \) in Equation (19). Finally, we reorder the summations in Equation (21). This allows reading the cost function differently: for each department \( k \), we add its length \( l_k \) to the distance between pairs of departments \((i, j)\) lying on opposite sides of \( k \) and multiply it by the corresponding traffic intensity \( c_{ij} \).

The idea of the DP model is to place the departments one by one on the line from left to right. From Equation (21), it is clear that the individual cost of placing department \( k \) at position \( \pi(k) \) only depends on the side on which all other departments are located with respect to \( k \). If the state of the DP model is the subset of departments which remain to be placed – called free departments from now on, as opposed to fixed departments – we can compute this individual cost and recursively find the optimal ordering of each subset of \( N \).

Formally, the components of the DP model are:

- The control variables \( x_{j} \in D_{j} \) with \( j \in \{0, \ldots, n-1\} \). Variable \( x_{j} \) represents the department placed at position \( j + 1 \) on the line. All variables have the same domain \( D_{j} = N \) since departments can appear anywhere in the ordering.

- The state space \( S \) which contains all subsets of \( N \). It includes a root state \( \hat{r} = N \), a terminal state \( \hat{t} = \emptyset \) and an infeasible state \( \hat{0} \). The state space is partitioned into the sets \( S_{0}, \ldots, S_{n} \) where \( S_{r} \) contains all states with \( j \) variables assigned.

- The set of transition functions \( t_{j} : S_{j} \times D_{j} \to S_{j+1} \) for \( j = 0, \ldots, n-1 \) which rule the transition between the states of consecutive stages:

\[
t_{j} (s^{j}, x_{j}) = \begin{cases} s^{j} \setminus \{x_{j}\}, & \text{if } x_{j} \in s^{j} \\ 0, & \text{otherwise.} \end{cases} \]  \quad (22)

- The set of transition cost functions \( h_{j} : S_{j} \times D_{j} \to \mathbb{R} \) for \( j = 0, \ldots, n-1 \) which associate a value to each transition:

\[
h_{j} (s^{j}, x_{j}) = \begin{cases} l_{x_{j}} \sum_{i \in s^{j} \setminus \{x_{j}\}} \sum_{k \in s^{j} \setminus \{x_{j}\}} c_{ik}, & \text{if } x_{j} \in s^{j} \\ 0, & \text{otherwise.} \end{cases} \]  \quad (23)

This formula immediately follows from Equation (21) since \( \overline{s^{j}} \) – the complement of \( s^{j} \) – contains fixed departments placed before position \( j \) and \( s^{j} \setminus \{x_{j}\} \) contains free departments, which will be placed after position \( j \).

- The root value \( v_{r} = K \) from Equation (2).
To solve an instance of the SRFLP using this DP model, one needs to apply the following recurrence:
\[
\min \hat{f}(x) = v_r + \sum_{j=0}^{n-1} h_j(s^j, x_j)
\]
subject to \(s^{j+1} = t_j(s^j, x_j)\), for all \(x_j \in D_j, j = 0, \ldots, n - 1\)
\[
s^j \in S_j, j = 0, \ldots, n.
\]

(24)

**Speeding up the computation of transition costs.** We also store in the states an array containing the *cut values* of each free department: the sum of all traffic intensities from the fixed departments and each free department. It allows to reduce the computational complexity of the transition costs from \(O(n^2)\) to \(O(n)\) and will also be useful when designing a lower bound in Section 6.2. For a state \(s^j\) and each department \(i \in N\), we define:
\[
s_{\text{cut}}^i[i] = \begin{cases} 
\sum_{j \in \mathcal{D}^j} c_{ij}, & \text{if } i \in s^j \\
0, & \text{otherwise}
\end{cases}
\]

(25)

which can be updated in \(O(n)\) during a transition \(t_j(s^j, x_j)\):
\[
s_{\text{cut}}^{j+1}[i] = \begin{cases} 
s_{\text{cut}}^j[i] + c_{ix_j}, & \text{if } i \in s^j \setminus \{x_j\} \\
0, & \text{otherwise}
\end{cases}
\]

(26)

and the transition costs become:
\[
h_j(s^j, x_j) = \begin{cases} 
l_x j \sum_{i \in s^j \setminus \{x_j\}} s_{\text{cut}}^i[i], & \text{if } x_j \in s^j \\
0, & \text{otherwise}.
\end{cases}
\]

(27)

**Example 2.** Considering the instance shown on Figure 1, we compute the cut values for the state \(s = [3, 4]\). We have that \(s_{\text{cut}}^1[1] = s_{\text{cut}}^2[2] = 0\) since departments 1 and 2 are already placed. For the free departments, we apply Equation (25) and obtain: \(s_{\text{cut}}^3[3] = c_{13} + c_{23} = 3 + 1 = 4\) and \(s_{\text{cut}}^4[4] = c_{14} + c_{24} = 5 + 4 = 9\).

### 4.2 cSRFLP

Adding constraints to the DP model is done through the predicates *valid* \(_j : S_j \times D_j \to \{\text{true, false}\}\) for \(j = 0, \ldots, n - 1\). They are used in the transition functions to filter out infeasible solutions:
\[
t_j(s^j, x_j) = \begin{cases} 
s^j \setminus \{x_j\}, & \text{if } x_j \in s^j \land \text{valid}_j(s^j, x_j) \\
0, & \text{otherwise}.
\end{cases}
\]

(28)

For clarity, we split the predicates *valid* \(_j\) into several conditions, corresponding each to a specific constraint:
\[
\text{valid}_j(s^j, x_j) = p_j(s^j, x_j) \land o_j(s^j, x_j) \land r_j(s^j, x_j)
\]

(29)

with \(p_j, o_j\) and \(r_j\) concerning respectively positioning, ordering and relation constraints:
\[
p_j(s^j, x_j) = (\text{position}(x_j) = 0 \land \text{department}(j + 1) = 0) \lor \text{position}(x_j) = j + 1
\]

(30)
\[
o_j(s^j, x_j) = \text{predecessors}(x_j) \subseteq s^j
\]

(31)
\[
r_j(s^j, x_j) = (\text{previous}(x_j) = 0 \land \exists k \in s^j : \text{previous}(k) \in s^j) \lor \text{previous}(x_j) \in s^j.
\]

(32)
In Equation (30), \( p_j \) checks that either department \( x_j \) and position \( j + 1 \) are both unconstrained, or that department \( x_j \) is constrained to be at position \( j + 1 \). As explained previously, the \( j \)-th transition decides which department is placed at position \( j + 1 \). For ordering constraints, Equation (31) verifies that all predecessors of department \( x_j \) have already been placed. The predicates \( r_j \) for relation constraints are slightly more complicated. Either \( x_j \) has no relation constraint, then it can only be placed if no other free department has a relation constraint with a fixed department, or \( x_j \) has a relation constraint and \( \text{previous}(x_j) \) must be a fixed department.

5 Decision Diagram Representation

This section explains how a DP model can be used to derive DDs. A weighted decision diagram is a graphical structure which encodes a set of solutions to a discrete optimization problem \( \mathcal{P} \). Formally, it is represented by a layered directed acyclic graph \( B = (U, A, d, v, \sigma) \) where \( U \) is the set of nodes, \( A \) is the set of arcs. The set of nodes is partitioned into layers \( L_0, \ldots, L_n \). In particular, layers \( L_0 \) and \( L_n \) contain only one node, respectively the root node \( r \) and the terminal node \( t \). Each node is mapped to a state by the function \( \sigma \). An arc
$a \in A$ connects a node in a layer $L_j$ to a node in the next layer $L_{j+1}$. Its label $d(a) \in D_j$ represents the assignment of value $d(a)$ to variable $x_j$ and $v(a)$ denotes its length. As a result, each path $p = (a^{(0)}, \ldots, a^{(n-1)})$ from $r$ to $t$ is a complete assignment of the variables, with $x_j = d(a^{(j)})$, and has a total length of $v(p) = v_r + \sum_{j=0}^{n-1} v(a^{(j)})$. The set of all $r-t$ paths of $B$ encodes the set of possible assignments $\text{Sol}(B)$. In an exact decision diagram, the length of each $r-t$ path is equal to the objective function value of the corresponding assignment and $\text{Sol}(B) = \text{Sol}(\mathcal{P})$. Thus, the resolution of discrete optimization problems is reduced to a shortest-path problem on a directed acyclic graph $f(x^*) = v^*(B)$.

The size $|B|$ of a decision diagram is the number of nodes it contains in all layers. Its width is given by $\max_j |L_j|$, where $|L_j|$ is the width of layer $j$. Arcs leaving a same node always have different labels, so every node $u \in L_j$ has a maximum out-degree of $|D_j|$. A binary decision diagram encodes binary variables only, as opposed to multi-valued decision diagrams in the general case [38].

Using a DP model, an exact DD can be built layer by layer starting with the first layer $L_0$ containing the root node $r$ associated to the root state $\hat{r}$. From a layer $L_j$, we then fill $L_{j+1}$ with all nodes corresponding to distinct feasible states which can be reached from any state in $L_j$. For each of these transitions, we add an arc from the node in $L_j$ to the one in $L_{j+1}$ and its length is given by the transition cost.

▶ Example 3. The exact DD for the instance shown in Figure 1 is illustrated in Figure 2. The size of this DD is 16 and its width is 6. On the left side of the DD, the path in bold is an optimal solution. It corresponds to the ordering displayed in Figure 1 and its length is equal to $114 + 0 + 24 + 18 + 0 = 156$. As computed in Example 1.

6 Branch-and-Bound

Although DP formulations tend to represent problems in a compact manner, it is usually intractable to generate exact DDs for combinatorial problems as the size of the state space can grow exponentially with the number of variables. An adapted branch-and-bound algorithm exploiting DDs (B&B-DD) was presented in [13] with the potential to solve larger instances to optimality. The algorithm successively explores subproblems corresponding to nodes in the exact DD of the problem. As in classical branch-and-bound, two ingredients are used: a primal upper bound heuristic to discover good feasible solutions, and a lower bound procedure allowing to prune the nodes with a lower bound larger than the best so far solution. The major idea of B&B-DD is to limit the width of the DDs to obtain these two ingredients. The primal heuristic is obtained by discarding nodes of the DD to respect the width limit while the lower bound procedure consists in discovering the best path in a relaxed DD obtained by merging nodes. The nodes of B&B-DD are expanded using a classical best-first-search.

Preliminary experiments convinced us to slightly deviate from the generic B&B-DD framework and specialize it for the SRFLP in order to be competitive with state-of-the-art approaches. We use a problem specific lower bound rather than the state-merging procedure, as well as a breadth-first search allowing to better exploit the recursive structure of the problem. The lower bound and the custom search are detailed in the next sections.

6.1 Primal Upper Bound Heuristic

As explained in Section 6, we rely on restricted DDs to generate good feasible solutions starting from a given node of the exact DD. To obtain a restricted DD, it is sufficient to remove nodes of a layer when its width exceeds a given maximum width. The nodes and
arcs which remain in the DD are not modified and thus correspond to feasible solutions. A heuristic is used to select nodes to remove from a layer and attempts to identify nodes leading to the poorer quality solutions. Restricted DDs also allow to retrieve the set of subproblems which need to be explored next. In this paper, this set is computed as the set of direct successors of the initial node of the restricted DD.

▶ Example 4. Figure 3 shows a restricted DD built for the instance displayed in Figure 1 with a maximum width of 4. The third layer exceeded the maximum width so the nodes $v_3$ and $v_5$ have been removed.

### 6.2 Lower Bound

In [13], a relaxed DD is used to compute a single lower bound at a given node. Based on this lower bound, we decide whether to enqueue or prune the open subproblems. Recently, [22] suggested that we could attach a different lower bound to each node to be added to the branch-and-bound queue. In our approach, this lower bound is based on a heuristic rough lower bound (RLB) which can be computed swiftly for any node. As described in [22], the RLB can also be used to skip nodes during the compilation of restricted DDs.
In order to derive the RLB from a node $u$, the next theorem shows that the cost to optimally complete the partial solution of node $u$ can be decomposed in two terms: one solely involving the free departments and the other one involving the cost between free and fixed departments.

**Theorem 5.** Given a node $u$ and its state $\sigma(u) = s$, let $\pi^*|_u$ be the best ordering one can obtain when crossing node $u$. For conciseness, we set $\pi = \pi^*|_u$. We have the equivalence:

\[
SRFLP(\pi) - v^*(u) = \sum_{i \in s} \sum_{j \in s} c_{ij} \left( \sum_{k \in s} l_k + \sum_{j \in s} \sum_{k \in s} s_{cut}[j] \right). \tag{33}
\]

Those two terms of Equation (33) cannot be evaluated exactly in a cheap way as this would be as difficult as solving the original problem. Nonetheless one can compute an efficient lower bound for each term independently. For a node $u$, the value of the RLB is given by:

\[
RLB(u) = \begin{cases} 
\infty, & \text{if } \sigma(u) = \hat{0} \\
LB_{edge}(u) + LB_{cut}(u), & \text{otherwise},
\end{cases} \tag{34}
\]

where $LB_{edge}(u)$ is a lower bound on the free departments layout cost and $LB_{cut}(u)$ is a lower bound on the cost induced by the cut values of free departments.

### 6.2.1 Free departments layout cost

The first lower bound $LB_{edge}$ is an under-approximation of the internal layout cost of free departments. Given a subset of departments, we compute a lower bound on the cost of its optimal layout by multiplying each pairwise traffic intensity by an optimistic distance. If we must place $n$ departments on a line, $n - k$ pairs of departments will have $k - 1$ departments between them (see Figure 1). In order to under-approximate the layout cost, we greedily multiply the highest traffic intensities by the smallest distance possible. Since we cannot assume any particular ordering of the free departments, the distances between pairs of free departments are unknown. Still, we can compute lower bounds on those distances if we sort the free departments by increasing length and assume that a separation of $k$ departments will be formed by the $k$ shortest departments. This lower bound can be seen as a generalization of the Edges method [49] designed for the MinLA.

In practice, a list containing all pairwise traffic intensities in decreasing weight order is precomputed, as stated by the precondition of Algorithm 1. The same is done for the department lengths. We then only need to traverse those lists and multiply each traffic intensity value by the adequate cumulative length. The complexity of the algorithm is $O(n^2)$ since there are $\frac{n(n-1)}{2}$ pairs in total.

**Example 6.** Let us illustrate the computation of this lower bound on the root node of the DD in Figure 2. We first create the list of traffic intensities sorted decreasingly: $edge = [c_{12} = 8, c_{34} = 6, c_{14} = 5, c_{24} = 4, c_{13} = 3, c_{23} = 1]$ and the list of free department lengths sorted increasingy: $length = [l_3 = 2, l_2 = 3, l_1 = 5, l_4 = 6]$. There are 3 pairs of departments with 0 departments in between, 2 pairs with 1 department in between and 1 pair with 2 departments in between.

\[
LB_{edge}(r) = 0 \cdot c_{12} + 0 \cdot c_{34} + 0 \cdot c_{14} + l_3 c_{24} + l_3 c_{13} + (l_3 + l_2) c_{23} \\
= 0 \cdot 8 + 0 \cdot 6 + 0 \cdot 5 + 2 \cdot 4 + 2 \cdot 3 + (2 + 3) \cdot 1 = 19
\]
We then compute the lower bound as the total cost with respect to all fixed departments:

\[ \sigma(u), lb \leftarrow 0, cumul_l \leftarrow 0, i \leftarrow 1, j \leftarrow 1 \]

2. for \( k \leftarrow 1 \) to \(|s| - 1\) do
3. \( s \leftarrow \sigma(u), lb \leftarrow 0, cumul_l \leftarrow 0, i \leftarrow 1, j \leftarrow 1 \)
4. while \( \text{edge}[i], \text{dep1} \notin s \lor \text{edge}[i], \text{dep2} \notin s \) do
5. \( i \leftarrow i + 1 \)
6. \( lb \leftarrow lb + \text{cumul}_l \cdot \text{edge}[i], c \)
7. \( i \leftarrow i + 1 \)
8. while \( \text{length}[j], \text{dep} \notin s \) do
9. \( j \leftarrow j + 1 \)
10. \( \text{cumul}_l \leftarrow \text{cumul}_l + \text{length}[j], l \)
11. \( j \leftarrow j + 1 \)
12. return \( lb \)
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\[ \text{ALGORITHM 1 Computation of } L_B, \text{edge}(u). \]

**Require:** \( \text{edge} = \text{sorted}_\leq \{(c : c_{ij}, \text{dep1} : i, \text{dep2} : j) | 1 \leq i < j \leq n\} \)

and \( \text{length} = \text{sorted}_\leq \{(d : l_i, \text{dep} : i) | 1 \leq i \leq n\} \)

1. \( s \leftarrow \sigma(u), lb \leftarrow 0, cumul_l \leftarrow 0, i \leftarrow 1, j \leftarrow 1 \)
2. for \( k \leftarrow 1 \) to \(|s| - 1\) do
3. \( s \leftarrow \sigma(u), lb \leftarrow 0, cumul_l \leftarrow 0, i \leftarrow 1, j \leftarrow 1 \)
4. while \( \text{edge}[i], \text{dep1} \notin s \lor \text{edge}[i], \text{dep2} \notin s \) do
5. \( i \leftarrow i + 1 \)
6. \( lb \leftarrow lb + \text{cumul}_l \cdot \text{edge}[i], c \)
7. \( i \leftarrow i + 1 \)
8. while \( \text{length}[j], \text{dep} \notin s \) do
9. \( j \leftarrow j + 1 \)
10. \( \text{cumul}_l \leftarrow \text{cumul}_l + \text{length}[j], l \)
11. \( j \leftarrow j + 1 \)
12. return \( lb \)

6.2.2 Cost with respect to fixed departments

The second term of the RLB is related to the cut values of free departments and a lower bound is given by the first-generation bound described in [52]. Given a department \( i \) placed first on the line, the minimum total cost with respect to \( i \) is defined as:

\[ MTC(i) = \min \sum^n_{j=1} c_{ij} \sum^n_{k=1} l_k \]

and Lemma 7 tells us how to find the optimal arrangement \( \pi \).

**Lemma 7.** Suppose that department \( i \) is placed in first position on the line. For every other department \( j \) compute the cost-to-length ratio \( r_j = \frac{c_{ij}}{l_j} \). The optimal arrangement, which yields \( MTC(i) \) is obtained by ordering the departments according to decreasing values of this ratio \( r_j \), the department with the greatest \( r_j \) being adjacent to \( i \).

This lower bound can also be used when several departments are placed in the leftmost positions on the line. We only need to consider all fixed departments as a single department connected to free departments with traffic intensities given by the respective cut values, exactly as in the second term of Equation (33). As the free departments need to be sorted by decreasing cut-to-length ratios, the time complexity of this lower bound is \( O(n \log(n)) \).

**Example 8.** We compute the lower bound for the node \( u_1 \) of the DD shown in Figure 2, with \( \sigma(u_1) = s \). The departments are first sorted as follows:

\[ \text{order} = \left[ \frac{s_{cut}[2]}{l_2} = \frac{8}{3}, \frac{s_{cut}[3]}{l_3} = \frac{3}{2}, \frac{s_{cut}[4]}{l_4} = \frac{5}{6} \right] \]

We then compute the lower bound as the total cost with respect to all fixed departments:

\[ L_B(\text{cut}(u_1)) = 0 \cdot s_{cut}[2] + l_2 s_{cut}[3] + (l_2 + l_3) s_{cut}[4] \]

\[ = 0 \cdot 8 + 3 \cdot 3 + (3 + 2) \cdot 5 = 34. \]

6.2.3 Refining the lower bound

In Section 6.1, we mentioned that for a node \( w^{j-1} \in L_{j-1} \), its direct successors are added to the branch-and-bound queue. During the compilation of a restricted DD, not only we generate these successors in layer \( L_j \) but also create all nodes which we can reach in layer \( L_{j+1} \). As a result, we can compute a tighter lower bound for each node of \( L_j \) by taking advantage of the RLB values of its successors:

\[ L_B \left( w^j \right) = v^* (w^j) + \min \sum_{x_j \in D_j} \left( h_j \left( \sigma \left( w^j \right), x_j \right) + RLB \left( t_j \left( \sigma \left( w^j \right), x_j \right) \right) \right). \]
Example 9. Given the restricted DD shown in Figure 3, the local lower bound of node \( u_1 \) is computed as follows: 
\[
LB(u_1) = 0 + \min (24 + RLB(v_1), 26 + RLB(v_2), 66 + RLB(v_3))
\]

6.3 A Breadth-First Branch-and-Bound

In the DP model of the SRFLP, a state \( s^j \) at level \( j \) is the successor of exactly \( j \) different states. More generally, it can be reached by as many as \( j! \) different paths since any permutation of the departments could be a valid solution. The classical branch-and-bound algorithm always explores the most promising node first with a best-first-search strategy i.e. the one with the lowest lower bound or lowest shortest-path length. In the context of B&B-DD, nodes with a same state could be enqueued and explored multiple times during the algorithm. Preliminary experiments showed that this was often the case for the cSRFLP. This can be avoided by only exploring a complete layer before considering the next one. Therefore we suggest exploring the most promising node of what we call the lowest active layer (LAL) – the layer containing nodes of the queue with the least variables assigned. By doing so, all ancestors of the chosen node must have already been explored. It also ensures that at most one node associated with any state of the model will be inserted in the queue. The only adjustment to make is to maintain an additional data structure keeping track of all nodes in the queue. In that data structure, exactly like in any layer of a DD, we identify nodes by their state and keep in memory the path with shortest length to each state. We then only add one node to the queue for each state, and otherwise update the shortest-path leading to it. Our strategy is thus equivalent to a breadth-first-search in the exact DD but enhanced by pruning mechanisms.

This whole procedure is described by Algorithm 2. The index of the LAL is denoted \( l \) and increases throughout the execution of the algorithm. The branch-and-bound queue is split between \( Q_l \) and \( Q_l+1 \) which respectively contain open nodes of layers \( l \) and \( l+1 \). For each layer \( L_j \), \( M_j \) is a map containing the node with the shortest path to each state of the level \( j \). It is used in lines 17-26 to avoid adding multiple nodes in the branch-and-bound queue for the same state. The loop of line 8 can be parallelized, which is a key asset of B&B-DD [12, 21]. Each thread is responsible for developing a different restricted DD at line 13 and synchronization happens when queues, maps and the incumbent solution need to be updated.

7 Computational Experiments

In this section, we draw a comparison between the existing techniques to solve the cSRFLP to optimality. Namely, the MIP model from [44], the MIP model introduced in [4] and extended in Section 3 and the DD-based approach presented throughout the rest of the paper. In the following, they are respectively referred to as Liu, Amaral and DD. The MIP models were implemented and evaluated using Gurobi version 9.1.2 [24]. Concerning the DD approach, it was implemented in C++ and the code was largely based on DDO [21], a Rust library for DD-based discrete optimization. The heuristics selected are the following:

- **Maximum width**: We use fixed-width DDs for all experiments. To that end, we experimentally determined that a narrow maximum width of 3 leads to the best performance. It may seem very small but as explained in Section 6, the lower bound of a node is exclusively based on RLB values of its child nodes. As a result, the quality of the lower bounds does not depend on the maximum width of the DDs. Moreover, we observed that we were able to find very good solutions early in the search anyway.
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Algorithm 2 The breadth-first branch-and-bound algorithm. select_node is a heuristic used to select the most promising node of the queue.

\begin{algorithm}
\begin{algorithmic}[1]
\State $v(r) \leftarrow v_r$ // root node value
\State $Q_0 \leftarrow \{r\}$ // queue for layer 0
\State $M_0 \leftarrow \{\sigma(r) : r\}$ // map for layer 0
\State $UB \leftarrow \infty$
\For {$l = 0$ to $n-1$} // $l$ is the lowest active layer
\State $Q_{l+1} \leftarrow \emptyset$ // queue for layer $l + 1$
\State $M_{l+1} \leftarrow \emptyset$ // map for layer $l + 1$
\While {$Q_l \neq \emptyset$}
\State $u \leftarrow$ select_node($Q_l$)
\State $Q_l \leftarrow Q_l \setminus \{u\}$
\If {$LB(u) \geq UB$}
\State continue
\EndIf
\State $\mathcal{B} \leftarrow$ Restricted($u$)
\ForAll {$u' \in L_{l+1}$ of $\mathcal{B}$} // enqueue successors of $u$ and update $M_{l+1}$
\If {$v(u') < UB$}
\State $UB \leftarrow v(u')$
\EndIf
\EndFor
\ForAll {$u' \in L_{l+1}$ of $\mathcal{B}$} // update best solution
\If {$LB(u') < UB$}
\If {$M_{l+1}$ contains($\sigma(u')$)} // this state is already in the queue and map
\If {$v(u') < v(M_{l+1}[\sigma(u')])$} // update only if the value is improved
\State $Q_{l+1} \leftarrow Q_{l+1} \setminus \{M_{l+1}[\sigma(u')]\}$
\State $Q_{l+1} \leftarrow Q_{l+1} \cup \{u'\}$
\State $M_{l+1}[\sigma(u')] \leftarrow u'$
\Else // this state is not in the queue and map
\State $M_{l+1}[\sigma(u')] \leftarrow u'$
\EndIf
\EndIf
\EndIf
\EndFor
\EndWhile
\Return $UB$
\end{algorithmic}
\end{algorithm}

- **Variable ordering**: The vertices must be placed from left to right on the line in the DP model so it is imposed for this formulation of the problem.
- **Search node selection**: Nodes with the smallest lower bound in the branch-and-bound queue are explored first in the branch-and-bound.
- **Node selection for restriction**: When the size of a layer exceeds the maximum width of the DD, we delete the nodes with the largest RLB values.

The instances used in the experiments are classical SRFLP instances taken from [2, 3, 8, 31, 52] with up to 25 departments. We then created admissible sets of constraints for each problem size:

- constraint sets with 2, 4, 6, 8 and 10 positioning, ordering or relation constraints.
- constraint sets with 0, 2, 4, 6, 8 and 10 constraints of each type.

For each of these scenarios, 5 different random sets of constraints were generated, except for the case with no constraints. Note that an instance with $n$ departments can not have more than $n$ positioning constraints, and that similar limits exist for the other types of constraints, we thus have up to 101 sets of constraints for each problem size. A link to the source code along with all the benchmark instances is given in the supplementary material. All experiments were performed on a machine with two Intel Xeon E5-2640 (2.6GHz) processors.

The three algorithms were executed on all combinations of instances and constraints with a time limit of 5 hours for each. The first row of Figure 4 shows the cumulative number of instances solved by each algorithm over time while the second row shows the mean ratio between the runtimes of each instance and its corresponding unconstrained instance, with respect to the number of constraints of each given type. Our first observation is that the two models presented in this paper clearly outperform the one from [44], which fails to solve most of the instances under the time limit regardless of the type of constraints.
applied. Next, even if Amaral and DD both succeed in solving all instances, they have different behaviors depending on the type of scenario. From the graphs of the second row, we notice that the more constraints we add, the faster the DD approach gets. The constraints in the DD formulation are indeed handled very efficiently because all infeasible solutions are automatically pruned in the transition functions, which results in a smaller DP graph to explore. The same cannot be said about Amaral, since instances with between 4 and 8 positioning constraints take more time to solve than their corresponding unconstrained instance on average. This is probably because positioning constraints are modeled with a sum of \( n \) variables on the left side of an equality. On the contrary, ordering and relation constraints are modeled very naturally in Amaral because it uses relative ordering variables. Adding these types of constraints thus tightens the model and reduces the execution time. It allows Amaral to solve hard instances with ordering and relation constraints slightly faster than DD. However, DD is the first to solve all instances when using 24 threads and seems to benefit the most from parallelization.

8 Conclusion

In this paper, two novel exact models for the cSRFLP have been presented: an extension of the MIP model from [4] for the SRFLP and a DD-based approach starting from the DP model of [50]. The computational experiments have shown that they greatly improve on the performance of the only MIP model introduced in the literature to the best of our knowledge. Both models have their benefits, the DD approach incorporates the three types of constraints very efficiently, especially positioning constraints, and parallelizes better. On the other hand, the MIP model integrates ordering and relation constraints very well and can be easily implemented with any MIP solver. The DD approach can surely be improved in the future, for instance by taking the constraints into account within the lower bounds. It would also be interesting to combine the strengths of our two approaches.
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