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Preface

This volume contains the papers presented at DNA 28: the 28th International Conference on DNA Computing and Molecular Programming. The conference was held during August 8–12, 2022, at the University of New Mexico, Albuquerque, New Mexico, USA, and was organized under the auspices of the International Society for Nanoscale Science, Computation, and Engineering (ISNSCE). The DNA conference series aims to draw together researchers from the fields of mathematics, computer science, physics, chemistry, biology, and nanotechnology to address the analysis, design, and synthesis of information-based molecular systems.

Papers and presentations were sought in all areas that relate to biomolecular computing, including, but not restricted to: algorithms and models for computation on biomolecular systems; computational processes in vitro and in vivo; molecular switches, gates, devices, and circuits; molecular folding and self-assembly of nanostructures; analysis and theoretical models of laboratory techniques; molecular motors and molecular robotics; information storage; studies of fault-tolerance and error correction; software tools for analysis, simulation, and design; synthetic biology and in vitro evolution; and applications in engineering, physics, chemistry, biology, and medicine.

Authors who wished to orally present their work were asked to select one of two submission tracks: Track A (full paper) or Track B (one-page abstract with supplementary document). Track B is primarily for authors submitting experimental or theoretical results who plan to submit to a journal rather than publish in the conference proceedings. We received 38 submissions for oral presentations: 14 submissions to Track A and 24 submissions to Track B. Each submission was reviewed by at least four reviewers. The Program Committee accepted 9 papers for Track A (64%) and 14 papers for Track B (58%). We also received 50 submissions for Track C (poster), of which four were selected as additional oral presentations by the Program Committee. This volume contains the papers accepted for Track A.

We express our sincere appreciation to our invited speakers: Andrew Ellington, Jessica Flack, Elisa Franco, and Matthew Patitz. We thank all of the authors who contributed papers to these proceedings, and those who presented papers and posters during the conference. Last, but by no means least, the editors are especially grateful to the members of the Program Committee and the additional invited reviewers for their hard work in reviewing the papers on a tight deadline and for providing insightful and constructive comments to the authors.
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Abstract

A barrier to wider adoption of molecular computation is the difficulty of implementing arbitrary chemical reaction networks (CRNs) that are robust and replicate the kinetics of designed behavior. DNA Strand Displacement (DSD) cascades have been a favored technology for this purpose due to their potential to emulate arbitrary CRNs and known principles to tune their reaction rates. Progress on leakless cascades has demonstrated that DSDs can be arbitrarily robust to spurious “leak” reactions when incorporating systematic domain level redundancy. These improvements in robustness result in slower kinetics of designed reactions. Existing work has demonstrated the kinetic and thermodynamic effects of sequence mismatch introduction and elimination during displacement. We present a systematic, sequence modification strategy for optimizing the kinetics of leakless cascades without practical cost to their robustness. An in-depth case study explores the effects of this optimization when applied to a typical leakless translator cascade. Thermodynamic analysis of energy barriers and kinetic experimental data support that DSD cascades can be fast and robust.
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1 Introduction

One goal of molecular programming is to design chemical systems that not only store and process information, but are able to manipulate matter with nanometer precision, to sense (bio-) chemical signals from their environment, to perform robust, complex and energy-efficient computation, and to actuate a physical response. This is not an easy goal. Yet, inspiring demonstrations of complex, enzyme-free circuits based on DNA strand displacement (DSD) [26] show the promise of this technology to realize the equivalent of a chemical central processing unit. While engineered DSD reactions, inspired by strand displacement in genetic recombination[14, 15], were studied as early as the 1980s [3] the groundwork for modern engineering of DSD cascades and other more complicated dynamic systems followed nearly twenty years later [19, 25].
Sequence-independent “domain level” strategies have emerged to improve the design of high fidelity DNA strand displacement reactions and cascades. For example, recent work on leakless DSD cascades [18, 20, 21] have shown how these systems can be made arbitrarily robust: the rate of spurious leak reactions – that produce output in the absence of correct input – can be decreased exponentially by a linear increase to the length of the cascade. However, this increased robustness comes at a cost: designed reaction pathways have slower kinetics. This slowdown of desired kinetics can result from longer cascades, from cascades that are a series of reversible displacements when toehold-sized clamps are employed [20], and from unproductive reactions attributed to the domains shared between multiple signal strands within the same cascade (see Figure 1b).

In parallel, sequence-dependent strategies that introduce and/or eliminate Watson-Crick-Franklin [23, 9] base-pairing violations, or “mismatches”, have been studied as an effective means for tuning the kinetics and thermodynamics of DSD reactions. A study from as early as 1986 investigated the impact of a single base-pair mismatch as a parameter for engineering strand displacement reactions [3]. The effects of mismatch elimination (and introduction) in strand displacement have been widely studied [6, 1, 12] and include a thermodynamic driving force from mismatch elimination, as well as reaction rate changes that are highly dependent on the distance of the mismatch position from the site of invasion. Mismatches have been used both strategically [24, 7] and systematically [11, 13] to alter reaction kinetics [24] and thermodynamic driving forces [7, 12, 5], as a mechanism for single nucleotide polymorphism (SNP) identification [8, 17], and as a means to combat leak [13, 11, 7].

While strategies for systematic domain-level optimization of DSD circuits and those for sequence-level optimization of DSD circuits were developed primarily in parallel, they are not mutually exclusive. The drawbacks introduced to designed reaction pathways when employing domain level strategies such as leakless motifs and/or the use of clamp domains, namely slowed kinetics and/or a reduction in thermodynamic driving force, might be remedied by...
sequence-level strategies. Here we demonstrate a synthesis of these two strategies to arrive at cascade designs that are robust by virtue of their domain level redundancy, yet have fast kinetics due to a systematic sequence level optimization strategy based on strategic mismatch elimination and introduction. By composing the state-of-the-art for domain level and sequence level design of DSD systems we demonstrate a rich design space for fast and robust DSD cascades. We support the efficacy of this strategy with theory based on thermodynamic modeling and preliminary experimental verification.

2 Systematic mismatch strategies for leakless cascades

Due to the domain level redundancy, introduced by leakless cascades in order to combat leak [18, 20], unproductive invasion is possible – signal strands present initially as input, or produced via displacement of incumbent strands, can interact with multiple fuel complexes. For example, Figure 1b illustrates how the input strand $X_1$ can spuriously invade fuel complex $F_1$ – not shown is that $X_1$ can also spuriously invade fuel complex $F_2$. While overall these unproductive invasions are unlikely to cause leak events they do create kinetic slowdown; a signal strand (transiently) bound to the wrong fuel is signal not currently propagating through the cascade and is also a source of occlusion of its bound fuel and thus a source of inhibition of other signal propagation. A confounding factor in kinetic slowdown is the use of toehold-sized clamps. This design choice has been demonstrated to suppress leak to even lower rates in leakless cascades [20], but at the cost of thermodynamic driving force since each designed reaction is based on reversible toehold exchange (see Figure 1a and Figure 5).

To combat these problems we introduce a systematic sequence level modification strategy to introduce sentinel positions.

Definition 1 (sentinel position). Any position $i$ such that an intended invader forms a Watson-Crick-Franklin base pair and every spurious invader introduces a mismatch.

Table 1 Sequence-level strategies to meet design goals. Reasonable choices for parameters $\alpha$ and $\beta$ are discussed in Section 2.1.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Barrier to spurious toehold binding</td>
<td>Sentinel position in each toehold domain</td>
</tr>
<tr>
<td>2. Additional barrier to spurious invasion</td>
<td>Sentinel positions “close” to helix ends</td>
</tr>
<tr>
<td>3. Additional thermodynamic drive</td>
<td>Sentinel positions in each fuel complex</td>
</tr>
<tr>
<td>4. Avoid increasing leak</td>
<td>No internal loops within $\alpha$ nucleotides of any helix end</td>
</tr>
<tr>
<td></td>
<td>No internal loops within $\beta$ nucleotides of each other</td>
</tr>
</tbody>
</table>

Our aim is to systematically create energy barriers that must be encountered early in any unproductive invasion pathway. Furthermore, these modifications should not be at the expense of cascade robustness and, when possible, should introduce kinetic improvements and additional thermodynamic driving force for designed reactions. While the strategy is generally applicable to any system with redundant domains across a cascade we will focus on translator cascades for the sake of clarity. Consider the leakless translator cascade with toehold-sized clamps to emulate the reaction $X_1 \rightarrow Y_1$ illustrated in Figure 2 (Step 0). These additional clamps provably increase the barrier to leak reactions [22], but individual steps in the cascade are reversible; similarly, the overall cascade is reversible and thus emulates the reaction $X_1 \leftrightarrow Y_1$ with forward and reverse rate constants dependent on the strength of
forward and reverse toeholds. Can we keep the robustness benefit provided by the redundant domains and these additional clamps yet drive the cascade forward as if implemented as a series of “irreversible” reactions without clamps (i.e., with heavily favored forward rates)? Can we significantly decrease the rates of unproductive reactions? As it turns out these goals can be simultaneously met.

**Figure 2** A general strategy for creating sentinel positions given fixed input and output sequences of a cascade. (Step 0) A candidate position \( i \) is identified. (Step 1) Unique mismatches are introduced into substrate (bottom) strands that intersect \( i \) and are not designed to interact with the fixed input. (Step 2) Sequences are corrected for intended (top strand) invaders. (Step 3) The process is repeated for candidates intersecting the fixed input. (Step 4 – not depicted) Symmetric process run to introduce sentinel positions with respect to the output sequence to guard against spurious invasion in the reverse pathway; see Figure 3 for a complete example with fixed input and output sequences.

Sentinel positions will introduce mismatches within fuel complexes. Obvious candidate positions are those intersecting toeholds within a cascade since weakening the toehold binding of spurious invaders will decrease the rate of unproductive reactions (see Section 3). However, these positions should not be chosen if they intersect fuel complexes near the end of a helix as fraying could be exacerbated by introduced mismatches and result in increased rates of leak. In those cases, positions can be chosen that intersect further away from helix ends.
(e.g. at least a “toehold”-sized domain away). Figure 2 demonstrates how sentinel positions can be created with respect to a fixed input and output sequence of a cascade. The aim of this strategy is to internally optimize a cascade that implements a formal reaction without changing its interface to other system components (i.e., the input sequence it accepts and the output sequence it produces). We note that any change to the sequences of signal strands has the potential to create spurious events with other cascades in the system, or create unwanted secondary structure. These can be incorporated as hard constraints when implementing the sentinel position design strategy.

Figure 3 gives a complete example of introducing sentinel positions that optimizes with respect to both the forward and (undesirable) reverse reaction pathways given a fixed input and output sequence. This system will serve as our detailed case study in subsequent sections.

2.1 Fragile regions of design space

For a collection of sequence modifications of a given DNA cascade there exist many poor sequence designs. Modification within a particular cascade may introduce unwanted secondary structure or introduce spurious interactions with species of another cascade within the same system. These conflicts can be modelled as hard or soft constraints to be evaluated when considering a modification candidate. However, there are certain design choices that are likely to yield poor candidates and can be eliminated from consideration entirely. For example, choosing a sentinel position too close to the end of a helix will result in increased fraying that in turn could lead to increased leak rates (see Figure 4a). Similarly, placing neighboring sentinel positions too close could result in the intervening duplex structure being destabilized and merging into a large internal loop, again leading to increased leak rates (see Figure 4c). We parameterize these distances in our overall design considerations.

▶ Definition 2 (α). The minimum distance of any sentinel position from a helix end (including nicks).
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Figure 4 Stability of gate complexes and their propensity to fray at helix ends or merge neighboring mismatches into larger loops for candidate designs can depend on parameters $\alpha$ and $\beta$. Three candidate designs generated with (a) $\alpha = 2, \beta = 5$, (b) $\alpha = 5, \beta = 5$, and (c) $\alpha = 5, \beta = 2$.

Definition 3 ($\beta$). The minimum distance between neighboring sentinel positions.

Both of these distance parameters can be chosen for a particular cascade or particular reaction condition based on simple criteria: at what distance do the intended secondary structures of fuel complexes have unacceptable ensemble defect [4]?  

2.2 A naive sentinel design algorithm

Beginning from reference sequences the sentinel modification strategy naturally yields a naive algorithm: for every possible combination of positions that span the interval covered by a cascade, such that no position is within distance $\alpha$ of a helix end and no neighboring positions are within distance $\beta$ of each other, evaluate all sequence modifications that yield valid sentinel positions and disfavor each spurious invasion relative to designed reactions. Any candidate design can be rejected for violating user-defined constraints such as propensity to form undesired intra- or inter-molecular secondary structure, or by containing forbidden sequence motifs. As we will see in Section 3.3 the space of candidate designs is sufficiently small in practice that it is tractable to enumerate and evaluate each one, yet the number of candidate designs that yield improvements, relative to the unmodified cascade, is large.

3 Thermodynamic modeling

The thermodynamic landscapes of conventional strand displacement and exchange reactions based on our translator system (Figure 3) were modeled using NUPACK [4, 2] at typical conditions ($25^\circ C$, $12.5 \text{mmol L}^{-1} \text{Mg}^{2+}$, $50 \text{mmol L}^{-1} \text{Na}^+$). Free energy values ($\Delta G$) were plotted for each step in the conventional pathways for each reaction under study and incorporated a penalty for branch migration initiation $\Delta G_p = 2 \text{kcal mol}^{-1}$ [10, 16]. Unless otherwise noted we use the structure free energy of an unstructured invader and fuel complex with a toehold-sized clamp ($F_2$), both at $10 \text{nmol L}^{-1}$ concentration, as the reference microstate defined to have $\Delta G = 0 \text{kcal mol}^{-1}$. 
3.1 Toehold-mediated strand exchange (TMSE)

A common strategy to reduce leak in DSD systems is to introduce toehold-sized clamps. With respect to our translator gate $F_2$, when moving from a displacement reaction (Figure 5, blue) to an exchange reaction (Figure 5, black) the structural free energy of the initial microstate is improved, but at the cost of $\approx 6 \text{kcal mol}^{-1}$ forward thermodynamic driving force. This difference ($\Delta \Delta G_{\text{exchange}} - \Delta \Delta G_{\text{displacement}}$) translates directly from the loss in additional base-pairs formed via displacement.

While strand exchange is typically thermodynamically neutral, strand exchange in a translator utilizing the sentinel mismatch strategy is thermodynamically favorable. Consider the specific comparison in Figure 6. The initial structural free energy of $F_2(mm)$ is higher than that of $F_2$, since $F_2(mm)$ has fewer paired bases, as well as mismatches destabilizing its helix. Both systems pay a concentration-dependent entropic penalty (calculated based on experimental concentration of each reactant at $10 \text{nmol L}^{-1}$) when base 1 of the toehold pairs (microstate II). Throughout invasion of $F_2(mm)$ by $F_1(mm)-t$ (red pathway) the system drops in energy each time a mismatch is replaced by a Watson-Crick-Franklin base pair. After the last mismatch has been replaced, both strand exchange systems follow essentially the same energy path throughout the remainder of the invasion and toehold dissociation (microstates VI-VII). Without the mismatch strategy the change in structural free energy $\Delta \Delta G_{\text{no mismatch}} = -0.71 \text{kcal mol}^{-1}$, while with the mismatch strategy $\Delta \Delta G_{\text{mismatch}} = -10.71 \text{kcal mol}^{-1}$. Additionally, the reverse reaction of the translator using the mismatch strategy has a significant uphill energy activation barrier ($\Delta \Delta G_{\text{rev(mismatch)}} = 19.75 \text{kcal mol}^{-1}$), while the activation energy for the reverse reaction of the strand exchange system without mismatches ($\Delta \Delta G_{\text{rev(no mismatch)}} = 9.75 \text{kcal mol}^{-1}$) is largely due to the entropic penalty of toehold binding ($9.04 \text{kcal mol}^{-1}$). This additional driving force has been studied in greater detail in other work [5, 10].

When applied systematically within a cascade, as in our sentinel position design strategy, mismatches raise the energy barrier for unproductive strand invasions in leakless systems. Sequence redundancies in the leakless system allow upstream signal strands to partially invade downstream translators via toehold binding, and subsequent displacement of matching sequence (see Figure 1). The systematic mismatch strategy ensures that signal strands will mismatch with every translator except their intended target. Figure 7 shows the conventional pathways of invasion of $F_2(mm)$ by its intended invader ($F_1(mm)-t$, blue) and two other spurious invaders ($F_0(mm)-t$, green and $X_1$, orange). Note that without systematic mismatches the conventional invasion pathway for each spurious invader would simply be a prefix of the intended conventional invasion pathway.

We investigated the effect of the mismatch strategy in greater detail on invasion pathways of $F_2$ and $F_2(mm)$ when reactants were both at low concentrations ($10 \text{nmol L}^{-1}$) and when both were at high concentrations ($10 \mu\text{mol L}^{-1}$). For unproductive reactions only the most favorable spurious invader was considered – that is, the corresponding spurious invader with the largest overlap with the fuel complex; $F_0-t$ in the control case and $F_0(mm)-t$ when using the mismatch strategy. In the no mismatch case at low concentration (Figure 8a) the energy pathway for both invaders is identical until base 20 when the spurious invader completes its invasion and recovers the branch migration initiation penalty $\Delta \Delta G_p$ (Figure 8b, microstate IV). In contrast, when the mismatch strategy is employed at low concentration the spurious invasion pathway (i) necessarily deviates from that of the intended invasion, (ii) must overcome a higher energy barrier to invasion (Figure 8b microstate III vs microstate II), and (iii) terminates at a significantly less favorable resting microstate compared with the free energy of the intended reaction having made similar invasion progress (Figure 8b microstate IV).
Figure 5 (black) The energy landscape for a conventional toehold mediated strand exchange (TMSE) between complex \( F_2 \) and its intended trigger strand \( F_1-t \) of Figure 3 (left). (blue) A similar landscape is shown for a modified \( F_2 \) complex that lacks a toehold-sized clamp thus resulting in a toehold mediated strand displacement (TMSD) reaction.

Figure 6 (red) The energy landscape for a conventional toehold mediated strand exchange (TMSE) between complex \( F_2(mm) \) and its intended trigger strand \( F_1(mm)-t \) that results in two mismatch elimination events. (black) A similar landscape is shown for \( F_2 \) and invader \( F_1-t \) without a mismatch strategy. Roman numerals reference system microstates described in Figure 1a.
Figure 7 Mismatch strategy for TMSE in $F_2(mm)$ complex. Mismatches disfavor spurious invaders $F_0(mm)$-t (green) and $X_1$ (orange), and favor the intended invader $F_1(mm)$-t (blue).

(a) Low concentration without mismatch strategy.  
(b) Low concentration with mismatch strategy.

(c) High concentration without mismatch strategy.  
(d) High concentration with mismatch strategy.

Figure 8 Comparison of the conventional pathways for intended and spurious invasion without and with the mismatch strategy – left column and right column, respectively – and at low concentration (10 nmol L$^{-1}$) and at high concentration (10 µmol L$^{-1}$) – top row and bottom row, respectively. Deviating from prior convention, note that the free energies reported in (c) and (d) are relative to structure free energy of $F_2(mm)$ and an unstructured invader.
Fast and Robust Strand Displacement Cascades via Systematic Design Strategies

Figure 9 The thermodynamic driving force already present in TMSD (blue) can be significantly increased when intended invaders eliminate multiple mismatches (red).

These same trends hold at higher concentrations (see Figure 8c and Figure 8d); however, there is an important distinction to consider. At the high micromolar concentrations typically used to increase the speed of leakless strand exchange (1 µmol L$^{-1}$–10 µmol L$^{-1}$) [22, 21] the entropic penalty of toehold binding is reduced (microstate II in Figures 8c and 8d). Modeling of translator gate $F_2$ at high concentration (Figure 8c) shows that not only is it equally as favorable for a spurious invader to initiate branch migration as the desired invader, but that many of the microstates during spurious invasion (e.g., microstate IV) are energetically favorable to the initial configuration (i.e., microstate I). Therefore, as the concentration of the non mismatch cascades increase – and thus the thermodynamic favorability of microstates with occluded toeholds and sequestered signal strands – so too do the kinetic inhibitions caused by (unproductive) spurious invasions. In contrast, even at high concentrations, the mismatch strategy remedies these issues by (i) providing an additional energy barrier to spurious invasion (Figure 8d, microstate III), (ii) ensuring all microstates of spurious invasion are unfavorable relative to the initial configuration (microstates II-IV compared with microstate I, Figure 8d), and (iii) maintaining a thermodynamic driving force ($\Delta\Delta G_{\text{mismatch}} \approx -10$ kcal mol$^{-1}$) for the intended TMSE reaction (Figure 8d, orange, microstate I to microstate V).

3.2 Toehold mediated strand displacement (TMSD)

In Section 3.2 we consider invasions of a variant of the $F_2(mm)$ fuel complex that lacks a toehold sized clamp – the first five nucleotides from the 5$'$$'$ end of strand $F_2(mm)$-b are truncated. While TMSD already has a significant driving force due to the free energy improvement of a toehold’s worth of additional base pairing ($\Delta\Delta G_{\text{no mismatch}} \approx -6$ kcal mol$^{-1}$, Figure 9) the mismatch strategy offers a means to increase this driving force further ($\Delta\Delta G_{\text{mismatch}} \approx -16$ kcal mol$^{-1}$, Figure 9).
Figure 10 The sentinel mismatch strategy is compatible with leakless TMSD cascades.

Unlike our TMSE case study, where spurious invasions are unlikely to result in leak reactions, the spurious invasion of $F_2(mm)$ by invader $F_0(mm)$ can reach a microstate where the incumbent strand $F_2(mm)$ is bound by only ten nucleotides (base index 25, Figure 10) and could therefore be susceptible to experimentally relevant rates of dissociation. However, the sentinel mismatch strategy can result in designs that kinetically and thermodynamically disfavor leak in TMSD. For example, in the variant considered here (i) leak is thermodynamically unfavorable ($\Delta\Delta G_{\text{spurious}} = 4.52 \text{ kcal mol}^{-1}$), and (ii) the kinetic barrier to spurious displacement is greater than 11 kcal mol$^{-1}$.

3.3 Design space of sentinel mismatch strategy

Beginning from the reference sequences of Figure 5 (left) we used the naive algorithm from Section 2.2 to generate each of the 685,307 candidate sentinel designs that were valid for $\alpha = \beta = 5$. Thermodynamic properties were evaluated for each candidate including its minimum among all possible $\Delta\Delta G_{\text{spurious}}$ – the net free energy of the microstate representing the maximum progress of a spurious invasion (e.g., microstate IV in Figure 8b) – and $\Delta\Delta G_{\text{translator}}$ – the net free energy of the overall cascade via designed reactions (i.e., a proxy for its thermodynamic driving force). In our analysis that follows and in the annotations of Figure 11, our design refers to the sentinel mismatch sequences of Figure 3 (right).

The full design space visualized as a density plot of $\Delta\Delta G_{\text{translator}}$ for each candidate design is shown in Figure 11a; this includes the reference sequence design, which contain no sentinel position, as it is valid by our definition. Note that our design, which we investigated the thermodynamic properties of in this section and experimentally evaluated and discuss in the next section, has worse thermodynamic driving force than the average across all valid candidate designs.

Optimizing for only the driving force of the overall cascade does not necessarily result in designs that mitigate spurious invasion. In practice, one may wish to optimize for some trade-off between multiple properties. Figure 11b plots the Pareto frontier of maximizing the minimum $\Delta\Delta G_{\text{spurious}}$ and minimizing $\Delta\Delta G_{\text{translator}}$. Our design is not expected to be on this front because it contains fewer sentinel positions than are permitted by the $\alpha = \beta = 5$ constraint. Overall, the sentinel mismatch strategy allows further room for
translator optimization and can be broadly applied to generate a rich design space for any cascade with redundancy. A final design can be chosen based on multiple, user-defined criteria and constraints utilizing tools such as NUPACK [4] for evaluation.

4 Preliminary Experimental Verification

To demonstrate the efficacy of a systematic domain and sequence level design strategy for DSD cascades we compared a typical leakless translator as a control to a variant that incorporates sentinel positions. Our control is a cascade that requires three successive displacement reactions to translate an input to a sequence independent output and has a large entropic and enthalpic barrier to leak [20] due to its domain level redundancy and incorporation of toehold-sized clamps, making it reversible (see Figure 3 (left)). However, the redundancy within the control cascade creates a number of (unproductive) spurious invasion pathways. The variant tested incorporates the systematic mismatch strategy of sentinel positions described in Section 2 (see Figure 3 (right)). Sequences were designed using NUPACK [2, 4] to verify that all complexes were well-formed, all signal strands were unstructured, all desired toehold exchange reactions netted \( \approx 0 \text{ kcal mol}^{-1} \) in structure free energy, and sequence motifs that might affect synthesis yield – such as homomeric repeats – were absent. To facilitate direct comparison between the translator systems with and without the sentinel strategy both systems were designed to use the same input strand as a trigger, produce identical sequences as outputs, and to use identical reporter complexes that consume this output sequence. All designed sequences were ordered from IDT with PAGE purification; annealed complexes were PAGE purified and concentrations were measured via UV absorbance and then normalized.
4.1 Leak reactions

Based on work by Wang et al. [21, 20], because of the levels of redundancy and presence of toehold-sized clamps, we expected negligible rates of leak in the non-mismatched cascade (our control). A recent experimental demonstration of a translator with the same domain-level design, but differing in sequence, had no significant rate of leak even at micromolar concentrations [22]. However, in order for the sentinel mismatch strategy to provide a valid remedy to the adverse kinetic effects introduced by domain level strategies that address robustness, it must itself not re-introduce significant leak. Thus we hoped to find similarly low levels of leak in both the non-mismatched and mismatched translator cascades.

![Figure 12](image-url)

**Figure 12** Testing the presence of output signal in the absence of valid input (leak) in leakless translators with and without the sentinel mismatch strategy. (Right) Time-course fluorescence results when incubating 1 µmol L$^{-1}$ of each fuel complex in a given translator system with 1.5 µmol L$^{-1}$ reporter and no input trigger strands are reported for the non-mismatched and mismatched translator systems in teal and pink respectively. (Left) Internal standards of the aforementioned systems spiked with final concentrations of 1 µmol L$^{-1}$ of strand $F_2$-$t$ (direct trigger to the reporter) are plotted for the same interval. All replicates are plotted for each of the experimental conditions tested. Both the mismatched and non-mismatched systems leaked a maximum of 0.054% of the total possible output in 2 hours, whereas the high controls triggered at the reporter with 1 µmol L$^{-1}$ $F_2$-$t$ reached over 50% completion in the 50 seconds between mixing of reactants and the first fluorescence reading.

To verify leak did not increase when using the mismatch strategy we prepared two sets of triplicate mixtures: one containing purified $F_0$, $F_1$, and $F_2$ at final nominal concentrations of 1 µmol L$^{-1}$ and fluorescent output reporter $R_1$ at a final concentration of 1.5 µmol L$^{-1}$, and the other containing purified $F_0$($mm$), $F_1$($mm$), and $F_2$($mm$) at final concentrations of 1 µmol L$^{-1}$ and $R_1$ at a final concentration of 1.5 µmol L$^{-1}$. Both of these sets of samples were compared to triplicate measurements of high controls of the same mixtures prepared with a final concentration of 1 µmol L$^{-1}$ $F_2$-$t$ that directly triggers the output reporter. Each reaction sample was quickly mixed and observed under time-course fluorescence measurements every 20 seconds for 2 hours. Raw fluorescence values were then normalized to concentration using internal low and high controls. With the exception of three data series which were discarded due to sample evaporation the results across all three replicates are shown in Figure 12.

From Figure 12 it appears that mismatch introduction did not significantly alter the rate of leak in our system. While the high control reactions reached above 50% completion in the 50s interval between the mixture of reaction components and the start of fluorescence measurements, the untriggered samples for both the non-mismatched and mismatched systems leaked at most 0.054% in 2 hours.
4.2 Designed reactions

Figure 13 Comparing the triggering kinetics of leakless translator systems with and without the mismatch strategy. Each reaction was conducted with 10 nmol L$^{-1}$ of each translator gate in the respective cascade and 15 nmol L$^{-1}$ of output reporter $R_1$. The x-axis is broken to include only the beginning of the reaction and the equilibrated endpoints of the reaction. Raw fluorescence of each reaction was converted to concentration by internal normalization with a low control of untriggered cascade and high controls of cascade triggered with 10 nmol L$^{-1}$ $F_2$-$t$ at the reporter. The normalized output concentrations for each of the three replicates for each experimental condition were plotted and labeled with their reaction components as given in Figure 3. Clear differences in reaction half-times between the two systems at each concentration, even considering the variance across triplicate measurements, suggests that the introduction of mismatches increased the effective forward rate of the translator system compared to the non-mismatched variant.

In the previous section we presented evidence supporting that our strategy for introducing systematic sentinel mismatches into leakless translator cascades does not significantly increase leak relative to the non-mismatched case. This fact alone suggests some flexibility for sequence design in translator systems and supports a notion of compatibility between redundancy based leak-reduction and mismatch-based optimization strategies. However, we also theorized that the mismatch strategy would increase the observed reaction rate of a translator system by introducing kinetic barriers to unproductive reaction pathways that temporarily sequester reaction intermediates relevant to the desired reaction rate. To test this hypothesis, we measured the time-course fluorescence of triplicate samples of mismatched and non-mismatched translator cascades at 10 nmol L$^{-1}$ gate concentration, 15 nmol L$^{-1}$ reporter concentration, and input trigger concentrations of 1 nmol L$^{-1}$, 2 nmol L$^{-1}$, and 3 nmol L$^{-1}$. Additionally, we recorded triplicate measurements of high controls of each of non-mismatched and mismatched cascade with gates and reporters at the previous concentrations, and with 10 nmol L$^{-1}$ $F_2$-$t$ to directly trigger the reporter. Lastly, we measured untriggered low control cases of both the mismatched and non-mismatched translator cascades at the same concentrations previously used.

Based on the results presented in Figure 13, it appears that the sentinel mismatch strategy accomplished its goal of increasing the forward rate of the $X_1 \rightarrow Y_1$ translator reaction, without significantly increasing rates of leak. At each of the triggering concentrations, even
considering the variance across replicates, the reaction half-times of the mismatched cascades were clearly lower than those in the non-mismatched cascades. This suggests that the effective rate constants of reactions when using the sentinel mismatch strategy is larger than in the non-mismatched case. Additional experiments are required to accurately quantify the effect of this systematic strategy.

5 Conclusion

We have introduced, analyzed, and given preliminary experimental validation for a systematic mismatch strategy compatible with leakless DNA strand displacement cascades. By promoting desired reactions and simultaneously discouraging spurious and unproductive invasions, even at high concentrations, the combination of domain and sequence level strategies unlocks a thermodynamic landscape conducive to fast, robust circuits. If this strategy proves effective broadly, as we expect, it may provide a new design standard for effective DNA strand displacement reactions and networks. The additional driving force introduced by the systematic mismatches in a toehold exchange reaction is greater than a comparable toehold-mediated strand displacement reaction without the strategy. Future experimental work will include characterization of these thermodynamic and additional kinetic differences. While we focused our strategy in the context of leakless translators it is applicable to any system with redundancy of domains between signals in a common cascade; this includes proposals of leakless architectures capable of implementing arbitrary chemical reaction networks [18]. The early success of this approach motivates the need for algorithms and design software capable of elucidating sequence level modifications that best optimize energy barriers of concern in the context of an entire strand displacement system. We presented a naïve algorithm that can find an optimal design for a particular cascade, but it is unlikely to remain tractable when considering global constraints across a large system. A natural question is how to best optimize these sequence level modifications in order to improve overall kinetic rates of desired reactions without increasing undesirable reaction rates beyond a user-defined value in an overall system. Finally, what other strategies can be developed to improve strand displacement systems when combining systematic domain and sequence level design principles?
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Abstract

In this paper, we investigate shape-assembling power of a tile-based model of self-assembly called the Signal-Passing Tile Assembly Model (STAM). In this model, the glues that bind tiles together can be turned on and off by the binding actions of other glues via “signals”. In fact, we prove our positive results in a version of the model in which it is slightly more difficult to work (where tiles are allowed to rotate) but show that they also hold in the standard STAM. Specifically, the problem we investigate is “shape replication” wherein, given a set of input assemblies of arbitrary shape, a system must construct an arbitrary number of assemblies with the same shapes and, with the exception of size-bounded junk assemblies that result from the process, no others. We provide the first fully universal shape replication result, namely a single tile set capable of performing shape replication on arbitrary sets of any 3-dimensional shapes without requiring any scaling or pre-encoded information in the input assemblies. Our result requires the input assemblies to be composed of signal-passing tiles whose glues can be deactivated to allow deconstruction of those assemblies, which we also prove is necessary by showing that there are shapes whose geometry cannot be replicated without deconstruction. Additionally, we modularize our construction to create systems capable of creating binary encodings of arbitrary shapes, and building arbitrary shapes from their encodings. Because the STAM is capable of universal computation, this then allows for arbitrary programs to be run within an STAM system, using the shape encodings as input, so that any computable transformation can be performed on the shapes.
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1 Introduction

Artificial self-assembling systems are most often designed with the goal of building structures “from scratch”. That is, they are designed so that they will start from a disorganized set of relatively simple components (often abstractly called tiles) that autonomously combine to form more complex target structures. This process often begins from collections of only unbound, singleton tiles, or sometimes also includes so-called seed assemblies which may be small (in relation to the target structure) “pre-built” assemblies that encode some information which seeds the growth of larger assemblies. This growth occurs as additional tiles bind to those seed assemblies according to the rules of the system, allowing them to eventually grow into the desired structures. Examples have been shown in both experimental
settings (e.g. [14, 37, 22]), as well as in the mathematical domains of abstract models (e.g. [34, 32, 7, 12, 10]). However, in the subdomain of algorithmic self-assembly, in which systems are designed so that the tile additions implicitly follow the steps of pre-designed algorithms, other goals have also been pursued. These have included, for instance, performing computations (e.g. [24, 30]), identifying input assemblies that match target shapes [31], replicating patterns on input assemblies [23, 33], and replicating (the shapes of) input assemblies [6, 26, 1, 3, 17]. In this paper, we explore the latter, particularly the theoretical limits of systems within a mathematical model of self-assembling tiles to replicate shapes.

We use the term *shape replication* to refer to the goal of designing self-assembling systems that take as input seed assemblies and which produce new assemblies that have the same shapes as those seed assemblies [1]. In order for tile-based self-assembling systems to perform shape replication, dynamics beyond those of the original abstract Tile Assembly Model (aTAM), introduced by Winfree [36] and widely studied (e.g. [34, 32, 12, 24, 5, 27, 18, 25]), are required. In the aTAM, tiles attach to the seed assembly and the assemblies which grow from it, one tile at a tile, and tile attachments are irreversible. A generalization of the aTAM, the hierarchical assembly model known as the 2-Handed Assembly Model [5, 7], allows for the combination of pairs of arbitrarily large assemblies, but it too only allows irreversible attachments. However, for shape replication, it is fundamentally important that at least some tiles are able to bind to the input assemblies to gather information about their shapes which is then used to direct the formation of the output assemblies, since binding to an assembly is the only mechanism for interacting with it. These output assemblies eventually must not be connected to the input assemblies if they are to have the same shapes as the original input assemblies. This requires that at some point tile bindings can be broken. A number of theoretical models have been proposed with mechanisms for breaking tiles apart, for example: glues with repulsive forces [29, 26], subsets of tiles which can be dissolved at given stages of assembly [1, 11], tiles which can turn glues on and off [28, 20] (a.k.a. *signal-passing tiles*), and systems where the temperature can be increased to cause bonds to break [7, 35]. Within these models, previous results have shown the power of algorithmic self-assembling systems to perform shape replication. In [6], they used glues with repulsive forces, and in [1] they used the ability to dissolve away certain types of tiles at given stages during the self-assembly process, and each showed how to replicate a large class on two-dimensional shapes. In [17], signal-passing tiles were shown to be capable of replicating arbitrary hole-free two-dimensional shapes if they are scaled up by a factor of 2. The results of [3] deal with the replication of three-dimensional shapes, and will be further discussed below.

The results of this paper are the first which provide for shape replication of all 3-dimensional shapes with no requirement for scaling those shapes. Additionally, although in [3] all three-dimensional shapes can be replicated at the small scale factor of 2, there it is necessary for the input assemblies to have relatively complex information embedded within them (in the form of Hamiltonian paths through all of their points being encoded by their glues). In our results, the input assemblies require no such embedded information. Furthermore, the model used in [3] is more complex, allowing not only for hierarchical assembly and signal-passing tiles, but also for tiles of differing shapes, and glue bindings that are flexible and thus allow for assemblies to reconfigure by folding. For the results of this paper, we have not only limited the dynamics to those of the Signal-Passing Tile Assembly Model (STAM), but have even placed an additional restriction on the model. Rather than assigning fixed orientations to tiles, in the model we use and call the STAM$^R$ (i.e. the “STAM with rotation”) tiles and assemblies are allowed to rotate. This allows us to consider an even more general, and difficult, version of the shape replication problem. Namely, the
input assemblies in our constructions have glues of a single generic type covering their entire exteriors, and there is no distinction between a north-facing glue and an east-facing glue, for instance, as there is in the standard STAM. This makes several aspects of working with such generic input assemblies more difficult, but it is notable that our constructions need only trivial, simplifying modifications to work in the standard STAM and that our positive results thus also hold for the STAM. We show that there is a “universal shape replicator” which is a tileset in the STAM\(^R\) that can be used in conjunction with any set of generic input assemblies and will cause assemblies of every shape in the input set to be simultaneously produced in parallel. This is the first truly universal shape replicator for two or three dimensional shapes\(^1\). Furthermore, we break our construction into two major components, a “universal encoder” and a “universal decoder” (see Figure 1 for a depiction). The universal encoder is capable of taking generic input assemblies and creating assemblies that expose binary sequences that encode those shapes, and the universal decoder is capable of taking assemblies exposing those encodings and creating assemblies of the encoded shapes. Due to the Turing universality of this model, this also allows for the full range of all possible computational transformations to occur between the encoding and decoding, and thus enables the generation of any transformations of the shapes of the input assemblies, such as creating scaled versions or complementary shapes.

In order for our universal shape replication construction to operate, the input assemblies must be created from signal-passing tiles which are capable of turning off their glues and dissociating from the assemblies. This allows for the assemblies to be “deconstructed”, and we prove that this is necessary in order to replicate arbitrary shapes, specifically those which have enclosed or narrow, curved cavities, and this is intuitively clear since otherwise there would be no way to determine which locations in the interior of an input shape are included in the shape, and which are part of an enclosed void. Our proof that it is also impossible to replicate shapes with curved, but not enclosed, cavities further exhibits the additional difficulty of working within the STAM\(^R\) model which allows tile rotations.

While our universal shape encoder, decoder, and replicator achieve the full goal of the line of research into shape replication, and also provide the ability to augment shape-building with arbitrary computational transformations, we note that the results are highly theoretical and serve more generally as an exploration of the theoretical limits of self-assembling systems. The tilesets are relatively large and require tiles with large numbers of signals, and although the input assemblies are not required to have complex information embedded within them, a trade-off that occurs compared with the results of [3] is that our constructions make use

---

\(^1\) Note that while replicating two-dimensional shapes, which consist of points in a single plane, our construction will utilize three dimensions.
of a large amount of “fuel”. That is, a large number of tiles are used during various phases but they are only temporary and aren’t contained within the target assemblies and thus are “consumed” by the construction process. Despite the complexity of these theoretical constructions, we think that several modules and techniques developed may be of future use within other constructions (e.g. our “leader election” procedure which is guaranteed to uniquely select a single corner of an input assembly’s bounding prism, to serve as a staring location for our encoding procedure within a constant number of assembly steps despite the lack of directional information provided by such an assembly), and also that these results may lead the way to similarly powerful but less complex constructions that may eventually achieve a level of being physically plausible to construct.

This paper is organized as follows. In Section 2 we provide an overview of the STAM$^R$ and definitions. In Section 3 we state our main theorem and supporting lemmas, and discuss the constructions that prove them. In Section 4 we briefly describe some of the computational transformations that could be used to augment our constructions, and in Section 5 we prove deconstruction is necessary for shape replication of certain classes of shapes. Due to space constraints, full details can be found in [4] and the Appendix contains more details of the STAM$^R$ and a series of subconstructions that appear throughout the constructions.

2 Definitions

In this section we provide definitions of the model used, and also for several of the terms used throughout the paper.

2.1 Overview of the STAM$^R$ model

Here we provide only a high-level overview of the STAM$^R$ model since it is so similar to the standard STAM model [28]. A full definition can be found in Section A.1 of the Appendix. The STAM$^R$ is based on the STAM, which is based on the 2-Handed Assembly Model (a.k.a. Hierarchical Assembly Model), in which the fundamental components are tiles which have glues on their sides that allow them to bind together. Here, tiles are 3-dimensional unit cubes. Each glue has a string label and an integer strength, and glues can bind to each other when they are adjacent and have the same strength and have complementary labels (which we denote using “∗”, e.g. “l₁” and “l₁∗”). There is a system parameter $\tau \in \mathbb{Z}_+$ which determines the strength threshold that must be reached for tiles to bind together. Individual tiles may bind, and also any pair of assemblies (groups of previously bound tiles, also called supertiles) may bind if they can bind with at least $\tau$ strength summed across bonds and don’t have overlapping tiles. Tiles and assemblies are free to rotate and don’t have fixed orientations. The glues of tiles may be assigned signals which fire when those glues form bonds. These signals can turn glues on the same tile either on or off. The time between which a signal is fired and the glue it targets changes its state is nondeterministic. Each signal can fire only one time, no matter how many times its glue may form bonds. Turning glues off may cause previously $\tau$-stable assemblies (ie. those where all subassemblies are connected by $\geq \tau$ strength) to break apart. When our constructions cause tiles to turn off glues and dissociate from assemblies, we often use the term dissolve since the tile is “removed” from the assembly, although it is not technically dissolved. A system in the STAM$^R$ is a triple $(T, S, \tau)$ where $T$ is a set of tile types, $S$ is an initial state consisting of a multiset of tiles and input (or seed) assemblies and their counts (which may be infinite). $\tau$ is the binding threshold as previously discussed. An assembly sequence is a (possibly infinite) series of discrete steps beginning from the initial state of a system that may include (super)tile bindings, changes in glue states, or
Figure 2 Example of a bent cavity, assuming that the planes on the sides into and out of the page were also filled in, leaving a single-cube-wide path into the interior of the shape.

breaking of assemblies. The producible assemblies of a system \( T \), denoted \( A[\mathcal{T}] \), are those which can result from the steps of some assembly sequence. The terminal assemblies, denoted \( \mathcal{A}_{\triangleleft}[\mathcal{T}] \) are those which can be produced but for which no other valid actions may occur.

Definition 1. Given an STAM\( ^R \) system \( T = (T,S,\tau) \), we say that it finitely completes with respect to a set of terminal assemblies \( \hat{\alpha} \) if and only if there exists some constant \( c \in \mathbb{N} \) such that, if in the initial configuration \( S \), each element of \( S \) was assigned count \( c \), in every possible valid assembly sequence of \( T \), every element of \( \hat{\alpha} \) is produced.

A system which finitely completes with respect to assemblies \( \hat{\alpha} \) is guaranteed to always produce those assemblies as long as it begins with enough copies of the (super)tiles in its initial configuration, i.e. it cannot follow any assembly sequence which would consume one or more (super)tiles needed to form those assemblies before making them.

Definition 2. A shape is a non-empty connected subset of \( \mathbb{Z}^3 \), i.e. a connected set of unit cubes each of which is centered at a coordinate \( \vec{v} \in \mathbb{Z}^3 \). A finite shape is a finite connected subset of \( \mathbb{Z}^3 \).

In this paper, we consider shapes to be equivalent up to rotation and translation and unless stated otherwise explicitly, we will use the word shape to refer only to finite shapes.

Definition 3. Given a shape \( s \), a bounding box is a rectangular prism in \( \mathbb{Z}^3 \) which completely contains \( s \). The minimum bounding box is the smallest such rectangular prism.

Definition 4. Given a shape \( s \), we use the term enclosed cavity in \( s \) to refer to a set of connected points in \( \mathbb{Z}^3 \) that are not contained in \( s \) and for which no path in \( \mathbb{Z}^3 \) exists that does not intersect at least one point in \( s \) and gets infinitely far from all points in \( s \).

Definition 5. Given a shape \( s \), we use the term bent cavity in \( s \) to refer to a set of connected points in \( \mathbb{Z}^3 \) contained inside of the minimum bounding box of \( s \), \( b_s \), but not contained within \( s \) itself, such that it includes some points which can be reached by straight lines in \( \mathbb{Z}^3 \) beginning from points in \( b_s \), and some points which cannot be reached by straight lines in \( \mathbb{Z}^3 \) beginning from points in \( b_s \).

See Figure 2 for an example of a bent cavity.

Definition 6. We define a shape encoding function \( f_e \) as a function which, given as input an arbitrary shape \( s \), returns a unique finite set \( E \) of binary strings, each unique for the shape \( s \), such that there exists a shape decoding function, \( f_d \) and \( f_d(e) = s \) for all \( e \in E \).

The shape encoding function we will define by construction in the proof of Lemma 14 will generate a set of binary strings for each input shape \( s \) such that each string encodes the points of the shape starting from a different reference corner and rotation of a bounding box. That can lead to up to 24 unique binary strings (for 3 rotations of each of 8 corners) for most shapes, but less for those with symmetry.
Definition 7. Given a shape $S$ and a point $p = (x, y, z) \in S$, we define the neighborhood of $p$ in $S$ to be the set $S \cap \{(x+1, y, z), (x-1, y, z), (x, y+1, z), (x, y-1, z), (x, y, z+1), (x, y, z-1)\}$. We also say that neighborhoods are equivalent up to rotation, so there is 1 neighborhood for each tile.

Definition 8. We define a uniformly covered assembly as an assembly $\alpha$ where every exposed side of every tile has the same strength 1 glue which is on. Additionally, if $s$ is the shape of $\alpha$, we require that for every 2 points $p, q \in s$ with the same neighborhood, a tile of the same type is located in both locations $p$ and $q$ in $\alpha$.

A uniformly covered assembly has the same glue all over its surface, with no glues marking special or unique locations, and has the same tile type in each location with the same neighborhood, so such an assembly can convey no information specific to particular locations, orientation, etc.

Definition 9. We define a deconstructable assembly as an assembly where (1) all neighboring tiles are bound to each other by one or more glues whose strengths sum to $\geq \tau$, and (2) each tile contains the glue(s) and signal(s) necessary to allow for all glues binding it to its neighbors to be turned off.

In the following definitions, we will use the term junk assembly to refer to an assembly that is not a “desired product” of a system, but which is a small assembly composed of tiles which were used to facilitate the construction but are now terminal and cannot interact any further.

Definition 10 (Universal shape encoder). Let $S$ be the set of all finite shapes, let $f_e$ be a shape encoding function, let $c \in \mathbb{N}$ be a constant, and let $E$ be a tileset in the STAM$^R$. If, for every finite subset of shapes $S' \subset S$, there exists an STAM$^R$ system $E_S = (E, \sigma_S, \tau)$, where $\sigma_S$ consists of infinite copies of assemblies of each shape $s \in S'$ and also infinite copies of the singleton tiles from $E$, such that (1) for every shape $s \in S'$ there exists at least one binary string $b_s \in f_e(s)$ and there exist infinite terminal assemblies of $E_S$ that contain glues in the on state on the exterior surfaces of those assemblies that encode $b_s$ (which we refer to as an assembly encoding $s$), (2) every terminal assembly is either an assembly encoding some $s \in S'$ or a “junk assembly” whose size is bounded by $c$, and (3) no non-terminal assembly grows without bound, then we say that $E$ is a universal shape encoder with respect to $f_e$.

Definition 11 (Universal shape decoder). Let $S$ be the set of all finite shapes, let $f_d$ be a shape encoding function, let $c \in \mathbb{N}$ be a constant, and let $D$ be a tileset in the STAM$^R$. If, for every finite subset of shapes $S' \subset S$, there exists an STAM$^R$ system $D_S = (D, \sigma_S, \tau)$, where $\sigma_S$ consists of infinite copies of assemblies each of which encode a shape $s \in S'$ with respect to $f_d$, and also infinite copies of the singleton tiles from $D$, such that (1) for every shape $s \in S'$ there exist infinite terminal assemblies of shape $s$, (2) every terminal assembly is either an assembly of the shape of some $s \in S'$ or a “junk assembly” whose size is bounded by $c$, and (3) no non-terminal assembly grows without bound, then we say that $D$ is a universal shape decoder with respect to $f_d$.

Definition 12 (Universal shape replicator). Let $S$ be the set of all finite shapes and let $R$ be a tileset in the STAM$^R$, and let $c \in \mathbb{N}$ be a constant. If, for every finite subset of shapes $S' \subset S$, there exists an STAM$^R$ system $R_S = (R, \sigma_S, \tau)$, where $\sigma_S$ consists of infinite copies of assemblies of each shape $s \in S'$ and also infinite copies of the singleton tiles from $R$, such that (1) for every shape $s \in S'$ there exist infinite terminal assemblies of shape $s$,
(2) every terminal assembly is either an assembly of the shape of some \( s \in S' \) or a “junk assembly” whose size is bounded by \( c \), (3) the number of assemblies of each shape \( s \in S' \) grows infinitely, and (4) no non-terminal assembly grows without bound, then we say that \( R \) is a universal shape replicator.

3 3D Shape Replication

In this section, we state our main result, namely that there is a tileset in the STAM\( ^R \) which is capable of replicating arbitrary shapes. This is formally stated in Theorem 13, and our proof works by providing modular constructions capable of encoding and decoding arbitrary sets of shapes which are given by Lemma 14 and Lemma 15, respectively, and then discussing how they can be combined to replicate shapes.

▶ Theorem 13. There exists a tileset \( R \) in the STAM\( ^R \) which is a universal shape replicator, such that for the systems using \( R \) (1) all input assemblies are uniformly covered, (2) the constant \( c \) which bounds the size of the junk assemblies equals 4, and (3) they finitely complete with respect to a set of terminal assemblies with the same shapes as the input assemblies.

▶ Lemma 14. There exist a shape encoding function \( f_e \), and a tileset \( E \) in the STAM\( ^R \) which is a universal shape encoder with respect to \( f_e \), such that for the systems using \( E \) (1) all input assemblies are uniformly covered, (2) the constant \( c \) which bounds the size of the junk assemblies equals 4, and (3) they finitely complete with respect to a set of terminal assemblies which encode the shapes of the input assemblies.

▶ Lemma 15. There exist a shape decoding function \( f_d \), and a tileset \( D \) in the STAM\( ^R \) which is a universal shape decoder with respect to \( f_d \), such that for the systems using \( D \) (1) the constant \( c \) which bounds the size of the junk assemblies equals 3 and (2) they finitely complete with respect to a set of terminal assemblies with the same shapes as those encoded by the input assemblies.

3.1 Universal shape encoding

Here we describe the process by which a set of arbitrary shapes \( S = \{s_1, \ldots, s_n\} \) can be encoded in the STAM\( ^R \) using a universal shape encoding tileset \( E \). We define our STAM\( ^R \) system \( S_E \) to be the triple \( (E, \Sigma_S, \tau = 2) \) where \( \Sigma_S \) is our initial system state consisting of all tiles in \( E \), each with an infinite count, and additionally consists of a set \( A = \{\alpha_1, \ldots, \alpha_n\} \) of uniformly covered, deconstructable assemblies such that the shape of \( \alpha_i \) is \( s_i \) for \( i = 1, \ldots, n \).

The assemblies of \( A \) are called our shape assemblies and are made only of tiles from a fixed subset of \( E \) called shape tiles. Note that the glues and signals defined in these shape tiles are not used to encode any information regarding the structure of our shape assemblies; any shape specific information is inferred during the encoding process and the shape tiles simply contain the necessary glues and signals to perform basic tasks required for the encoding process, none of which are specific to any particular part of the shape assemblies.

The encoding process described below can largely be broken down into 3 steps. First, a bounding box is constructed around the shape assemblies using special tiles which are distinct from the shape tiles. Then, one of the corners of the box is elected non-deterministically to be the leader corner to provide an origin point which will represent the first tile location of our encoding. Finally, from the leader corner, the shape will be disassembled tile-by-tile during which an encoding assembly will be constructed, recording for each disassembled tile whether it is part of the shape or not (i.e. a “filler” tile used to assist the construction).
2:8 Universal Shape Replication via Self-Assembly with Signal-Passing Tiles

Figure 3 Filler tile binding to a concave site. Once a filler tile attaches cooperatively, signals activate glues on the filler tile and adjacent tiles. These glues ensure that the filler tile is attached with strength 2 on all sides. These glues are activated sequentially and once both are in the on state, signals activate output glues on all other sides of the filler tile. Once these signals activate, the supertile has 1 fewer concave site and the filler tile behaves as though it is just another tile on the supertile. While depicted in 2D for clarity, this occurs in 3D during our construction, but the idea is the same.

Figure 4 Growth of the inner shell around a bounding box (illustrated in gray). Growth begins by the attachment of corner gadgets (red). Cooperative binding with the corner gadgets and bounding box allow edge tiles to attach (yellow). Cooperation between the edge tiles and the bounding box then allows filler verification tiles (blue) to grow which are used to fill in the faces of the inner shell. The process by which these verification tiles bind to the bounding box ensures that there are no gaps or protrusions on the bounding box surface.

3.1.1 Bounding box assembly construction and verification

The first step in our encoding process begins by forming a bounding box assembly through the attachment of special tiles, called filler tiles, to a shape assembly. These filler tiles cooperatively bind to 2 diagonally adjacent tiles of our shape assembly in order to fill out any concave portions. (See Figure 3.) When a filler tile attaches to an assembly, signals are fired from the newly bound glues which activate additional glues between the filler tile and shape assembly. These new glues ensure that the filler tile is bound strongly on each face to the shape assembly. Glues are then activated on the other faces of the filler tile to further allow additional filler tiles to attach. Eventually, after sufficiently many filler tiles have attached, there will be no more locations in which another filler tile can attach. There are often many ways in which this can occur for any shape assembly, but the resulting bounding box assembly will always be a minimal bounding box of our shape. It should be noted that it’s possible that not every location within the bounding box is filled. This can occur if the original shape had enclosed cavities, but can also occur because the attachment of filler tiles can create additional cavities as they attach. This is not a problem and it will always be possible for filler tiles to complete the outer surface of the bounding box.

In order to verify that the bounding box is fully formed, a shell of tiles is grown around our assembly. This shell, which we call the inner shell, is able to complete only if and only if the assembly is a fully formed bounding box. Figure 4 illustrates the high-level construction of the inner shell around a fully formed bounding box. Growth of the inner shell begins with the attachment of corner gadgets to our assembly. These corner gadgets then allow
Figure 5 Once filler verification has successfully occurred on a surface of our bounding box, outer shell tiles attach to the edge tiles and corner gadgets on that surface to form a rectangle. Between the corners of these rectangles, outer corner gadgets can cooperatively bind. Once the corner gadgets have attached sufficiently to the outer shell tiles and the necessary connectivity conditions have been met, inner shell tiles are dissolved from between the outer shell and bounding box assembly. Illustrated using a cross-section view, the detachment of these tiles leaves us with a detached bounding box assembly that is too large to fit in the gaps of the outer shell, but too small to touch more than one interior corner of the outer shell simultaneously. Because of this, the bounding box assembly can then bind to an interior corner of the outer shell, but only on one corner, which is then elected leader.

for the cooperative attachment of edge tiles along the edges of the bounding box. Inside the region bounded by the edge tiles, special tiles called filler verification tiles cooperatively bind to the surface of the bounding box. If the surface of the bounding box assembly is not complete or contains gaps or protrusions to which additional filler tiles can bind, special gadgets called detector gadgets are able to bind to the erroneous edge tile or verification tile. This attachment causes a signal to fire which propagates along the erroneous tiles and causes them to deactivate their glues and detach.

3.1.2 Outer Shell Construction

Whenever the filler verification process is completed on a surface of the bounding prism, signals activate glues on the corner gadgets of that surface which initiate the growth of an outer shell (see Figure 5). This outer shell consists of a rectangle of tiles which grows along the edge tiles of the inner shell underneath. Between these outer shell rectangles on each face of a bounding box, special corner gadgets called outer corner gadgets bind with 3 outer shell tiles on the corners of the assembly. Once an outer corner gadget attaches, signals are propagated along outer shell and outer edge tiles to adjacent outer corner gadgets. When enough of these signals are detected, the inner shell underneath the outer shell is dissolved and glues on the corners of the bounding box assembly called candidate glues are activated. These glues are complementary to glues presented on the inside corners of the outer shell. Because the inner shell dissolved, the bounding box assembly is free to move around inside of the outer shell, but since it is too big to fit through the gaps on the outer shell, it cannot escape. Additionally, since the outer shell is 1 tile bigger than the bounding box on each side, even though all corners of the two are complementary, only one of them will be able to bind. When one nondeterministically does, it is elected “leader” and the outer shell is dissolved.

3.2 Shape encoding

Following the process of leader election on a bounding box, we are presented with a single corner with unique glues exposed indicating a leader tile. Here we describe the tiles of $E$ which allow for the universal shape encoding function $f_e$ to be implemented on the shape contained in a bounding box. We use the term voxels to reference the locations of $\mathbb{Z}^3$ in the bounding box.
At a high level, the encoding of a shape $s_i \in S$ is generated by a process which visits each voxel inside of the bounding box sequentially, and transfers the information of whether the voxel is inhabited by a filler tile or a shape tile to an encoding assembly. Because leader election chooses a corner non-deterministically, there may be multiple encoding assemblies corresponding to each shape. We say that $\Phi_i$ is the finite set of encodings of shape $s_i$, and define $\Phi = \Phi_1 \cup \cdots \cup \Phi_n$. For convenience we use $\phi_i$ to refer to any one encoding of $s_i$ in $\Phi_i$ and note that the process is essentially identical for the others.

The first step in the process is for an encoding corner gadget to bind to the corner elected as leader, and then construct a set of helper tiles around the bounding box called the shell. Deconstruction is then carried out in slices, where each slice is the set of voxels contained in a 2D plane of the bounding box. The starting voxel contains the tile elected leader (see Figure 6a) and the orientation of the encoding corner gadget arbitrarily defines the orientation of the slices. For ease of explanation, once an orientation has been chosen by the attachment of the encoding corner gadget, we choose the $x$ and $y$ directions to correspond to the axes along a slice and the $z$ direction to be the axis perpendicular to $x$ and $y$ into the bounding box from the leader. Specifically, each $xy$ plane of the bounding box constitutes one slice. The end result of the encoding process is a rectangular prism assembly of height 1 where the each tile corresponds to a unique location of the bounding box in $\mathbb{Z}^3$, and whose glues represent whether or not each location contains a shape tile (represented by a 1), or empty space inhabited by a filler tile or otherwise (represented by 0). Additionally, information about the order in which tiles were deconstructed is included in $\phi_i$ for purposes of decoding and defining the width of a row. For a full description of the tiles and their functionality, see [4], and see Figure 6 for a schematic depiction of part of the process.

We provide a description of how the information provided by the location of tiles in a bounding box is encoded into binary values. Beginning with the origin point $(0, 0, 0)$, we read the tile type information for each tile in the first row sequentially by incrementing the $x$-coordinate; for example, the second tile read is in the voxel with coordinates $(1, 0, 0)$. Once all tiles in the current row have been read, we jump to the next row up. By this process of visiting every tile in a slice in a “zig-zag” pattern, we are able to encode the information regarding any slice of a bounding box sequentially. Figure 7 demonstrates the encoding of a $3 \times 4 \times 5$ ($x \times y \times z$) bounding box.
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Figure 7 (Right) An example 3 × 4 × 5 shape, (Left) The first two rows of its encoding assembly. The first (closest) row encodes the direction followed for each row of a slice, and the second row encodes the presence of a shape tile or filler tile in each location. Yellow tiles represent ‘0’, red tiles represent “1”. Shape tiles and ‘+’ direction growth are encoded as 0, fill tiles and ‘-’ are encoded as 1. The encodings of additional slices only need a single row each, since the growth direction is shared across rows of consecutive slices.

The very first row of the encoding subassembly contains the information regarding the direction of the growth in our zig-zag pattern, and as a byproduct we also are able to easily retrieve the width of the rows of tiles. We compare the \(x\) values in the coordinates \((x, y, z)\) between the first tile of a row and the last tile of a row by subtracting the \(x\) value between the two such that \(\Delta x = x_{\text{last}} - x_{\text{first}}\). If a tile is contained in a row where \(\Delta x > 0\) we denote this growth in the positive (‘+’) direction. Alternatively, if \(\Delta x < 0\) we denote this growth in the negative (‘-’) direction.

The STAM\(^R\) system \(E_S = (E, \Sigma_S, \tau = 2)\) generates the set of encoding assemblies \(\Phi\) with a junk size of 4. \(E_S\) finitely completes, as each of the sub-constructions to carry out the encoding \(f_e\) require a finite number of steps (and thus, finite tile count) to complete. The final property which must hold is that regardless of the number of distinct shapes of input assemblies, the shapes of all will be correctly replicated. By our construction, there are never exposed glues on the surfaces of any pair of assemblies that each contain an input assembly that would allow them to bind to each other. Since junk assemblies produced by any assembly sequence are also unable to negatively interact with other assemblies, a system whose input assemblies have multiple shapes will behave simply as the union of individual systems which each have one input assembly shape, creating terminal assemblies of all of (and only) the correct shapes. Thus we prove Lemma 14 (with full details in [4]).

### 3.3 Shape Decoding

We now describe the tileset \(D\) which functions as a universal shape decoder. The STAM\(^R\) system for shape decoding is defined as \(D_\Phi = (D, \Sigma_\Phi, \tau = 2)\). \(\Sigma_\Phi\) includes infinite copies of the tiles of \(D\) and the set \(\Phi\) of encoding structures generated from \(E_S\). The shape decoding process and tile types required can be broken into 3 main sets of tiles. We describe the process for a single \(\phi \in \Phi\) and note that the process proceeds identically for each encoding simultaneously. First, base tiles initiate the decoding process by binding to \(\phi\) at a unique starting location. Base tiles also provide the remaining tile types to build an assembly which is guaranteed to be connected by at least strength 2 to the encoding structure. Second,
we construct the shape and filler tiles and describe how encoded information allows for an assembly sequence of shape tiles guaranteed to be connected to their neighbors in the encoded shape. Third, we have a set of tiles which read the encoding of filler and shape tiles (decoder tiles), and allow for the sequential placement of shape and filler tiles based on their location in the encoding of a shape. In the tileset $D$, we use a decoding process which places tiles in the exact same order as the encoding process built the encoding assembly $\phi$ as described in Figure 7. For a full description of the tiles and their functionality, see [4].

### 3.3.1 Retrieving Encoded Information

Two pieces of information are explicitly encoded in $\phi$. The bulk of the tiles in the encoding correspond to identifying if a location in a shape corresponds to empty space, or a tile of the shape. The second piece of information provided in the first row of the encoding is the direction of growth; this can be utilized in two manners. First, the direction of growth provides to the system the types of tiles to be utilized to reach the point encoded, as growth processes vary significantly between “+” direction growth (encoded as a 0) and “-” direction growth (encoded as a “1”). Secondly, when the direction of growth encoded changes from 0 to 1 or 1 to 0, this indicates to the system when a tile is to be placed into a new row. This information is required to ensure that we can grow a slice such that each tile is guaranteed to be connected to its neighbor, and so tile faces are assigned the appropriate glues. Figure 8a demonstrates the tile bindings allowing information to be retrieved from an encoding.

![Figure 8](image)

**Figure 8** Tile type calculation and description of tile types used in shape decoding.

### 3.3.2 Proof of Universal Shape Decoding Correctness

We summarize the decoding process and show that during this process, the shapes which were encoded in the set of input encoding assemblies $\Phi$ are correctly assembled. We first consider the decoding process of a single encoding assembly $\phi \in \Phi$ and note that a similar process happens for all encoding assemblies simultaneously without interfering one another.
Our decoding process begins by building a base of tiles connected to $\phi$. This base holds the shape as it is being constructed and is used to help ensure the connectivity of the shape as it is being constructed. The decoding process is performed in iterations, where during each iteration a row of $\phi$ is scanned tile-by-tile and a corresponding 2D slice of the shape is constructed. Each slice is constructed starting from the bottom (smallest $y$ coordinate) to the top (largest $y$ coordinate), with tiles attaching in a zig-zag manner, as illustrated in Figure 7. Each slice of the assembled shape corresponds to a unique $z$ coordinate so for convenience we call the slice whose $z$ coordinate is $i$, $\sigma_i$. As each slice is assembled, tiles are placed in each location of the slice, even those locations that will not be part of the final shape, though these will be removed during the assembly of the next slice.

The first slice $\sigma_1$ can be assembled naively, but during the assembly of each following slice, tiles which will not be part of the final shape on the previous slice must be removed. This is done as follows. Suppose that slice $\sigma_i$ ($i > 1$) is currently being assembled. Before a tile $t_i$ is placed in a location $(x, y, i)$, a gadget is used to determine the type of the tile (see Figure 8b for examples of the 6 main tile types) $t_{i-1}$ at location $(x, y, i - 1)$ (i.e. the tile with the same $x$ and $y$ coordinates on the previous slice). If this $t_{i-1}$ is part of the final shape, then $t_i$ is placed and signals are used to activate strength 2 glues between $t_i$ and $t_{i-1}$; otherwise, if $t_{i-1}$ is not part of the final shape, it is removed before $t_i$ is placed. Regardless of the type of tile $t_{i-1}$, when $t_i$ is placed, glues are activated which connect $t_i$ to all adjacent tiles on the same slice. Once the final slice is assembled, a final zig-zag pass is made in the next $z$ coordinate to remove all tiles from the last slice which are not part of the final shape.

It is also important to note that the base, on which the shape is being assembled, also forms a ceiling above the slices being assembled. This ceiling helps ensure that tiles on the top row of each slice are able to remain attached to the assembly during construction. It should be clear that during this decoding process (1) each tile that belongs to the final shape is placed in its correct location, and (2) that those tiles of a slice which are not part of the final shape will be removed from the assembly during the assembly of the next slice; However, because tiles are removed during the process, we must show that none of these removals can cause parts of the assembly to unintentionally detach. We state this as Lemma 16. The proof of this can be found in [4]

Lemma 16. Let $\phi$ be an encoding assembly which encodes the shape $s$. During the decoding process above, as slice $\sigma_i$ ($i > 1$) is being assembled, no tile in slices $\sigma_1, \ldots, \sigma_{i-1}$ which are part of the final shape assembly can detach.

Given the set of input encoding structures $\Phi$, the STAM$^R$ system $D_\phi = \{D, \Sigma_\Phi, \tau = 2\}$ produces a set of terminal supertiles $S = \{s_1, \ldots, s_n\}$ in parallel with a maximum junk size of 3. $D_\phi$ finitely completes, as for the production of the set of shapes $s \in S$ from input encoding structures $\Phi$ a finite number of tiles are required for each encoding structure to produce a terminal assembly. We can guarantee this as each encoding produces a single terminal shape, as the encoding of the shape dissolves into size 1 junk after the terminal shape has decoded. By our construction, there are never exposed glues on the surfaces of any pair of assemblies that each contain an input encoding that would allow them to bind to each other. Since junk assemblies produced by any assembly sequence are also unable to interact with other assemblies, a system whose input assemblies have multiple shapes will behave simply as the union of individual systems which each have one input assembly shape, creating terminal assemblies of all of (and only) the correct shapes. Thus we prove Lemma 15.
Since we have shown the existence of universal encoding and universal decoding tilesets, we have the basis to demonstrate a universal shape replicator and prove Theorem 13. Due to the modularity of the constructions of Lemmas 14 and 15, at a high level we simply generate a new tileset $R = E \cup D$. A few minor changes must occur to satisfy Definition 12; the full proof can be found in [4].

4 Beyond Shape Replication

The constructions used to prove Theorem 13 were intentionally broken into separate, modular constructions proving Lemmas 14 and 15 and thus providing a universal shape encoder and a universal shape decoder. This is not only useful for proving their correctness, but also for allowing for computational transformations to be performed on the encodings of input shapes in order to instead produce output shapes based on those transformations. Like even the much simpler aTAM, the STAM (and STAM$^R$) are Turing universal, meaning any arbitrary computer program can be executed by systems in these models. Thus, given any program that can perform a computational transformation of the points of a shape and output points of another shape, tiles that execute that program (for instance, by simulating an arbitrary Turing machine in standard ways, e.g. [30, 24]) can receive as input the binary encodings of arbitrary shapes (after their creation by the universal shape encoder), transform them in any algorithmic manner, and then assemblies of the shapes output by those transformations can be produced (using the universal shape decoder).

![Figure 9](a) An example shape, (b) The same shape at scale factor 2, (c) A shape which is complementary to the top surface of the shape in (a).

Due to space constraints, we do not go into great detail about the opportunities that such constructions provide. Instead, we mention just a few of the possibilities (and depict some in Figure 9) while noting that the possibilities are technically infinite:

1. Scaled shapes: a system could be designed to produce assemblies that have the shapes of input assemblies scaled by either a built-in constant factor (including negative, to shrink the shapes), or instead with another type of input assembly that specifies the scaling factor, allowing for a “universal shape scaler”.
2. Inverse shapes: a system could be designed to produce assemblies that have the inverse, i.e. complementary, shapes of input assemblies (assuming the complements are connected, and restricting to a bounding box size since the complement of any finite shape is infinite).
3. Pattern matching: a system could be designed to inspect input assembly shapes for specific patterns and to either produce assemblies that signal the presence of a target pattern, or instead assemblies that are complementary to, and can bind to, the surfaces of assemblies containing those patterns.
Although such constructions are highly theoretical and quite complex, and thus unlikely in their current forms to be practically implementable, they provide a mathematical foundation for the construction of complex, dynamic systems that mimic biological systems. One possible example is an “artificial immune system” capable of inspecting surfaces, detecting those which match (or fail to match) specific patterns, and creating assemblies capable of binding to those deemed to be foreign, harmful, or otherwise targeted. As mentioned, there are infinite possibilities.

5 Impossibility of Shape Replication Without Deconstruction

In this section, we prove that in order for a system in the STAMR to encode and/or replicate shapes which have enclosed or bent cavities (see Definitions 4 and 5), the input assemblies must have the potential for tiles to be removed. To do so, we first utilize a theorem from [2].

**Theorem 4** (from [2]). Let \( U \) be an STAM* tileset such that for an arbitrary 3D shape \( S \), the STAM* system \( T = (U, \sigma_S, \tau) \) with \( \text{dom } \sigma_S = S \), \( T \) is a shape self-replicator for \( S \) and \( \sigma_S \) is non-porous. Then, for any \( r \in \mathbb{N} \), there exists a shape \( S \) such that \( T \) must remove at least \( r \) tiles from the seed assembly \( \sigma_S \).

Theorem 4 from [2] applies to the STAM* (see Section A.3). However, the STAMR is simply a restricted version of the STAM* which only allows tiles to be a single shape, that of a unit cube, and does not allow flexible glues. Since all assemblies in the STAMR are non-porous (i.e. free tiles cannot pass through the tiles of an assembly or the gaps between bound tiles) and the STAMR has more restrictive dynamics than the STAM*, the proof of this result, which shows the impossibility of self-replicating assemblies with enclosed cavities without removing tiles, suffices to prove the following corollary (stated using the terminology of this paper) as well.\(^2\) Note that this proof holds even if an input assembly is not uniformly covered, but its glues are instead allowed to encode information about the shape.

**Corollary 17.** There exist neither a universal shape encoder nor a universal shape replicator in the STAMR for the class of shapes with enclosed cavities whose assemblies are not deconstructable.

![Figure 10](a) and (b) Partial depictions of a pair of shapes which cannot be correctly encoded/replicated without a deconstructable input assembly. Each consists of a 5×5×4 cube with a 4-cube-long bent cavity. For each, the green, purple, blue, and yellow locations indicate the empty locations that make the bent cavity. The rest of the 5×5×4 cube locations would be filled in with red cubes (some have been omitted to make the cavity locations visible). (c) and (d) The shapes of assemblies that could grow into the bent cavities.

Our next theorem deals with shapes having bent cavities.

\(^2\) The proof can be found in [2], and we omit duplicating it here due to space constraints.
Theorem 18. There exist neither a universal shape encoder nor a universal shape replicator in the STAM for the class of shapes with bent cavities whose input assemblies are uniformly covered but are not deconstructable.

We prove Theorem 18 by contradiction. Therefore, let \( f_e \) be a shape encoding function and assume \( E \) is a universal shape encoder with respect to \( f_e \), and let \( c \) be the constant value which bounds the size of the junk assemblies. (Nearly identical arguments will hold for a universal shape replicator.) Define the shapes \( s_1 \) and \( s_2 \) as shown in Figures 10a and 10b, i.e. each is a \( 5 \times 5 \times 4 \) cube with a bent cavity that goes into the cube to a depth of 3, then turns one of two directions for each. Note importantly that the well is offset from the center of the cube such that \( s_1 \) and \( s_2 \) are not rotationally equivalent. Since \( E \) is assumed to be a universal shape encoder, there must exist two STAM systems \( \mathcal{E}_1 = (E, \sigma_1, \tau) \) and \( \mathcal{E}_2 = (E, \sigma_2, \tau) \), where \( \sigma_1 \) consists of infinite copies of tiles from \( E \) and infinite copies of uniformly covered assemblies in the shape of \( s_1 \), and \( \sigma_2 \) consists of infinite copies of tiles from \( E \) and infinite copies of uniformly covered assemblies in the shape of \( s_2 \) as follows.

\( \mathcal{E}_1 \) must produce terminal assemblies which encode shape \( s_1 \) but must not produce terminal assemblies which encode shape \( s_2 \), since no assembly of shape \( s_2 \) is included in its input assemblies. Similarly, \( \mathcal{E}_2 \) must produce terminal assemblies which encode shape \( s_2 \) but not \( s_1 \). Let \( \vec{\alpha} \) be an assembly sequence in \( \mathcal{E}_1 \) which results in a terminal assembly encoding shape \( s_1 \). We now show that every action of \( \vec{\alpha} \) must be valid, in the same ordering, in \( \mathcal{E}_2 \) but using an input assembly of shape \( s_2 \). This is because the exact same glues will be exposed by the input assemblies of shapes \( s_1 \) and \( s_2 \) in the same relative locations with the slight difference of relative rotations of the innermost locations of the bent cavities of each from the adjacent cavity locations. Assuming that, in \( \vec{\alpha} \), tiles attach into all locations of the bent cavity (if only the location shown in yellow remains empty the same argument will hold, and if both the locations shown in yellow and blue remain empty then there is absolutely no difference in any aspect of the assembly sequence in \( \mathcal{E}_2 \) and the argument immediately holds), this results only in the relative orientations of at most the bottom two tiles being turned 90 degrees relative to the tile immediately above them (i.e. the tile in the purple location in Figure 10). Since tiles in the STAM are rotatable, with no distinction for directions, there is no mechanism for tiles in the purple locations of assemblies shown in Figures 10c and 10d from distinguishing from each other (via tile types, glues, or signals). Tiles of the same types which bind into those locations in \( \vec{\alpha} \) must also be able to do so in the assembly sequence of \( \mathcal{E}_2 \) using the exact same glues and firing the exact same signals (if any). Thus \( \vec{\alpha} \) must be a valid assembly sequence in \( \mathcal{E}_2 \) as well. This means that an assembly encoding the shape of \( s_1 \) is also created as a terminal assembly in \( \mathcal{E}_2 \). Note that if the constant \( c \) is greater than the size of the shapes \( s_1 \) and \( s_2 \) (i.e. \( 5 \times 5 \times 4 = 96 \)), then we can simply increase their dimensions until they are larger than \( c \) (but still contain the same bent cavities) and the argument still holds and the incorrectly produced assemblies cannot be considered “junk” assemblies. This is a contradiction that \( E \) is a universal shape encoder with respect to \( f_e \) and constant \( c \). Since no assumptions were made about \( E \) other than it being a universal shape encoder, no such \( E \) can exist. By slightly altering the argument for a universal shape replicator \( R \), and generating terminal assemblies of shapes \( s_1 \) and \( s_2 \) (rather than their encodings), the same argument holds to show no universal shape replicator exists. Thus Theorem 18 is proven.
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A.1 Definition of the STAM\textsuperscript{R} model

Here we provide a definition of the model used in this paper, called the STAM\textsuperscript{R} (i.e. the “STAM with rotation”), which is based upon the 3D Signal-passing Tile Assembly Model (STAM) [15] (and similar to the model in [20, 21]). The STAM is itself based upon the 2-Handed Assembly Model (2HAM) [7, 9], also referred to as the “Hierarchical Assembly Model”, which is a mathematical model of tile-based self-assembling systems in which arbitrarily large pairs of assemblies can combine to form new assemblies.

A glue is an ordered pair \((l, s)\), where \(l \in \Sigma^+ \cup \{s^*: s \in \Sigma^+\}\) is a non-empty string, called the label, over some alphabet \(\Sigma\), possibly concatenated with the symbol “∗”; and \(s \in \mathbb{Z}^+\) is a positive integer, called the strength. A glue label \(l\) is said to be complementary to the glue label \(l^*\).

A tile type is a mapping of zero or more glues, along with glue states and possibly signals, which will be defined shortly, to the 6 faces of a unit cube. A tile is an instance of a tile type, and is the base component of the STAM\textsuperscript{R}. Each tile type is defined in a canonical orientation, but tiles can be in that orientation or any rotation which is orthogonal to it (i.e. they are embedded in \(\mathbb{Z}^3\)).

Every glue can be in one of three glue states: \{on, latent, off\}. If two tiles are placed next to each other, and their adjacent faces have glues \(g_1 = (l, s)\) and \(g_2 = (l^*, s)\), then those glues can form a bond whose strength is \(s\). We require any copies of glues with the label \(l\), or its complement \(l^*\), in any given system have the same strength (e.g. it is not allowed to have one glue labeled \(l\) with strength 1 and another labeled \(l\) or \(l^*\) with strength 2).

A signal is a mapping from a glue \(g_t\) (the source glue) to an ordered pair, \((y_t, s)\), where \(g_t\) (the target glue) is a glue on the same tile as \(g_s\) (possibly \(g_s\) itself) and \(s \in \{on, off\}\). If and when \(g_s\) forms a bond with its complementary glue on an adjacent tile, the signal is fired to change the state of \(g_t\) to state \(s\). Each glue of a tile type can be defined to have zero or more signals assigned to it. Each signal on a tile can fire at most a single time. When a glue is fired, the state of the target glue is not immediately changed, but the pair \((g_t, s)\) is
added to a queue of pending signals for the tile containing its glues. When a pending glue is selected for completion (in a process described below), then the state of \( g_t \) is changed to \( s \) if and only if its current state is \( s_0 \) and \((s_0, s) \in \{(\text{on, off}), (\text{latent, on}), (\text{latent, off})\}\). That is, the only valid glue state transitions are \( \text{on to off} \), or \( \text{latent to on or off} \).

A supertile is (the set of all translations and rotations of) a positioning of one or more connected tiles on the integer lattice \( \mathbb{Z}^3 \). Two adjacent tiles in a supertile can form a bond if the glues on their abutting sides are complementary and both are in the \( \text{on} \) state. Each supertile induces a binding graph, a grid graph whose vertices are tiles, with an edge between every pair of bound tiles whose weight is the strength of the bound glues. A supertile is \( \tau \)-stable if every cut of its binding graph cuts edges whose weights sum to at least \( \tau \). That is, the supertile is \( \tau \)-stable if at least energy \( \tau \) is required to separate the supertile into two parts. Assembly is another term for a supertile, and we use the terms interchangeably, to mean the same thing.

Each tile has a tile state that contains the current state of every glue as well as a (possibly empty) set of pending signals and a (possibly empty) set of completed signals. Every supertile consists of not only its set of constituent tiles, but also their tile states, and a set bonds that have formed between pairs of glues on adjacent tiles.

A system in the STAMR is an ordered triple \((T, S, \tau)\) where \( T \) is a finite set of tiles called the tileset, \( S \) is a system state which consists of a multiset of supertiles that each have a count (possibly infinite), and \( \tau \in \mathbb{Z}^+ \) is the binding threshold (a.k.a. temperature) parameter of the system which specifies the minimum strength of bonds needs to hold a supertile together. In the initial state of a system, no tiles have pending signals, all pairs of adjacent glues which are both complementary and in the \( \text{on} \) state in all supertiles have formed bonds and any signals which would have been fired by those bonds are completed, and all distinct supertiles are assumed to start arbitrarily far from each other (i.e. none is enclosed within another). By default (and unless otherwise specified), the initial state contains an infinite count of all singleton tiles in \( T \).

A system evolves as a (possibly infinite) series of discrete steps, called an assembly sequence, beginning from its initial state. Each step occurs by the random selection and execution of one of the following actions:

1. Two supertiles currently in the system, \( \alpha \) and \( \beta \), are translated and/or rotated without ever overlapping so that they can form bonds whose strengths sum to at least \( \tau \). The count of the newly formed supertile is increased by 1 in the system state and the counts of each of \( \alpha \) and \( \beta \) are decreased by 1 (if they aren’t \( \infty \)).

2. For any supertile currently in the system, a pending signal is selected from the set of pending signals of one of its tiles. If the action specified by that signal is valid, the state of the target glue is changed to the state specified by the signal. The signal is removed
from the set of pending signals and added to the set of completed signals. If the action is not valid (i.e. the pair specifying the current state of the target glue and the desired end state is not in \{ (on, off), (latent, on), (latent, off) \}), then the signal is just removed from the pending set and added to the completed set, and there is no change to the target glue.

4. For a supertile \( \gamma \) currently in the system for which there exists one or more cuts of \( \tau \) (which could be the case due to one or more glues changing to the off state), one of those cuts is randomly selected and \( \gamma \) is split into two supertiles, \( \alpha \) and \( \beta \), along that cut. The count of \( \gamma \) in the system state is decreased by one (if it isn’t \( \infty \)) and the counts of \( \alpha \) and \( \beta \) are increased by one (if they aren’t \( \infty \)).

Given a system \( T = (T, S, \tau) \), a supertile is producible, written as \( \alpha \in A[T] \), if it either is contained in the initial state \( S \) or it can be formed, starting from \( S \), by any series of the above steps. A supertile is terminal, written as \( \alpha \in A\square[T] \), if it is producible and none of the above actions are possible to perform with it (and any other producible assembly, for list item 1).

Note that tiles are not allowed to diffuse through each other, and therefore a pair of combining supertiles must be able to translate and/or rotate without ever overlapping into positions for binding. It is allowed, though, for two supertiles, \( \alpha \) and \( \beta \), to translate and/or rotate into locations which are partially enclosed by another supertile \( \gamma \) before binding, potentially creating a new supertile, \( \delta \), which would not have been able to translate and/or rotate into that location inside \( \gamma \), without overlapping \( \gamma \), after forming. However, although the model allows for supertiles to assemble “inside” of others, in order to strengthen our results we do not utilize it for the constructions of our positive results, but its possibility does not impact our negative result.

A.2 STAM\(^R\) Gadgets and Tools

Throughout our results we repeatedly make use of several small assemblies of tiles, referred to as gadgets, and patterns of signal activations to accomplish tasks such as keeping track of state, removing specific tiles, and passing information across an assembly. In this section we describe several of these gadgets and signal patterns so that they can later be referenced during our construction. We intend that this section also serve as a basic introduction by example to the dynamics of signal tile assembly.

Detector Gadgets

Detector gadgets are used to detect when a specific set of tiles exist in a particular configuration relative to one another in an assembly. For a detector gadget to work, the tiles to be detected need to each be presenting a glue unique to the configuration to be detected. The strength of these glues should add to at least the binding threshold \( \tau \), but the total strength of any proper subset of the glues should not. If two or more tiles then exist in the configuration expected by the detector gadget, the gadget can cooperatively bind with the relevant glues. Upon binding, any signals with the newly bonded glues as a source will fire. These signals can be in the “detected tiles” or in the detector itself and can be used to initiate some other process based on the condition that the tiles exist in the specified configuration. More often than not, it’s also desirable for signals within the detector gadget to deactivate its own glues so that it does not remain attached to the assembly after the detection has occurred.
Detector gadgets can exist in many forms depending on the configuration to detect, but the most simple is a single tile. Illustrated in Figure 11 is a simple detector gadget designed to detect 2 diagonally adjacent tiles, each presenting a strength-1 glue of type $d$ towards a shared adjacent empty tile location. In this case, $\tau = 2$ and the detected tiles are designed to activate their $x$ glues upon a successful detection. In general, detector gadgets can be made up of more than 1 tile. Duples of tiles can be used for instance to detect immediately adjacent tiles each presenting some specific glue on the same side. For detector gadgets consisting of more than 1 tile, the component tiles must be designed to have unique $\tau$-strength glues between them so that the components can bind together piece-wise to form the whole gadget. Because all of the glues presented for the detection are needed to reach a cumulative strength of $\tau$, only after it is fully formed will it be able to detect tiles and thus partially assembled detector gadgets will not erroneously perform partial detections. It is assumed in our results that signals within a detector gadget itself will cause the gadget to dissolve after a detection.

Corner Gadgets

Corner gadgets are a specific type of detector gadget which are used primarily for facilitating the attachment of other tiles on the surface of some assembly. Corner gadgets can either be 2D, consisting of 3 tiles arranged in a $2 \times 2$ square with one corner missing, or 3D, consisting of 7 tiles arranged in a $2 \times 2 \times 2$ cube with one of the corners missing. Because of this shape, a corner gadget is able to cooperatively bind to any single tile of an assembly with 2 accessible, adjacent faces. These faces must be presenting specified glues whose cumulative strength is at least $\tau$, but neither individually is. Illustrated in Figure 12 is the side view of a 2D corner gadget attaching to an assembly. After the attachment, it is then possible for additional tiles to cooperatively bind along the surface of the assembly. This behavior is useful for initiating the growth of shells of tiles around an assembly as will be seen in our later construction.

Like with detector gadgets, signals fired from the binding of a corner gadget can also be used to initiate other tasks, though special care needs to be taken for 3D corner gadgets when $\tau = 2$. Because a 3D corner gadget has 3 interior faces which can have glues to bind...
with a tile on the corner of an assembly, it is often desirable to fire signals from all 3 of these glues; however, because only 2 glues are necessary to meet the binding threshold when \( \tau = 2 \), the third may not form a bond immediately. If it is planned for the corner gadget to eventually detach, then it is crucial that any signals causing the corner gadget to detach cannot fire until all 3 of the interior glues have first bound. This can often be accomplished using sequential signaling as described below.

Figure 13 Sequential signaling example.

Sequential Signaling

By carefully adding additional helper glues and signals to a tile or tiles, we can ensure that signals in our tiles are fired in a specific order or ensure that a certain set of glues has successfully bound before certain signals are fired. The way in which this is done depends on the exact situation, but as an example consider the situation illustrated in Figure 13. In this situation we want the green tile to cooperatively bind to the assembly via glues of type \( a \) and \( b \). Once this happens, we want to first activate additional glues of type \( u \) and \( v \) between the green tile and assembly so that each side of the green tile is attached to the assembly with strength 2, then we want glues of type \( x \) on the other sides of the green tile to activate. The arrangement of signals illustrated in Figure 13 guarantees that the \( x \) glues cannot activate before both the \( u \) and \( v \) glues do, since the signals which activate the \( x \) glues are dependent on the glues \( u \) and \( v \). A similar arrangement of signals and glues is used to implement gadgets called filler tiles in our construction.

Tile Conversion

It is often useful for tiles to change behavior after receiving a specific signal. This can be done by having signals activate a new set of glues on the tile and deactivate old ones. This can be thought of as converting the tile into a different type of tile, but it’s important to note that this process cannot happen indefinitely nor arbitrarily. Every tile conversion has to be prepared in the signals and latent glues of the tile and once those signals fire, they cannot fire again. It is possible for a tile to convert to another several times, but such a tile must have the necessary glues and signals for each conversion separately. It is also often possible achieve this behavior by detachment of one tile and attachment of another in the same location, though special care needs to be taken so that no other tiles can attach in the location during the conversion.

Tile Dissolving

For any arbitrary set of glues on a tile, we use the term dissolving to refer to the process of initiating signals which turn all possible glues to the off state. We note that due to the asynchronous nature of the model that no guarantee can be made with regards to the order
of the processing of the signals. A tile breaks apart from its supertile once a strength $\tau$ bond no longer exists between itself and its neighbors. However, other glues may be active when the tile does so, leading to the possibility of undesired binding due to exposed glues in the on state with pending off signals, unless special care is made to avoid this.

A.3 STAM* overview

The 3D Signal-passing Tile Assembly Model* (3D-STAM*, or simply STAM*) was introduced in [3] as a generalization of the STAM [28, 15, 16, 23] in which (1) tiles are 3D cubes rather than 2D squares, (2) multiple tile shapes are allowed in the same system, (3) tiles are allowed to flip and rotate (similar to [8, 19]), and (4) glues are allowed to be defined as either rigid (as in the aTAM, STAM, etc.) or flexible (as in [13]) so that even after being bound, tiles and subassemblies are free to rotate with respect to tiles and subassemblies to which they are bound by bending or twisting around a “joint” in the glue.
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Abstract

DNA Strand Displacement (DSD) systems model basic reaction rules, such as toehold-mediated strand displacement and 4-way branch migration, that modify complexes of bound DNA strands. DSD systems have been widely used to design and reason about the correctness of molecular programs, including implementations of logic circuits, neural networks, and Chemical Reaction Networks. Such implementations employ a valuable toolkit of mechanisms – sequences of basic reaction rules – that achieve catalysis, reduce errors (e.g., due to leak), or simulate simple computational units such as logic gates, both in solution and on surfaces. Expanding the DSD toolkit of DSD mechanisms can lead to new and better ways of programming with DNA.

Here we introduce a new mechanism, which we call controlled reconfiguration. We describe one example where two single-stranded DSD complexes interact, changing the bonds in both complexes in a way that would not be possible for each independently on its own via the basic reaction rules allowed by the model. We use coupled reconfiguration to refer to instances of controlled reconfiguration in which two reactants change each other in this way. We note that our DSD model disallows pseudoknots and that properties of our coupled reconfiguration construction rely on this restriction of the model.

A key feature of our coupled reconfiguration example, which distinguishes it from mechanisms (such as 3-way strand displacement or 4-way branch migration) that are typically used to implement molecular programs, is that the reactants are single-stranded. Leveraging this feature, we show how to use coupled reconfiguration to implement Chemical Reaction Networks (CRNs), with a DSD system that has both single-stranded signals (which represent the species of the CRN) and single-stranded fuels (which drive the CRN reactions). Our implementation also has other desirable properties; for example it is capable of implementing reversible CRNs and uses just two distinct toeholds. We discuss drawbacks of our implementation, particularly the reliance on pseudoknot-freeness for correctness, and suggest directions for future research that can provide further insight on the capabilities and limitations of controlled reconfiguration.

1 Introduction

1.1 Summary

An important task in the field of molecular programming is to develop effective molecular programming languages, and to develop an effective abstraction hierarchy. Ideally, human-readable and human-writable programs at the top level of the hierarchy can be transformed
without further human input to a molecular implementation at the bottom level. A strong candidate pair of layers is the Chemical Reaction Network (CRN) model and its implementation with DNA Strand Displacement (DSD) systems. CRNs are a particularly well-studied abstract model of well-mixed chemical systems, in which many interesting programs can be and have been written [2, 3, 28, 36, 41]. Moreover, arbitrary CRNs can be transformed into DSD systems that implement the original CRN [7, 10, 30, 37, 39].

However, while we now have a good understanding of the capabilities and limitations of CRNs, we cannot say the same for DSD systems. Most DSD systems [35] use one of two simple mechanisms, three-way toehold exchange or four-way strand exchange, and the range of alternative mechanisms that could be used when designing DSD systems that simulate CRNs or other molecular programs is not well understood. We believe a more formal understanding of DSD would aid in the design process, exploring more – and possibly more efficient – ways of getting things done with DSD systems. Some work has been done toward this goal [4, 21, 23, 26, 29]. In the process of trying to improve formal understanding, we discovered a new mechanism in an unexplored area of the DSD design space. In this paper we present this new mechanism, show how it can be used to implement arbitrary CRNs, and discuss its further implications for understanding DSD.

We describe further background information, then we discuss our contribution, a new DSD mechanism we call controlled reconfiguration and its subclass coupled reconfiguration. This new mechanism has a number of properties fundamentally different from typical existing DSD mechanisms, including the use of single-stranded signals and fuels, and a stronger than usual dependence on the assumption of pseudoknot-freeness. We discuss the implications and challenges arising from those, including the ability of coupled reconfiguration to implement arbitrary CRNs.

1.2 Background

Our work revolves around DNA Strand Displacement (DSD): certain behaviors of DNA strands that have been used to build useful molecular devices, including logic circuits and neural networks [11, 31], DNA walkers on surfaces [43, 45], and many other things [35]. In one particularly powerful use, DSD can implement arbitrary Chemical Reaction Networks [7, 10, 30, 37, 39]. Figure 1 gives an example of a DSD implementation of a single reaction; details of the implementation are described further in Section 2. As in this example, DSD systems often rely on fuels, complexes of multiple DNA strands in a specific configuration which have to be made by an external process.

The Chemical Reaction Network (CRN) model is an abstract description of chemical dynamics that is widely used as a language for programming molecules. We focus on stochastic CRNs, which describe how counts of molecular species evolve when molecules react in a well-mixed solution. Stochastic CRNs are closely related to population protocols, a programming model in distributed systems [1, 2]. Simple CRNs (or population protocols) can compute approximate majority [3], simulate a 3-peak oscillator [39], or simulate boolean circuits [28]. In fact, CRNs can simulate Turing machines, albeit with a small probability of error [36]. However, the class of functions computable by CRNs without error is quite limited, being just the semilinear functions [1, 2, 9, 17, 27, 33]. Consequently, polymer systems [8, 24, 25, 30, 40] and surface CRNs [12, 32] have been proposed as more powerful molecular programming languages, capable of simulating Turing machines without error.

Importantly, arbitrary CRNs can, in theory, be “compiled” into physically realizable DSD systems [37], and in fact all of the CRN models listed above have DSD implementations [12, 30, 32]. These compilation schemes provide an abstraction hierarchy for molecular
programming, analogous to compiling high-level languages into assembly and machine languages in traditional programming. CRNs are at the top level of the hierarchy, experimental DNA systems at the bottom, and formal DNA systems in the middle.

While the powerful models above have DSD implementations, we don’t yet fully understand the capabilities and limitations of DSD systems. For example, consider the difficulties in building large DSD systems. So far, experimentally demonstrated DSD systems are usually small. CRN implementations, for example, have been demonstrated for CRNs of 3-4 species and reactions [10, 39]. Logic circuits and winner-take-all circuits specifically designed to scale up to larger systems have reached 6-gate circuits [31] and 100-input winner-take-all circuits [11]. Srivinas et al. have examined the effect of “leak” on DSD systems, which would get larger as systems try to scale up [39]. In particular, more complex fuels are less reliable. The previous examples of scaled-up circuits minimize error by using fuels of at most 2 strands [11, 31, 44]. “Leakless” gates have been proposed that would minimize this problem [42, 48], but this has not yet led to reliable large-scale CRN implementations. For this reason we are interested in understanding the capabilities of DSD better, to determine whether even simpler fuels can be used to do more complex tasks such as CRN implementations. We have some previous work exploring ways to formally implement CRNs with 2-stranded fuels [21, 23], but this also has not yet led to experimentally demonstrated large-scale CRN implementations. Existing DSD systems based on single-stranded fuels, such as the hybridization chain reaction [16] or assembly of multi-armed junctions [50], aggregate strands into large, multi-stranded complexes that mostly don’t come apart, and so are not suitable for CRN simulation. To explore new DSD mechanisms that could be used for simulation of CRNs and other molecular programming models, we turn to formal DSDs.

Two examples of formal DSD models are Visual DSD [26, 29] and Peppercorn [4, 5]. These models ignore some aspects of experimental DNA systems, such as the actual sequence of bases in a DNA strand, and instead model strands as sequences of domains. The models
Figure 2 The four primitive reactions, or basic steps, of our DSD model, similar to those used by Petersen et al. [29] and our previous work [21]. Top half: the typical diagram format used in DSD, image adapted from our previous work [21]. The four primitive reactions shown are: domain binding (b), toehold (i.e., short domain) unbinding (u), 4-way branch migration of long domains (m4) and three-way branch migration of long domains (m3). Bottom: the same reactions in the circle diagram format we will use throughout this work. Circles indicate strands, with domains labeled; arrows indicate 3' ends; lines or arcs between domains indicate bonds. The crossed-out dashed bonds in the u reaction indicate that the reaction only happens if no such bonds exist. Regions represented by . . . may or may not include strand breaks.

also specify how DNA complexes are formed and modified via primitive reactions, or basic steps that involve binding and/or unbinding of domains. The different models broadly agree on the four primitive reactions, shown in Figure 2, but differ on some details. Given an initial set of complexes, the set of DNA complexes that can be enumerated from the initial set using the four primitive reactions, plus the associated reactions, comprise the species and reactions of a CRN which is referred to as the enumerated CRN.

This also allows formal verification that a DSD implementation of an original CRN is correct by comparing the enumerated and original CRNs. Definitions of “correct” implementation include pathway decomposition [34] and CRN bisimulation [22] as well as some others, and the whole process can be automated by the Nuskell compiler [5]. But formalization also allows abstract reasoning about the model, for example, our previous work proved that no DSD system can implement CRNs with a particular, very restrictive, set of properties [21].

Formal models define the four basic steps, but most work with DSD is done on the level of what Peppercorn calls condensed reactions [4, 21], short sequences of basic steps that “usually” occur as a unit. In fact, most DSD systems [35] use a variant of the same, simple condensed reaction, toehold-mediated 3-way branch migration, with a few exceptions. But while the set of basic steps is defined by the model, the space of possible condensed reactions is much less limited and not well explored. New condensed reactions might allow DSD systems with simpler fuels that are less prone to leak, or we might find a proof that the existing mechanisms are the simplest possible methods for doing complex tasks.
1.3 Our contributions

In this work, we describe a fundamentally new class of condensed reactions, which we call controlled reconfiguration, and a subclass we call coupled reconfiguration. This controlled reconfiguration mechanism relies on assumptions made in the formal model that haven’t been tested experimentally, so whether it will work is uncertain. However, if the mechanism works as intended, it would enable a fully general CRN implementation using only single-stranded complexes as fuels, as opposed to the multi-stranded complexes of existing methods.

In Section 2, we define the CRN and DSD models that we use throughout the paper. In Section 3 we show the controlled reconfiguration and coupled reconfiguration mechanisms that are the subject of this paper. In Section 4 we show how coupled reconfiguration can be used to implement arbitrary CRNs, and give the sketch of a proof that the implementation is formally correct according to CRN bisimulation [22]. In Section 5 we discuss the ways in which controlled reconfiguration relies on the no-pseudoknots assumption of the model, and what can be learned from it even if that assumption turns out not to hold for physical DNA. Finally, Section 6 contains further discussion and conclusions.

2 Chemical Reaction Networks and DNA Strand Displacement Systems

We first describe Chemical Reaction Networks (CRNs), and then describe our formalization of DNA Strand Displacement (DSD) systems, which is a particular type of Chemical Reaction Network. We conclude by comparing our DSD system formalization with other variants in the literature.

Chemical Reaction Networks describe how states of a system of molecules change as a result of reactions. Let \( S \) be a set of molecular species. A state \( s \) is a multiset of species; we’ll represent such multisets as functions \( s: S \rightarrow \mathbb{N} \) mapping species to nonnegative integers, so \( s(\sigma) \) is the number of copies of \( \sigma \) in multiset \( s \). We also represent a multiset, such as \( s \), using summation notation: \( \sum_{\sigma} s(\sigma) > 0 \). The reaction is unimolecular if \( r \) has size 1, and bimolecular if \( r \) has size 2 (where \( n \) copies of a single species \( \sigma \) counts as size \( n \)). Sometimes we omit the rate constant, when it is not pertinent to the constructions presented. For example, if \( S = \{ A, B, C \} \), \( r \) is the multiset containing two \( A \)'s and one \( C \), and \( p \) is the multiset containing one \( B \), then we can write the reaction \((r, p, k)\) (ignoring the rate constant) as

\[
\sum_{\sigma \in r: s(\sigma) > 0} r(\sigma) = \sum_{\sigma \in p: s(\sigma) > 0} p(\sigma).
\]

The reaction is unimolecular if \( r \) has size 1, and bimolecular if \( r \) has size 2 (where \( n \) copies of a single species \( \sigma \) counts as size \( n \)). Sometimes we omit the rate constant, when it is not pertinent to the constructions presented. For example, if \( S = \{ A, B, C \} \), \( r \) is the multiset containing two \( A \)'s and one \( C \), and \( p \) is the multiset containing one \( B \), then we can write the reaction \((r, p)\) (ignoring the rate constant) as

\[
2A + C \rightarrow B.
\]

Formally, a Chemical Reaction Network (CRN) is a pair \((S, \mathcal{R})\), where \( S \) is a finite set of species and \( \mathcal{R} \) is a finite set of reactions involving the species in \( S \). Reaction \((r, p)\) is applicable to state \( s \) if \( s(\sigma) \geq r(\sigma) \) for all \( \sigma \in S \), and the result of the reaction is the state \( s - r + p \). If both \((r, p)\) and \((p, r)\) are in \( \mathcal{R} \), we say that the reaction \((r, p)\) is reversible and we write

\[
\sum_{\sigma \in r: s(\sigma) > 0} r(\sigma) = \sum_{\sigma \in p: s(\sigma) > 0} p(\sigma).
\]
Our formalization of DNA Strand Displacement (DSD) systems is similar to several variants in the literature \[5, 21, 26, 29, 38\] and we note below where our model diverges from others. A DSD system is specified as a finite multiset of complexes, and a set of four DSD primitive reactions, or basic steps.

- A complex is a sequence of strands that are connected by bonds. Each strand is a sequence of domains, where each domain has an identity, or label, taken from some finite set. For each domain identity \(x\) in the set, there is also a complement, \(x^*\) with \((x^*)^* = x\), and bonds of a complex are always between domains with complementary identities. Domains can be long or short, and we refer to short domains as toeholds. Two consecutive domains on the same strand are adjacent. See Figure 2 for a visual representation of a complex: strands are arranged along a half-circle, with the sequence of strand domains in clockwise order, and an arc connects each pair of bound (complementary) domains. Complexes must be pseudoknot free: there is some ordering of strands along the circumference of a circle in which no bonds cross. (This ordering is in fact unique, see [14]).

- Primitive reactions, or basic steps, transform complexes while maintaining pseudoknot-freeness, and are of four types (also shown in Figure 2):
  - Binding (b): A bond is added between a pair of complementary domains. The domains may be in the same complex or in two different complexes; in the latter case the bond forms one new complex from the two participating complexes.
  - Toehold unbinding (u): A bond between a toehold \(t\) and its complement \(t^*\) is removed. This rule can only be applied if there is no bond between a pair of domains \(d\) and \(d^*\) that are adjacent to \(t\) and \(t^*\) respectively. Toehold unbinding applied to a complex produces either one or two complexes.
  - 3-way branch migration \((m_3)\): A bound long domain switches partners. That is, a complex in which long domains \(x_1\) and \(x_2\) are bound, and domain \(x_3\) with same label as \(x_1\) is unbound, is transformed so that \(x_2\) and \(x_3\) are bound and \(x_1\) is unbound. This rule can be applied only when there is a bond between (complementary) domains respectively adjacent to \(x_2\) and \(x_3\).
  - 4-way branch migration \((m_4)\). Two pairs of bound long domains swap partners. That is, a complex in which domain \(x_1\) is bound to \(x_2\) and domain \(x_3\) is bound to \(x_4\), where \(x_1\) and \(x_3\) have the same domain label (and so \(x_2\) and \(x_4\) have the complementary domain label) is transformed so that \(x_1\) is bound to \(x_4\), and \(x_2\) is bound to \(x_3\). This rule can be applied only when there is a bond between domains adjacent to \(x_1\) and \(x_4\), plus a bond between domains adjacent to \(x_2\) and \(x_3\).

- The following sequences of steps (sometimes called motifs [23]) appear often, acting as a unit, in our mechanisms and many others:
  - Toehold-mediated 3-way strand exchange \((tx_3)\). One pair of toeholds binds (b). The two toeholds were adjacent to a pair of bound domains \(x, x^*\) and an unbound domain \(x\), respectively, which are now able to branch migrate \((m_3)\). The previous bond was adjacent to a pair of toeholds on the other side and preventing them from unbinding, but now they are able to do so (u).
  - Two-toehold-mediated 4-way strand exchange \((tx_4)\). Two pairs of toeholds bind in either order, in such a way that a four-way junction is formed \((b, b)\). The four-way junction then branch migrates \((m_4)\). The previous bonds in the four-way junction were each adjacent to a pair of toeholds on the opposite side, which are now capable of unbinding in either order \((u, u)\).

(Both of those motifs are reversible as long as the initial toehold binding(s) is/are reversible, and in fact the reverse of each one is an instance of the same motif. Concrete examples of the motifs occur in Figures 3 and 4.)
The four basic steps are often grouped into condensed reactions, sequences of one bimolecular step followed by as many unimolecular steps as necessary until no further meaningful unimolecular steps are possible [4, 21]. The \( tx_3 \) and \( tx_4 \) motifs, for example, are often used as entire condensed reactions [23, 35], but can also be used as parts of larger condensed reactions. We don’t use the details of this definition much, but the mechanisms we present in Section 3 are in fact condensed reactions.

Let \( C \) be a set of complexes. The DSD system enumerated from \( C \), using the set of reaction rules \( \{b, u, m_3, m_4\} \), is the smallest CRN \((S, R)\) such that any complex in \( C \) is a species in \( S \), any application of DSD reaction rules \( b, u, m_3 \) or \( m_4 \) to reactants in \( S \) is a reaction in \( R \), and the products of each such reaction are species in \( S \).

We end this section by summarizing differences between our DSD system formalization and other formalizations in the literature. A key point is that our definition enforces pseudoknot-freeness: no reactions may introduce pseudoknots. The DSD systems of Badelt et al. [5], Johnson [21], and Petersen et al. [29] also enforce pseudoknot-freeness, but those of Lakin et al. [26] and Spaccasassi et al. [38] allow pseudoknotted complexes. We emphasize that our constructions in the following sections would not be correct in a model that includes pseudoknots. We discuss the implications of our pseudoknot-freeness constraint further in Section 5.

Another difference is that in some models [21, 26], toeholds can mediate 3-way strand displacement even when not adjacent to the long domains that bind; rather the toeholds can be “adjacent” to the reaction in a weaker sense than we use it here [29], or in fact be “remote” [20, 21]. We also do not include yet other DNA strand displacement reactions that have been used in experimental work, such as cooperative strand displacement [51]. None of these additions to the model are needed for our purposes. In contrast with pseudoknots, we believe that our correctness arguments can be adapted even if the model is generalized in these ways.

## 3 Controlled reconfiguration and coupled reconfiguration

We present a class of mechanisms that we call controlled reconfiguration, and a subclass we call coupled reconfiguration. The mechanisms work in the formal DSD model as defined in Section 2, but have not yet been tested experimentally. In particular, these methods depend on the assumption that domains cannot bind if it would create a pseudoknot, which is one of the more questionable assumptions. Whether this mechanism describes the behavior of real DNA strands, or whether it is better interpreted as an exploration of the formal model, is discussed properly in Section 5. All further discussion until then is assuming everything functions as described in the model.

Figure 3 shows an example of a controlled reconfiguration mechanism. The long strand, as a single copy by itself, has two stable configurations, and cannot switch between them; all the free \( X^* \) and \( Y^* \) domains that could start the reconfiguration are themselves blocked off by existing bonds, and the interaction necessary to do so would be a pseudoknot. The short strand displaces the bond between \( Z \) domains, triggering a sequence of steps each involving a domain “freed” by the previous displacement. Eventually, the same \( Z \) bond is re-formed and the short strand is released, with the long strand having reconfigured. Intuitively, the bonds function as locked doors, preventing what’s behind them from interacting with what’s outside, until unlocked with a key hidden behind the previous door.

The controlled reconfiguration mechanism is an example, and proof-of-concept, of how one strand can control the reconfiguration of another. However, in the mechanism in Figure 3, the “control” strand only allows the reconfiguring strand to freely switch between its two
Figure 3 A simple controlled reconfiguration mechanism. $t$ is a short domain, $X$, $Y$, and $Z$ are long. Each step in the figure is a $tx_3$ motif. The net effect is that the long strand changes from the configuration in the top left to the configuration in the bottom left, using the short strand as a catalyst, while the long strand could not change configuration on its own.

configurations. Neither the control strand nor any other part of the system knows which configuration the reconfiguring strand is in, so it can’t, for example, force the strand into a desired configuration and then proceed to the next task. This limits its usability as a module in larger systems. For that, we would want a mechanism where two different strands simultaneously serve as the control for each other’s reconfiguration, in such a way that either both can change or neither can change, but not just one or the other. Figure 4 shows the coupled reconfiguration mechanism, which we will use for our formal CRN implementation.

In the coupled reconfiguration mechanism, each strand has a pair of $A_1$, $A_1^*$ domains and a pair of $A_2$, $A_2^*$ domains, but crossed over such that (excluding pseudoknots) only one pair can be bound at once, and it cannot reconfigure on its own. Further, there is a pair of $G$ (“guard”) domains that, by their bond, prevent random other strands from interacting with the domains inside the strand. The “left” and “right” strands are asymmetric in the toehold identities, and one left and one right strand can come together and exchange $G$ bonds by a $tx_4$ motif. This opens each strand up to interacting with the other. (Two left strands or two right strands do not have complementary external toeholds, so such pairs cannot interact.) Then, if one of the strands was in the $A_1$ configuration and the other in the $A_2$ configuration, they can go through a process of exchanging bonds that eventually leads to both strands
Figure 4 The coupled reconfiguration mechanism. Long domains are given by name while toeholds are represented by symbols. Space domains don’t interact with anything, but prevent some spurious interactions. A left and a right strand can join together to reconfigure via a $tx_4$ motif on $G$ domains, and separate when the reconfiguration is done by reversing the $tx_4$ motif. Then a sequence of $tx_3$ motifs lets each strand enable the reconfiguration of the other, one strand moving from the $A_1$ configuration to the $A_2$ configuration and the other doing the opposite. The mechanism is fully reversible, but the strands can only separate if either both strands have changed configuration or neither has.

Having swapped configurations. The $G$ bonds can then reverse the $tx_4$ motif to separate again, but this can only happen when either both have reconfigured or neither has. Any left and right strand in the same configuration can join together, but no further reaction can happen except for separating unchanged.

The reaction as shown in Figure 4 is fully reversible, but can be made irreversible by adding any of the following four toeholds: a $t^*$ after the $A_1^*$ on the left strand or after the $A_1^*$ on the right strand makes the reaction only go forward (clockwise around the diagram shown), while a $t$ before the $A_2$ on the left strand or before the $A_1$ on the right strand makes the reaction only go backward. In either case, the strand the toehold is added to becomes unreactive after the reaction, while the other strand is still capable of further coupled reconfigurations (with counterpart strands that don’t have the added toehold).
The coupled reconfiguration reaction can be abstracted as $A_{2,l} + A_{1,r} \rightleftharpoons A_{1,l} + A_{2,r}$. Since each configuration has a different bond, there are regions of each strand that are covered in one configuration and uncovered in the other, and different (left and/or right) strands can share the $A_1$, $A_2$ domain identities while having different content in the conditionally covered regions. This mechanism turns out to be powerful enough to implement arbitrary CRNs.

We think of “controlled reconfiguration” more generally as any DSD reaction where two or more complexes interact and separate, where (at least) one of the complexes at the end is made up of the same strands in a different configuration, such that the reconfiguration could not have happened in that complex on its own. The example in Figure 3 is in particular “catalytic controlled reconfiguration”, where the complex that controls the reconfiguration is itself unchanged. Then “coupled reconfiguration” more generally is where two or more complexes interact and separate, where (at least) two of the complexes at the end have reconfigured in a way that each one could not on its own, and further such that the reaction could have reconfigured both complexes or neither, but not only one of them. Then the mechanisms we presented were examples of controlled and coupled reconfiguration, but other examples exist. In particular, Zhang and Winfree have presented a mechanism that meets this definition of controlled reconfiguration, but is neither catalytic nor coupled [52].

## 4 Implementing CRNs with coupled reconfiguration

The coupled reconfiguration mechanism enables different strands to, in a certain intuitive sense, pass information to each other by reconfiguring. This is sufficient to implement, among other things, arbitrary CRNs. In Section 4.1 we discuss how to combine coupled reconfiguration reactions to implement CRNs. In Section 4.2 we give an argument for formal correctness of this method according to CRN bisimulation [22].

### 4.1 The mechanism of a reaction

We first consider the reaction $A + B \rightleftharpoons C$, which is sufficient to implement arbitrary reversible CRNs (and arbitrary CRNs, if both directions are available as irreversible reactions). We use what in Section 3 we referred to as “right” strands as *species* strands that represent the abstract species, with species $A$ getting a unique pair of long domains $A_1$ and $A_2$, and corresponding to right strands with the (toeholds omitted) sequence $G A_1 A_2 A_1^* A_2^* G^*$. Such a strand in the configuration with $A_1$ domains bound to each other represents the species $A$, and we call the strand in that configuration the *signal* strand $A_{on}$. The same strand in the $A_2$ configuration is called $A_{off}$, and represents nothing. Species $B$ and $C$ get unique domains $B_1$, $B_2$, $C_1$, and $C_2$, according to the same pattern.

To implement the reaction we use what in Section 3 we called “left” strands as *gate* strands. Where $r$ refers to the reaction $A + B \rightleftharpoons C$, the gate strand will interleave the domains for $A$, $B$, and $C$ in the order shown in Figure 5. To implement the forward reaction, the gate strand starts in configuration $r_{for}$, with bonds $A_2$, $B_2$, and $C_1$. A coupled reconfiguration reaction with $A_{on}$ produces $r_{A_{for}}$, where the $B_2$ bond is exposed. This then reacts with $B_{on}$ to produce $r_{C_{back}}$, covering up the $A_1$ bond but exposing the $C_1$ bond. That allows a reaction with $C_{off}$, producing $C_{on}$ and $r_{back}$, where the $B_2^*$ and $A_2^*$ domains are covered by the $C_2$ bond. Thus, the gate consumes a signal $A$ and $B$ and produces a signal $C$, where each step covering up the previous step and uncovering the next step ensures that they can only be done in that order. The reverse reaction is implemented by the reverse of this process, starting with $r_{back}$ and eventually producing $r_{for}$. 
4.2 Correctness of the mechanism

To prove our mechanism correct, we use CRN bisimulation [22]. Here, however, we only give a sketch of the process. First, we can describe the DSD system as a CRN, the implementation CRN, compared to the formal CRN that it allegedly implements. To do that we enumerate the possible interactions between strands in our DSD system, according to the rules in Section 2.

The complexes in the system include some designated as fuels, namely \( r_{for} \) and \( r_{back} \) for each reaction \( r \), and \( A_{off} \) for each species \( A \), and some designated as signals, namely \( A_{on} \) for each species \( A \). Fuels are assumed to be always present in “enough” quantity (and how to achieve that is left as an exercise for the experimenter), while signals represent the corresponding formal species. The interactions between strands fall into the following categories:

- Spurious toehold bindings that don’t lead to an \( m_4 \) step between \( G \) domains.
- “Nuisance” interactions between a gate strand and a species strand that have no intended, and no possible, productive reaction.
- Productive reactions between strands intended to interact.
Figure 6 A nuisance interaction between $r_{for}$ and $B_{on}$. Any gate strand and any signal strand can bind and open up the $G$ domains, but only pairs intended to react can meaningfully reconfigure. In this example, $r_{for}$ and $B_{on}$ can bind, open $G$ domains, and even do toehold exchange (represented by dashed lines) on the $B_1$ domains, but further interaction with $B$ domains is blocked by the $A_2$ bond. The only possible continuation is for the reaction to eventually reverse itself and separate back into $r_{for}$ and $B_{on}$ unmodified.

In the first category, arbitrary sequences of $b$ and $u$ steps between strands on external toeholds can happen, but can only make a meaningful change if they eventually form a binding of two toeholds that enables an $m_4$ step on $G$ domains. Otherwise, the strands involved will all eventually unbind unchanged. This can form arbitrarily large (and increasingly unlikely) chains, which to formally treat requires the techniques of Polymer Reaction Network bisimulation [24]; this can be done, but we don’t include it here.

In the second category, any gate strand and any species strand can bind on two toeholds and open the $G$ domains in a $tx_4$ motif. But they can only do a coupled reconfiguration reaction if the gate strand has the domains corresponding to the species strand in the opposite configuration (e.g. a gate strand with a $B_2$ bond interacting with a species strand with a $B_1$ bond) and none of those domains on the gate strand are blocked by any other bond. Any other combination may start, but cannot finish, a coupled reconfiguration reaction, and can only eventually separate into the original unmodified strands. Figure 6 gives an example of such an interaction.

The third category is the reactions shown in Figure 5. Effectively, this means the set of reachable complexes is the set of things shown in that figure; intermediate states between them; and spurious bindings from the first two categories. Modeling the system with the condensed reaction model [4, 21] allows us to treat the first and second categories as trivial, abstract away from the intermediates, and describe the implementation CRN for the formal reaction $A + B \rightleftharpoons C$ as follows:

\[
\begin{align*}
  r_{for} + A_{on} &\rightleftharpoons r_{Afor} + A_{off} \\
  r_{Afor} + B_{on} &\rightleftharpoons r_{Cback} + B_{off} \\
  r_{Cback} + C_{off} &\rightleftharpoons r_{back} + C_{on}
\end{align*}
\]

Since fuels are always present (or always producible), bisimulation and other verification methods often work with an implementation CRN where fuels are removed:

\[
\begin{align*}
  A_{on} &\rightleftharpoons r_{Afor} \\
  r_{Afor} + B_{on} &\rightleftharpoons r_{Cback} \\
  r_{Cback} &\rightleftharpoons C_{on}
\end{align*}
\]

CRN bisimulation involves an interpretation of implementation species as (multisets of) formal species, usually denoted $m$; here $m(A_{on}) = A$, $m(B_{on}) = B$, $m(C_{on}) = C$, $m(r_{Afor}) = A$, and $m(r_{Cback}) = C$. We see that: (a) any implementation reaction, when interpreted, is either trivial or $A + B \rightleftharpoons C$; (b) any non-signal implementation species ($r_{Afor}$ and $r_{Cback}$)
can turn into the signal species \((A_{on}, B_{on}, \text{or} C_{on})\) for its interpretation; and (c) the signal species can implement any reaction that their corresponding formal species should be able to do. These are the conditions of modular CRN bisimulation \[22\].

Because of the modularity condition \[22\], and because our comments on (lack of) crosstalk reactions apply between modules as well as within a module, an arbitrary number of reactions of the form \(A + B \rightleftharpoons C\) can be implemented by combining the implementations for each one. Because arbitrary reversible CRNs can be implemented up to CRN bisimulation by reactions of the form \(A + B \rightleftharpoons C\) and CRN bisimulation is transitive \[22\], this mechanism can implement arbitrary reversible reactions. To implement an irreversible CRN, use the method mentioned in Section 3 to make coupled reconfiguration irreversible by adding a toehold to the gate strand: alter \(r'_{A_{off}} + B_{on} \rightarrow r'_{C_{back}}\) for \(A + B \rightarrow C\) and \(C_{on} \rightarrow r'_{A_{for}} + B_{on}\) for \(C \rightarrow A + B\) (where \(r'_{A_{for}}\) is the altered version of \(r_{A_{for}}\) that can interact meaningfully with \(A_{off}\) but not \(B_{on}\)).

5 Pseudoknots and questioning the model

Whether any mechanism, written on paper, will actually work in the lab, is always a question. But controlled reconfiguration, in particular, depends on an assumption of the DSD model that hasn’t been particularly well tested: the assumption that if a step would form a pseudoknot, that step can’t happen. So while it’s possible that controlled reconfiguration will work experimentally as we presented it, it’s reasonably likely that it won’t. However, there are reasons why, even if it doesn’t work as presented in unmodified DNA, the fact that it exists in the model of DSD is still important for the study and design of DSD systems.

Traditionally the “no-pseudoknots” assumption was not a belief that pseudoknots don’t happen, but a belief that we don’t want to use them. RNA pseudoknots appear in many biological examples \[46\], and DNA nanotechnology applications such as tile assembly \[18\], DNA origami \[13\], and RNA origami \[19\] use fundamentally pseudoknotted structures. However, pseudoknotted structures are much less well understood: pseudoknots introduce steric contributions to energy that aren’t modeled by the standard, nearest-neighbor models \[49\], and even with an energy model, predicting pseudoknotted structures is computationally harder \[15\].

For this reason, most engineered DSD systems \[35\] are designed such that the intended pathway does not involve pseudoknots, but also there are no non-trivial unintended pathways even when allowing pseudoknots, so that the mechanism works as intended whether or not pseudoknots are possible. In contrast, the coupled reconfiguration pathway has plenty of unintended pathways that would be possible if pseudoknots were possible, and works only under the assumption that they are not.

The first thing this result does is illustrate a difference between the model and how actual DNA behaves, suggesting ways to refine the model. For example, we might want to formally add the condition that the intended pathway has to exclude pseudoknots, but unintended pathways with pseudoknots break the system. CRN bisimulation \[22\] suggests one way to formalize this: the permissive condition is checked with pseudoknots banned and the delimiting condition is checked with pseudoknots allowed. So this result suggests that it would be worth investigating whether coupled reconfiguration, or single-stranded fuel-based CRNs in general, are possible or provably impossible in such a model.

Another interpretation of our result is that if some molecule behaves like it does in this model, then controlled reconfiguration can be used with that molecule. Even if unmodified DNA at standard experimental conditions forms these pseudoknots, there may be an artificial
nucleic acid, or unrelated biomolecule with strand displacement-like behavior, that doesn’t. If a single-stranded-fuel-based CRN implementation proves to be a particularly useful molecular device, it may be worth trying to find or design such a molecule.

Possibly relevant to this question are the experimental results of Zhang and Winfree’s switchable DNA catalyst [52]. There, the catalyst switches between two states based on an input, where a hypothetical pseudoknotted spontaneous switching pathway exists. However, in that example one state is favored over the other with a one-directional non-pseudoknotted spontaneous switching pathway, and can only be held in the less favorable state when an additional strand is bound. So the experimental results may be a useful starting point for investigation, but are not conclusive in any direction on their own.

Finally, treating DSD as a model of computation, we’d like to know both how computationally powerful DSD is, and which features of the model give it which powers. This result shows us that the model with pseudoknots completely disallowed can do coupled reconfiguration, which is powerful enough to implement CRNs with single-stranded fuels. It further suggests that the ability to treat bonds as logical blockers or locked doors, preventing the two sides from interacting, is what gives the model that power.

6 Discussion and conclusions

We have introduced the mechanisms of controlled reconfiguration and coupled reconfiguration, and shown how they can be used to construct single-stranded CRN implementations. We discussed how the questionable assumption of pseudoknot-freeness means that the mechanism might not work as designed, but its existence in the model would likely have interesting implications. If the mechanism does work, either as designed or something similar, it would have a number of challenges as well as a number of benefits for DSD system design in general. Here we discuss some of the larger challenges, some of the larger benefits, and some possible aspects for further investigation.

Internal toeholds

In the model, we’ve assumed that $m_3$ and $m_4$ steps only happen if there are bound domains adjacent to the future reaction, usually toeholds, and that $u$ steps can happen whenever there are no adjacent domains holding the toeholds together, even if the unbinding doesn’t separate complexes. Both of those are not well explored, and different models have made different assumptions [21, 29]. We note that, first of all, our mechanism doesn’t depend on toehold identities to prevent reactions from happening, so it should work in a model where internal $m_3$ steps don’t need immediately adjacent toeholds, such as the one from [21]. Second, the concept of “toehold” in general is a domain of the right length to bind and unbind reversibly, and by doing so, hold things together long enough for $m_3$ and $m_4$ steps to happen. When the binding is between otherwise separate complexes, that length is 4-6 bases [53]. Internally, the length may be the same 4-6 bases, or may be more like 2 bases, but whatever length it happens to be, that length is the one we would use for the internal toeholds.

Simulating reaction rate constants

Our constructions in Sections 3 and 4 do not address how to specify rate constants for the reactions of the DSD system that simulates a CRN, so as to ensure consistency with the rate constants of the CRN. Soloveichik et al. [37] explain how this can be done within reasonable
timescales, for their DSD simulation of a CRN, through toehold design and accounting for buffering effects. While the details of their simulation are quite different from ours, the key principles of their approach should also apply to our construction. We note also that many useful CRNs have the nice property of being rate independent in the sense that their correctness does not depend on specific reaction rate constants [6, 9, 47].

Fuel synthesis

Our construction uses single-stranded fuels, compared to the double-stranded or larger fuels of typical DSD systems. Synthesis of single strands is typically easier than synthesis of multi-stranded complexes [31]. However, a challenge is to ensure that each fuel strand is in its specified secondary structure, which is one of two or more stable (pseudoknot-free) structures for the strand. It might be possible to take advantage of co-transcriptional folding to ensure that fuel complexes have the correct structures, or it might be possible to filter out strands with incorrect structures by hybridization to a surface via a free long domain.

Single-stranded DSD

Existing single-stranded DSD systems involve single strands interacting with each other and aggregating [16, 50]. In contrast, the typical CRN implementation [37] involves reactions where (usually) one strand interacts with a larger complex, eventually staying bound and releasing (usually) one other strand, where either the new complex or the new strand (or both) is a meaningful signal that goes on to interact with the rest of the system. In particular, in those systems, most complexes are the only “stable” configuration of the strands that make them up. With single-stranded fuels that are meant to stay single-stranded, this clearly isn’t possible, otherwise there would be no meaningful reactions. But if the single strands had multiple configurations that they could switch between on their own, that wouldn’t implement bimolecular $A + B \rightleftharpoons C$ logic. So the novelty of coupled reconfiguration, and its ability to implement that logic, is why it makes single-stranded non-aggregative DSD systems possible.

Locality and impossibility

In our previous work on impossibility in DSD systems [21], one of the important steps was a locality theorem: that, with the restrictions in that result (notably including forbidding $m_3$ steps), if a sequence of unimolecular steps breaks a four-way junction, then eventually reforms the same four-way junction with the same domains, then the same result can be gotten by a sequence of steps that never breaks the junction. The coupled reconfiguration mechanism shows by counterexample that without those restrictions, and assuming pseudoknots can’t be formed, the same statement would not hold. In our previous work, this theorem showed that with those restrictions, CRNs with 2-stranded fuels were impossible; with the assumptions in this work, coupled reconfiguration makes CRNs with single-stranded fuels possible. Further, to our knowledge controlled reconfiguration is the first DSD mechanism that involves a bond being initially present, broken, then reformed, with an effect that was not possible without breaking that bond. So we suspect that this concept of locality is interesting, and worth investigating whether other such mechanisms exist, especially ones that don’t depend on pseudoknots being unable to be formed.
Expanding the DSD toolbox

We’ve expanded the DSD toolbox by introducing controlled reconfiguration and coupled reconfiguration, and shown its application to reversible DSD simulation of reversible CRNs, in a way that is easily adapted also to non-reversible CRNs. Our implementation scheme also has the following desirable properties defined in our previous work [21]: systematic with $O(1)$ toeholds, physically reversible, and using only bimolecular condensed reactions, and we have already shown that it is systematically correct under modular CRN bisimulation and uses single-stranded fuels. There are a number of CRN implementations that each fail a different one of the desirable conditions [23], and the coupled reconfiguration-based implementation fails a condition which was not listed but is also desirable, the condition of not relying on the assumption that pseudoknots don’t happen. So it would be interesting to investigate whether there is a variant of coupled reconfiguration, or another implementation scheme, that fulfills the same conditions without relying on that assumption.

Further, the coupled reconfiguration mechanism reveals a capability of the current model of DSD that physical DNA strands may or may not have, either in the mechanism as we presented it or in a different mechanism with similar properties. If it does, then we would like to see if the advantages of the scheme enable physical DSD implementations with less error than existing schemes. Whether it does or not, it would be interesting to investigate the importance of the assumption that pseudoknots don’t happen, and how it affects the power of DSD systems.
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1 Introduction

Combinatorial Metamorphic Materials

The structure of a device determines its function. It is interesting to ask how we might manufacture combinatorial metamorphic devices that can take on many different forms and functions in response to a wide range of triggers. As metamorphic devices are capable of achieving a wide range of potential functions, they allow users to choose a function fit for a particular task and to alter the shape of the device to access that function. Because one such structure could be transformed into a large set of target devices, a single metamorphic structure can be stored or carried in place of a large set of traditional devices. These reasons make metamorphic devices more flexible and versatile than their traditional counterparts. These advantages have stimulated researchers from a range of communities to explore the design and construction of metamorphic devices\cite{1, 3, 17, 21} for applications such as soft robotics\cite{10, 21} and even quantum computing\cite{5}.

DNA-co-polymerized Hydrogels as Metamorphic Materials

Here we consider a means to construct metamorphic devices in which specific biochemical cues, DNA sequences, trigger the shape change of specific hydrogel domains\cite{2}. Each hydrogel domain contains DNA crosslinks that allow the material to expand into swollen state upon activating the domain with a specific DNA sequence (growing actuators) and contract into shrunken state upon de-activation with another DNA trigger (shrinking actuators). To understand how we might use these types of materials to create metamorphic structures, we ask how to design material structures from 4 sets of the following active materials: hydrogels with a specific set of DNA crosslinks, growing actuators and shrinking actuators (Figure 1). Using multistage photolithography\cite{2, 8, 18} to assemble these materials should allow us fabricate metamorphic devices that react to biomolecular signals with high specificity.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{DNA-co-polymerized-hydrogel.png}
\caption{DNA-co-polymerized hydrogel. A set of 4 different materials that can be enlarged and contracted by DNA signal. Exposure to its shrinking signals prompts a material to enter its shrunken state, while exposure to its growing signal prompts a material to enter its swollen state. The signals are orthogonal (each affects only its target material and not others). Each material’s expanded and shrunken states are of somewhat different sizes.}
\end{figure}
Metamorphic Multi-state Digit Transformer

DNA-co-polymerized hydrogels whose size can be bidirectionally controlled by DNA signals bring forth the possibility of building complex metamorphic materials. To explore this concept, we seek to investigate whether it would be possible to use the materials in Figure 1 to design a metamorphic digit transformer. We ask how one might build metamorphic devices using the 4 active materials with orthogonal DNA actuation systems and a passive material without a DNA actuation system. Each actuator system drives a specific domain into swollen state upon activation, and shrunk state when inactive. As a result, the device is multi-stable and has 16 possible states ($2^4 = 16$) when all DNA actuators are used. Our goal is to find a design where as many of its final outputs as possible resemble the shape of different digits from 0 to 9. We consider concatenated segments of bilayer hydrogel segments as a design space. The overall outline of this process is shown in Figure 2. Because these devices must be fabricated using multistage photolithography, the resulting designs must be consistent with this mode of fabrication, which imposes physical limits on the design space. Each bilayer segment will typically be on order 500 µm in height and 250 µm in width. In order for the curvature of the resulting structures to be governed by curvature along the lengthwise, segmented axis, the overall length of the structure must be significantly longer than either the structure’s width or height. Lithography also limits the sizes of the segments to be between 50 µm and 5000 µm, below which size resolution becomes difficult to control, and above which would require a larger light source and mask. Moreover, we want to limit the number of distinct fabrication steps required, as difficulties such as alignment, device lift-off, and transfer increase rapidly with the number of fabrication steps.

Machine Learning and Genetic Algorithm for Material Discovery

Finding a design for a structure with a large number of different forms is a challenge. This challenge increases as the number of design objectives (i.e. stable states) increases, and tighter physical and manufacturing limits are imposed. The design space, consisting of the types, arrangements, and lengths of hydrogel segments is too large to search through via trial and error, and the conflicting nature of the constraints also makes structured design methods challenging to consider. Inspired by how machine learning and artificial intelligence techniques have been transformative in different areas of material design and discovery[9, 11, 14, 20],
we seek to design digit transformer devices by developing a computational material discovery method. The method we describe mimics Darwinian evolution[4, 19] (through the use of a genetic algorithm) and combines numeric simulation[15] with state-of-the-art machine-learning models[16]. The resulting system simulates and autonomously evolves generations of material design variants in-silico to find designs for devices that satisfy the multiple design objectives[7] we created (Figure 2).

2 Methods

2.1 Material Simulation

To develop a geometric simulation platform for our DNA-co-polymerized hydrogel, we considered predicted values of changes in contour length ($\Delta L$) and radii of curvature (RoC) during the expansion and contraction of bilayers consisting of different combinations of actuator types. The simulation of the material starts with defining a straight bilayer structured hydrogel with specified length and actuator pattern. We then look up the different values for RoC and $\Delta L$ given the target actuated state. The final folded shape is then calculated using the segment length, derived RoC and $\Delta L$ for each segment (Figure 3, top). We assume there is little stress along the horizontal axis and that the shape of the resulting structure is achieved by a linear “stack” of different segments then concatenate with one another to form a smooth curve (Figure 3, bottom).

![Figure 3](image)

**Figure 3** Simulation of DNA-co-polymerized bilayer hydrogel segment(s). The shape of a folded single segment is determined by the segment’s length and the two types of actuators that make up the segment and their actuation states (expanded or contracted), as the states determine the overall values for the change in radius of curvature and contour length. Here, the bilayer studied has system I (blue) in its contracted state in the bottom segment and system II (pink) in its expanded state in the top segment. In a device with multiple segments, simulation is done with the assumption that there exists little stress between the segments so that the final conformation is the integrated sum of each single segment simulated independently.

2.2 Simulation of Device Curving

To construct a simulated “device,” we create a list of segment lengths and a matrix of actuator types and their states. This design is encoded as a list $S$ of segment lengths and a list $P$ that encodes the actuator pattern (top then bottom) within each segment.

$$S = \{L_1, L_2, ..., L_n\}$$

$$P = \{(X_{11}, X_{12}, ..., X_{1n}), \{X_{21}, X_{22}, ..., X_{2n}\}\}$$
where

\[ X \in \{0, 1, 2, 3, 4\} \]

with 0 representing the passive system and 1 to 4 representing the 4 active materials.

A device’s design is determined by simulating the curving of the device in all 16 possible states (where each of the four actuator types is in each of the two distinct states). An example of the possible states of a typical design is shown in Figure 4.

**Figure 4** Example of a simulation of a device’s curving in each of its 16 states. Shown are the input design and a map of the predicted output shapes. In the input section, different colors represent different actuators and the length of each bilayer segment is shown to the segment’s right. The output diagrams show the predicted device shapes of all 16 possible actuation states. The label above each image specifies the actuator state (S2 designates system II, and so on, while ON designates the swollen state and OFF designates the shrunken state). For scoring purpose, the shapes are plotted in 28-by-28-pixels-images that are treated with a Gaussian blur filter \( \sigma = 1 \).

### 2.3 Deep Learning Model for Design Selection

To efficiently automate the scoring and selection process for design optimization, we train a convolutional neural network (CNN) classifier[13] to distinguish the digit-similarity of the predicted geometric outputs. We use the **Tensorflow** library and train the model using a combinatory dataset consisting of the MNIST dataset[6] and an artificial dataset. We label twenty-four thousand images generated with the simulation platform manually to build an artificial dataset and add an additional class (class “10”) for images that do not look digit-like and instead look like random squiggles. This additional class helps the model recognize bad shapes and images that the hydrogel device most often bends into. We train a sequential convolutional neural network consisting of two 2D convolutional layers (with 30 and 15 filters) with 2D max-pooling layers following each convolutional layer, and three fully connected layers (with 128, 50, and 11 nodes) and train on the combinatory data-set. The **relu** activation is used in all layers except for the final classification layer, where the **softmax** function is used. We used the **adam** optimizer[12] with categorical cross-entropy loss function and trained for 50 epochs. This model is then used to score and select ideal outputs that resemble digits. During the scoring and selection process, we rotate the images to explore the full potential of the designs.
Figure 5 Example of design output scoring and selection. After the simulation, 16 images are generated and scored by the CNN to determine whether each represents a digit or not. Note that the final classification layer of the CNN model has 11 nodes where the first 10 represent the score (or probability) of resemblance to digit from 0 to 9. The 11-th value represents the value of resemblance to non-digit-like images. We use the max value of each class to represent the result of each image and discard the result if the 11-th value is the maximum - meaning the CNN model determines that this image is highly unlikely to represent any digits. Thus, only images with “max digit probability” are selected after the scoring and selection process of the CNN model. (Note that notations for simulated outputs are same as shown in Figure 4.)

2.4 Genetic Algorithm

We develop a genetic algorithm to evolve the material designs autonomously. The algorithm works by initiating a large batch of random designs with a fixed population size. At each iteration, the whole population is simulated and scored with the convolutional neural network (CNN) and a multi-objective loss function to determine the fitness score of each design.

2.4.1 Loss Function - Fitness Evaluation

We tried a variety of different loss function to track and optimize design:

Fitness Evaluation on Digit Quality Alone

We initially started the algorithm based on a simple loss function where only the digit quality is tracked and scored. This, however, leads to issues where designs that form a wide range of “mediocre digits” cannot compete with designs that form only a few number of “perfect digits”, and we lose these designs throughout the evolution trajectory. While it is more likely for these “mediocre designs” to evolve and grow into designs that can fold into all digits, this loss function reduces the survival chance for them and thus are not ideal for the search.

\[
fitness = \sum_{i=0}^{9} \log(1 - V_i)
\]  

(3)

where

\(V_i\): the score of each digits where \(i \in \{0, 1, 2, ..., 10\}\)

\[\sum_{i=0}^{9} \log(1 - V_i)\]
Fitness Evaluation on Digit Diversity and Quality

Moving forward, we improved the loss function so that we evaluate the performance based on the diversity of the digits formed as well as the quality of different digits. The diversity is evaluated with $\alpha$, where we count how many digits a design formed. To calculate $\alpha$ for each design, we iterate through the classification results of the outputs and count how many of them are classified as digits (with softmax-ed classification value ranging from 0 to 9). $\alpha$ is the number of non-repeating digits formed. The quality of different digits is evaluated and stored in the list $V$, and $V_i = 0$ when the $i$th digit is not found. With this method we are more likely to find better designs and this loss function is used throughout the rest of the paper.

$$fitness = \sum_{i=0}^{9} \log(1.0001 - V_i) \cdot \alpha$$

(4)

where:

- $V_i$: the score of each digits where $i \in \{0, 1, 2, ..., 10\}$
- $\alpha$: diversity coefficient, the number of digits formed

2.4.2 Mutation Function

Once the whole population is scored, the population is then sorted according to the calculated fitness and 80% of the population is eliminated. The survivor designs are then delivered to a mutation function where we use the single-parent-mutation method to preserve the gene of each design and produce offspring. Each survivor design produces four offspring and sent with their offspring to the next generation to compete. This way the size of the population remains fixed throughout the evolution process. The iteration cycle continues until we reach the maximum generation limit.

Mutation Function - Vanilla Form

Mutation function is where we determine how the genetic information of the parent design is passed down to the offspring. The gene $G$ in our designs consists of two matrices, the segment list $S$ and the actuator pattern matrix $P$, such that $G = G(S, P)$. In the vanilla form of the mutation function, we randomly update either the $S$ or $P$ to mutate the genetic information, where each has a 50% chance of mutation. For the $S$-mutation offspring, we randomly assign new $S$ while preserving the $P$. For the $P$-mutation offspring, we randomly swap out 50% of the genes within the pattern while preserving the $S$. Note that instead of swapping out all the genes, only 50% of them are mutated to ensure enough of the genetic information is maintained.

Mutation Function - With Fabrication Limit

Additionally, we use a more advanced mutation function that accounts for the fabrication complexity to ensure that the converging designs are within reasonable physical limits. The form of the function looks pretty similar to the vanilla form above except for additional fabrication step calculation. We define the fabrication steps as the steps needed to pattern these gels with the photolithography setup. The steps needed depends on the sum of different actuators on each side of the gel. For example, if we have a design that has actuator [1, 2, 1, 3, 1] on the one side and [4, 2, 2, 4, 2] on the other, it takes 3 steps to pattern the first
side given 3 different actuators used and 2 steps on the other. The total fabrication steps would be five to pattern these devices. The new mutation function now calculates the steps needed when the \( P \) is updated and rejects the \( P \) if it exceeds the maximum step allowed. The function would then reassign \( P \) and check and iterate until it converges on a new \( P \) that satisfies the fabrication limit.

**Listing 1** Pseudo-code of the deep-learning guided genetic algorithm.

```python
initialize first generation of designs
for i in range(generation_limit):
    fitness scoring with CNN model and loss function
    eliminate 80% of the population
    mutate survivors and generate descendants
```

Finally, we select the top 5 survivor designs to be the optimum converged designs in each evolution tree.

### 2.5 Search Evaluation

At the end of every evolution tree, the 5 final converged designs are saved and manually scored for an objective scoring; this is to mediate the possibility of false-positives from the convolutional neural net and to assure that the final outputs are digit-like to both machines and human. Figure 6 shows an example of the evaluation process, where each image gets a score of 1 (labeled with a green box) if it looks like a perfect digit, 0.5 (labeled with a blue box) if it looks similar but not perfect and 0 if unrecognizable. This is used as the final subjective-matrix to ensure the convergence of the model is reasonable.

**Figure 6** Example of manual (human-scored) evaluation. All converged outputs are manually scored to provide a final score for each design. In the example, the design forms 5 perfect digits (marked in green), 1 recognizable digit (marked in blue) and is unable to form other digits (marked in red). The final score is thus \( 1 \times 5 + 0.5 \times 1 = 5.5 \).

### 3 Results and Discussions

We then deployed the algorithm on the search for an optimal design. During the search, we seek to explore the parameter space and learn the effect of different hyper-parameters including - degree of freedom, design scale, search duration, and fabrication limit on the ability to find optimal design. As the searching process itself is stochastic and no independent event is repeatable, we evaluate the search of each condition with 3 separate evolution trees.
and aggregate the information to avoid an independent event being an outlier. After the search, all converged designs are manually scored to assure the accuracy of evaluation. The distribution of final scores is used as a final metric, along with the loss trajectory, to help us determine whether a condition is ideal or not.

3.1 Degree of Freedom: Number of Segments

We first seek to learn the effect of how the number of segments affects the material’s ability in finding digit transformer designs. During the search, we fixed the parameter of the total length to be roughly 8000µm and the search duration to be 100 generations. We ran the search of different segment lengths from 2 to 100 with 3 separate evolution trees for each condition. The result of the loss trajectory is shown in Figure 7 as an objective matrix to evaluate the effect of different segment numbers from the machine’s perspective. The manually scored results of the converged designs of each condition are shown in Figure 8 as a subjective matrix for evaluation.

![Figure 7](DNA 28)

The number of segments is analogous to the degree of freedom of the system. More segments means there are more knobs to tune during the search and, theoretically speaking, better performance of the algorithm. The result, however, shows that this is only true within a certain extent. There exists a sweet-spot, and exceeding this region actually impales the ability to find good designs, as shown in Figure 8. We believe that this is because we are also increasing the complexity of the problem when we raise the number of segments used in the search, and after a certain amount of freedom is introduced, the benefit of having more knobs is out-weighted by the increase in complexity. Currently, our method and algorithm are unable to find good designs when the system is too complex. From this we learn the importance of maintaining the balance between degree of freedom and problem complexity when we are solving a problem with models.

3.2 Design Scale

Next we seek to learn the effect of the design scale on search performance. During the search, we fixed the parameter of number of segments used to 12 and the search duration to 100 generations. We ran the search of different total length scale from 800µm to 80,000µm with 3 separate evolution trees for each condition. The result of the loss trajectory is shown in Figure 9 as an objective matrix to evaluate the effect of different segment numbers from the machine’s perspective. The manually scored results of the converged designs of each condition are shown in Figure 10 as a subjective matrix for evaluation.
During the search, we learned that the length scale played an important role in the performance and that there also exists a sweet spot in the length scale when searching for an optimal design. We found out that when the length scale of the material is too small, the devices are unable to bend into large angles as the folding power the actuators provide is not enough. This limits the outputs of the devices to be simply straight or slightly bent 1s, and stops the algorithm from finding interesting designs. This is why the short length scale condition (800 µm) only get score 1s in Figure 10, and we can see the algorithm is unable to optimize anything at all inspecting the loss trajectory in Figure 9. The search only starts becoming interesting and meaningful when the scale is large enough at 4,000 µm, but the performance starts to decrease again when the scale becomes too large. This is because the devices are also more likely to misfold into undesired “random squiggles” when they are too long, which also corresponds to the folding power the actuators provide and the problem we are trying to solve. With this search we are able to locate the ideal length range for our devices given our actuator power and our target objectives.

### 3.3 Search Duration

Another parameter we changed during the search is the duration of the evolution. We fixed the parameter of number of segments used to be 12, the length scale to be 8,000 µm, and search duration to be 150 generations with 3 separate evolution trees. We harvest and save the top 5 designs every 30 generations so we can track the manual scores at different evolution stages. The result of the loss trajectory is shown in Figure 11 as an objective matrix.
to evaluate the effect of different segment numbers from the machine’s perspective. The manually scored results of the converged designs of each condition are shown in Figure 12 as a subjective matrix for evaluation.

Here, we learn that designs start becoming meaningful quite early in the search, this makes sense as the algorithm is programmed to preserve all good designs found along the evolution path. The search also starts converging toward the minimum at around 90 to 120 generations, which is also why we set most search durations to 100 in other conditions. A more interesting point, however, is that we do not want the search to go on infinitely either. While the loss stopped decreasing after a certain amount of generations passed, we also observed a decrease in “gene diversity” when the search became too long. Here, we define “genes” $G(S,P)$ as the component that makes up the design input - the segment list $S$ and pattern matrix $P$. We found out that as the search becomes too long, the genes especially in $P$ start to become less diverse, with many survivors sharing similar $P$ and the search process becoming a randomized $S$ swapping search with little optimization going on. Moving forward, it may be helpful in future searches to add a gene diversity evaluation tracker within the search and program the mutation rate to change adaptively in response to the gene diversity.
3.4 Fabrication Limit

Finally, we investigated how fabrication limit affects the search performance, as it is also vital that the designs found should not exceed the physical patterning limit. Currently, we are imposing a 6 step limitation on the search, as exceeding this value increases the difficulty patterning the devices. During the search, we fixed the length scale to be 8,000 µm and search duration to be 100 generations with 3 separate evolution trees for the two conditions - 6-segment designs and 12-segment designs. We compared the results with the same conditions shown above to learn how fabrication limit affects the search performance.

![Figure 12](image1.png)

**Figure 12** score distribution of search on different search duration.

![Figure 13](image2.png)

**Figure 13** Loss trajectory of search on different fabrication limit.

We showed that the fabrication limit imposed does not drastically change the behavior or the performance of the search in our given conditions. While the limit does slightly decrease the performance of the optimal designs for the 12-segment search, we do think it is still possible to find a design that can fold into all digits given more evolution trees deployed for a wider and larger search. It is therefore encouraging that we now have a computational material discovery method that can autonomously learn and evolve the material designing process while considering real-world physical limitations.

4 Conclusion

Here, we demonstrate the development of a computational material discovery method for a multi-stable soft material with orthogonal actuators and automate the multi-objective optimization process with a genetic algorithm and integration of a deep-learning model. We show that we are able to efficiently explore the large parameter space and learn the effect of different variables. We also show that we can impose real-world physical constraints to discover reasonable designs.
In future work, one could expand the dimension of the simulation platform to handle more complex material actuation simulation. Building on this structure, it could also be possible to develop an advanced discovery platform that can optimize the functions of DNA-actuated hydrogel designs for tasks such as building locomotive robots.
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1 Introduction

DNA computing is an emerging field that aims to use DNA, biochemistry, and molecular biology to construct information-processing devices. Since its first appearance where DNA was used for encoding the directed Hamiltonian path problem [1], the approach has been applied to design a wide range of biocomputing applications such as molecular computational circuits [7, 22], DNA storage technologies [9, 21], and synthetic controllers [8]. In [20], we...
presented the design and in vitro implementation of a DNA stack nano-device that can read and write molecular signals in a last-in first-out way. The stack data structure is implemented as a linear chain of partially complementary DNA strands which are used to represent both data and read/write operations. The operations are achieved via DNA-DNA hybridisation and strand displacement of complementary toehold domains. Although experimental results show a generally successful implementation, the system still faces a number of challenges affecting the performance of the resulting stack. That is in particular due to the presence of unwanted interactions among the biochemical species that implement the system.

To improve the performance of the DNA stack system, we propose the use of probabilistic model checking [4, 17] in the stack design process. Probabilistic model checking is a formal verification technique for modelling and analysing stochastic (probabilistic) systems. A benefit of the technique is the ability to exhaustively explore finite-state probabilistic models, typically Markov chains or variants. Since all possible behaviours of the system are analysed, the result is more reliable (and faster in some cases) than stochastic simulation where one simulation run follows a single possible trajectory of the system. Although probabilistic model checking was originally applied to software verification, the technique has been successfully used in biological settings as well [6, 14, 15, 19]. By quantitatively evaluating properties such as “what is the probability for the system to reach steady-state within 10 minutes”, we are able to predict the behaviour and optimise the design of a complex biochemical system.

In this work, we develop a probabilistic model framework based on continuous-time Markov chains (CTMCs) for describing the DNA stack system presented in [20]. We address two important challenges of the system: how to minimise the incubation time, and how to maximise the yield of the target stack. A set of properties based on the Continuous Stochastic Logic (CSL) are defined to quantitatively and rigorously analyse the dynamic behaviour of the DNA stack model. By model checking these properties we optimise the experimental protocol for constructing the DNA stack in vitro. The probabilistic model checker PRISM [18] is used for the model development and analysis.

The rest of paper is organised as follows: Section 2 briefly introduces the concept of the DNA stack system, its experimental implementation, and CTMC-based probabilistic model checking. Section 3 describes the computational model of the DNA stack system, while Section 4 presents several validation and model checking results. Section 5 discusses experimental validation of the model checking results and concludes the paper.

2 Background

2.1 DNA stack system

We give here a brief overview of the DNA stack system – more details can be found in [12, 16, 20]. A computational stack is an abstract data type that serves as a linear collection of data elements, with two main operations: push (adds an element to the head of collection) and pop (removes from the head of the collection and returns the most recently added element). Because of this LIFO (Last In, First Out) feature, stacks are much used for enforcing sequential access to data.

A DNA stack is a molecular implementation of the stack data structure where the data elements that are stored, as well as the operations needed to operate the stack, are engineered via a set of single stranded DNA strands, also called “DNA data operators”; DNA data operators use both sequence and (partial) secondary structures information to achieve the functionality by mimicking their computational counterpart. The construction of a DNA stack structure is achieved via DNA-DNA hybridization and strand displacement of complementary
toehold domains. In a DNA stack implementation, the push operation prepares the stack for receiving an element, while pop undoes that. To record an element in the DNA stack, one performs a push operation followed by a data recording operation. To reverse this, a specific read operation is applied that removes the last element added, followed by a pop operation which undoes push and returns the stack to its initial state.

Figure 1 gives a schematic representation of a DNA stack system that performs two push and two pop operations for the data elements dataX (X) and dataY (Y). Six distinct DNA data operators were developed with their unique toehold domains which can be fully complementary (A and A*, B and B*, etc.). In addition to the toehold domains, each type of DNA data operator has an unique hairpin motif for the data storage. These hairpins do not participate in hybridisation or branch migration; they simply represent 0s and 1s (although, potentially, they could each store or encode more complex data).

The process to record an element starts from an empty stack, which is represented by hybridised linker and start strands (LS) with the linker attaching to streptavidin beads. The first push DNA data operator (P) is added to irreversibly hybridise with the empty stack via the exposed toehold domain A. The stack is now in its data state (LSP), and the corresponding reaction for this operation can be written as LS + P $\xrightarrow{k_A}$ LSP. The LSP species now has a single open toehold region BC that can accept dataX (or dataY) DNA data operator via the reaction: LSP + X $\xrightarrow{k_{BC}}$ LSPX. The process can be repeated by adding any number of push and then data DNA data operator. The reading process proceeds in a reversed way. Starting from a constructed stack, e.g., LSPXPY, the read DNA data operator peels the last recorded dataY DNA data operator off the stack by hybridisation at the exposed domain A and then three-way branch migration with domains BC. This operation forms the LSPXP stack and a read-dataX (RX) double stranded helix which does
not expose any single stranded domain and will not participate in further DNA interactions – the corresponding reaction is $LSPXPY + R \xrightarrow{k_1} LSPXP + RX$. Similarly, the pop DNA data operator (Q) peels off the exposed push DNA data operator, thus making the stack ready for another read (or write). The reaction also produces a double stranded helix push-pop (PQ): $LSPXP + Q \xrightarrow{k_2} LSPX + PQ$.

2.2 Experimental methods

The experimental protocols for the DNA stack are detailed in [20]. Briefly, 400 µL of Sepharose beads (Cytiva) are incubated and washed to remove the storage ethanol. Then 300nM of linker is added to the Sepharose beads and incubated at 25°C for 30 minutes. After the incubation is completed the species is washed (using a solvent of filtered 1X Tris EDTA(TE)) and the sample is centrifuged for 5s at max RPM. The supernatant is then carefully removed. The process is repeated for each sequential DNA data operator in the order push, data DNA data operator and so on, until the releaser is added to remove the constructed stack from the Sepharose beads. The stack is then analyzed via polyacrylamide gel electrophoresis.

The wash event performed prior to each DNA data operator addition aims to eliminate supernatants such as RX, PQ, P, X, etc. It is worth to notice that due to nonspecific binding to beads, the supernatant cannot be perfectly removed by the washing. Therefore, some of these residues can trigger side reactions to form undesired species in the next stack operation, which may harm the target stack production. For example, in the recording process of adding the second push DNA data operator, the stack LSPXP can also hybridise with residual dataX DNA data operator, the stack LSPXP can also hybridise with residual dataX DNA data operator and so on. Together with the new push DNA data operator P, different types of undesired polymers, such as LSPXPX, LSPXPXP, PXPX and others, can be formed in the chemistry.

2.3 Probabilistic model checking

Probabilistic model checking [4, 17] is a powerful technique for analysing systems that exhibit stochastic behaviour. Unlike classical model checking [10] which can only provide qualitative answers, i.e., the system either satisfies or violates a given property, probabilistic model checking can reason quantitatively about the probability that the property is true (or false). To probabilistically model check a system, two inputs are required: a probabilistic system model and the specification of a temporal property about the system behaviour. In this section, we introduce the DNA stack system model, and the language utilised for specifying the temporal properties.

2.3.1 Level-based CTMC

Continuous-time Markov chains (CTMCs) are a well-known stochastic model utilised for describing and analysing reaction networks [13]. Traditionally, the CTMC state is a population vector giving the number of molecules of each species. This representation, however, is infeasible for many real-life biological systems, which usually have large molecular numbers. In such cases, the size of the underlying CTMCs become huge: the so-called state-space explosion problem. Level-based CTMCs were introduced to model systems in a more abstract and efficient way [2, 6]. In a level-based CTMC, each state is characterised by molecular concentrations, discretised into a number of levels. In this paper we use a similar idea, but instead of concentrations levels we utilise molecular count levels for a more explicit state-space representation.
Definition 1 (Level-based CTMC). A level-based continuous time Markov chain is a tuple $(N, S, S_0, R)$ where $N$ is the molecular count level number, $S$ is a finite set of states; $S_0 \subseteq S$ is the set of initial states; and $R : S \times S \rightarrow \mathbb{R}_{>0}$ is the transition rate matrix. Moreover, each state $s \in S$ is a tuple $s = (n_1, n_2, \ldots, n_k)$ for a fixed $k \in \mathbb{N}$ (number of species), where $n_i : 0 \leq n_i \leq N$ is the molecular count level for the $i$-th species.

Thus, given a maximum molecular count $M$ for all species, each level $n_i$ represents the molecular count intervals $[0, \frac{M}{N}), \frac{M}{N}, \frac{2M}{N}, \ldots, \frac{(N-1)M}{N}, N : \frac{M}{N}$ (level-based CTMCs are useful when $M \gg N$, hence by taking $N$ to be a power of 10 prevents any rounding issues). Level-based CTMCs can be directly derived from stochastic reaction models – for deterministic models one can convert concentrations and rate constants as usual, or directly use concentration levels [2, 6]. Consider a simple reaction $A + B \overset{k}{\rightarrow} C$ with the stochastic rate constant $k$, and a possible state $s = (n_A, n_B, n_C)$ of species’ molecular count levels. The transition rate is calculated as $\frac{A + B}{R} \cdot \overset{k}{\rightarrow} k$ where $R = \frac{M}{N}$.

2.3.2 Continuous Stochastic Logic

Continuous Stochastic Logic (CSL) [3, 5] is a formal notation to express probabilistic temporal properties of CTMCs and other dynamical systems. Formulae in CSL can be classified into state and path formulae:

\[
\text{State formula } \Phi ::= \text{true} \mid a \mid \lnot \Phi \mid \Phi \land \Phi \mid P_{\text{op}}[\varphi] \mid S_{\text{op}}[\varphi]
\]

\[
\text{Path formula } \varphi ::= X^I \Phi \mid \Phi U^I \Phi
\]

where $a \in AP$ is an atomic proposition over the states of a CTMC, $p \in [0, 1]$ is a probability threshold, $\infty \in \{<, \leq, \geq, >\}$, and $I$ is an interval of $\mathbb{R}_{\geq 0}$. State formulae are evaluated over states of a CTMC, while path formulae are evaluated over paths (or executions/traces) of a CTMC. Formulae $P_{\text{op}}[\varphi]$ and $S_{\text{op}}[\varphi]$ are transient-state and steady-state CSL properties, respectively. In this work, we only consider transient-state properties since our DNA stack has a finite reaction time. A CTMC state $s$ satisfies $P_{\text{op}}[\varphi]$ if the probability of all the paths starting from $s$ and satisfying $\varphi$, satisfies the bound $\geq p$. There are two types of operators in a path formula: the next operator where $X^I \Phi$ is true if $\Phi$ is satisfied in the next state of the path and at a time point $t \in I$, and the until operator where $\Phi_1 U^I \Phi_2$ is true if $\Phi_2$ is satisfied at some time point within interval $I$, and that $\Phi_1$ is true up until that point. Additional path operators can be derived as:

- the eventually operator $F$ (future) where $F^I \Phi := \text{true} U^I \Phi$, and
- the always operator $G$ (globally) where $G^I \Phi := \lnot F^I \lnot \Phi$

Intuitively, $F^I \Phi$ expresses that $\Phi$ is eventually satisfied at some time point within $I$, whereas a path satisfies $G^I \Phi$ if $\Phi$ is true at every time point in $I$. (See [5] for the formal CSL semantics.)

3 Modelling DNA stack system

3.1 Workflow overview

We have extended the PRISM model checker by implementing an iterative workflow\(^1\) to model the process of the DNA stack system (Figure 2). PRISM offers a high-level modelling language for describing system behaviour. Following the styles defined in [11, 6], we developed

---

\(^1\) Source code available at https://github.com/ohlsbw/mcSTACK.
a set of level-based PRISM reaction models (RMs) covering the possible reactions in each DNA operation step. Starting from the first RM which describes the reactions after first adding push DNA data operator, the workflow is as follow:

- **Construct CTMC based on mathbf{i}^{th} RM**: if \( i = 0 \), the initial state for generating the first CTMC is defined as an assumed state of the DNA chemistry such that some initial steps have been performed (see Appendix for details). Otherwise, the initial states are obtained from the result of the previous step. Here we use the explicit PRISM engine for building CTMCs as our model has a potentially large state space, but only a small fraction of which is actually reachable. The engine takes less than 10s to build a CTMC with \( 10^6 \) states on a 3.4 GHz Intel Core i5 processor with 12GB memory – much faster than the MTBDD engine which takes hours.

- **Compute transient probability**: the transient probability at the end of the incubation time is calculated for each CTMC state. Each state represents a possible molecular level that the system can reach at the end of incubation.

- **Perform wash event**: the transient states and their probabilities are modified in order to model the wash event. Washing is assumed to be an instantaneous event. All the state variables corresponding to the bead-bound species (e.g., \( \text{LSP, LSPX} \)) have their value \( N \) changed to \((1 - \mu)N\), where \( \mu \in [0, 1] \) is the constant fraction of beads lost on each wash. All the state variables corresponding to the non-bead-bound supernatant species (e.g., \( X, RX, PQ \)) have their value \( N' \) changed to \( \phi' N'B_m \), which models the survival from wash...
event due to non-specifically bind to beads. Here $\phi \in [0, 1]$ is the constant fraction of supernatant solution transferred through the wash cycle to the next reaction stage, and $B_m = (1 - \mu)^n$ is the normalised mass of beads remaining where $n$ is the index of the current wash. Moreover, states with the same value after the modification are merged and their probabilities accumulated.

- **Generate initial state of $(i + 1)^{th}$ RM:** in addition to the wash event, transient states are further manipulated for constructing the next RM. This includes extending the states with new variables (i.e., new species formed in the next reaction stage) with the corresponding state values (i.e., initial level of newly added DNA data operators). To reduce the state space size, a cut-off probability of $10^{-5}$ is introduced so that only states with relatively high probability are considered as initial states in the next step.

### 3.2 Reaction models

The major challenge of model checking DNA stack systems is the *state space explosion* problem. A stack system with several operations can potentially generate huge numbers of reachable states after only a few iterations. It is therefore important not only to consider the reaction models that we developed are able to describe system behaviour, but also to make sure a reasonable state space size can be maintained for the model analysis. To alleviate the problem, we have applied several methods.

As discussed in Section 3.1, states with low probability (smaller than $10^{-5}$) will not be considered as initial states for constructing the next CTMC. Since all reactions in the system are considered as irreversible and the incubation time is sufficiently long, a small portion of the state space often takes a large probability. In most cases, with a $10^{-5}$ cut-off probability we are able to preserve at least 98% of the total probability with no more than 20 states after 6-8 iterations. Level-based RM and CTMC are applied to further reduce the state space size. To achieve a good precision, a maximum level of 100 ($N = 100$) is used in this work. Thus, given a maximum concentration $M$ of $300 \text{nM}$ (or equivalently $\approx 27,100$ molecules in a volume of $1.5 \times 10^{-13}$ L), each level represents $3 \text{nM}$ (271 molecules) of a DNA species.

A coarse-grained RM framework is developed aiming to capture essential reactions in each operation step. Since in this work we are interested in the formation of the target stack, each model consists of two types of reactions: a main reaction which can form the target DNA stack species, and a set of side reactions that can directly or indirectly react with the species in the main reaction, thereby reducing the production of the target stack. Let us consider the following operation sequence as an example:

```
add push DNA data operator P \# add dataX DNA data operators X \# add push DNA data operator P
```

where we assume the initial species in the chemistry are bead-bound linker-starter LS and starter S. We can write a unique RM for each incubation stage after adding each new DNA data operator:

**RM1 (add push DNA data operators P):**

\[
\text{LS} + P \xrightarrow{k_{\Delta}} \text{LSP (target)}, \quad S + P \xrightarrow{k_\lambda} \text{SP}
\]

**RM2 (add dataX DNA data operators X):**
LSP + X \xrightarrow{k_{NC}} LSPX \text{ (target)},

P + X \xrightarrow{k_{NC}} P\sigma, \quad X + P \xrightarrow{k_A} W\sigma,

X + P\sigma \xrightarrow{k_A} W\sigma, \quad P + W\sigma \xrightarrow{k_{NC}} P\sigma, \quad W\sigma \xrightarrow{k_{NC}} P\sigma, \quad P\sigma \xrightarrow{k_A} W\sigma,

LSPX + P \xrightarrow{k_A} LS\sigma, \quad LSP + W\sigma \xrightarrow{k_{NC}} LS\sigma, \quad LSPX + P\sigma \xrightarrow{k_A} LS\sigma

and RM3 (add \textit{push} DNA data operators P):

LSPX + P \xrightarrow{k_A} LSPXP \text{ (target)},

P + X \xrightarrow{k_{NC}} P\sigma, \quad X + P \xrightarrow{k_A} W\sigma,

X + P\sigma \xrightarrow{k_A} W\sigma, \quad P + W\sigma \xrightarrow{k_{NC}} P\sigma, \quad W\sigma \xrightarrow{k_{NC}} P\sigma, \quad P\sigma \xrightarrow{k_A} W\sigma,

LSPXP + X \xrightarrow{k_{NC}} LS\sigma, \quad LSPXP + P\sigma \xrightarrow{k_A} LS\sigma, \quad LSPXP + W\sigma \xrightarrow{k_{NC}} LS\sigma

where \sigma denotes all possible polymers constructed by P and X (PXP, PXPX, PXPXP, ...). The first reaction in each RM is the main reaction which produces target stack species (i.e., LSP in RM1, LSPX in RM2, and LSPXP in RM3), while the rest are side polymerisation reactions. In each main reaction, the initial concentrations of new-added reactant (X or P) is always higher than those pre-existing reactant (LS, LSP or LSPX) due to the wash in previous step. Therefore, a considerable amount of the newly added reactants that cannot take part in the reactions and survive from wash events would remain in the chemistry. During the incubation stage of the next operation step, these residues or the \sigma polymer they formed negatively affect the production rate of target stacks (i.e., side reactions (2)-(4) in RM2 and RM3). In particular, reactions (2) and (3) are hybridisation of non bead-bound supernatants to \sigma polymers, and reactions (4) are hybridisation of bead-bound stack and supernatants. In the model, we do not explicitly represent the detailed structure of \sigma polymers as it generates RM with infinite reactions. Instead, we only show their left-most (start) region which determines the capability to hybridise with the stack species in the main reactions. In this way, the RM complexity is greatly reduced. There are two types of \sigma polymers that can be formed under such representation: the one starting with \textit{push} P DNA data operator (P\sigma) and the one starting with \textit{data} W DNA data operator (W\sigma). Both of them are able to hybridise with the stack species in the main reaction inhibiting the production of target stacks.

On the other hand, some reactions are not considered in our RM framework either because the molecular level of their reactants stays at zero, or they do not harm the production of target stacks. For example, two \sigma polymers with complementary start and end region may hybridise and form a longer polymer: P\sigma W + P\sigma P \rightarrow P\sigma P. Such reaction in fact reduces the polymer concentration and thereby benefits the production of target stacks. By ignoring those reactions, we assume that our RM is always the “worst” case for the target stacks’ formation, and thus the lower bound of their concentration is guaranteed.

We can use the same idea to build RMs for the \textit{read} and \textit{pop} operation steps. Popping the last added \textit{push} DNA data operator and then reading the \textit{data}X DNA data operator yield the following RMs:
RM4 (add pop DNA data operators Q):

\[
\begin{align*}
(1) & \quad \text{LSPXP} + Q & \rightarrow & \text{LSPX} + PQ \quad \text{(target)}, \\
(2) & \quad \text{LSPX} + P & \rightarrow & \text{LSPXP}, \quad P + Q & \rightarrow & \text{PQ}
\end{align*}
\]

and RM5 (add read DNA data operators R):

\[
\begin{align*}
(1) & \quad \text{LSPX} + R & \rightarrow & \text{LSP} + RX \quad \text{(target)}, \quad \text{LSP} + Q & \rightarrow & \text{LS} + PQ, \\
(2) & \quad Q + R & \rightarrow & \tau R, \quad R + Q & \rightarrow & \tau Q, \\
(3) & \quad R + \tau Q & \rightarrow & \tau R, \quad Q + \tau R & \rightarrow & \tau Q, \quad \tau R & \rightarrow & \tau Q, \quad \tau Q & \rightarrow & \tau Q, \\
(4) & \quad \text{LSPX} + \tau R & \rightarrow & \text{LS} + RX + PQ
\end{align*}
\]

Similar to the RMs for push and write steps, the production of target stack species (LSPX in RM4, and LSP in RM5) are affected by both main reactants and side reactions. The residual species surviving wash events (i.e., P in RM4, and Q in RM5) can either directly hybridise with target stack or indirectly react with them via \( \tau \) polymers which trigger chain annihilation reactions [20], namely (4) in RM5. It is worth noting that the occurrence of chain annihilation reactions is determined by the right-most (end) region of \( \tau \) polymer. Thus the right-most region of \( \tau \) is considered explicitly during the polymer formation, which produces either \( \tau R \) or \( \tau Q \) (i.e., reactions (2) in RM5).

3.3 Model example

To illustrate how the CTMC-based DNA stack model works, consider the below operation sequence:

\text{add push DNA data operator P}_{\text{o}9} \text{ add dataX DNA data operator X}_{\text{o}9} \text{ add push DNA data operator P}.

The corresponding RMs are the RM1-RM3 illustrated above. To start, the initial state of RM1 is set as:

\[(\text{LS}=81, P=100, S=2, \text{LSP}=0, \text{SP}=0)\]

which corresponds to \( \text{LS} = 243nM \), \( P = 300nM \) and \( S = 6nM \) (lower LS concentration is caused by the wash events in set-up process). The supernatant survival rate \( \phi \) is set as 0.2, and the loss rate of bead-bound species \( \mu \) is 0.1. The incubation time of each step is 30 minutes. Moreover, we only consider transient states with probability greater than \( 10^{-5} \) as initial states for the next RM. With the above conditions, a level-based CTMC is built from RM1 with 246 states and 408 transitions, and after incubation the transient probability (> \( 10^{-5} \)) for the following state is

\[(\text{LS}=0, P=17, S=0, \text{LSP}=81, \text{SP}=2) = 0.9999999436478932.\]

The state shows that after incubation all copies of LS contributed to forming LSP, but there are still 17 levels of P remained in the chemistry. Then the wash event is performed by removing 80% \( (\phi = 0.2) \) of the supernatant species P and SP, and 10% \( (\mu = 0.1) \) of the (bead-bound) target stack LSP.
To construct the next CTMC, the states are also extended with new variables representing the new species introduced by RM2. Moreover, variable $X$ is set to 100, meaning that 300 nM of new \textit{dataX} DNA data operators is added to the chemistry. State variables corresponding to the species LS, S and SP will not be considered as their concentration levels will remain zero, giving the following initial state and probability:

$$(P=3, \text{LSP}=73, X=100, \text{LSPX}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.9999999436478932.$$  

The CTMC built from RM2 and the above initial state consists of 5,782 states and 20,108 transitions. The transient probability shows that after incubation there are 25 states with probability greater than $10^{-5}$, with the total probability greater than 99.99%. By performing a wash event and state extension, 7 initial states are generated for building the third CTMC that adds \textit{push} DNA data operators (RM3):

$$(P=100, \text{LSPX}=66, X=3, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.01657086916873019$$

$$(P=100, \text{LSPX}=65, X=3, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.12083719755305258$$

$$(P=100, \text{LSPX}=64, X=3, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.17053834871599782$$

$$(P=100, \text{LSPX}=63, X=3, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.03356530289916429$$

$$(P=100, \text{LSPX}=63, X=4, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.3634326480698576$$

$$(P=100, \text{LSPX}=64, X=4, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.2648476782197474$$

$$(P=100, \text{LSPX}=65, X=4, \text{LSPXP}=0, L\sigma = 0, P\sigma = 0, W\sigma = 0) = 0.03026448265945934$$

The resulting CTMC has 46,500 states and 180,110 transitions, and completes this simple example.

## 4 Results

In this section, we apply our CTMC-based framework to model a 2-signal DNA stack system that manipulates two data elements, X and Y. The model will be first validated against stochastic simulation of a rule-based model implementing the same system. Then we apply probabilistic model checking technique to analyse and optimise the system.

### 4.1 Modelling and validating a 2-signal DNA stack system

The 2-signal DNA stack system pushes two data elements \textit{dataX} (X) and \textit{dataY} (Y) to the stack, and then performs two pop operations to read out the recorded data:

- \textit{add push} DNA data operators $P$ $\to$ \textit{add dataX} DNA data operators $X$ $\to$ \textit{add push} DNA data operators $P$ $\to$ \textit{add dataX} DNA data operators $X$ $\to$ \textit{add read} DNA data operators $R$ $\to$ \textit{add pop} DNA data operators $Q$ $\to$ \textit{add read} DNA data operators $R$ $\to$ \textit{add pop} DNA data operators $Q$

The reaction models of the above eight operation steps are detailed in the Appendix. A maximum molecular level $N = 100$ is applied, and a fixed 300 nM (100 levels) of each DNA data operators is added to the chemistry at the beginning of each operation step. For each step, we evaluate the mean level of the target stack after 30 minutes of incubation time.
Figure 3 Comparison of the PRISM CTMC-based model and stochastic simulation of the rule-based DNA stack model: mean concentration of the target stacks after 30 minutes of incubation time for each reaction step for different values of $\phi$; $\mu = 0.1$ in all cases.

Table 1 Performance of CTMC-based model and rule-based stochastic simulation: state space and transition size for all eight operation steps, total state space probability in the last step, and CPU times for model checking (MC) and stochastic simulation (SS).

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>States</th>
<th>Transitions</th>
<th>Total probability</th>
<th>CPU time (MC)</th>
<th>CPU time (SS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$3.3 \times 10^4$</td>
<td>$1.1 \times 10^5$</td>
<td>99.87%</td>
<td>1.5 mins</td>
<td>1.8 mins</td>
</tr>
<tr>
<td>0.2</td>
<td>$2.8 \times 10^4$</td>
<td>$1.2 \times 10^6$</td>
<td>99.59%</td>
<td>39 mins</td>
<td>2.2 mins</td>
</tr>
<tr>
<td>0.3</td>
<td>$2.8 \times 10^4$</td>
<td>$1.5 \times 10^7$</td>
<td>98.77%</td>
<td>5.1 hours</td>
<td>2.7 mins</td>
</tr>
<tr>
<td>0.33</td>
<td>$4.0 \times 10^6$</td>
<td>$2.2 \times 10^7$</td>
<td>98.43%</td>
<td>8.0 hours</td>
<td>2.9 mins</td>
</tr>
</tbody>
</table>

The green bars in Figure 3 show the results of the CTMC-based model with fixed $\mu = 0.1$ and various $\phi$ values. It can be observed that the mean level of the target stacks decrease gradually w.r.t both the operation step and the increase in $\phi$. This is not only because 10% of the stack species are removed during each wash event, but also because residues (e.g., strands P, X, R) that survived the wash accelerate side reactions. As a result, the level of the target stack (LS) drops to 26 in the last step when $\phi = 0.33$ is applied. In contrast, since less residue survives when $\phi = 0.1$, there are 34 levels of the target stack (LS) produced in...
the last step. Some performance statistics are reported in Table 1. The size of the state space grows significantly with $\phi$, and the computation takes 8 hours when $\phi = 0.33$. Despite the large state space, in all cases more than 98% of the total probability reaches the last step when a $10^{-5}$ cut-off probability is used in each step.

Due to the simplifications applied to the RMs, behaviours such as polymer-polymer hybridisation are not considered in the CTMC-based model. It is therefore interesting to compare the results of our model with the results of the more detailed model. We compare our CTMC-based model against stochastic simulation of a rule-based model implementing the same system [20]. The rule-based model covers 20 DNA strand polymerisation and displacement rules. The comparison is shown in Figure 3. The stochastic simulations are run with 100 replicates for each case. Overall there is a good agreement between the two models.

In the CTMC-based model, since we simplify the RMs by guaranteeing the lower bound of target stack, the mean level is always lower than that of the stochastic simulation. With $\phi = 0.1$, however, such difference is negligible (less than 1% in the last step). This is due to the small amount of residues survived from wash, which reduces the occurrence of the side reactions. With $\phi = 0.33$ more residues are in the chemistry, thus the difference between the two models increases to 4%. The performance of the stochastic simulations is given in Table 1. Although a single simulation takes 1-3 mins to finish, a much longer time (normally a few hours) is needed to collect enough replicates for computing statistically reliable results.

4.2 Optimising incubation time

Due to reaction irreversibility, the level of the target stack can eventually reach a stable value if there is no other species with which it can react. Knowing the time to reach such a stable state is important as it helps to determine the minimum incubation time. This is particularly useful for large DNA stack systems, which may involve tens of operation steps. In this section, we will analyse our probability CTMC-based model to optimise the incubation time of each DNA operation step. The 2-signal system developed in the previous section is considered. The operations of push, write, pop, and read are achieved by adding a fix amount (300 nM) of each of the respective DNA data operators. Based on in vitro experiment measurements [20], $\phi$ and $\mu$ are set as 0.33 and 0.1, respectively.

To optimise the incubation time, we use the probabilistic model checker PRISM to quantitatively verify the following CSL property:

$$\text{Prop1 : } P = \gamma [ G_{\geq T} \text{ 'target_spec_stable' } ] .$$

Intuitively, the property asks: “What is the probability that the target stack reaches a stable level from time $T$ onwards?” The condition “target_spec_stable” depends on the reactions of a given operation step. For example, for the RM2 of Section 3.2, the property becomes:

$$\text{Prop1(RM2) : } P = \gamma [ G_{\geq T} (LSP = 0 \land P = 0 \land P\sigma = 0) ] .$$

That is, the target stack LSPX reaches its stable level when all the main reactant LSP is transformed, and there is neither push DNA data operators P nor P$\sigma$ polymers in the chemistry (LSP, X, P, and P$\sigma$ are the species that can affect the production of LSPX). The main reactant X is not considered in the property as it has higher level than LSP. Thus, the property can always be satisfied at some time-unit as LSP, P, and P$\sigma$ can eventually be consumed by X-ended species. Using the same idea, we can re-write Prop1 for any reaction network. For example, the yield of target species LS in RM5 in Section 3.2 is determined by LSPX, Q and $\tau Q$. The corresponding property is:

$$\text{Prop1(RM5) : } P = \gamma [ G_{\geq T} (LSPX = 0 \land Q = 0 \land \tau Q = 0) ] .$$
Figure 4 (a) Heatmap for the satisfaction probability of Prop1 for target species of the 2-signal DNA stack over a range of time units $T$, from 60 (1 min) to 1,500 (25 min). Cells with black border indicate the suggested incubation time for each operation step. (b) Gel electrophoresis for a 2-signal DNA stack operation with a 30 minutes incubation. For each lane the target species has an asterisk next to it. Every other unlabeled species is a byproduct. Specifically: Lane 1: NEB low Molecular ladder (see Appendix for details); Lane 2: S; Lane 3: SP; Lane 4: SPX; lane 5: SPXP; Lane 6: SPXPR; Lane 7: SPXPR+R; Lane 8: SPXPR+RQ; and Lane 9: SPXPR+RQR. (c) Gel electrophoresis for a 2-signal DNA stack with the variable incubation timings taken from the schema optimised by probabilistic model checking.

Figure 4 (a) shows the probability distribution of Prop1 with incubation time $T$ ranging from 60 units (1 min) to 1500 units (25 min). The highlighted cells correspond to properties with the lowest reaction time $T$ as well as having at least 99% satisfaction probability. From the result, it is suggested that an incubation time of 10-15 min is required for the first four operation steps. This is because at these stages the concentration levels of the reactants in the main reactions are relatively high and also close to each other. However, the incubation time can be reduced to 5 min in the following steps, as there is a significant difference in the levels of the reactants, which causes a rapid consumption of reactants with lower concentration.

Experimental validation of the model checking result is given in Figure 4 (b) and (c). A full stack operation for the 2-signal system is performed with 30 minutes incubation time (Figure 4 (a)), and the variable incubation time suggested from the model checking
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(Figure 4 (b)). As can be seen, in addition to the target species at each operation stage (asterisks), multiple unwanted species also exist. This is in particular the case during the reading process (lanes 7-10) with the increase of side reaction rates. However, the two images show a qualitative agreement, indicating that a similar performance can be achieved with optimised incubation time.

4.3 Improving target stack yield

The results in Section 4.1 show that high $\phi$ values (fraction of supernatants surviving the washing) can significantly reduce the yield of the target stack. This is due to the large amount of undesired DNA species (e.g., push DNA data operators $P$ in RM2) that survives from the wash event and increase the rate of side reactions, which compete with the main reactions. Enhancing wash efficiency and decreasing $\phi$ is difficult to achieve in vitro. However, we may still be able to minimise the concentration of undesired species by controlling the amount of each new DNA data operator added to the chemistry at each step. Consider the 2-signal system with $\phi = 0.33$, where a fixed 300$nM$ of each DNA data operators is added at each step. The main reaction in the second step “adding dataX” is $LSP + X \xrightarrow{K_{BC}} LSPX$. Initially, there is around 210$nM$ of LSP in the system. Adding 300$nM$ of dataX DNA data operators results in a large portion of these new DNA data operators not being able to react with LSP. Instead, they become undesired species in the next step, which in turn negatively affects the yield of the target stack LSPXP. Therefore, if we reduce the amount of these new dataX DNA data operators, a higher yield of the target stack would be expected.

In this section, we employ the CSL logic and PRISM to maximise the yield of the target stack by tuning the amount of each DNA data operator added at each step. The idea is to first compute a maximum target stack yield when adding a sufficient amount of the DNA data operators (in our case, 300$nM$). Taking the result as a reference value, we gradually decrease the amount of DNA data operators added until reaching a minimum value for which the system can still produce the desired level of target stack. We use the following CSL property:

$$\text{Prop1}(C) : P_{\geq 0.99}[F[1800, 1800] \text{target spec} \geq C] .$$

Informally, $\text{Prop1}(C)$ means that “Given a molecular level $C$, the probability of target stack reaching such level after 30 minutes is greater than 99%.” We apply the property for $1 \leq C \leq 100$, and take the maximal $C$ which satisfies the property as the reference level $C_{\text{ref}}$:

$$C_{\text{ref}} = \text{Max}\{C \mid \text{Prop1}(C) \land 1 \leq C \leq 100\} .$$

Figure 5(a) gives an example of determining the reference level for the step “adding dataX” (RM3). When adding 100 levels (300$nM$) of dataX, the property $\text{Prop1}(C) : P_{\geq 0.99}[F[1800, 1800] \text{LSPX} \geq C]$ is false for $C = 71$ (213$nM$) and beyond, and is true for $C = 70$ (210$nM$) and below, indicating that the system can produce a maximum level of 70 LSPX with 99% probability. Thus we take 70 as the reference level $C_{\text{ref}}$. Now, the following CSL property is employed to find the optimised addition concentration:

$$\text{Prop2} : P_{\geq 0.99}[F[1800, 1800] \text{target spec} \geq C_{\text{ref}}] .$$

The property evaluates whether the system can yield with high probability (≥ 99%) at least $C_{\text{ref}}$ levels of the target stack at 30 minutes. In order to find the optimal level, we model check the system with different initial states (i.e., smaller levels) until $\text{Prop2}$ is false. In this
Figure 5 Optimising DNA addition levels (step “adding dataX” (RM3)) using probabilistic model checking. Panels: (a) Evaluating Prop1(C) for C = {69,70,71,72,73} when adding 300nM dataX; (b) Evaluating Prop2 with reduced initial level of dataX, from 72 to 80. Yellow bars: satisfaction of properties; lines: satisfaction probabilities.

way we find the minimal initial level that satisfies the reference level of target stack $C_{ref}$. In Figure 5(b) we evaluate Prop2 using the reference level obtained in (a) for a range of initial levels. The result suggests that adding 78 levels (234nM) of dataX is the minimum value for which the system produces the same amount of LSPX when adding 300nM of dataX. The optimised value, however, can avoid up to 64nM of dataX remaining in the chemistry, which can harm the system yield in the next step.

We applied our approach to optimise the 2-signal system with $\phi = 0.33$ and $\mu = 0.1$. We compare the mean level of target stacks in the optimised system with the standard system with fixed concentrations, as shown in Figure 6. In the last step, the yield of target stack in the optimised system is 40% higher than the yield of the standard system.

5 Conclusion and future work

In this work, we applied probabilistic model checking to model and optimise a DNA stack nano-device. An iterative CTMC-based workflow is developed within the PRISM probabilistic model checker to model the system. Each iteration describes a single DNA operation step: add new DNA data operator, incubation, and wash. The initial state of the $(i + 1)^{th}$ step is determined by the model checking result (transient probability) of the $i^{th}$ step. Level-based CTMCs and simplified reaction models are applied to reduce the state space size. We have used our framework to develop a 2-signal DNA stack system model. The model is validated against stochastic simulation of a rule-based model implementing the same system. We use probabilistic model checking to formally analyse and optimise our 2-signal system. Results suggest that when a fix amount (300nM) of each DNA data operator are added in each operation step, an incubation time of 10-15 minutes is required for the first several operation steps, while for the following steps the incubation time can be reduced to 5 minutes. We have experimentally validated the result by comparing the gel electrophoresis obtained from the optimised and unoptimised (30 min incubation time) systems. We also applied probabilistic
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![Figure 6](image_url) Mean level of target stacks after adding a fixed 300nM of each DNA data operator in each operation step (yellow bars) vs. adding the optimised level (green bars). The values on top of the green bars are the actual (optimised) levels added to the systems.

model checking to maximise the yield of target stacks by optimising the amount of DNA data operators added at each reaction step: our optimised model shows a 40% increase in target stack yield.

Experimental validation on improving the yield of DNA nanostructures is an ongoing work. The major challenges of the validation are two-fold. First, the concentration difference between the optimised and unoptimised protocols in some cases (i.e., LSP and LSPX in Figure 6) is small, which makes the analysis of the results difficult. For example, it is hard to figure out whether the differences in the experimental output are caused by the model creating the correct schematic or the stochastic nature of pipetting error. Second, the model is influenced by two main parameters: φ and µ. Both these factors exhibit a large influence over the model and are difficult to optimise and control in the experimental setting. There are two strategies that we could implement in future to potentially solve these problems. One approach to explore the pipetting stochasticity would be to use a liquid handling robot to carry out the operations instead of a manual pipette, as robots have much higher accuracy than human operators and are not prone to fatigue and other factors. It may also improve the bead loss and washing efficiency. Another strategy to mitigate the bead loss could be to use another DNA nanostructure to tether the device instead of beads. Finally, an enzymatic wash could be explored to reduce the noise and in turn the off target species by digesting potential byproducts and leaving on the target species intact.
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RM1 (add push data operators P):

\[
\text{LS} + P \xrightarrow{k_A} \text{LSP} \quad \text{(target)} \quad S + P \xrightarrow{k_A} \text{SP}
\]

RM2 (add dataX data operators X):

1. \( \text{LSPX} + X \xrightarrow{k_{NC}} \text{LSP} \quad \text{(target)} \)
2. \( P + X \xrightarrow{k_{NC}} \text{P} \quad \text{and} \quad X + P \xrightarrow{k_A} \text{W} \)
3. \( X + P \xrightarrow{k_A} \text{W} \quad \text{and} \quad P + W \xrightarrow{k_{BC}} \text{P} \)
4. \( \text{LSPX} + P \xrightarrow{k_A} \text{LS} \quad \text{and} \quad \text{LSP} + \text{S} \xrightarrow{k_{BC}} \text{L} \quad \text{and} \quad \text{LSPX} + P \xrightarrow{k_A} \text{LS} \)

RM3 (add push data operators P):

1. \( \text{LSPXP} + X \xrightarrow{k_{NC}} \text{LSPXP} \quad \text{(target)} \)
2. \( P + X \xrightarrow{k_{NC}} \text{P} \quad \text{and} \quad X + P \xrightarrow{k_A} \text{W} \)
3. \( X + P \xrightarrow{k_A} \text{W} \quad \text{and} \quad P + W \xrightarrow{k_{BC}} \text{P} \)
4. \( \text{LSPXP} + P \xrightarrow{k_A} \text{LS} \quad \text{and} \quad \text{LSP} + \text{S} \xrightarrow{k_{BC}} \text{L} \quad \text{and} \quad \text{LSPXP} + P \xrightarrow{k_A} \text{LS} \)

where the bi-molecular rate constants were found to be approximately \( K_A \approx K_{BC} \approx 3 \times 10^4 \text{M}^{-1}\text{s}^{-1} \), and \( K_{ABC} \approx 2.5 \times 10^5 \text{M}^{-1}\text{s}^{-1} \). The bi-molecular strand displacement rate constants \( K_1 \) and \( K_2 \) were assumed equal to hybridisation constants \( K_A \) and \( K_{BC} \) respectively, due to the long 28nt “toeholds” of the strand displacement reaction [20]. Moreover, the chain annihilation reactions were approximated as a single step bimolecular reaction whose rate constant was set to the rate constant of the initial hybridisation event as an upper bound i.e, \( k_A^{\text{chain}} = k_A \) and \( k_{BC}^{\text{chain}} = k_{BC} \).
The initial state for generating CTMC from the first reaction model is assumed the following steps have been performed:

- 100 levels of (300nM) linker DNA data operators incubate with 100ul sepharose beads for sufficient time. It’s assumed that all the DNA data operators can irreversible bind to beads which yields 100 levels of bead-bounded L stacks.
- A wash event is perform by assuming \( \mu \) percent of the L stacks is removed. Given \( \mu = 0.1 \), 90 levels of L remain in the chemistry after the wash.
Figure 7 Examples of a hypothesised “chain annihilation” multi-stage reaction (left), and P, X polymer formation (right).

- 100 levels of start DNA data operators are added to hybridise with L. It is assumed that the irreversible linker-start reaction proceeded to 100% completion over the incubation time producing 90 levels of LS with 10 levels of supernatant S remain in the chemistry.
- A second wash event is performed by removing 10% LSP stacks, and 80% S (assuming $\phi = 0.2$). The result (i.e., LS = 81, S = 2) will be used as the initial state in the first CTMC.

C Experimental Validation

Table 2 DNA sequences for in vitro validation [20],

<table>
<thead>
<tr>
<th>Strand</th>
<th>Symbol</th>
<th>Length</th>
<th>Domains</th>
<th>Primary Sequence 5' - 3'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>S</td>
<td>50</td>
<td>A*I</td>
<td>CACACTATTTCCCTTCTACGCTTCAAA</td>
</tr>
<tr>
<td>Push</td>
<td>P</td>
<td>56</td>
<td>A* BC</td>
<td>ATAGGGCGGGTAGAAGGGAAATAGGTGATCCAGTTATT</td>
</tr>
<tr>
<td>Write</td>
<td>x</td>
<td>56</td>
<td>A C<em>B</em></td>
<td>CACACTATTTCCCTTCTACGCTTCAAA</td>
</tr>
<tr>
<td>Read</td>
<td>r</td>
<td>56</td>
<td>B CA*</td>
<td>ATCCAGTTATTATAGTTTTGAAGCGTATATAGGGCGGGT</td>
</tr>
<tr>
<td>Pop</td>
<td>q</td>
<td>56</td>
<td>C* B* A</td>
<td>ACTACATTTCCCTTCTACGCTTCAAA</td>
</tr>
<tr>
<td>Linker</td>
<td>k</td>
<td>33</td>
<td>ml</td>
<td>GAGAGAGATGATTAAGATGAGATGAGAGATGAG</td>
</tr>
<tr>
<td>Releaser</td>
<td>z</td>
<td>33</td>
<td>m*</td>
<td>GAGAGAGATGATTAAGATGAGATGAGATGAG</td>
</tr>
</tbody>
</table>
For the sake of simplification, we only use data X to build stack in the experiments. This is because stacks are identified by their length, and it’s unable to distinguish X stack (e.g., LSPXPX) and Y stack (e.g., LSPXPY) at the current settings as they are different in hairpin only. Such simplification, however, would not affect our model checking results, as the model excludes the situation that non-target stack becomes target stack in the later operation steps.

The Vgel simulator [20] is used to create a computer-generated image of what the DNA stack model output would like post releasing the stack from the beads. An example Vgel image is given in Figure 8. This Vgel can be combined with the species output to create a labelled image as we know the lengths of the strands when combined together to be: when signals are being pushed to the stack

- SP: 50 + 56 = 106
- SPX: 50 + 56 + 56 = 162
- SPXP: 50 + 56 + 56 + 56 = 218
- SPXPX: 50 + 56 + 56 + 56 = 274

When signals are being read from the stack or popped the length should drop by 56

- SPXPXR: 274 - 56 = 218
- SPXPXRQ: 218 - 56 = 162
- SPXPXRQR:162 - 56 = 106

Note that Linker is not part of this calculation as this creates its own complex of length 33. There are also other complexes which are formed by side reactions.

![Figure 8 Full stack operation 30 minutes](image)
Figure 9 Variable timing as per the generated schema. A comparison of the gel electrophoresis and Vgel for a full stack operation with the incubation timings taken from the schema supplied by the model. For each lane the target species has an asterisk next to it. Every other unlabeled species is a byproduct. Gel electrophoresis image: Lane 1: NEB low molecular ladder; Lane 2: S; Lane 3: SP; Lane 4: SPX; Lane 5: SPXP; Lane 6: SPX; Lane 7: SPX; Lane 8: SPX; and Lane 9: SPX. Electrophoresis conditions: 10% Novex TBE Gel in a buffer of 1X TBE @200V for 35 minutes. Staining dye: Sybr Gold Concentrations: all DNA data operators were nominally 300nM Vgel image: Lane 1: NEB low molecular ladder; Lane 2: S; Lane 3: SP; Lane 4: SPX; Lane 5: SPX; Lane 6: SPX; Lane 7: SPX; Lane 8: SPX; and Lane 9: SPX.
Abstract

This paper is about turedos, which are Turing machines whose head can move in the plane (or in a higher-dimensional space) but only in a self-avoiding way, by putting marks (letters) on visited positions and moving only to unmarked, therefore unvisited, positions. The tredo model was recently introduced as a useful abstraction of oritatami systems, which were established a few years ago as a theoretical model of RNA co-transcriptional folding. The key parameter of turedos is their lookup radius: the distance up to which the head can look around in order to make its decision of where to move to and what mark to write. In this paper we study the hierarchy of turedos according to their lookup radius and the dimension of space using notions of simulation up to spatio-temporal rescaling (a standard approach in cellular automata or self-assembly systems). We establish that there is a rich interplay between the tredo parameters and the notion of simulation considered. We show in particular, for the most liberal simulations, the existence of 3D turedos of radius 1 that are intrinsically universal for all radii, but that this is impossible in dimension 2, where some radius 2 tredo are impossible to simulate at radius 1. Using stricter notions of simulation, intrinsic universality becomes impossible, even in dimension 3, and there is a strict radius hierarchy. Finally, when restricting to radius 1, universality is again possible in dimension 3, but not in dimension 2, where we show however that a radius 3 tredo can simulate all radius 1 turedos.

Introduction

The field of biomolecular computing has given rise to several theoretical models that describe growing process of (molecular) assemblies governed by local interaction or gluing rules. One of the most studied one, the abstract Tile Assembly model (aTAM) [19], describes a process where the growth can happen anywhere asynchronously. It was successfully implemented in vitro as DNA self-assembly [18]. In oritatami systems, introduced more recently [9, 8] and inspired from RNA origami [11, 7], the growth happens at a unique given point of the assembly and in a sequential manner. Despite their obvious differences as models of biomolecular systems, they share common features as computational models. Both are limited by the fact that they can only grow shapes (and not erase them), but both were shown capable of embedding universal computations in different ways [10, 12, 3, 14, 19]. Recently, it was also shown through new results on oritatami systems that the infinite limit shapes both models can generate from finite seeds have the same computational complexity and the same possible densities of occupied position in the plane [17]. The key ingredients of these new results were, on one hand, the introduction of a new model, called tredo, which abstracts away low level details of oritatami systems and is easier to program, and on the other hand, a proof that oritatami systems can simulate a large family of turedos. This underlines the interest of turedos but also the surprising capabilities of models of sequential...
growth process in the plane. The present work is entirely focused on the turedo model and aims at better understanding its limitations and its expressive power as a growth process and computational model.

**Turedos.** Intuitively, a turedo is a Turing machine whose head can move in the plane or in the 3-dimensional space but only in a self-avoiding way, i.e., without going back to a previously visited position. More precisely, the turedo’s head can only move to empty or unmarked positions, and it must put a mark on each visited position when leaving it. The key ingredient of a turedo, and what makes its main computational power, is its lookup radius: when deciding a move and what mark to put on the visited position, the turedo has access to the local configuration of marks around its position, up to some finite distance. Like any Turing machine, a turedo also has a set of internal head states. Without entering into details, an oritatami system consists of a “molecule” made of “beads” that can attract each other. The molecule grows at each step following a periodic bead sequence and folds as follows: the $\delta$ most recently produced beads are free to move around to look for the position that maximizes the number of bonds they can make with each other; then the first (oldest) bead among the $\delta$ most recent ones is fixed according to that position, a new free bead is added and the process iterates. This behavior can be realized in a turedo of radius $\delta + 1$. The main result of [17] is that oritatami of delay $3$ can simulate turedos of radius $1$. In fact, turedos also naturally capture variants of oritatami systems: for instance, one can imagine negative (repulsive) bonds in the process of maximizing gluing strength, or add local rules forbidding two bead types to be neighbor of each other. Therefore negative results on turedos become negative results on oritatami systems, but also potential variants of them.

**Simulations and universality.** The main question we address here is how the capabilities of turedos change with their radius and what is the role of the dimension of space. We are interested in qualitative differences and don’t compare turedos move by move and cell by cell. We rather use a notion of simulation allowing spatio-temporal rescaling, similar to the one used in cellular automata [4, 1], in aTAM [6, 5, 16] or in the simulation result of turedo by oritatamis [17]. Intuitively a cell can be simulated by a block of cells, and a step by a finite number of steps. We are naturally interested in hierarchy results (existence of turedos that can’t be simulated by lower radius ones), or on the contrary by universality results (existence of turedos that can simulate all turedos or a large class of them). For instance, the existence of intrinsically universal systems in the aTAM model was much studied and it was shown that it crucially depends on natural parameters of the model [6, 16, 5, 13]. However, as natural as it might seem, a formal notion of simulation is never a neutral choice when tackling these questions [1, 4, 2]. Thus, in addition to the parameters of the turedo model we also study the influence of the notion of simulation itself. For this we identify various ingredients, in particular the possibility of fuzz, i.e. the tolerance allowed for the simulating turedo to visit some regions of space close to the ongoing assembly that represent empty cells of the simulated turedo and have therefore not yet been visited by it. Note that a similar notion of fuzz appeared in the intrinsic universality results on aTAM [5]. We end up with three notions of simulation: the rigorous, the fuzzless and the liberal ones.

**Our contributions.** After formalizing all the concepts mentioned so far (Section 2), we establish a surprisingly diverse general picture of the capabilities of turedos of simulating each other. Separating the negative results (Section 3) from the positive ones (Section 4), our results are the following:
1. under fuzzless simulation, intrinsic universality is impossible whatever the dimension, there is a radius hierarchy, and actually the impossibility strikes at radius 2: no turedo can fuzzlessly simulate all radius 2 turedos (Theorem 5);
2. when restricting to radius 1, rigorous intrinsic universality is possible in dimension 3 (Theorem 11), but not in dimension 2 (Theorem 6);
3. however, we built a 2D turedo of radius 3 which is able to rigorously simulate all 2D turedos of radius 1 (Theorem 10);
4. for liberal simulations, we establish intrinsic universality in dimension 3 and a complete hierarchy collapse at radius 1 (Corollary 13);
5. finally we show that there is a 2D turedo of radius 2 which is impossible to simulate at radius 1, even under liberal simulations (Theorem 9).

Besides the above results, our contribution also lies in the constructions and proof techniques. For instance, the negative result 5 is based on a general lemma for 2D turedos of radius 1, which bounds the quantity of information (using Kolmogorov complexity) that can be carried from the seed to another connected component of the plane when the plane is divided by a 4-connected path. As another example on the constructive side, result number 3 above uses a novel construction technique (called heat sink trick) that fully exploits the potential of radius 3 and could be used in any place where two unbounded streams of information have to be crossed. Finally, in Section 5, we discuss various questions left open and present what we believe are promising future research directions.

2 Definitions

We denote by $\mathbb{N}$ the set of natural numbers (including 0), by $\mathbb{N}_+$ the positive ones, and by $\mathbb{Z}$ the set of integers. We consider turedos on $\mathbb{Z}^d$ for $d = 2$ or 3 (and in particular, we don’t use the hexagonal lattice on the plane, mostly to simplify notations and dimension change). We fix a blank symbol $\perp$ used to represent empty positions and common to all turedos. The ball of radius $r$ in dimension $d$, denoted $B_d(r)$, is the set of positions reachable in $r$ elementary moves (moves along vector of the canonical base of $\mathbb{Z}^d$) from the origin. $B_d(1)$ will always be the set of possible head moves in dimension $d$. We denote by $c[z; S]$ the pattern of shape $S$ around position $z$ in configuration $c$, i.e. the map $z' \in S \mapsto c_{z+z'}$.

Definition 1 (Turedo). A turedo of dimension $d$ and radius $r$ is a triple $T = (A, Q, \delta)$ where $A$ is its finite alphabet with $\perp \in A$, $Q$ is its finite set of head states and

$$\delta : Q \times A^{B_d(r)} \rightarrow Q \times A \setminus \{\perp\} \times B_d(1)$$

is its local transition map. A global state of $T$ is a triple $(c, z, q) \in \mathcal{G}_T = A^{\mathbb{Z}^d} \times \mathbb{Z}^d \times Q$ specifying a configuration, a position and a head state. The global transition map $F_T : \mathcal{G}_T \rightarrow \mathcal{G}_T$ associated to $T$ is defined by:

$$F_T(c, z, q) = \begin{cases} (c, z, q) & \text{if } c(z) \neq \perp \text{ or } c(z + \mu) \neq \perp \\ (c', z + \mu, q') & \text{else,} \end{cases}$$

where $(q', a, \mu) = \delta(q, c[z; B_d(r)])$ and configuration $c'$ is defined by $c'(z) = a$ and $c'(z') = c(z')$ for all $z' \neq z$.

The domain of a global state $(c, z, q)$ is the set of non-blank positions of $c$ plus the head position, formally: $\mathcal{D}(c, z, q) = \{z\} \cup \{z' : c(z') \neq \perp\}$ A global state $(c, z, q)$ is finite if its domain is finite. We are interested in orbits starting from finite initial global states, called finite seeds.
Figure 1 Example of orbit of the spiral-XOR turedo (example 2) starting from a finite seed. Green represents 0, yellow represents 1 and white represents ⊥. The head holds a direction (where the black triangle is pointing to) and its self-avoiding trajectory since the beginning is drawn as a black path.

Example 2 (The spiral-XOR turedo). Let $A = \{ \perp, 0, 1 \}$ and $Q = \{ \leftarrow, \uparrow, \rightarrow, \downarrow \}$. The spiral-XOR turedo has radius 1 and the following local rule. The head holds a direction $d \in Q$ and tries to move in that direction and leave behind, as letter of $A$, the sum modulo 2 of the states of neighboring (non ⊥) positions. When it can do the $d$ move, it changes its internal state (counter-clockwise), when it can’t it takes the first available move (clockwise) and doesn’t change its state. Of course if there is no neighbor in state ⊥ then the turedo is blocked. The following table shows the local transition map up to rotation of $d$ (the red arrow can be rotated and all blue arrows are defined relatively to the red arrow):

<table>
<thead>
<tr>
<th>state</th>
<th>1st empty neighbor</th>
<th>new state</th>
<th>letter</th>
<th>move</th>
</tr>
</thead>
<tbody>
<tr>
<td>↑</td>
<td>↑ (+0)</td>
<td>← (-1)</td>
<td>mod2</td>
<td>↑ (+0)</td>
</tr>
<tr>
<td>↑</td>
<td>→ (+1)</td>
<td>↑ (+0)</td>
<td>mod2</td>
<td>→ (+1)</td>
</tr>
<tr>
<td>↑</td>
<td>↓ (+2)</td>
<td>↑ (+0)</td>
<td>mod2</td>
<td>↓ (+2)</td>
</tr>
<tr>
<td>↑</td>
<td>← (+3)</td>
<td>↑ (+0)</td>
<td>mod2</td>
<td>← (+3)</td>
</tr>
</tbody>
</table>

See Figure 1 for an example of orbit.

The main focus of this paper is to understand the role of radius and dimension in the computational complexity of turedos. We will denote by $\text{TUR}_d(r)$ the set of turedos of dimension $d$ and radius $r$, and $\text{TUR}_d = \bigcup_{r \geq 1} \text{TUR}_d(r)$.

Before formalizing simulation, we first need to define block encodings which are ways to represent global states of a simulated turedo by blocks in the simulator. Any given $b \in \mathbb{N}_d^2$ defines a rectangular block $R_b = \{ z \in \mathbb{N}^d : 0 \leq z_i < b_i \text{ for } 1 \leq i \leq d \}$ and $Z^d$ can be tiled by translated copies of $R_b$ in a regular way by placing them on the sublattice $b \otimes Z^d$ where $\otimes$ denotes the component-wise product. Each position $z \in Z^d$ can be uniquely decomposed into $z = p_b(z) + \mu_b(z)$ where $p_b(z) \in b \otimes Z^d$ is the reference point of a block and $\mu_b(z) \in R_b$ is an offset inside it.

Definition 3 (Block encoding). Let us fix a dimension $d$. Given two pairs of alphabets and state sets $(A_1, Q_1)$ and $(A_2, Q_2)$ with $\perp \in A_1 \cap A_2$, a block encoding of global states

$G_1 = A_1^{Z^d} \times Z^d \times Q_1$ into $G_2 = A_2^{Z^d} \times Z^d \times Q_2$ is given by a block size $b \in \mathbb{N}_d^2$ and two partial maps:

- the headless block decoding map $\alpha : D_\alpha \subseteq A_2^{R_b} \rightarrow A_1$ verifying $\perp^{R_b} \in D_\alpha$ and $\alpha(\perp^{R_b}) = \perp$,
- the head block decoding map $\beta : D_\beta \subseteq A_2^{R_b} \times R_b \times Q_2 \rightarrow Q_1 \times A_1$.

A global state $(c, z, q) \in G_2$ is valid for the encoding if it is made only of patterns from $D_\alpha$ far from the head and $D_\beta$ around the head, precisely if: $(c[p_b(z); R_b], \mu_b(z), q) \in D_\beta$ and $c[p_b(z')]; R_b) \in D_\alpha$ for all $z' \in Z^d$ such that $p_b(z') \neq p_b(z)$.
Finally, the global decoding map $\Gamma$ associates to any valid global state $(c_2, z_2, q_2) \in G_2$ a global state $(c_1, z_1, q_1) \in G_1$ defined by application of decoding maps $\alpha$ or $\beta$ on each block according to the presence of the head in the block, i.e.:

- $b \otimes z_1 = \rho_0(z_2)$,
- $(q_1, c_1(z_1)) = \beta(c_2[\rho_0(z_1); R_0], \rho_0(z_2), q_2)$,
- $c_1(z) = \alpha(c_2[\rho_0(z_2); R_0])$ for all $z \neq z_1$.

The map $\alpha$ and $\beta$ being partial and onto intuitively means that not all global states are valid, and that any global state of $A_{T_1}^{Z^d} \times Z^d \times Q_1$ can be encoded. Note that the headless block decoding map $\alpha$ always decodes blank blocks $\perp^{R_0}$ as blank state $\perp$. Denote by $D_0(c_2, z_2, q_2)$ the block domain of global state $(c_2, z_2, q_2)$ which is the set of blocks that are not entirely blank, i.e. $D_0(c_2, z_2, q_2) = \{z : b \otimes z = \rho_0(z_2) \text{ or } c_2[b \otimes z ; R_0] \neq \perp^{R_0}\}$.

We can now define simulations precisely using block encodings. Intuitively, we require the simulator to be able to reproduce any orbit of the simulated turedo starting from a finite seed, and using a (fixed) finite number of steps to simulate one step. Since we want the initial seed of the simulator to be neutral and without any pre-computed information about the future of the simulated orbit, we ask that its block domain correspond to the domain of the simulated seed.

**Definition 4 (Simulation).** Let $d$ be a fixed dimension. We say that a $d$-dimensional turedo $T_2$ simulates a $d$-dimensional turedo $T_1$ if there is a block encoding of $G_{T_1}$ into $G_{T_2}$ of block size $b$ and global decoding map $\Gamma$, and a time scaling factor $k \in \mathbb{N}_+$, such that for each finite global state $(c_1, z_1, q_1) \in G_{T_1}$ and each global state $(c_2, z_2, q_2) \in G_{T_2}$ verifying:

- corresponding block domain: $D(c_1, z_1, q_1) = D_0(c_2, z_2, q_2)$,
- correct encoding: $(c_1, z_1, q_1) = \Gamma(c_2, z_2, q_2)$,

then it holds $\forall t \in \mathbb{N}, F_{T_1}^t(c_1, z_1, q_1) = \Gamma(F_{T_2}^t(c_2, z_2, q_2))$. Such simulations are the base upon which we define three variants (two restrictions and one generalization).

We say that a simulation is fuzzless if the headless block decoding map is such that $\alpha(u) = \perp \iff u = \perp^{R_0}$, i.e. that the only block coding $\perp$ is $\perp^{R_0}$.

We say that a simulation is rigorous if the movements of the head of $T_2$ in simulating orbits strictly remains inside blocks corresponding to the simulated head position of $T_1$, even at intermediate steps, precisely: if $z_1$ denotes the head position of $F_{T_1}^t(c_1, z_1, q_1)$ and $z_2$ that of $F_{T_2}^t(c_2, z_2, q_2)$, it holds for all $t'$ with $kt \leq t' \leq k(t+1)$: $z_2^{t'} \in (b \otimes z_1^t + R_0) \cup (b \otimes z_1^{t+1} + R_0)$.

Finally, a liberal simulation is a generalized simulation where we only ask that for each finite global state $(c_1, z_1, q_1) \in G_{T_1}$ there exists a global state $(c_2, z_2, q_2) \in G_{T_2}$ with corresponding block domain and correct encoding such that it holds $\forall t \in \mathbb{N}, F_{T_1}^t(c_1, z_1, q_1) = \Gamma(F_{T_2}^t(c_2, z_2, q_2))$.

Liberal simulations can have fuzz and make non-rigorous head movements. Note that fuzzless simulations are equivalent to simulations where the block domain in the simulator orbit remains identical to the domain of the simulated orbit, precisely: $\forall t \in \mathbb{N} : D_0(F_{T_2}^{kt}(c_2, z_2, q_2)) = D(F_{T_2}^{kt}(c_1, z_1, q_1))$.

Note also that a rigorous simulation is necessarily fuzzless because the head of the simulator has no opportunity, even at intermediate time steps, to visit blocks not corresponding to the domain of the simulated configuration. The power of fuzzless simulations compared to rigorous ones is to allow the head to go back to blocks that were previously visited. Thus the head can potentially retrieve information from non adjacent blocks that were written a long time ago. With rigorous simulation on the contrary, the head has only access to adjacent blocks during a simulation cycle.
On Turedo Hierarchies and Intrinsic Universality

![Figure 2]

Figure 2 Differences in allowed head movements in rigorous, fuzzless and liberal simulations with 2 × 2 blocks. The colors have the following meaning: in red the positions or blocks which are not empty initially, in yellow the positions or blocks coding a non-⊥ letter during the orbit; in white the positions or blocks coding ⊥; in black the movement of the head.

We denote by ≤ the liberal simulation, by ≤_{FL} the fuzzless simulation and by ≤_{R} the rigorous simulation. Among many properties of these simulation relations, we are particularly interested in universality: the capacity of a single turedo to simulate a whole set of turedos. Given a dimension d and a radius r, we denote by \( U_{d}^{≤} (r) \) the set of turedos \( T \in \text{TUR}_d \) such that for any \( T' \in \text{TUR}_d(r) \) it holds \( T' \leq T \). We denote by \( U_{d}^{≤_{FL}} \) the set of turedos \( T \in \text{TUR}_d \) such that for any \( T' \in \text{TUR}_d \) it holds \( T' \leq T \). We use similar notations for simulation relations ≤_{R} and ≤_{FL}.

3. Separation Results

3.1 No Fuzz, no Fun

The fuzzless condition gives much importance to larger radii, simply because a turedo’s head surrounded by blocks coding ⊥ cannot read information far away without moving inside these blocks and thus creating fuzz. The following theorem exploits this obvious limitation to show two immediate consequences: first, there is a radius hierarchy (new behaviors appear at radius \( r + 1 \) that cannot be simulated at radius r) and thus no general fuzzless universality; second, universality is impossible even at radius 2: any turedo (whatever its radius) will fail to simulate some radius-2 turedo. The dimension plays no role in these results.

Theorem 5. For any \( d \geq 2 \) and \( r \geq 1 \), we have the following:

- there is \( T_{r+1} \in \text{TUR}_d(r+1) \) such that for all \( T_r \in \text{TUR}_d(r) \), \( T_{r+1} \not\leq_{FL} T_r \); in particular, \( U_{d}^{≤_{FL}} = \emptyset \).
- for any \( T_r \in \text{TUR}_d(r) \) there exists \( T_2 \in \text{TUR}_d(2) \) such that \( T_2 \not\leq_{FL} T_r \); in particular, \( U_{d}^{≤_{FL}}(r) = \emptyset \) for any \( r \geq 2 \).

3.2 Dimension 2 and Radius 1: the Jordan Curve Burden

A turedo’s head in dimension 2 always moves drawing a 4-connected path. When the turedo has radius 1, it has no way to read information across such a path (while it could with a larger radius). Therefore head movements for turedos of radius 1 turn into potential information barriers. The precise way in which this simple observation affects the simulation power of such turedos depends on the type of simulation considered.

Let us first consider rigorous simulations. Any turedo \( T \) (whatever its radius) can obviously do the following elementary copy-and-move operation (see Figure 3):
- move to the right to some position \( z \);
- read the letter \( a \) present at position \( z + (1,0) \);
- then move to position \( z + (0,1) \) and leave behind letter \( a \) at position \( z \).

In particular, if the head continues its way and later arrives at position \( z - (0,1) \) from the south, it can read the information \( a \) copied at position \( z \).
Figure 3 Example of a copy-and-move operation (on the left) and its rigorous simulation by a turedo of radius 1 with $3 \times 3$ block size (on the right). The color convention is as follows: in red the letters present in the seed, in dark yellow the initial position of the head, and in light yellow, the positions visited by the head during the orbit. The only position on the south side of the middle block that can depend on $a$ is the lower right corner, marked with a $X$.

Figure 4 Behavior of turedo $T'$ on the seed $\sigma(\bar{a}, 2, a)$. The red and blue colors indicate letters present in the seed. The dark yellow color indicates the initial position of the head and light yellow cells represent the path of the head until the last step of the orbit. The orange cell correspond to the position of the head before moving left or right according to the result of the test $a \equiv a_2$.

However, if we suppose that some $T_1 \in \text{TUR}_2(1)$ simulates $T$ under rigorous simulations with block size $b$, the movement of its head inside block $b \otimes z$ to simulate the above copy-and-move step must be the following (see Figure 3):

- coming from the left side of the block, it draws some path inside it until it reaches the right border (if not it cannot read any information from the adjacent block to the right);
- then it must move north, otherwise it would be trapped in the south part of the blocks by the 4-connected path drawn so far that connects the left and right sides of the block;
- it must finally escape through the north side.

This head movement is such that at most 1 letter of $T_1$ is written on the south side of block $b \otimes z$ after having had the opportunity to read some information from the adjacent block that encodes letter $a$. In particular, if $T_1$ has smaller alphabet than $T$ this is not enough to completely encode $a$ on the south side of block $b \otimes z$. So, this is a limitation that has to be dealt with if later in the simulation the head arrives from the south and has to read from the south side of block $b \otimes z$. A single copy-and-move is not enough to get a contradiction because the simulation of $T_1$ could be organized so as to transport the complete information about $a$ along the way and have it on hands already when arriving at the south of block $b \otimes z$.

However, by repeating such copy-and-move steps, one can saturate the simulator and show the following theorem that states that there is no universal turedo of radius 1 among turedos of radius 1 for rigorous simulations.

**Theorem 6.** For any $T \in \text{TUR}_2(1)$ there is $T' \in \text{TUR}_2(1)$ such that $T' \not\leq_R T$. In particular $\mathcal{U}_2^\infty(1) \cap \text{TUR}_2(1) = \emptyset$.

**Proof.** Let $Q$ be the state set of $T$, $A$ be the alphabet of $T$ and consider any alphabet $A_+$ with $m = |A| < |A_+| = m_+$. Then it is straightforward to construct a turedo $T' \in \text{TUR}_2(1)$ of alphabet $A' = A_+ \cup \{\downarrow, \leftarrow, \uparrow\}$ that has the following behavior (see Figure 4):
for any \( n \in \mathbb{N} \), any \( \vec{a} = (a_0, \ldots, a_n) \in A_+^{n+1} \), \( a' \in A_+ \) and \( 0 \leq i \leq n \), consider the finite seed \( \sigma(\vec{a}, i, a') \) with head in position \((0, 0)\), \( a_j \) in position \((3j + 2, 0)\) for \( 0 \leq j \leq n \), \( a' \) in position \((3i + 1, -3)\) and \( \downarrow \) in positions \((3(n + 1) + 2, 0)\) and \((3(n + 1) + 2, -1)\), \( \leftarrow \) in position \((3n + 1 + 2, -2)\) and finally \( \uparrow \) at position \((3i, -2)\);

- from such a seed, \( T' \) starts a sequence of \( n+1 \) copy-and-move steps that results in having a copy of \( a_j \) at position \((3j + 1, 0)\) for \( 0 \leq j \leq n \); the end of this phase occurs at time step \( 5(n + 1) \) and the head reaches position \((3(n + 1), 0)\);

- then \( T' \) reaches the first \( \downarrow \) and follows the move indications of arrows (down, down, left), until it reaches the up arrow, and moves from position \((3i + 1, -2)\) to \((3i + 1, -1)\);

- finally, at position \((3i + 1, -1)\) it moves right if \( a_i = a' \) and left otherwise (it can do so because it has copied the value of \( a' \) when leaving position \((3i + 1, -2)\)).

Let’s call \( t_{n,i} \) the time step at which occurs this final left or right move (\( t_{n,i} \) only depends on \( i \) and \( n \)): at time \( t_{n,i} \), the head of \( T' \) must be either at position \((3i, -1)\) or \((3i + 2, -1)\). Thus \( T' \) implements on seed \( \sigma(\vec{a}, i, a') \) the test of whether \( a_i = a' \). We are going to show that \( T \) cannot simulate \( T' \) under rigorous simulations. Suppose by contradiction that \( T' \leq_R T \) with block size \( b \) and time scaling factor \( k \). Given \( n \in \mathbb{N} \) and \( 0 \leq i \leq n \), denote by \( A_n \subseteq \mathbb{Z}^2 \) the set of positions that are on the right side of block \( b \otimes (3(n + 1), 0) \) (the block corresponding to the position reached by \( T' \) at the end of the copy-and-move sequence as detailed above). Denote by \( B_{i,n} \subseteq \mathbb{Z}^2 \) the set of positions that are on the south side of block \( b \otimes (3i + 1, 0) \).

Finally, denote by \( C_{i,n} \subseteq \mathbb{Z}^2 \) the set of positions made of the union of blocks \((3i + 1, -3),(3i, -2),(3(n + 1) + 2, 0),(3(n + 1) + 2, -1),(3(n + 1) + 2, -2)\) (i.e. those corresponding to position \( a' \) or an arrow \( \{\downarrow, \leftarrow, \uparrow\} \) in the seed \( \sigma(\vec{a}, i, a') \)). Consider now \( n \in \mathbb{N} \), \( \vec{a}, \vec{c} \in A_+^{n+1} \), \( a' \in A_+ \) and \( 0 \leq i \leq n \), and take any two global states \( g_1 \) and \( g_2 \) of \( T \) that correctly simulate the orbits of \( T' \) on seed \( \sigma(\vec{a}, i, a') \) and \( \sigma(\vec{c}, i, a') \) respectively and that are identical on \( C_{i,n} \). Considering time step \( t_0(n) = 5k(n + 1) \) corresponding to the end of the copy-and-move sequence, if global states \( T^{t_0(n)}(g_1) \) and \( T^{t_0(n)}(g_2) \) are identical on domains \( A_n \cup B_{i,n} \cup C_{i,n} \) and have the same head state, then both orbits must make the same final decision to move to the left block or the right block at the final time step \( kt_{n,i} \), precisely: the head in global state \( T^{kt_{n,i}}(g_1) \) is in the same block as the head in global state \( T^{kt_{n,i}}(g_2) \) (and it must be either \( b \otimes (3i, -1) \) or \( b \otimes (3i + 2, -1) \)). Indeed, by the property of rigorous simulations and the behavior of \( T' \), the only positions with content written before \( t_0(n) \) that the head of \( T \) can possibly read between time step \( t_0(n) \) and \( kt_{n,i} \) are positions in \( A_n \cup B_{i,n} \cup C_{i,n} \), so the orbit starting from step \( t_0(n) \) is completely determined by the content of the configuration in that domain and the internal state of \( T \) at time \( t_0(n) \).

\[ \triangleright \text{Claim 7.} \quad \text{There must exist } n \in \mathbb{N}, 0 \leq i \leq n, \ a \in A_+^{n+1}, a' \in A_+, \text{ and } \vec{c} \in A_+^{n+1} \text{ with } a_j = c_j \text{ for all } j < i \text{ and } a_i \neq c_i, \text{ and two global states } g_1 \text{ and } g_2 \text{ of } T \text{ that correctly simulate seeds } \sigma(\vec{a}, i, a') \text{ and } \sigma(\vec{c}, i, a') \text{ respectively, and also such that } T^{t_0(n)}(g_1) \text{ and } T^{t_0(n)}(g_2) \text{ have same head state and are identical on domain } A_n \cup B_{i,n} \cup C_{i,n}. \]

\textbf{Proof of the claim.} In this proof, we fix for each \( a \in A_+ \) a unique block of \( A^{R_0} \) that encodes it, and for any seed of \( T' \) we only consider a unique global state of \( T \) that simulates it. First, there are only a bounded number (bound in \( n \)) of possible content of a configuration on domain \( A_n \) and state of \( T \), so for each \( n \) there must exist \( u \in A^{R_0} \) and \( q \in Q \), a set \( X_n \subseteq A_+^n \) of size \( \Omega(m^n) \) such that for each \( 0 \leq i \leq n \) and each \( \vec{a} \in X_n \), the corresponding global state \( g \) of \( T \) simulating \( T' \) on seed \( \sigma(\vec{a}, i, n) \), is such that \( T^{t_0(n)}(g) \) is equal to \( u \) on domain \( A_n \) and with head state \( q \).

Second, we claim that for large enough \( n \) there must be some \( i \) and a prefix \( a_0, \ldots, a_{i-1} \in A_+ \) such that there are at least \( m + 1 \) choices of \( a_i \in A_+ \) such that \( a_0, \ldots, a_i \) can be completed into an element \( \vec{a} \in X_n \). Indeed, otherwise we would have \( |X| \leq m^n \) which would contradict the fact that \( |X| \in \Omega(m^n) \) for large enough \( n \) since \( m < m^+ \).
Now consider the set of global states that simulates the seeds \( \sigma(\vec{a}, i, a') \) where \( \vec{a} \in X_n \) are the \( m + 1 \) completed vectors from the common prefix \( a_0, \ldots, a_{i-1} \), and \( a' \in A_i \). They are identical on the blocks corresponding to the common prefix \( a_0, \ldots, a_{i-1} \) of the seed they simulate. As already said, these global states at step \( t_0(n) \) are also identical on domain \( A_n \) and have same head state. Moreover, on domain \( B_{i,n} \) and still at step \( t_0(n) \), they agree because of the common prefix \( a_0, \ldots, a_{i-1} \), except possibly on the lower-right corner where they can take at most \( m \) different values (see Figure 3 and discussion at the beginning of this section). We deduce that among the \( m + 1 \) choices for \( a_i \), at least 2 must correspond to global states that completely agree on \( B_{i,n} \). Denote by \( a' \) and \( c' \) these two choices and consider \( \vec{a} \) and \( \vec{c} \) to be the vectors completing the prefixes \( a_0, \ldots, a_{i-1}, a' \) and \( a_0, \ldots, a_{i-1}, c' \) respectively. The claim follows by choosing seeds \( \sigma(\vec{a}, i, a') \) and \( \sigma(\vec{c}, i, a') \).

The theorem follows from the claim by contradiction: as shown above, global states \( g_1 \) and \( g_2 \) force the same behavior of \( T \) starting from time \( t_0(n) \), but at the same time their orbits should not end up in the same block because they simulate seeds of \( T' \) that do not have the same answer to the final equality test.

We will now establish a strong separation between \( \text{TUR}_2(1) \) and \( \text{TUR}_2(2) \) even under liberal simulations. We first establish a lemma expressing bounds on information leakage between two regions separated by a 4-connected path. It is formulated using Kolmogorov complexity. Recall that the (plain) Kolmogorov complexity of a string \( u \in \{0,1\}^* \) is the length of the shortest program that outputs \( u \), more precisely the length of the shortest \( v \in \{0,1\}^* \) such that a suitable fixed universal Turing machine outputs \( u \) on input \( v \) (see [15]). For any \( X \subseteq \mathbb{Z}^2 \) and any (partial) configuration \( c \in Q^X \) of finite domain, we denote by \( K(c) \) its Kolmogorov complexity, which is the Kolmogorov complexity of the finite binary string \( u \) that encodes \( c \) as a list of pairs \((z,c(z))\) such that \( c(z) \not= \perp \) given in lexicographical order.

**Lemma 8.** Let \( C_0 \in \mathbb{N} \) be some constant and \( T \in \text{TUR}_2(1) \). Then there is another constant \( C \in \mathbb{N} \) with the following property. Consider any 4-connected path \( \rho \) of \( \mathbb{Z}^2 \) that divides \( \mathbb{Z}^2 \) in 2 or more connected components, and any finite global state \( s \in \mathcal{G}_T \) with head at position \((0,0)\), and whose domain \( D(s) \) lies entirely in one of the connected components defined by \( \rho \), denoted \( A_0 \). Suppose moreover that for some \( n \in \mathbb{N} \), the orbit from global state \( s \) to global state \((c,z,q) = F^n_T(s)\) is such that the head visits path \( \rho \) at most \( C_0 \) times. Then, the restriction of \( c \) to the complement of \( A_0 \) has ‘small’ Kolmogorov complexity: \( K(c|_{\mathbb{Z}^2 \setminus A_0}) \leq C \log(n) \).

Note that if the seed \( s \) has ‘large’ Kolmogorov complexity, for instance \( \Omega(n) \), then \( n \) steps are far from enough to transmit all the information about \( s \) to another connected component under the hypothesis of the lemma. The power of this lemma lies in the fact that constant \( C \) does not depend on the path \( \rho \) nor on the seed \( s \). In particular, one can choose \( \rho \) depending on \( s \) to apply the lemma. Turedos of radius 2 can overcome the limitation of Lemma 8 because they can transmit information over a path without writing on it. It turns out that this is enough to separate \( \text{TUR}_2(2) \) from \( \text{TUR}_2(1) \) even under liberal simulations.

**Theorem 9.** There is \( T_2 \in \text{TUR}_2(2) \) such that for any \( T_1 \in \text{TUR}_2(1) \): \( T_2 \not\leq T_1 \).

**Proof.** Let’s consider the turedo \( T_2 \in \text{TUR}_2(2) \) that behaves as follows on a seed made of a vertical word \( u \) of length \( n \) (see Figure 5):

- it copies \( u \) to the right by making zigzags and does this \( n \) times (it implements a unary counter initialized to the length of \( u \) while making copies);
- it then moves one cell to the right without making copies (and thus leaving an empty column above);
it then does again $n$ copies of $u$ by zigzag while moving to the right (note that the first copy can be done because $T$ has radius 2);

- at the end of the last copy it goes around the last bloc of $n$ copies by the north side until it encounters the empty column and then goes down into it until it is blocked.

Denote by $z_N$ and $z_S$ the northmost and southmost positions of the last sequence of $n$ south moves of the head (see Figure 5), and by $t_N$ and $t_S$ the respective time steps at which the head is at position $z_N$ and $z_S$. Note that $t_S$ is $O(n^2)$ and it is the final step of the orbit considered here.

Now suppose by contradiction that there is some $T_1 \in \text{TUR}_2(1)$ such that $T_2 \preceq T_1$. Denote by $k$ the time rescaling factor and $b$ the block size involved in this simulation. Let’s suppose that $n$ is large enough (to be given precisely later) and that $u$ has large Kolmogorov complexity, let’s say $\Omega(n)$. Consider a global initial state $s_1$ for $T_1$ from which starts a correct simulation of the run of $T_2$. When the simulation reaches step $kt_N$, the head of $T_1$ is inside bloc $b \otimes z_N$ and there must be a finite 4-connected path $p_1, \ldots, p_m$ of empty positions from this position to some position inside bloc $b \otimes z_S$ because $T_2$ has to simulate the state changes made by $T_1$ between steps $t_N$ and $t_S$ along the vertical segment of positions from $z_N$ to $z_S$. Let $\rho$ denote the infinite path that extends $p_1, \ldots, p_m$ infinitely to the north from $p_1$ and infinitely to the south from $p_m$.

We claim that there is a bound $C_0$ depending only on $T_1$, $b$ and $k$, but not on $n$ and neither on $u$, such that the run of $T_1$ starting from global state $s_1$ until time step $kt_N$ crosses at most $C_0$ times path $\rho$. First, by choice of $p_1, \ldots, p_m$, such crossings can only happen at positions of $\rho$ that are either at the north of $p_1$ or at the south of $p_m$. The simulation is liberal, so the head of $T_1$ has some freedom of move but it must always remain at a bounded distance from the block corresponding to the simulated head position of $T_2$ during intermediate steps, precisely: if the head of $T_2$ is at position $z$ at time step $t$, then the head of $T_1$ must be inside block $b \otimes z$ at time step $kt$ and therefore at distance at most $k$ of block $b \otimes z$ during time steps between $kt$ and $k(t + 1)$. A position is therefore potentially reachable by $T_1$ before time step $kt_N$ only if it is at distance at most $k$ from a block $b \otimes z$ such that position $z$ in the run of $T_2$ is visited before time step $t_N$. The key observation is that in the run of $T_2$, there are only finitely many positions that are visited before time $t_N$ and at distance less than $k$ from either $z_N$ or any position at the north of it, or from $z_S$ or any position at the south of it. From this we deduce that $\rho \setminus \{p_1, \ldots, p_m\}$ is crossed a bounded number of times $C_0$ by the head of $T_1$ before time step $kt_N$. The claim that $\rho$ is crossed at most $C_0$ times before time step $kt_N$ follows since $\{p_1, \ldots, p_m\}$ are by definition empty before this time step.

![Figure 5](image-url) Orbit of turedo $T_2$ starting from a seed $u$ of length $n$ (in red) with the head initially in the position shown in dark yellow. The last part of the orbit is shown in orange.
Finally, note that path $p_1, \ldots, p_m$ cannot move away more than distance $k$ from blocks $b \otimes z_N$ to $b \otimes z_S$, so if $n$ is large enough, the domain of $s_2$ is guaranteed to lie entirely inside the left connected component $A_0$ of $Z^2 \setminus \rho$. Similarly, the blocks containing the encoding of the rightmost copy of $u$ must lie entirely inside $Z^2 \setminus A_0$. In particular, the configuration $c$ of $T_1$ reached at step $kt_N$ must be such that $K(c|Z^2 \setminus A_0) \in \Omega(n)$ by choice of $u$. However, Lemma 8 applied at step $kt_N$ to $T_1$ and $\rho$ gives: $K(c|Z^2 \setminus A_0) \leq C \log(kt_S) \in O(\log(n))$ which is a contradiction for large enough $n$.

4 Universality Results

4.1 Radius 3 in 2D under Rigorous Simulations: the Heat Sink Trick

![Figure 6](image_url)

**Figure 6** Behavior, in one block, of the presented 2D radius 3 turedo $T_1 \in U_2^{Z^n}(1)$. The light blue rectangles represent the information to read of the neighboring cells. In this example, a letter of $A_1$ is encoded by 3 letters of $A_3$. We can see the 2 padding cells, the transition table (here of arbitrary small size for readability of the figure), the buffer of size 12 (to contain 4 letters of $A_1$ encoded), the padding, the letter of the block encoded by 3 letters of $A_3$ repeated 4 times each and again the the padding, the buffer, the table and the last 2 padding cells. The arrows represent the path followed by the turedo, entering the block in the bottom left of the figure. The blue part reads the content of the adjacent blocks, the grey one allows for turning, the orange one is where the computing takes place, the red one fetches the computed letters (and writes them on the faces that will not be visited again before exiting the block) and the green one finishes to write the letters and exits to the next block.

Theorem 6 shows that no turedo of radius 1 can be universal for $\text{TUR}_2(1)$ under rigorous simulations. We show that this is however possible with radius 3. In order to achieve universality, four key behaviors must be performed by our turedo at each simulation step. It needs to read all necessary information of neighboring blocks, compute the next simulation step, write the computed letter and exit the current block (entering the correct next one). Figure 6 illustrate those behaviors. To rigorously simulate a turedo of radius 1, it seems
natural to perform the 3 behaviors interacting with neighbors on the edge of the block, each on its layer, motivating a radius 3. But as we are dealing with universality, the so called necessary information is not only the letters of neighboring blocks but also the transition table defining the simulated turedo. Carrying this information has a direct impact on the width of the reading and writing layer, we propose an intertwined zigzag to merge the space occupied by those two, keeping the radius 3 and taking full advantage of it.

\textbf{Theorem 10.} $\mathcal{U}_2^n(1) \cap \text{TUR}_2(3) \neq \emptyset$.

\textbf{Proof.} We show that there is $T_3 \in \text{TUR}_2(3)$ such that for all $T_1 \in \text{TUR}_2(1)$: $T_1 \leq_R T_3$. Denote $T_3 = (A_3, Q_3, \delta_3)$. Let’s take $T_1 \in \text{TUR}_2(1)$ some 2D turedo, $T_1 = (A_1, Q_1, \delta_1)$, a configuration $c_1 \in A_1^{2n}$ and describe how $T_3$ simulates it with square blocks $R_{(n,n)}$ and $n = 0 \mod 4$. We first focus on the organization of transmittable information in a given block $B$, i.e. the transition table $\delta_1$ and the letter $a_1 \in A_1$ in this position in $c_1$. To be accessible to the neighboring blocks, this information is present on the outside edges of $B$, repeated on each edge such that $B(0,i) = B(i, n-1) = B(n-1, n-1-i) = B(n-1-i, 0)$. Considering a partial onto letter decoding map $\gamma : A_1^n \rightarrow A_1$ with $m \in \mathbb{N}$, the organization on one edge of $B$ is the following. The first two positions $B(0,0)$ and $B(0,1)$ are empty or irrelevant, then the next $3m|A_1|$ positions from $B(0,2)$ to $B(0,3m|A_1| + 1)$ are the encoding of the transition table with $\gamma$ (which we assume to be a multiple of 4 without loss of generality). Positions $B(0,3m|A_1| + 2)$ to $B(0, m(3|A_1| + 4) + 1)$ are reserved for a buffer in which 4 letters will be encoded (the ones contained in the 4 neighboring blocks). Then $m(3|A_1| + 4) + 2$ positions are empty or irrelevant, from $B(0, m(3|A_1| + 4) + 2)$ to $B(0, 2m(3|A_1| + 4) + 3)$, to allow the block to be spacious enough for the computation. Following that is written $u \in A_1^{4m}$ such that $u(i+k) = \gamma(c_1)(i)$ for all $0 \leq k < 4$ (the redundancy is present to ensure proper reading later). Then again, from $B(0, 2m(3|A_1| + 6) + 4)$ to $B(0, 3m(3|A_1| + 4) + 2m + 5)$ is some irrelevant padding followed by the $4m$ sized buffer, the $3m|A_1|$ sized transition table and 2 irrelevant position, finishing at $B(0, m(12|A_1| + 20) + 7)$. An illustration of this distribution is represented in figure 6.

Let’s now describe the behavior of $T_3$ in a block to achieve universality. As all necessary information to compute is contained in a $m(3|A_1| + 4)$ letters long word on $A_3$, we base our construction on two types of zigzags of this size: the square and the heat sink. A square gadget of even size $k$ is a back and forth $k/2$ times of a $k$ sized line during which the content of the original line is replicated on each four sides of the created square. This copy is possible thanks to the radius of $T_3$ being greater than 2. Its main use is to keep and spread information while cornering. A heat sink gadget is a zigzag with each back and forth being spaced by 2. The radius 3 of $T_3$ allows the heat sink to still copy information from the previous zag during a zig. Its purpose is to acquire and transmit data laterally while being intertwined with another heat sink. Both gadget and the simulation of a block are illustrated in figure 6 to illustrate the following explanation.

$T_3$ enters a block $B$ at position $B(0, 2)$ (or $B(2, n-1)$, $B(n, n-3)$, $B(n-3, 0)$ up to rotation), it first continues forward by 2 (until reaching $B(2, 2)$) then turns $90^\circ$ counterclockwise and starts a square gadget, initialized by the copy of the transition table and empty buffer available at distance 3. Those squares will be performed at each corners of the block with in between a heat sink which will both transmit the transition table already collected earlier and approach the outside edge of the neighboring block at distance 3, reading its information and filling the buffer. (The heat sink has access to only half of this information but it has been taken care of by the redundancy detailed earlier). Once the information of all four neighboring blocks collected, right after the last letter has been read, $T_3$ turns toward the center of the block, using the space left by the padding, performing one more square
gadget. With a big enough transition table and a well chosen encoding, computing the next transition of $T_1$ can be performed in a square the size of the buffer and transition table encoded. As the only way to leave the center of the block is now a path of width 1, $T_3$ must transmit its computation before rejoining the edge of the block. It does so with a zigzag that follows along the the inside of the reading heat sink. This information is then retrieved by the writing process, with a heat sink intertwined with the reading one. The writing process writes on the edge of the block on the faces before the exit one and at distance 1 after. When following a square gadget, it copies the transition table and writes an empty buffer (which is possible because the square not only corners but copies information on all its sides), when following a reading gadget, it creates a heat sink gadget of its own, fetching the computed information and writing it on the face of the block. Lastly, once all the writing has been done, $T_3$ finishes filling its block by going back to the exit edge, following the writing path which had been shifted to the inside by 1 to allow for this, copying everything from the reading path to effectively write it on the edge making it attainable and finally $T_3$ exits the block at distance 2 from the corner.

4.2 The Power of Third Dimension and Liberal Simulations

Having a third dimension available allows for a lot more freedom to simulate a turedo. Let us first focus on $\text{TUR}_3(1)$ and rigorous simulations. In dimension 2 we had to use the heat sink trick to gather all required information and we used a radius of 3 to accommodate for a reading, a writing and an exiting layer. The third dimension allows us to shrink the radius to 1 thanks to its crossing capabilities. The trick to achieve this is to have a marker to indicate if the neighboring block is empty or not, to prevent trying to read in spaces where the turedo will have to write later on.

Theorem 11. $\mathcal{U}_{\leq n}(1) \cap \text{TUR}_3(1) \neq \emptyset$.

Proof. We show that there is $T \in \text{TUR}_3(1)$, $T = (A, Q, \delta)$, such that for all $T' \in \text{TUR}_3(1)$: $T' \leq_R T$. Denote $T' = (A', Q', \delta')$. For a block $B$, the transmittable information is organized on the faces as follow. In the center of each faces, a marker is written, indicating that information is present. On the face of the block facing the next block (the exit face), added to the presence marker, is an empty cross of width 1 with only at its end a stop marker indicating the end the block. Surrounding it is a cross of width 3 in which is written the transition table and a buffer big enough to accommodate for the encoding of 6 letters of $A'$ and one state from $Q'$ (with the size of the transition table and the buffer plus 1 left before writing). On the face of the block facing other empty blocks, the same crossing pattern is used to only write the presence marker and the computed letter at distance 2 of the center of the face. See figure 7 for this organization on an example.

$T$ has the following behavior in a block, also illustrated in figure 7. First, $T$ performs a reading phase: entering a block by the middle of a face, it travels straight to the edge of the face until reading the stop marker. We assume $T$ entering by the middle of the face as it truly enters at distance one of the middle but this shift of one position in one direction can be remembered and corrected immediately after entering. This allows $T$ to turn and go back toward the center, reading the transition table and the buffer. All this information gathered, $T$ follows a fixed path composed of shrinking zigzags, staying in the planes formed by the 3D cross centered in the block (hence the peculiar way we place information, to reserve space for this path). Doing so, it reaches the center of each face while carrying the transition table and filling the transition buffer when a presence marker is read. As the order in which the faces are visited is fixed, $T$ can store in its head state which neighboring blocks are empty. This
Figure 7 One block of the presented 3D radius 1 turedo $T \in U_T^T(1)$. At this stage $T$ comes from the block above, the front and left blocks are also non-empty and the others are empty. $T$ will exit the block by entering the next block at its right. On the right is represented the disposition of information. The light blue cubes are information to read in adjacent blocks and the red ones are information written by $T$ in the considered block. In this example, a letter of $A'$ is encoded by 2 letters of $A$, the transition table is of arbitrary small size for readability and they are written in a cross on the faces of blocks. On the left is the behavior of $T$ in the same considered block, in blue is the reading phase (building also a skeleton), in orange the computation phase, in red the writing phase and in green the exit phase.

The combination of 3D and liberal simulations allows to shrink the radius of any turedo to 1. In this construction, the computation of simulated transitions is done internally in the simulating turedo's head. The challenging part however is in acquiring the states of distant neighbors. Thankfully the liberal nature of the simulation allows travel through empty blocks and the 3D enables crossing paths without intersection. Still, a rigorous organization is needed in order to prevent overlapping.

Theorem 12. For any radius $r$ and any $T_r \in TUR_3(r)$ there is $T_1 \in TUR_3(1)$ such that $T_r \leq T_1$.

Proof. Let $r \in \mathbb{N}_+$ and $T_r \in TUR_3(r)$, $T_r = (A_r, Q_r, \delta_r)$. We build $T_1 = (A_1, Q_1, \delta_1)$, with $Q_1$ big enough to encode in one state a position $z \in \mathbb{Z}^3$ modulo $2r$ of each dimension and the $|B_3(r)|$ neighboring letters. This allows for an instant computation of $\delta_1$ once all needed information is gathered. Let $b$ be the block size, the critical aspect of this simulation is for $T_1$ to visit all blocks $b \odot z'$ with $z' \in z + B_3(r)$ for each simulation step. Therefore we have to assign non intersecting exploration paths for all positions at distance less than $2r$. To achieve this, we define $C = \{0, \ldots, 8r^3 - 1\}$ a set of colors and we assign the...
color \( (z_1 \mod 2r) + 2r(z_2 \mod 2r) + 4r^2(z_3 \mod 2r) \) to the block \( b \otimes (z_1, z_2, z_3) \). By taking \( b = 8r^3l + 7 \) with \( l \in \mathbb{N}_+ \), in each block, for each color \( c \in \mathcal{C} \), we can reserve tubes of width \( l \) following the edges of a centered cube of edges of length \( lc + 1 \) and the direct extension of said edges to the face of the block (see figure 8b). This creates reserved spaces for each color consisting of centered nested cubes. Those cubes fill a space of \( 8r^3l \), we add 1 to have a proper center and 6 to have some padding near the faces of the blocks (we will discuss its necessity later). Note that \( l \) actually doesn’t need to be large, \( l = 10 \) is enough. On each face of the block \( b \otimes z \), the letter \( a \in A_r \subset A_1 \) is repeated in a cross pattern (see 8a).

\[
F_{T_1}(c_r, z_r, q_r) \text{ is simulated as follow. Assuming } T_1 \text{ knows the color } c \in \mathcal{C} \text{ of block } b \otimes z_r \text{ (which is possible as its position in all directions modulo } 2r \text{ is stored in its head state), we can define a reference starting position to explore the neighboring blocks by ordering the directions of } B_3(1). \text{ Moreover, this ordering allows to decide a depth-first exploration of the blocks } b \otimes z' \text{ with } z' \in B_3(r) \text{ passing through each block at most seven times. Once the exploration done, back in block } b \otimes z, \text{ the head of } T_1 \text{ contains all necessary information to compute } \delta_r \text{ and all that remains to do is to write the computed letter in a cross pattern on the faces of the block. This is possible following a eulerian path, crossing only on the center of the faces, hence the padding of 2 defined earlier. The 1 padding left is for } T_1 \text{ to align itself with its next color (which is possible since it knows its current color and has computed to in which block to go next).}
\]

By combining Theorem 11 and Theorem 12, we get the existence of an intrinsically universal 3D turedo for liberal simulations as expressed in the following corollary.

▶ Corollary 13. \( U^L_3 \cap TUR_3 \neq \emptyset \).

5 Discussion

The problem tackled in this work depends on three parameters (radius, dimension, simulation). Our results give a rather clear picture of the simulation hierarchies in 3D, but we left several open question in the 2D case, in particular: is there a turedo in \( TUR_2(2) \) which is universal for \( TUR_2(1) \) under rigorous simulations? what if we allow liberal simulations? Actually even Theorem 6 raises questions: the simulation impossibility makes a crucial use of non-connected seeds, does this impossibility remain if we just look at simulations of orbits starting from connected seeds?
In this work we chose the square lattice in 2D (to simplify and as we also consider the 3D case) whereas oritatami are mostly considered on the hexagonal lattice. We don’t expect any significant difference on the simulation hierarchy result by changing from square to hexagonal lattice on a given model (either turedos or oritatami). However, it is not clear that the delay hierarchy for oritatami behaves like the radius hierarchy for turedos. In particular, we don’t know if an analog of Theorem 10 holds for oritatami. The key difference between a large radius turedo and a large delay oritatami is that the turedo can gather information locally across obstacles, while the oritatami can only probe information around that can be reached by a path of empty positions (because it can only probe by trying to position a small strand of beads).

We end this paper by suggesting the following two directions in order to better understand the gap between turedos and oritatami systems: what if we restrict turedos to ‘see’ only neighboring positions that can be reached through a path of r empty positions? and what if we enrich oritatami systems by a more general ‘magnetic’ attraction law between beads where pairs of distant beads can still contribute to the total amount of attraction that the free strand at the end of the molecule is trying to maximize (let’s say by a quadratic decrease with distance up to some radius)?
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Proof. We prove the result for $d = 2$, the argument can be generalized to higher dimension straightforwardly (by completing 2D configurations by $\perp$ everywhere else).

For the first item, simply consider a turedo $T_{r+1} \in \text{TUR}_2(r+1)$ that has the following behavior when the head in position $(0,0)$ has only $\perp$ letters at the north and at the south of its current position: read the letters at positions $(r+1,0)$ and $(0,r+1)$ and move to the north is they are equal and to the south otherwise. Consider any turedo $T_r \in \text{TUR}_2(r)$ and any block size $b \in b_r^2$. To simulate $T_{r+1}$ fuzzlessly, $T_r$ has to move either to block $b \otimes (0,1)$ or block $b \otimes (0,-1)$ depending on blocks $b \otimes (r+1,0)$ and $b \otimes (0,r+1)$ without entering into any other neighboring block: this is impossible, because with radius $r$ turedo $T_r$ can’t have any information about either $b \otimes (r+1,0)$ or $b \otimes (0,r+1)$ before making a decisive move (by entering inside either $b \otimes (0,1)$ or $b \otimes (0,-1)$) so it will fail to correctly simulate the orbit of at least one seed.
The second item can be proved similarly, using a pumping trick on the alphabet: for any fixed $T_r \in \text{TUR}_2(r)$ with alphabet of cardinal $k$, choose $T_2 \in \text{TUR}_2(2)$ with an alphabet strictly larger than $k^r$ so that at least one dimension of the block size $b$ of any potential simulation of $T_2$ by $T_r$ has to be at least $r + 1$ (otherwise there is simply no way to code all letters of $T_2$ on different blocks of size $b$). Then, choosing $T_2$ to have the same behavior as $T_{r+1}$ above, we get the same contradiction: there is a direction of $b$, let’s say the vertical one, which overwhelms the radius $r$ of $T_r$ so $T_r$ won’t be able to read the content of block $b \otimes (0, 2)$ before making a decisive move and will therefore fail to correctly simulate at least one orbit.

\[\Box\]

## B Proof of Lemma 8

**Proof.** We show that $c_{\mathbb{Z}^2 \setminus A_0}$ can be computed from the following description $D$:

- the finite list of positions on $\rho$ that are visited by the head during the $n$ first steps of the run starting from $s$;
- the list of events corresponding to each such position $z$ given as a triple: time at which the head leaves position $z$, letter written at that step, and move made by the head at that step.

This description is of size $O(\log(n))$ because both positions $z$ and time steps occurring in the above lists are bounded by $n$ by definition (recall that the head is initially at $(0, 0)$).

Because $T$ is of radius 1 and $\rho$ is 4-connected, each time the head of the turedo is neither in $A_0$ nor on $\rho$, the local transition does not depend on the current configuration on domain $A_0$. A Turing machine can therefore compute $c_{\mathbb{Z}^2 \setminus A_0}$ from this description by maintaining the following partial information step by step:

- the current configuration restricted to domain $\mathbb{Z}^2 \setminus A_0$,
- the partial information on the head position $z$: the exact position if $z \not\in A_0$ or the state “undefined” else.

This information is straightforward at the initial step since $D(s) \subseteq A_0$ so the head is in $A_0$ and the configuration is $\bot$ everywhere outside $A_0$. The partial information at step $n$ is enough to give $c_{\mathbb{Z}^2 \setminus A_0}$ and it is updated from one step $i$ to the next $i+$ as follows:

- if the partial information on the head at step $i$ is undefined and time step $i + 2$ does not appear in the lists of $D$, then don’t change the partial information (the head is in $A_0$ and won’t move to $\rho$ at step $i + 1$);
- if the head information is undefined but step $i + 2$ appears in $D$, then updates the head position to the position on $\rho$ that corresponds to the item stamped by time steps $i + 2$ in $D$;
- if the head position is on $\rho$ then some item in the list of $D$ must be stamped by time step $i + 1$ and gives all the information to update both the head position and the configuration on $\rho$;
- finally if the head position is neither in $A_0$ nor on $\rho$, then the knowledge of the current configuration restricted to domain $\mathbb{Z}^2 \setminus A_0$ is enough to update the partial information (position and partial configuration).
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Bournez, Fraigniaud, and Koegler [6] defined a number in [0,1] as computable by their Large-Population Protocol (LPP) model, if the proportion of agents in a set of marked states converges to said number over time as the population grows to infinity. The notion, however, restricts the ordinary differential equations (ODEs) associated with an LPP to have only finitely many equilibria. This restriction places an intrinsic limitation on the model. As a result, a number is computable by an LPP if and only if it is algebraic, namely, not a single transcendental number can be computed under this notion.

In this paper, we lift the finitary requirement on equilibria. That is, we consider systems with a continuum of equilibria. We show that essentially all numbers in [0,1] that are computable by bounded general-purpose analog computers (GPACs) or chemical reaction networks (CRNs) can also be computed by LPPs under this new definition. This implies a rich series of numbers (e.g., the reciprocal of Euler’s constant, π/4, Euler’s γ, Catalan’s constant, and Dottie number) are all computable by LPPs. Our proof is constructive: We develop an algorithm that transfers bounded GPACs/CRNs into LPPs. Our algorithm also fixes a gap in Bournez et al.’s construction of LPPs designed to compute any arbitrary algebraic number in [0,1].
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1 Introduction

1.1 GPAC/CRN Computable Number

The computation of real numbers provides a theoretical benchmark for an abstract model’s computational power. In 1936, Turing [32] considered computable numbers while researching a discrete model now known as the Turing machine. Then, Shannon [30] introduced the general-purpose analog computer (GPAC) to the world. The GPAC is a mathematical abstraction of Bush’s differential analyzer. Bush [8] developed this machine to obtain numerical solutions of ordinary differential equations (ODEs). After much revision [29, 27, 18, 17], we can now characterize GPACs by polynomial initial value problems (PIVPs):
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\begin{equation}
\begin{aligned}
x' &= p(x(t)) \\
x(0) &= x_0, \\
t &\in \mathbb{R}
\end{aligned}
\end{equation}

where \( p \) is a vector of multivariate polynomials, \( x \) is a vector of variables, and \( x_0 \) is its initial value. Bournez et al. [7] have shown that GPACs are provably equivalent to Turing machines in terms of computability and complexity. Chemical reaction networks (CRNs), as a restricted form of GPACs, are widely used in molecular programming applications. The deterministic semantic of CRNs usually assumes well-mixed solutions and mass-action kinetics. CRN dynamics can be modeled by polynomial systems with extra constraints [21] (see the preliminary section for more details). Although the constraints could seemingly weaken the computational power of CRNs, they are able to simulate GPACs. Hence, the CRN model is also Turing complete [13]. The key idea is to encode every variable \( x \) (possibly having negative values) in a GPAC by the difference between a pair of positive variables \( x^+ \) and \( x^- \) in the copycat CRN. That is, \( x(t) = x^+(t) - x^-(t) \) for all \( t \geq 0 \).

A straightforward idea to “compute” a number \( \alpha \) by a GPAC/CRN is to designate a variable \( x \) such that \( x(t) \to \alpha \) as \( t \to \infty \). Further down this line, Huang et al. defined the class of real-time computable real numbers by chemical reaction networks [24], wherein the real-time computability notion essentially requires \( x(t) \) to converge exponentially fast to \( \alpha \). Huang et al. then demonstrate that GPACs and CRNs compute the same class of real numbers in real-time [23]. Notably, famous transcendental numbers like \( e \) and \( \pi \) are among this class. Later, Huang [22] added Euler’s \( \gamma \) and Dottie number (the unique real root of the equation \( \cos(x) = x \)) to the list. Note that in order to get a meaningful measure of time, in Huang et al.’s work, all variables in ODEs associated with GPACs or CRNs are bounded. Hence, the notion of time aligns with the time parameter \( t \) of the ODEs since no more than a linear speedup is allowed. This notion prevents the so-called Zeno phenomena [19] caused by inordinate speedup. Another, perhaps equivalent, metric is the arc length of \( x(t) \). A complexity theory [7] of analog computation can then be built upon this metric.

Also, note that the notion Huang et al. used has a descriptive nature: the initial values are all zero, and rate constants are integrals (rationals). Hence, one can only encode a finite amount of information in the initial value and rate constant. In this sense, a system that computes a number \( \alpha \) also gives a finite description of \( \alpha \). This idea will prove crucial for later discussions.

### 1.2 Large Population Protocols

Population protocols (PPs) [2] can be treated as special CRNs with two inputs, two outputs, and a unit rate constant per reaction. Observe that population protocols conserve the population since interactions do not change agent counts. This property imposes a vital constraint on the population: the sum of all agents remains constant. After normalization, we can say that this sum is one without loss of generality.

Classical PPs are concerned with computing predicates over their input configuration in a discrete, stochastic setting. Therefore, computing real numbers does not make sense under this setting. In a series of papers [3, 5, 6], Bournez et al. developed a setting they termed a Large-Population Protocol (LPP). LPPs are a new analytical setting rather than a new computational model. They are still population protocols, but their behaviors are analyzed as the population grows to infinity. Bournez et al. aimed for asymptotic results independent of the initial configuration. Our approach departs from theirs in that dependence on initial
values is considered. Note that we should approach with caution when defining what is meant by “initial configuration” since LPPs need to talk about different population sizes along the way.

The LPP setting provides a playground for computing real numbers by population protocols: a number \( \nu \in [0,1] \) is said to be computable by an LPP if the proportion of agents in a set of marked states converges to \( \nu \) over time as the population grows to infinity. An additional requirement is that the ODE induced by the balance equation of the LPP must have finitely many equilibria. This condition enforces (exponential) stability and detaches the dependence on initial values.

Bournez et al. specifically asked\cite{6} “... is it possible to compute solutions of trigonometric equations? E.g., can we design a protocol insuring that, asymptotically, a ratio \( \pi/4 \) of the nodes are in some prescribed state?” Their answer is negative. They proved that, under their definition, LPPs compute exactly the algebraic numbers in \([0,1]\). Closely related is a result by Fletcher et al.\cite{15}, where a class of numbers, called Lyapunov numbers, are found to be the set of algebraic numbers. It is not a coincidence: both works involve ODEs with either finitely many or isolated equilibria. Hence, Tarski’s quantifier elimination over real closed fields can be performed. Alternatively, one can find more modern elimination algorithms involving Gröbner bases in standard algebraic geometry texts\cite{10, 31}.

Why is there a gap between LPPs (cannot compute transcendentals) and GPAC/CRN (can compute \( e \) and \( \pi \))? The following example helps explore the question.

**Motivating Example.** Let \( F(t) = \frac{1}{2}e^{-t-1}, \ E(t) = \frac{1}{2}e^{-t}, \) and \( G(t) \) be a function such that its derivative “cancels” with \( E \) and \( F \)’s derivative. We have the first-order system and the corresponding chemical reaction network:

\[
\begin{align*}
\text{ODE:} & \quad \begin{cases} 
F' = -2FE \\
E' = -E \\
G' = 2FE + E
\end{cases} \\
\text{CRN/PP:} & \quad \begin{cases} 
F + E \xrightarrow{2} G + E \\
E \rightarrow G.
\end{cases}
\end{align*}
\]

It is evident that with initial values \( F(0) = \frac{1}{2}, \ E(0) = \frac{1}{2}, \) and \( G(0) = 0 \), the solution of \( F(t) \to \frac{1}{2}e^{-1} \) as \( t \to \infty \). Correspondingly, in the LPP setting, if we let \( F(0) = \lfloor \frac{N}{2} \rfloor, \ E(0) = \lfloor \frac{N}{2} \rfloor, \) and \( G(0) = 0 \) for a population of size \( N \), we can observe from the experimental results in Figure 1 that the proportion of \( F \) gets very close to \( \frac{1}{2}e^{-1} \) when \( N \) becomes larger. In fact, the so-called Kurtz’s Theorem\cite{26}, which says ODE solution \( F(t) \) equals the proportion random variable \( F^{(N)}(t)/N \) almost surely when \( N \) goes to infinity, guarantees the limit is \( \frac{1}{2}e^{-1} \). Although the CRN in the above example is not technically a PP, we can translate it into a probabilistic PP (Construction 1, see also\cite{11}, Theorem 1). We maintain the protocol in the current form for simplicity.

So the above LPP can “compute” \( \frac{1}{2}e^{-1} \), a transcendental number! Is it a counter-example to Bournez et al.’s algebraic result? Not really. Since the system of ODEs in the example has the whole \( F-G \) plane (with \( E = 0 \)) as equilibria, the system has a continuum of equilibria. Note that the key reason GPACs/CRNs in\cite{23} can compute transcendentals is that they are systems with a continuum of equilibria.

### 1.3 Computing with a Continuum of Equilibria

The Motivating Example invites us to **extend** the notion of LPP-computable numbers: We can drop the finitary requirement on equilibria and therefore include systems with a continuum of equilibria. The seminal work\cite{4} by Sanjay and Bernstein provides an in-depth study of this type of system.
Figure 1 We use the ppsim Python package [11] to simulate our motivating example (transformed into a probabilistic PP). This figure demonstrates that the transcendental number $\frac{1}{2} e^{-1}$ can be traced by the proportion of a species as the population size grows.

The move has several consequences. An immediate one is that computation now depends on initial values: since the equilibria “stick together”, we need the initial values to determine which equilibrium the system converges to. Another one is stability: we lose asymptotic stability. As pointed out in [4], “… Since every neighborhood of a non-isolated equilibrium contains another equilibrium, a non-isolated equilibrium cannot be asymptotically stable. Thus asymptotic stability is not the appropriate notion of stability for systems having a continuum of equilibria.” However, it is inaccurate to immediately conclude that such systems must be fragile and sensitive to perturbations. Indeed, Sanjay and Bernstein investigated semistability, a more appropriate notion of stability for these systems.

We now state our new finding under the extended notion of LPP-computable numbers.

Main Theorem. LPPs compute the same set of numbers in [0,1] as GPACs and CRNs.

Our proof is constructive: We give an explicit algorithm to translate a bounded GPAC or CRN into an LPP. A critical step is the construction of a cubic form (homogeneously degree 3 polynomial) system that conserves the population. Then, we transform the system from the cubic form into the quadratic form. Finally, the system can be rewritten as a probabilistic population protocol.

The key feature of our construction is that we always guarantee the system is either CRN-implementable or PP-implementable. Bournez et al. constructed a system in [6] that claimed to compute any algebraic number. While their system is a GPAC, it is not a PP in general. As a by-product, our construction fixes this flaw.

Related work

Besides Bournez et al.’s work [6, 3, 5], Gupta, Nagda, and Devaraj [20] develop a framework for translating a subclass of differential equation systems into practical protocols for distributed systems (stochastic CRNs in most cases and, in some examples, population protocols). They also restated Kurtz’s theorem and considered a large-population setting. The subclasses they considered are complete and completely partitionable, which means the derivatives of the system sum to zero, and any term (monomial) $T$ occurs as a pair $\{+T, -T\}$ in the system, a very nice property to have. Doty and Severson [11] provided an algorithm to translate CRNs that consist solely of unimolecular ($X \rightarrow Y$) and bimolecular reactions ($X + Y \rightarrow Z + W$) to PPs. Those reactions correspond to an ODE system’s linear terms (e.g., $x$) and quadratic terms (e.g., $xy$). Their assumption, however, restricts the application of their algorithm from
more general GPACs. Firstly, the CRNs they considered preserve populations. *Constant terms* in GPACs, which correspond to reactions like $\emptyset \rightarrow X$, change the population. Another consideration is the treatment of square terms. Some quadratic systems cannot be directly written as a CRN with bimolecular reactions (i.e. if positive square terms like $x^2$ occur in $x'$). Later in this paper, we will discuss how the deep entanglement of the two (constant terms and squared terms) makes translating a general GPAC into a PP very difficult.

Our construction does not make any assumptions in the above work on GPACs, except that all variables are bounded.

The rest of this paper is organized as follows. Section 2 discusses preliminaries as well as some notations and conventions necessary to present our main result; Section 3 includes the main theorem, a four-stage constructive proof, and a few immediate corollaries. Section 4 provides some concluding remarks and discussion on future directions.

## 2 Preliminaries

We review some key definitions and basic facts in this section.

### 2.1 GPACs, CRNs, Population Protocols, and Their ODE Characterization

We have discussed that GPACs can be characterized by polynomial initial value problems (PIVPs) in the previous section. To align with the ODE descriptions of GPACs, we will use the ODE characterization of CRNs and PPs throughout this paper. This choice clarifies the discussion of our construction and proof in the coming sections.

We start with a few notations and conventions in this paper.

▶ **Notation (Variable Vector).** We use the notation $x(t) = (x_1(t), x_2(t), \cdots, x_n(t))$ to denote a vector of variables in (usually the solution of) an ODE system, where $n \in \mathbb{N}$ is the vector’s dimension and the parameter $t$ is regarded as “time” in the system. The first component $x_1$ is usually designated for tracing the number we wish to compute.

A typical definition of a CRN or PP specifies a pair $(S, R)$, with $S$ being the set of species or states and $R$ being the set of reactions or interactions between states. In general, a reaction for an abstract CRN looks like $X + Y \xrightarrow{k} X + W + Z$, where $k$ is the reaction constant. There is no restriction on the number of reactants (input) or products (output). Reactions in population protocols, however, are strictly limited to those with two inputs and two outputs: $X + Y \rightarrow W + Z$.

The so-called *deterministic mass-action* semantic of a CRN defines a polynomial differential system, which governs the CRN’s dynamics. One can find descriptions of this semantic in many works of literature (e.g., [23]). We will use these polynomial differential systems directly throughout the paper.

▶ **Convention.** We manipulate our use of the variable vector: when the context is clear, we simply say $(x, x')$, or $x$ itself is a GPAC (CRN, PP), without specifying the associated polynomial differential system $x'(t) = (x_1'(t), \cdots, x_n'(t))$. If we don’t specify the initial values that means we assume them to be zero. We would assume the correspondence between a variable $x$ and the species $X$ that it describes. In some cases, we will call a variable $x$ a species and $x = (x_1, x_2, \cdots, x_n)$ a set of species.

Now, we introduce notation and terminology for polynomials.
Notation (Positive Polynomials). We denote $P^+ \subset \mathbb{Q}[x] = \mathbb{Q}[x_1, \ldots, x_n]$ the set of multivariable polynomials with positive (rational) coefficients for each monomial (terms). For instance, $x_1x_2 + x_3 + 1 \in P^+$, while $x_1x_2 - x_3 + 1 \notin P^+$.

Notation (Variable Occurrence in a Polynomial or Monomial). Let $p$ be a polynomial (or monomial) and $x$ be a variable, we use the convenient notation $x \in p$ to express $x$ occurs in $p$.

Homogeneous polynomials play a fundamental role in our construction. We call them forms for short.

Terminology (Forms). In mathematics, “form” is another name for homogeneous polynomials. A quadratic form is a homogeneous polynomial of degree two, for example, $4x^2 + 2xy - 3y^2$; a cubic form is a homogeneous polynomial of degree three, for example, $x^3 + 3x^2y + 3xy^2 + y^3$.

Terminology (Conservative Systems). A conservative system has a (non-trivial) quantity that is constant along each solution. In this paper, we call a system that maintains constant total mass, i.e., a system $x = (x_1, x_2, \ldots, x_n)$ that satisfies

$$\sum_{i=1}^{n} x'_i = 0,$$

a conservative system.

We say a function $f(t)$ is implementable (generable) by a GPAC (CRN, LPP) if there exist a GPAC (CRN, LPP) and a variable (species, state) $x$ in it, such that $f(t) = x(t)$ for all $t$. We choose the word implementable over generable (as in [18]) to reflect the idea that we program a GPAC (CRN, LPP) to implement a function.

Definition 1 (GPAC-implementable Functions [18]. See also Definition 3 in [13].). A function $f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}$ is GPAC-implementable if it is the first component i.e. $x_1$, of the $x(t) = (x_1, x_2, \ldots, x_n)$ solution for the following differential equation:

$$\begin{cases} x' = p(x(t)) \\ x(0) = x_0 \end{cases}, \quad t \in \mathbb{R}$$

where $p$ is a vector of multivariate polynomials and $x$ is a variable vector with $x_0$ as its initial value.

Note that if a variable $x$ has initial value $a$, we can introduce a new variable $y = x - a$ to make $y(0) = 0$. Therefore, without loss of generality, we often assume $x(0) = 0$ in this paper.

Theorem 2 (CRN-implementable Functions [21], Theorem 3.1 and 3.2). A function is CRN-implementable if and only if it is GPAC-implementable with further restriction such that the derivative of each component $x_i$ in its variable vector $x = (x_1, x_2, \ldots, x_n)$ is of the form

$$x'_i = p - qx_i, \quad \text{where } p, q \in P^+.$$

The restriction is rooted in reaction modeling: a negative term in $x'$ means to destroy some molecular $x$ at some rate. However, a reaction cannot destroy a non-reactant, so $x$ must appear as a reactant in the reaction. Such restriction extends to Population Protocols together with some extra constraints.
Corollary 3 (PP-implementable Functions). A function is PP-implementable, if and only if

i. it is CRN-implementable, i.e., there is a CRN \((x,x')\) computing it.

ii. for all \(x_i\) in \(x = (x_1, x_2, \ldots, x_n)\), \(x_i'\) does not possess a positive \(x_i^2\) term.

iii. \(x'\) is a quadratic form system, and

iv. \(x'\) is conservative.

Proof. For the “only if” direction, all conditions other than condition (ii) are clear. To see that \(x_i'\) can not have an \(x_i^2\), we consider two \(X_i\)'s on the left-hand side of a reaction. The reaction can not increase the amount of \(X_i\), since that would require at least \(k+1\) \(X_i\)'s as products on the right-hand side. As a result, a positive \(x_i^2\) term can not occur in \(x_i\). See Theorem 16 for the “if” direction of the proof.

In this paper, we will also call a CRN containing only unimolecular reactions of the form \(X \rightarrow Y\) a unimolecular population protocol (UPP). Similarly, a CRN containing only termolecular reactions of the form \(X + Y + Z \rightarrow U + V + W\) is called a termolecular population protocol (TPP). In general, a \(k\)-PP is a CRN that contains only reactions of the form \(X_1 + \cdots + X_k \rightarrow Y_1 + \cdots + Y_k\). Generally, we have the following characterization.

Corollary 4 (\(k\)-PP-implementable Functions). A function is \(k\)-PP-implementable, if and only if

i. it is CRN-implementable, i.e., there is a CRN \((x,x')\) computing it.

ii. for all \(x_i\) in \(x, x_i'\) does not possess a positive \(x_i^k\) term.

iii. \(x'\) is homogeneously degree \(k\), and

iv. \(x'\) is conservative.

From above, we see that turning a GPAC into a PP means having to dance with more and more chains. We must carefully appease all restrictions, which makes the translation process difficult.

We first revisit some useful concepts regarding PPs.

2.2 Probabilistic Large-Population Protocols

Definition 5 (Balance Equations [6]). Let \((Q,R)\) be a large-population protocol, where \(Q\) is the state (species, variables) set and \(R\) is a set of reaction rules, each with two reactants and two products. The balance equation of a deterministic LPP is a function \(b: \mathbb{R}^{|Q|} \rightarrow \mathbb{R}^{|Q|}\) such that

\[
b(x) = \sum_{(q_1,q_2) \in Q^2} \left( x_{q_1} x_{q_2} (-e_{q_1} - e_{q_2} + \sum_{(q_3,q_4) \in Q^2} \delta_{q_1,q_2,q_3,q_4} (e_{q_3} + e_{q_4})) \right)
\]

where \(\delta_{q_1,q_2,q_3,q_4} = 1\) if \((q_1,q_2) \rightarrow (q_3,q_4)\), and 0 otherwise; \((e_q)_{q \in Q}\) is the canonical base of \(\mathbb{R}^{|Q|}\) and \(x_{q_i}\) is the proportion of the population in state \(q_i\).

The balance equation is a description of the system’s dynamics. Intuitively, it says whenever \(q_1\) and \(q_2\) bump into each other, if there is a reaction \((q_1,q_2) \rightarrow (q_3,q_4)\) in the PP, then the pair \((q_1,q_2)\) turns into \((q_3,q_4)\); otherwise, we interpret \((q_1,q_2)\) as a null reaction and the agents remain unchanged. We adopt an asymmetric interpretation of reactions in PPs throughout the paper. That is, the ordered pairs \((q_i,q_j)\) and \((q_j,q_i)\), when used as reactants, do not necessarily result in the same products. The assumption is not essential: the choice is to align with the existing literature (e.g., [6]) for convenience.

The above balance equation is for deterministic PPs, where \(\delta_{q_1,q_2,q_3,q_4}\) is either 0 or 1. It is more convenient to use probabilistic transition rules in many scenarios. We introduce probabilistic LPPs (PLPPs).
Definition 6 (Probabilistic LPP (PLPP) [6]). A PLPP is an LPP with transition rules in the form

\[ q_i, q_j \rightarrow \alpha_{i,j,k,l} q_k q_l \]

and for every \((q_i, q_j) \in Q^2\), we have

= for every \((q_k, q_l) \in Q^2\), \(\alpha_{i,j,k,l} \in Q\) and \(\alpha_{i,j,k,l} > 0\), and

= \(\sum_{(q_k, q_l)} \alpha_{i,j,k,l} = 1\).

The balance equation remains mostly the same as Equation (4). To simplify the notations, we often take \(Q = [n] = \{1, 2, \ldots, n\}\) and will still use \(q_i\) or use terms like “state \(i\)” when referring to a state.

\[ b(x) = \sum_{(i,j) \in [n]^2} \left( x_i x_j ( -e_i - e_j + \sum_{(k,l) \in [n]^2} \alpha_{i,j,k,l}(e_k + e_l)) \right) \]  

(5)

The ODE associated with a PLPP can be written as

\[ \frac{dx}{dt} = b(x), \]  

(6)

where \(x = (x_1(t), \ldots, x_n(t)) \in \mathbb{R}^n\) is a variable vector and its \(i\)-th component, \(x_i\), tracks the proportion of the total population in state \(i\) over time \(t\). We will often call \(x = (x_1, x_2, \ldots, x_n)\) or \(x\) an LPP (PLPP).

A simple observation results directly from the definition of LPP or PLPP.

Observation 7 (“The one trick”). Let \(x = (x_1, x_2, \ldots, x_n)\) be an LPP or PLPP, then \(\sum_{i \in [n]} x_i = 1\).

Although obvious, the above is the single most important observation in this paper. Many constructions and proofs rely on it. This observation is frequently used to re-write the constant term in an ODE. We will rewrite a constant \(c\) in either of the following ways, depending on our needs:

- \(c = c \cdot 1 = c(x_1 + \cdots + x_n)\), or
- \(c = c \cdot 1 \cdot 1 = c(x_1 + \cdots + x_n)(x_1 + \cdots + x_n)\).

Observation 8. The \(r\)-th component of Equation (6) has the form

\[ \frac{dx_r}{dt} = f(x) - 2x_r, \]  

(7)

where \(f(x)\) is a quadratic form in \(\mathbb{P}^+\).

An intuitive way to think about equation 7:

= The term \(-2x_r\) represents all reactions that consume \(x_r\). A complete set of rules for a PP must include all combinations of pairs \((x_r,x_k)\), or \((x_k,x_r)\), where \(k\) iterates through all \([n]\). These combinations sum to \(-2x_r\).

= The \(f(x)\) represents all reactions that produce \(x_r\). This observation is critical in the constructive proof of our main theorem.

We now give a formal definition of LPP-computable numbers.
2.3 Large-Population Protocol Computable Numbers: Revisited

We extend the definition from [6]. Note that the definition also applies to large-population unimolecular protocols (LPUPs).

Definition 9. A real number \( \nu \) is said to be computable by an LPP (PLPP, LPUP) if there exists an LPP (PLPP, LPUP) such that \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t)) \in [0,1]^n \) and

\[
\lim_{t \to \infty} \sum_{i \in M} x_i(t) = \nu,
\]

where \( M \subseteq \{1, \ldots, n\} \) represents the subset of states marked in \( x \). Moreover, all the states \( x_i \) must be initialized to some positive rational \( r_i \in \mathbb{Q} \cap [0,1] \), in the sense that \( \lim_{N \to \infty} x_i^{(N)}(0) = r_i \), when \( x_i^{(N)}(0) \) is the initial fraction of state \( i \) at the stage when the population is \( N \).

A major change is our removal of the finitary requirement on equilibria. A note originally in [6] discusses the rationale for the requirement of finitely many equilibria. This assumption is needed to “avoid pathological cases, in particular the case of idle systems \( q \to q' \) for all \( q \) and \( q' \). Indeed, in idle systems, all initial states are equilibria, and such a system would compute any real of \([0,1]\), depending on the initial configuration.”

This pathological behavior could occur, if one is allowed to initialize the system with any real numbers. However, we can prevent this case by restricting the initial configuration to rational numbers. Also note that by forcing the initial counts of a species \( X \) to be a fraction of the total population \( N \), we exclude those systems (e.g.,[12, 1]) that crucially depend on small counts in a very large population. These systems are not modeled correctly by ODEs. For instance, one can not initialize \( X \) to have 100 molecules. Any state initialized to a constant amount will be a fraction that approaches zero, as \( N \) grows to infinity. In our definition, such \( X \) will be initialized to have zero molecules for a fixed \( N \).

Remark. It is worth noting the above setup satisfies the assumptions of Kurtz’s Theorem [26]. Therefore, the long-term behavior of an LPP is governed by an ODE, which is induced by its balance equation. As a result, in this paper, we often blur the boundary between the continuous semantics (by ODE) and stochastic semantics when discussing limiting behavior. See Section 4 for initial discussion on further investigation on the two semantics.

For the rest of the paper, whenever we mention LPP computable number, we mean the extended notion defined above, unless specified otherwise.

2.4 Basic Results

2.4.1 Large-Population UPPs Compute Only Rationals

As a toy case study, we investigate the class of numbers computable by large-population unimolecular protocols (LPUP). We find that unimolecular protocols have limited power.

Lemma 10. A number is LPUP-computable if and only it is rational.

Proof. Suppose \( \nu = \frac{p}{q} \in [0,1] \) is a rational number. Lemma 3 of Bournez et al. [6] constructs an LPP with \( q \) states such that each state converges to \( \frac{1}{q} \) for an exponentially stable equilibrium. We modify their construction to obtain a unimolecular LPP. Let \( X = \{X_1, \ldots, X_q\} \) be the state set and the transitions be of the form \( X_i \to X_{(i \mod q)+1} \) (see Figure 2 for a
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visualization). Then each state will converge to \( \frac{1}{2} \). To compute \( \nu \), mark states \( X_1, \ldots, X_p \). Thus, there exists a deterministic unimolecular LPP that computes \( \nu \). (Alternatively, one could initialize an idle system with the desired rationals, since now the extended notion of LPP-computable number allows a continuum of equilibria and rational initial values.)

Suppose a deterministic unimolecular protocol \( \mathcal{P} \) computes some number \( \nu \in [0, 1] \). Then there is a graph \( G \) corresponding to the reactions of \( \mathcal{P} \) such that nodes are states and directed edges are transitions. The deterministic nature ensures that self-loops exist only if a node is isolated from all other nodes. Since each node has the outdegree 1, \( G \) is a functional graph. Functional graphs are a set composed of rooted trees attached to a cycle ([14], page 129; or see Figure 3 for an example). Traversing the graph from any starting point will eventually lead to being stuck in a cycle. The proportion of mass that flows into a cycle will become uniformly distributed among the cycle’s finite number of nodes, computing a rational number. Thus, deterministic unimolecular protocols compute rational numbers. ▶

Note that the above lemma can be extended to probabilistic unimolecular protocols, but we omit this work for the sake of simplicity.

Figure 2 Visualization of transitions in a unimolecular protocol.

Figure 3 Example of a Functional Graph.

2.4.2 Product Protocols and Multiplication

We will show that LPP-computable numbers are closed under multiplication. The proof is done through product protocols. Since our Main Theorem shows that LPP-computable numbers are essentially GPAC-computable, many other arithmetic operations can be done by taking a detour via GPACs. However, the resulting protocols are not so intuitive. In addition, the product protocol is an important technique for our later construction in Section 3.

Lemma 11 (Product of LPP-computable Numbers is LPP-computable). Let \( P_x \) and \( P_y \) be LPPs that compute \( \alpha \) and \( \beta \) respectively. Denote their respective state vectors by \( x = (x_1, x_2, \ldots, x_n) \) and \( y = (y_1, y_2, \ldots, y_m) \), initial configurations by \( x(0) \) and \( y(0) \), and differential systems by \( x' \) and \( y' \). Assume any differential equation in \( x' \) or \( y' \) is a quadratic form. Then there exists an LPP, \( P_z \), that computes the product \( \alpha \beta \).

Proof. Let \( p_{x_i}, q_{x_i}, p_{y_j}, q_{y_j} \in \mathbb{P}^+ \). Then we can write \( x'_i = p_{x_i} - x_i q_{x_i} \) for all \( x'_i \in x' \). Since \( x'_i \) is a quadratic form, \( p_{x_i} \) is a quadratic form and \( q_{x_i} \) is a linear form. This notation generalizes to \( y'_j \in y' \) as well. Introduce new state variables \( z_{i,j} := x_i y_j \) for all \( (x_i, y_j) \in x \times y \) where \( \times \) is the Cartesian product (view \( x \) and \( y \) as sets). Then we have the state vector \( z = (z_{1,1}, z_{1,2}, z_{2,1}, \ldots, z_{n,m}) \). Suppose \( M_x \subset x \) and \( M_y \subset y \) are the marked states. For each \( z_{i,j} = x_i y_j \in z \), mark \( z_{i,j} \) if \( x_i \in M_x \) and \( y_j \in M_y \). For the initial values, let \( z(0) = x(0) \cdot y(0) \).
To obtain the differential system \( z' \), perform the following steps. First, differentiate 
\[ z_{i,j} = (x_iy_j) \] 
By the chain rule, we have 
\[ z'_{i,j} = (x_iy_j)' = x_i'y_j + x_iy_j'. \]

Next, substitute the equations for \( x'_i \) and \( y'_j \). Then, we have the cubic form, 
\[ z'_{i,j} = y_j(p_{x_i} - x_iq_{x_i}) + x_i(p_{y_j} - y_jq_{y_j}). \]

Apply the one-trick (Proposition 7) to obtain a homogeneously degree four polynomial such that every term is exactly degree two in variable \( x \) and exactly degree two in variable \( y \). We have, 
\[ z'_{i,j} = y_j \left( \sum_{k=1}^{m} y_k \right) (p_{x_i} - x_iq_{x_i}) + x_i \left( \sum_{k=1}^{n} x_k \right) (p_{y_j} - y_jq_{y_j}). \]

After expanding the polynomial, group the positive and negative terms. Note that we can factor \( x_iy_j \) from the collection of negative terms, which yields 
\[ z'_{i,j} = \left( \sum_{k=1}^{m} y_k y_j p_{x_i} + \sum_{k=1}^{n} x_k x_i p_{y_j} \right) - (x_iy_j) \left( \sum_{k=1}^{m} y_k + q_{y_j} \sum_{k=1}^{n} x_k \right). \]

By substituting \( z_{i,j} \) for the factored \( x_iy_j \), we have 
\[ z'_{i,j} = \left( \sum_{k=1}^{m} y_k y_j p_{x_i} + \sum_{k=1}^{n} x_k x_i p_{y_j} \right) - z_{i,j} \left( \sum_{k=1}^{m} y_k + q_{y_j} \sum_{k=1}^{n} x_k \right), \]

which satisfies condition (i) from Corollary 3.

Let \( p_{z_{i,j}} = \left( \sum_{k=1}^{m} y_k y_j p_{x_i} + \sum_{k=1}^{n} x_k x_i p_{y_j} \right) \). Without loss of generality, consider \( p_{z_{i,j}} = \sum_{k=1}^{m} y_k y_j p_{x_i} \). Note that every monomial in \( p_{z_{i,j}} \) is of the form \( x_u y_v y_j \) where \( x_u x_v \) is a monomial in \( p_{x_i} \). Then we can substitute either \( z_{u,j} z_{v,k} \) or \( z_{u,k} z_{v,j} \) for each \( x_u x_v y_j \) in \( p_{z_{i,j}} \). Since \( x^2 \) is not a valid monomial of \( p_{x_i} \), we will not have \( z_{i,j}^2 \) in \( p_{z_{i,j}} \). Thus, \( p_{z_{i,j}} \) is a quadratic form in variable \( z \) that satisfies condition (ii) of Corollary 3.

Let \( q_{z_{i,j}} = (x_i, \sum_{k=1}^{m} y_k + q_{y_j} \sum_{k=1}^{n} x_k) \). Without loss of generality, consider \( q_{z_{i,j}} = q_{x_i} \sum_{k=1}^{m} y_k \). Note that every monomial in \( q_{z_{i,j}} \) is of the form \( y_j y_k \), where \( y_j \) is a monomial in \( q_{y_j} \). Then we can substitute \( z_{u,k} \) for each \( x_u y_k \) in \( q_{z_{i,j}} \). Thus, we can rewrite \( z'_{i,j} \) as 
\[ z'_{i,j} = p_{z_{i,j}} - z_{i,j} q_{z_{i,j}}, \]

where \( z_{i,j} \) is a quadratic form and meets all conditions of Corollary 3.

Hence, we have defined the state set, initial configuration, and differential system of a PP-implementable protocol that computes \( \alpha \beta \).
3 Translating Bounded GPACs into PPs

3.1 Construction Overview

We will prove our main theorem in this section. It suffices to show that LPPs can simulate GPACs. Since one can transform a bounded GPAC into a bounded CRN with zeroed initial values [23], it is sufficient to consider only this type of CRN. We develop a four-stage algorithm that translates CRNs into LPPs.

- Input: A CRN that computes a target number \( \alpha \). We now enter a cascade of transformations:
  - Stage 1: into a CRN-implementable quadratic system,
  - Stage 2: into a TPP-implementable cubic form system,
  - Stage 3: into a PP-implementable quadratic form system, and
  - Stage 4: into a PLPP.

3.2 Basic Operations

First, we discuss some basic operations as building blocks for our constructive proof. The notations used are as described in the preliminary section. The naming of operations “\( \varepsilon \)-trick” and “\( \lambda \)-trick” (the use of the Greek letters \( \varepsilon \) and \( \lambda \)) originates in the proof of Lemma 5 in [6].

▶ Operation 1 (Constant Dilation, “\( \varepsilon \)-trick”). Let \( x(t) \) be the solution to the ODE \( x'(t) = p(x(t)) \) and \( \varepsilon \in \mathbb{Q}^+ \) a positive constant, then \( x(\varepsilon t) \) is the solution to the ODE

\[
x'(t) = \varepsilon p(x(t)).
\]

The operation is essentially a change of variable \( t \rightarrow \varepsilon t \) and a direct result of the chain rule. The behavior of the ODE system will not change; it only alters the flow of time. Indeed, \( t \) in the new system corresponds to \( \varepsilon t \) of the original system. In our construction, we will use this operation to shrink the coefficient of an ODE system. The operation can be seen in [11, 6]. We can do a more general change of variable (composition.)

▶ Operation 2 (Time Dilation ([28, Theorem 3])). Let \( x(t) \) be the solution to the GPAC \( x(t)' = p(x(t)), g(t) \) be a GPAC-implementable function, and \( G(t) = \int_0^t g(s)ds \), then \( x(G(t)) \) is the solution to the GPAC

\[
x'(t) = p(x(t)) \cdot g.
\]

In our construction, we must choose \( g(t) \) such that its integral satisfies

\[
G(t)|_{t=\infty} = \int_0^\infty g(s)ds = \infty.
\]

and we call such a \( G(t) \) as “nonterminating time”.

A time dilating operation, as above, controls the flow of time with the function \( g(t) \). More accurately, \( t \) in the new system corresponds to \( G(t) = \int_0^t g(s)ds \) of the original system. If we want the new system to mimic the old system’s limiting behavior (i.e., to achieve the value \( \lim_{t\to\infty} x(t) \)), we must guarantee \( G(\infty) = \infty \). Thus, time in the new system is nonterminating and can go to infinity in the eyes of the old system. Otherwise, the new system would terminate somewhere in the middle, relative to the old system. To
obtain nonterminating time, it is enough to consider functions that converge slowly, e.g.,
g(t) = \frac{1}{1+t^2}. Alternatively, one could ensure \( g \) is bounded from below, i.e., \( g(t) > c > 0 \), for
some constant \( c \).

Time dilation for CRNs can be found in [25] (page 15, Theorem 3.7).

Next, we introduce an operation that shrinks variables to \([0,1]\).

**Operation 3** (Variable Shrinking, or “\(\lambda\)-trick”). Let \( x = (x_1, x_2, \ldots, x_n) \) be a bounded CRN
that computes a number \( \alpha \) in \([0,1]\). That is, \( \lim_{t \to \infty} x_1(t) = \alpha \). To transform the CRN into
a LPP, we must ensure all other components, some of which may not converge, fall in
\([0,1]\) for all \( t \). We can pick a \( 0 < \lambda < 1 \) sufficiently small and a constant \( c > 0 \) such that
\[ x_1 + \lambda(x_2 + \cdots + x_n) < 1 - c. \]

This is possible since all variables are bounded. Then we
- make a change of variables: \( x_2 \leftarrow \lambda x_2, \ldots, x_n \leftarrow \lambda x_n \), and
- introduce a new variable \( x_0(t) \) such that \( x_0(t) + x_1(t) + \cdots + x_n(t) = 1 \) by
1. initializing \( x_0(0) = 1 \) (recall \( x_i(0) = 0 \) for \( i = 1, \ldots, n \)), and
2. adding the ODE for \( x_0 \): \( x_0' = -\sum_{i=1}^n x_i' \).

Note that \( x_1 \) remains unchanged in the operation, so it still computes \( \alpha \).

The biggest challenge in translating a CRN into an LPP is: the CRN does not necessarily
 preserve population, while the LPP requires it. In fact, our input CRN initializes at zero.
However, \( x_1 \) needs to compute some number \( \alpha \) as all other components remain positive
 throughout time; evidently, not preserving the population. A straightforward idea to “balance”
the system, is to introduce a variable \( x_0 \), such that its derivative cancels all changes to
the population size by other variables. That is, \( x_0' = -\sum_{i=1}^n x_i' \).

However, the resulting \( x_0 \) is not CRN-implementable in general. As a result, it is not transformable to an LPP. The rationale is clear in the derivative of \( x_i \). In general, \( x_i' \) has the form
\[ x_i' = p_i - q_i \cdot x_i, \quad \text{where} \quad p, q \in \mathbb{P}^+. \]

A typical \( p_i \) would contain at least one monomial \( m \). Evidently, \( x_0 \not\in m \) since the variable \( x_0 \)
 is newly introduced. Then \( m \) will contribute to a negative term in \( x_0' \) and \( x_0 \not\in m \), making
\( x_0 \) not CRN-implementable and, in turn, not PP-implementable. That is why Bournez et
al.’s construction in [6] (Lemma 2) fails to produce a population protocol in general. To
address the this issue, we purposefully multiply \( x_0 \) with every \( x_i' \) and introduce the following operation.

**Operation 4** (Balancing Dilation, or “Garbage Collection” (“\(g\)-trick”). Let \( x = (x_1, x_2, \ldots, x_n) \) be a CRN-computable system, (i.e., every component \( x_i \) is CRN-computable).
Then the following operation (multiplying an unknown variable \( x_0 \) determined by an ODE)
produces a conservative CRN-implementable system.

\[ \begin{align*}
\{ x_i' &= (p_i - q_i \cdot x_i) \cdot x_0, \quad \text{for} \ i \in \{1, \ldots, n\} \\
\} x_0' &= -\sum_{i=1}^n x_i'.
\end{align*} \]

What makes the operation different from a normal time dilation operation is, the function
\( x_0 \) is not known in advance: It needs to adjust/customize according to the system it is
dilating. In our construction, we also need to combine the operation with the \( \lambda \)-trick
to achieve nonterminating time. This operation also turns a non-conservative system into
a conservative CRN-implementable one.

We will present our construction in the following subsections.
3.3 Stage 1: Conversion to CRN-implementable Quadratic Systems

The following is a CRN version of [9] (Theorem 1).

**Theorem 12.** Any solution of a CRN is a solution of a CRN-implementable system of degree at most two.

With this result, we can assume a CRN’s associated polynomial system is quadratic with out loss of generality.

3.4 Stage 2: Conversion to TPP-implementable Cubic Form Systems

**Theorem 13.** Any solution of a quadratic CRN is a solution of a TPP-implementable cubic form system.

We sketch the proof here. Please see the appendix for more detail.

**Proof.** Given a quadratic CRN \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \), we first apply the \( \lambda \)-trick to “make room” for a new variable \( x_0 \). That is, we choose a \( 0 < \lambda < 1 \) and a constant \( 0 < c < 1 \), such that \( x_1 + \lambda (x_2 + \cdots + x_n) < 1 - c \). Then apply the one-trick and balancing dilation to get a cubic form:

1. Introduce a new variable \( x_0 \).

2. Rewrite each \( p_i \) (quadratic), \( q_i \) (linear) in \( x_i' = p_i - q_i \cdot x_i \) to forms:
   - for a linear monomial in \( p_i \) of the form \( a \cdot x_j \), apply the “one”-trick and rewrite it as \( ax_j \sum_{k=0}^{n} x_k \).
   - for a constant term in \( p_i \) of the form \( a \), rewrite it as \( a \cdot \left( \sum_{k=0}^{n} x_k \right) \cdot \left( \sum_{k=0}^{n} x_k \right) \).
   - for a constant term \( a \) in \( q_i \), rewrite it as \( a \cdot \sum_{k=0}^{n} x_k \).

We call the resulting forms \( P_i \) and \( Q_i \) respectively.

3. Apply balancing dilation with \( x_0 \). The new system looks like

\[
\begin{align*}
  x_i' &= (P_i - Q_i x_i) \cdot x_0, \quad \text{for } i = 1, \ldots, n \\
  x_0' &= - \sum_{i=1}^{n} x_i',
\end{align*}
\]

and

\[
\begin{align*}
  x_i(0) &= 0, \quad \text{for } i = 1, \ldots, n \\
  x_0(0) &= 1.
\end{align*}
\]

It is a TPP-implementable cubic form system. See the appendix for a full proof.

**Remark 14.** Note that in the above proof \( x_0 \) is bounded from below, away from zero. We can observe that:

1. The variable \( x_0 \) starts from 1 and remains greater than \( c > 0 \) for all \( t \). It will not introduce new equilibria.
2. The new system has at most a linear slowdown compared to the old system, since \( \int_0^t x(0) \, dt > \int_0^t c \, dt = ct \).

The variable \( x_0 \) acts like a source, distributing the total mass (sum = 1) to all other variables (initialized at 0).

3.5 Stage 3: Conversion to PP-implementable Quadratic Form Systems

**Theorem 15.** A number computable by a TPP-implementable function given by Stage 2 can be computed by the sum of a finite set of PP-implementable functions.

**Proof.** Sketch of the proof. We utilize the self-product of the TPP-implementable cubic form system. Let \( \mathbf{x} = (x_0, x_1, \ldots, x_n) \) be the system resulting from the previous stage that computes a real number \( \alpha \) with initial values \( x_0 = 1 \) and 0 otherwise. We consider the system \( \left( z_{i,j} \right)_{(i,j) \in [n+1]^2} \) where \( z_{i,j} = x_i \cdot x_j \) and \([n+1] = \{0, 1, \ldots, n\} \). Let \( z_{0,0}(0) = 1 \) and...
We then use the one-trick to rewrite brings in all-in greedy strategy, that is, we produce two add and subtract a term denote the derivative where

\[ p_i \]

we need to divide the coefficient it can be turn into a PLPP by Construction 1 if and only if it is PP-implementable.

See appendix.

▶ Theorem 16. Let \( x = (x_1, x_2, \ldots, x_n) \) be a PP-implementable quadratic form given as a result of the previous stage into a PLPP. The following construction is from the proof of Lemma 5 in [6].

**Construction 1.** Let \( x = (x_1, x_2, \ldots, x_n) \) be a PP-implementable quadratic form. We denote the derivative \( x_i \) as

\[ x'_i = p_i - q_i x_i, \quad i = 1, 2, \ldots, n \]  

(8)

where \( p_i \) is a quadratic form and \( q_i \) is a linear form.

We will apply the \( \varepsilon \)-trick (Operation 1) to shrink the coefficient of the above system, where \( \varepsilon \in \mathbb{Q} \) is an undetermined parameter. In order to align with the form in Equation (7), we add and subtract a term \( 2x_i \). Now the system has the form

\[ x'_i = \varepsilon(p_i - q_i x_i) + 2x_i, \quad i = 1, 2, \ldots, n \]

(9)

\[ f_i(x), \quad \text{denote} \quad f_i(x) = \varepsilon(p_i - q_i x_i) + 2x_i. \]

(10)

We then use the one-trick to rewrite \( f_i(x) = \varepsilon(p_i - q_i x_i) + 2x_i \sum_{j=1}^{n} x_j \). Note that the term brings in \( 2x_i x_j \) for \( j = 1, \ldots, n \). We will then pick \( \varepsilon \) sufficiently small

1. to ensure the \( 2x_i x_j \) terms dominate the monomials in \( -q x \), such that \( f_i(x) \in \mathbb{P}^+ \) for all \( i \).

2. and to ensure

\[ \frac{\sum_{i,j \neq k} C(x_j x_k, f_i)}{4} \leq 1 \quad \text{and} \quad \frac{\sum_{i,j} C(x_j^2, f_i)}{2} \leq 1 \]  

(11)

where \( C(x_j x_k, f_i) \) denotes the coefficient of \( x_j x_k \) in \( f_i \), and \( i, j, k \in \{1, \ldots, n\} \).

Next, we construct a rule set for a PLPP. For an ordered pair \( (x_j, x_k) \) and a term \( \alpha_{i,j,k} x_j x_k \) in \( f_i(x) \) we do the following:

- If \( j = k \), add a rule \( (x_j, x_j) \rightarrow \frac{\alpha_{i,j,k}}{4} (x_j, x_j) \);

- otherwise, add two rules \( (x_j, x_k) \rightarrow \frac{\alpha_{i,j,k}}{4} (x_j, x_j) \) and \( (x_k, x_j) \rightarrow \frac{\alpha_{i,j,k}}{4} (x_j, x_j) \);

- In the above rules, if \( s = \sum_{i,j,k} \alpha_{i,j,k} < 1 \) for an order pair \( (k, l) \), we add an idle reaction

\[ (x_j, x_k) \rightarrow (1 - s)(x_j, x_k); \]

If a term \( x_j x_k \) appears in \( f_i(x) \), it implies that the pair \( (x_j, x_k) \) will produce \( x_i \). We use the all-in greedy strategy, that is, we produce two \( x_i \)'s and let the pair \( (x_k, x_j) \) do the same. So we need to divide the coefficient \( \alpha_{i,j,k} \) by 4 for \( j \neq k \); yet, when \( k = j \) we don’t have a flipped order pair, so we only divide the coefficient by 2.

There need to make sure that the rule set generated above forms a PLPP.

▶ Theorem 16. Let \( x = (x_1, x_2, \ldots, x_n) \) be a quadratic system satisfying \( \sum_{i=1}^{n} x_i = 1 \). Then it can be turn into a PLPP by Construction 1 if and only if it is PP-implementable.

**Proof.** See appendix.
The following theorem can help in transforming a PLPP to an LPP.

**Theorem 17** ([6], Lemma 4). Let $\nu \in [0, 1]$, and assume that there exists a PLPP computing $\nu$, with rational probabilities. Then there exists a (deterministic) LPP computing $\nu$.

Note that although the above theorem is based on the original notion of LPP-computable number with the finite-equilibria constraint, the construction in the proof of the theorem still correctly encodes the balance equation. So the theorem also holds under the new definition.

We therefore finish the proof of our main theorem.

**Main Theorem.** LPPs compute the same set of numbers in $[0,1]$ as GPACs and CRNs.

**Corollary 18.** Algebraic numbers are LPP computable.

**Proof.** Algebraic numbers are computable by a GPAC [6] (Lemma 5) so they are also LPP-computable by the main theorem.

The above corollary fix the gap in Bournez et al.'s construction.

**Corollary 19.** Famous math constants $\frac{\pi}{4}$, $e^{-1}$, Euler’s $\gamma$, Dottie number, and Catalan’s constant are LPP-computable.

This result answers Bournez et al.'s question about whether solutions of trigonometric equations (Dottie number) and $\frac{\pi}{4}$ are “computable” asymptotically by population protocols.

### 4 Conclusion and Discussion

In this paper, we extend the notion of LLP-computable numbers and connect it with GPAC/CRN-computable numbers. Moreover, we show that LLPs and GPACs/CRNs essentially compute the same set of real numbers. The result, to some degree, says LPPs, or more straightforwardly, population protocols with the mass-action semantic, can simulate GPACs in some way. We would ask a natural question: What is the next “weak” or minimal (according to some measure) model that can simulate GPACs? Unimolecular protocols are provably incapable since they only compute rational numbers. However, a model discussed in [16], which can be viewed as a two-state (“black” or “white”) $k$-PP with restrictions on reactions (the product of a reaction must either be all black or all white), can compute algebraic numbers such as $\frac{\sqrt{5} - 1}{2}$ but not rational numbers like $\frac{1}{5}$. Diving into the sub-models of population protocols and characterizing the power spectrum will be an interesting avenue for further exploration.

The ODE systems we used to compute transcendental numbers have a continuum of equilibria. We have not addressed the semistability nor the system’s convergence rate in this paper. Regarding the latter, since our construction essentially rewrites the system with a new set of auxiliary variables, the system’s solutions in some sense remain the same, except for the linear slowdown introduced in Stage 2. It is hoped that an LPP’s convergence rate is similar to the input CRN. If an input CRN converges exponentially fast to a number $\alpha$, we desire the translated LPP also converges (exponentially) fast. We would need a thorough stochastic analysis along this line in future work.

The definition of GPAC/CRN-computable numbers and LPP-computable numbers have a major difference: We can trace a real number by a set of variables in an LPP, rather than one, as in a GPAC/CRN. Currently, the proof of our main theorem relies on using a set of marked variables. Our question: Is the difference intrinsic? Or can we compute the same set of numbers using one variable?
Another area of exploration is protocols with a large population (tending to infinity) that also have “scarce” variables with a limited population. The behaviors of these systems, due to the existence of the scarce variables, can not be governed by Kurtz’s theorem. Therefore, a new analytic tool or theoretical benchmark (probably not a computable number) awaits development.

Our construction in Section 3 is not optimal. To implement the translation algorithm in a software package, one would want to have a better algorithm for Stage 1. To apply the \( \lambda \)-trick, one needs to know the bounds of the variables, which would require numerical methods. A theory to predict the bounds is desired but difficult to achieve due to the non-linear nature of ODEs.
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A Optional Technical Appendix

Proof of Observation 8. Take the $x_r$ component in Equation (6). We have

$$\frac{dx_r}{dt} = \sum_{j \in [n]} \left(-x_rx_j\right) + \sum_{j \in [n]} \left(-x_rx_j\right) + \text{Proj}_r \left(\sum_{i,j \in [n]} \left(x_ix_j \sum_{k,l \in [n]} \alpha_{i,j,k,l}(e_k + e_l)\right)\right),$$

$$= -2x_r + f(x), \quad \text{by Observation 7.}$$
where \( f(x) = \text{Proj}_r \left( \sum_{i,j \in [n]} \left( x_i x_j \sum_{k,l \in [n]} a_{i,j,k,l} (e_k + e_l) \right) \right) \) and \( \text{Proj}_r(.) \) is the \( r \)-th component a vector. This completes the proof.

**Proof of Theorem 12.** Let \( x = (x_1, x_2, \cdots, x_n) \) be a CRN, then each \( x_i \) has the form \( x_i^\prime = p_i - q_i x \), where \( p_i, q_i \in \mathbb{P}^+ \). We in introduce variables (we call them \( v \)-variables) for each monomial as follows:

\[
v_{i_1, \cdots, i_n} = x_1^{i_1} x_2^{i_2} \cdots x_n^{i_n}.
\]

Specially, \( v_{1,0,\ldots,0} = x_1 \), \( v_{0,1,0,\ldots,0} = x_2 \), and so on. Note that we can rewrite \( p_i \) and \( q_i \) in each \( x_i^\prime \) with the \( v \)-variables and denote them as \( P_i \) and \( Q_i \). We can see that \( P_i \) and \( Q_i \) are of degree one in terms of the \( v \)-variables.

Consider the system that contains the collection of all \( v_{i_1, \cdots, i_n} \)'s. Notice that

\[
v_{i_1,\cdots,i_k,\cdots,i_n} = \sum_{k=1}^{n} x_1^{i_1} \cdots x_k^{i_k-1} \cdots x_n^{i_n} \cdot x_k
\]

\[
= \sum_{k=1}^{n} v_{i_1,\cdots,i_k-1,\cdots,i_n} (P_k - Q_k x_k)
\]

\[
= \sum_{k=1}^{n} P_k v_{i_1,\cdots,i_k-1,\cdots,i_n} - \sum_{k=1}^{n} Q_k (x_k \cdot v_{i_1,\cdots,i_k-1,\cdots,i_n})
\]

\[
= \sum_{k=1}^{n} P_k v_{i_1,\cdots,i_k-1,\cdots,i_n} - \left( \sum_{k=1}^{n} Q_k \right) \cdot v_{i_1,\cdots,i_k,\cdots,i_n}.
\]

Note that the \( v \)-system is a CRN-implementable system with degree less than two.

**Proof of Theorem 13.** Let \( x = (x_1, \ldots, x_n) \) be a quadratic CRN-implementable system. Then we have \( x_i^\prime = p_i - x_i q_i \) such that \( p_i, q_i \in \mathbb{P}^+ \) for \( i = 1, \ldots, n \). Since the CRN is quadratic, it follows that \( \text{deg}(p_i) \leq 2 \) and \( \text{deg}(q_i) \leq 1 \) for \( i = 1, \ldots, n \).

First, apply the \( \lambda \)-trick to shrink variables \( x_2, \ldots, x_n \). Choose \( 0 \leq \lambda \leq 1 \) and a constant \( 0 < c < 1 \), such that \( x_1 + \lambda (x_2 + \cdots + x_n) < 1 - c \). Then perform the change of variables:

\[
x_2 \leftarrow \lambda x_2, \ldots, x_n \leftarrow \lambda x_n.
\]

Next, we introduce new variable \( x_0 \) such that \( \sum_{i=0}^{n} x_i = 1 \). Use this summation and the “one-trick” to ensure that every term in \( x_i^\prime \) is quadratic for \( i = 1, \ldots, n \). Once each \( x_1', \ldots, x_n' \) is a quadratic form, we signify these changes by writing \( x_i^\prime = P_i - x_i Q_i \) where \( P_i, Q_i \in \mathbb{P}^+ \). Note that \( P_i \) is a quadratic form and \( Q_i \) is a linear form.

We can now perform time dilation with \( x_0 \). As a result, we have the cubic form system,

\[
\begin{cases}
  x_i^\prime = (P_i - Q_i x_i) \cdot x_0, & \text{for } i = 1, \ldots, n \\
  x_0' = -\sum_{i=1}^{n} x_i^\prime
\end{cases}
\]

where we let \( x_0(0) = 1 \) and \( x_i(0) = 0 \) for \( i = 1, \ldots, n \). Note that \( P_i, Q_i, x_0 \in \mathbb{P}^+ \) and \( x_i \) is in every negative term of \( x_i' \) for \( i = 1, \ldots, n \). Some algebraic manipulation reveals that

\[
x_0' = -\sum_{i=1}^{n} x_i^\prime = -\sum_{i=1}^{n} (P_i - Q_i x_i) \cdot x_0 = \sum_{i=1}^{n} (Q_i x_i x_0 - P_i x_0).
\]

Clearly, \( Q_i x_i x_0, P_i x_0 \in \mathbb{P}^+ \) and \( x_0 \) is in every negative term of \( x_0' \). Thus, \( x' \) is CRN implementable.
Since $x_0$ is a factor of every term in the cubic form $x'$, $x^3$ is not a positive term of $x'_i$ for $i = 1, \ldots, n$. For the case of $x'_0$, recall that the positive terms of $x'_0$ come from the negative terms of $x'_1, \ldots, x'_n$. Given that every negative term of $x'_i$ will have $x_i$ as a factor, every positive term of $x'_0$ will have at least one $x_i \neq x_0$ as a factor. Thus, $x^3$ cannot occur as a positive term in $x'_0$

Hence, we have satisfied Corollary 4 to obtain a TPP-implementable cubic form system.

Proof of Theorem 15. Let $x = (x_0, x_1, \ldots, x_n)$ be the TPP-implementable cubic form system from Stage 2. Then we have

$$x' = \begin{cases} 
    x'_i = (P_i - Q_i x_i) \cdot x_0, & \text{for } i = 1, \ldots, n 
    x'_0 = -\sum_{i=1}^{n} x'_i 
\end{cases}$$

where $x_1$ computes some $\alpha$ and the system is initialized such that $x_0(0) = 1$ and 0 otherwise.

We construct our proof based on the “one trick” given by Observation 7,

$$\sum_{i=0}^{n} x_i \cdot \sum_{j=0}^{n} x_j = 1 \cdot 1 = 1.$$  

We begin by defining a new variable vector, $z$. Introduce new variables $z_{i,j} = x_i x_j$ for all $(x_i, x_j) \in x \times x$. To compute $\alpha$, define the marked states as $M_z = \{z_{i,j} \mid 0 \leq j \leq n\}$. Given $x(0)$, let $z_{0,0}(0) = 1$ and 0 otherwise.

Now, we find $x'$. For all $z_{i,j} \in z$ we have $z'_{i,j} = (x_i x_j)' = x'_i x_j + x_i x'_j$, where $x'_i, x'_j \in x'$. Recall that $x'$ consists of cubic forms. Therefore, $x'_i x_j + x_i x'_j$ is a quartic form in variable $x$. It follows from a change of variables from $x$ to $z$ that $z'_{i,j}$ is a quadratic form. For each $z_{i,j} \in z$, we check conditions (i) and (ii) of Theorem 3. There are three non-trivial cases.

Case 1: Assume $z_{i,j} = x_i x_j$ such that $i \neq 0$ and $j \neq 0$. Then by the chain rule and substitution of $x'$, we have

$$z'_{i,j} = x'_i x_j + x_i x'_j = (x_0 P_i - x_i x_0 Q_i) \cdot x_j + x_i \cdot (x_0 P_j - x_j x_0 Q_j).$$

We then distribute and group terms by their sign to obtain:

$$z'_{i,j} = (x_j x_0 P_i + x_i x_0 P_j) - (x_i x_j x_0 Q_i + x_i x_j x_0 Q_j)$$

Note that we can factor $(x_i x_j)$ from every negative term,

$$z'_{i,j} = (x_j x_0 P_i + x_i x_0 P_j) - (x_i x_j)(x_0 Q_i + x_0 Q_j).$$

$$z'_{i,j} = (x_i x_0 P_i + x_i x_0 P_j) - (x_i x_j)(x_0 Q_i + x_0 Q_j)$$

$$= (z_0 P_i + z_0 P_j) - z_{i,j} \cdot (x_0 Q_i + x_0 Q_j)$$

and the terms $P_i, P_j, x_0 Q_i$, and $x_0 Q_j$ can be further written into linear form of $\{z_{i,j}\}_{i,j}$'s. We will not repeat these argument in the rest of the proof, though.

The above implies $z_{i,j}$ is a factor of every negative term. Also, since $x_0$ can be factored from every positive term, we cannot have a positive $z^2_{i,j}$ (recall that $i, j$ are nonzero). Thus, conditions (i) and (ii) are satisfied.

Case 2: Assume $z_{0,j}$ such that $j \neq 0$. From the chain rule and substituting equations from $x'$, we have

$$z'_{0,j} = x'_0 x_j + x_0 x'_j = \sum_{i=1}^{n} (x_i x_0 P_i - x_0 P_i) \cdot x_j + x_0 \cdot (x_0 P_j - x_j x_0 Q_j)$$

This completes the proof of Theorem 15.
Distribute and group terms by their sign to obtain,
\[
z'_{0,j} = x_0^2 P_j + \sum_{i=1}^{n} x_i x_j x_0 Q_i - (x_j x_0^2 Q_j + \sum_{i=1}^{n} x_0 x_j P_i)
\]

Note that we can factor \((x_0 x_j)\) from every negative term,
\[
z'_{0,j} = x_0^2 P_j + \sum_{i=1}^{n} x_i x_j x_0 Q_i - (x_j x_0)(x_0 Q_j + \sum_{i=1}^{n} P_i)
\]

which implies \(z_{0,j}\) is a factor of every negative term. Suppose a positive term in \(z'_{0,j}\) has the monomial \((x_0 x_j)^2\). By carefully choosing the change of variable (i.e., choose \(z_{j,j} z_{0,0}\), not \(z_{0,j}^2\)), we satisfy condition (ii). If there is no positive term in \(z'_{0,j}\) with the monomial \((x_0 x_j)^2\), then condition (ii) is met. Then, both conditions (i) and (ii) are met.

Case 3: Assume \(z_{0,0}\). With the chain rule and substitution, we have
\[
z'_{0,0} = 2x_0 \cdot x'_{0} = 2x_0 \cdot \sum_{i=1}^{n} (x_i x_i Q_i - x_0 P_i)
\]

Distributing and grouping terms by their sign yields,
\[
z'_{0,0} = \sum_{i=1}^{n} (2x_0^2 x_i Q_i) - \sum_{i=1}^{n} (2x_0^2 P_i)
\]

Since \(x_0^2\) can be factored from every negative term, condition (i) is satisfied. Since \(i = 1, \ldots, n\), it follows that \(x_i \neq x_0\). Thus, condition (ii) is satisfied.

In summary, we have defined the states \(z\), marked states \(M_z\), initial configuration \(z(0)\), and differential system \(z'\). Furthermore, for each \(z'_{i,j} \in z'\) we have established: each \(z'_{i,j}\) is a quadratic form, \(z'_{i,j}\) can be written to avoid a positive \(z'_{i,j}\) in \(z'_{i,j}\), and the existence of \(z_{i,j}\) in every negative term of \(z'_{i,j}\). Hence, a TPP-implementable cubic form system can be transformed into a PP-implementable system that computes \(\alpha\).

**Proof of Theorem 16.** The “only if” part is clear. Therefore, it suffices to show the “if” direction. We adopt the same symbols and notations as in Construction 1. Recall that we denote \(f_i(x) = \varepsilon(p_i - q_i x_i) + 2x_0 \sum_{j=1}^{n} x_j\). Consider an arbitrary ordered pair \((x_j, x_k)\). We need to show that in the construction:

1. The selection of \(\varepsilon\) satisfying the two conditions is always possible.
2. The rule set generated by the construction forms an PLPP. Specifically, for the ordered pair \((x_j, x_k)\), we must show that \(\sum_{i=1}^{n} \alpha_{i,j,k} = 1\) and \(\alpha_{i,j,k} > 0\) for all \(i\). That is, the \(\alpha_{i,j,k}\)’s form a discrete probability measure with \(j, k\) fixed.

We break the proof into two cases:

- **Case \(j \neq k\):** The term \(x_j x_k\) occurs in \(f_i(x)\) from two sources.
  - Case 1: \(x_j x_k \in \varepsilon(p_i - q_i x_i)\). The coefficients of such terms for all \(i\) must sum to zero, since the system is assumed to be PP-implementable.
  - Case 2: \(x_j x_k \in 2x_0 (x_1 + \cdots + x_n)\). We have two sources: \(x_j x_k\) occurs in \(f_j(x)\) as a term in \(2x_j (x_1 + \cdots + x_k + \cdots + x_n)\) and similarly in \(f_k(x)\) as a term in \(2x_k (x_1 + \cdots + x_j + \cdots + x_n)\). The sum of these coefficients is 4. Note that the coefficients are divided by 4 in the construction, which ensures the resulting sum of \(\alpha_{i,j,k}\) is one. One can verify that the selection of \(\varepsilon\) is always possible under this case.

- **Case \(j = k\):** For term \(x_j^2\), which occurs in \(f_i(x)\), there are two subcases:
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- \( i \neq j \): Then \( x_j^2 \in \varepsilon p_i \) and the coefficient must be positive.
- \( i = j \): Then \( x_j^2 = x_i^2 \in -\varepsilon q + 2x_i \sum_{k=0}^n x_k \) and coefficient is less than 2. (\( x_j^2 = x_i^2 \) can not occur in \( \varepsilon p \) since the system is PP-implementable.)

Recall that when constructing the rule set, the coefficients are divided by 2. As a result, generated \( \alpha_{i,j} \)'s are positive and less than 1. Due to the system’s conservative nature, the coefficients \( x_j^2 \) in \( \varepsilon (p_i - q_i x_i) \) for \( i \)'s in \( \{1, \cdots , n\} \) will sum to zero. Since the \( 2x_j \sum_{k=1}^n x_k \) term introduces a \( 2x_j^2 \) term, the resulting coefficient sum for \( x_j^2 \) is 2. In the construction, these coefficients are always divided by 2 to generate \( \alpha_{i,j} \) in \( f_i(x) \). Thus, the \( \sum_{i=1}^n \alpha_{i,j} = 1 \)

One can then verify that the selection of \( \varepsilon \) is feasible.

In contrast, assume the system is not PP-implementable. Then there is an \( x_i^2 \in \varepsilon p_i \) with a positive coefficient. Once combined with the term \( 2x_i^2 \in 2x_i \sum_{k=1}^n x_k \), the sum of coefficients will be greater than two. Then dividing by 2 will generate an \( \alpha_{i,i} > 1 \), which is not permitted by PLPPs. Hence, the selection of \( \varepsilon \) is not feasible in this case.

Proof of Corollary 19. The first four numbers are GPAC/CRN computable (see [22]). Note that all real-time computable numbers by CRNs in [23] are computable in this paper. One just need to disregard the real-time constraint. Then by our main theorem, they are also LPP computable. It suffices to show that Catalan’s constant is GPAC computable. We use the formula \( G = \frac{1}{2} \int_0^\infty \frac{t}{\cosh t} dt \). We have

\[
G = \int_0^\infty \frac{t}{\cosh t} dt, \quad \text{since} \quad \cosh(t) = \frac{e^t + e^{-t}}{2}
\]

\[
= \int_0^\infty (t \cdot e^{-t}) \cdot \frac{1}{1 + e^{-2t}} dt.
\]

We let

\[
R = t \cdot e^{-t}, \quad E = e^{-t}, \quad V = \frac{e^{-2t}}{1 + e^{-2t}}.
\]

and

\[
G(t) = \int_0^t (te^{-t}) \cdot \frac{1}{1 + e^{-2t}} dt = \int_0^t R \cdot (1 - V)dt.
\]

Taking derivatives against \( t \), we get

\[
\begin{align*}
G' &= R(1 - V) \quad \Rightarrow \quad G(0) = 0 \\
R' &= E - R \quad \Rightarrow \quad R(0) = 0 \\
E' &= -E \quad \Rightarrow \quad E(0) = 1 \\
V' &= (1 - V)^2 \cdot (-2E^2), \quad \Rightarrow \quad V(0) = \frac{1}{2}.
\end{align*}
\]

Therefore Catalan’s constant can be computed by the above PIVP. Note that the system’s non-zero initial values can be transformed into a system with zeroed initial values ([23], Theorem 3). Hence by our Main Theorem, Catalan’s constant is LPP computable.
The Structural Power of Reconfigurable Circuits in the Amoebot Model

Andreas Padalkin
Universität Paderborn, Germany

Christian Scheideler
Universität Paderborn, Germany

Daniel Warner
Universität Paderborn, Germany

Abstract
The amoebot model [Derakhshandeh et al., SPAA 2014] has been proposed as a model for programmable matter consisting of tiny, robotic elements called amoebots. We consider the reconfigurable circuit extension [Feldmann et al., JCB 2022] of the geometric (variant of the) amoebot model that allows the amoebot structure to interconnect amoebots by so-called circuits. A circuit permits the instantaneous transmission of signals between the connected amoebots. In this paper, we examine the structural power of the reconfigurable circuits.

We start with some fundamental problems like the stripe computation problem where, given any connected amoebot structure \( S \), an amoebot \( u \) in \( S \), and some axis \( X \), all amoebots belonging to axis \( X \) through \( u \) have to be identified. Second, we consider the global maximum problem, which identifies an amoebot at the highest possible position with respect to some direction in some given amoebot (sub)structure. A solution to this problem can then be used to solve the skeleton problem, where a (not necessarily simple) cycle of amoebots has to be found in the given amoebot structure which contains all boundary amoebots. A canonical solution to that problem can then be used to come up with a canonical path, which provides a unique characterization of the shape of the given amoebot structure. Constructing canonical paths for different directions will then allow the amoebots to set up a spanning tree and to check symmetry properties of the given amoebot structure.

The problems are important for a number of applications like rapid shape transformation, energy dissemination, and structural monitoring. Interestingly, the reconfigurable circuit extension allows polylogarithmic-time solutions to all of these problems.
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1 Introduction

The amoebot model [6, 4] is a well-studied model for programmable matter [15] – a substance that can be programmed to change its physical properties, like its shape and density. In the geometric variant of this model, the substance (called the amoebot structure) consists of simple particles (called amoebots) that are placed on the infinite triangular grid graph and are capable of local movements through expansions and contractions.

Inspired by the nervous and muscular system, Feldmann et al. [8] introduced a reconfigurable circuit extension to the amoebot model with the goal of significantly accelerating fundamental problems like leader election and shape transformation. As a first step, they...
Feldmann et al. [8] have proposed joint movements to the amoebot model where an expanding amoebot is capable of pushing other amoebots away from it, and a contracting amoebot is capable of pulling other amoebots towards it. (a) and (b) show a joint expansion (from left to right) resp. a joint contraction (from right to left) of the yellow amoebots. The left side of (b) shows stripe \(A(S, u, N)\) (see Section 1.3). The stripe can expand without causing any conflicts. (c) and (d) show exemplary conflicts. (c) If the yellow amoebots contract, the red amoebots will collide. In order to avoid the collision, the red amoebots have to contract as well. (d) If the yellow amoebots expand, the amoebot structure will tear apart. In order to maintain all connections, the red amoebots have to expand as well.

showed that leader election, consensus, compass alignment, chirality agreement, and various shape recognition problems can be solved in at most \(O(\log n)\) time. This paper continues this line of work by considering a number of additional problems:

First, we consider the stripe computation problem where, given any connected amoebot structure \(S\), an amoebot \(u\) in \(S\), and some axis \(X\), all amoebots belonging to axis \(X\) through \(u\) have to be identified. Second, we consider the global maximum problem, which identifies an amoebot at the highest possible position with respect to some direction in some given amoebot (sub)structure. A solution to this problem can then be used to solve the skeleton problem, where a (not necessarily simple) cycle of amoebots has to be found in the given amoebot structure which contains all boundary amoebots. A canonical solution to that problem can then be used to come up with a canonical path, which provides a unique characterization of the shape of the given amoebot structure. Constructing canonical paths for different directions will then allow the amoebots to set up a spanning tree and to check symmetry properties of the given amoebot structure.

The problems have a number of important applications. The stripe computation problem is important to avoid conflicts in joint amoebot contractions and expansions (see Figure 1), which is critical for rapid shape transformation. A spanning tree is an important step towards energy distribution from amoebots with access to energy to amoebots without such access [5], and canonical skeleton paths as well as symmetry checks are important for structural monitoring and repair.

1.1 Geometric Amoebot Model

In the geometric amoebot model [4], a set of \(n\) amoebots is placed on the infinite regular triangular grid graph \(G_\Delta = (V, E)\) (see Figure 2a). An amoebot is an anonymous, randomized finite state machine that either occupies one or two adjacent nodes of \(G_\Delta\), and every node of \(G_\Delta\) is occupied by at most one amoebot. If an amoebot occupies just one node, it is called contracted and otherwise expanded. Two amoebots that occupy adjacent nodes in \(G_\Delta\) are called neighbors. Amoebots are able to move through contractions and expansions. However, since our algorithms do not make use of movements, we omit further details and refer to [4] for more information.
Each amoebot has a compass orientation (it defines one of its incident edges as the northern direction) and a chirality (a sense of clockwise or counterclockwise rotation) that it can maintain as it moves, but initially the amoebots might not agree on their compass orientation and chirality. In this paper, we assume that all amoebots share a common compass orientation and chirality. This is reasonable since Feldmann et al. [8] showed that all amoebots are able to come to an agreement within the considered extension (see Section 1.4).

Let the amoebot structure $S \subset V$ be the set of nodes occupied by the amoebots. By abuse of notation, we identify amoebots with their nodes. We say that $S$ is connected iff $G_S$ is connected, where $G_S = G_\Delta|_S$ is the graph induced by $S$. In this paper, we assume that initially, $S$ is connected and all amoebots are contracted. Also, we assume the fully synchronous activation model, i.e., the time is divided into synchronous rounds, and every amoebot is active in each round. On activation, each amoebot may perform a movement and update its state as a function of its previous state. However, if an amoebot fails to perform its movement, it remains in its previous state. The time complexity of an algorithm is measured by the number of synchronized rounds required by it.

1.2 Reconfigurable Circuit Extension

In the reconfigurable circuit extension [8], each edge between two neighboring amoebots $u$ and $v$ is replaced by $k$ edges called external links with endpoints called pins, for some constant $k \geq 1$ that is the same for all amoebots. For each of these links, one pin is owned by $u$ while the other pin is owned by $v$. In this paper, we assume that neighboring amoebots have a common labeling of their incident external links.

Each amoebot $u$ partitions its pin set $P(u)$ into a collection $Q(u)$ of pairwise disjoint subsets such that the union equals the pin set, i.e., $P(u) = \bigcup_{Q \in Q(u)} Q$. We call $Q(u)$ the pin configuration of $u$ and $Q \in Q(u)$ a partition set of $u$. Let $Q = \bigcup_{u \in S} Q(u)$ be the collection of all partition sets in the system. Two partition sets are connected iff there is at least one external link between those sets. Let $L$ be the set of all connections between the partition sets in the system. Then, we call $H = (Q, L)$ the pin configuration of the system and any connected component $C$ of $H$ a circuit (see Figure 2b). Note that if each partition set of $Q$
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is a singleton, i.e., a set with exactly one element, then every circuit of $H$ just connects two neighboring amoebots. However, an external link between the neighboring amoebots $u$ and $v$ can only be maintained as long as both $u$ and $v$ occupy the incident nodes. Whenever two amoebots disconnect, the corresponding external links and their pins are removed from the system. An amoebot is part of a circuit iff the circuit contains at least one of its partition sets. A priori, an amoebot $u$ may not know whether two of its partition sets belong to the same circuit or not since initially it only knows $Q(u)$.

Each amoebot $u$ can send a primitive signal (a beep) via any of its partition sets $Q \in Q(u)$ that is received by all partition sets of the circuit containing $Q$ at the beginning of the next round. The amoebots are able to distinguish between beeps arriving at different partition sets. More specifically, an amoebot receives a beep at partition set $Q$ if at least one amoebot sends a beep on the circuit belonging to $Q$, but the amoebots neither know the origin of the signal nor the number of origins. Note that beeps are enough to send whole messages over time, especially between adjacent amoebots. We modify an activation of an amoebot as follows. As a function of its previous state and the beeps received in the previous round, each amoebot may perform a movement, update its state, reconfigure its pin configuration, and activate an arbitrary number of its partition sets. The beeps are propagated on the updated pin configurations. If an amoebot fails to perform its movement, it remains in its previous state and pin configuration, and does not beep on any of its partition sets.

In this paper, we will utilize the dual graph of the triangular grid graph, i.e., a hexagonal tessellation, to visualize amoebot structures (see Figure 2c). Thereby, we reduce each external link to a single pin. Furthermore, in order to improve the comparability of circuit configurations, we add pins to each side of the hexagon.

1.3 Problem Statement and Our Contribution

Let $D_m = \{N, ENE, ESE, S, WSW, WNW\}$ be the set of all cardinal directions along the axes of $G_\Delta$, and $D_p = \{E, SSE, SSW, W, NNW, NNE\}$ the set of all cardinal directions perpendicular to the axes of $G_\Delta$ (see Figure 2d). In the following, we state the considered problems.

First, we consider the stripe computation problem. Let $X(v, d) \subseteq V$ denote the nodes of $G_\Delta$ that lie on the axis through the node $v \in V$ into the cardinal direction $d \in D_m \cup D_p$. For $R \subseteq V$, we call the set $A(R, v, d) = R \cap X(v, d)$ a stripe of $R$ (see Figure 1b). Note that a stripe is not necessarily connected. Let an amoebot $u \in S$ and a cardinal direction $d \in D_m \cup D_p$ be given, i.e., each amoebot $v \in S$ knows the cardinal direction $d$ and whether $v = u$. The goal of each amoebot $v \in S$ is to determine whether $v \in A(S, u, d)$. Our stripe algorithm solves the stripe computation problem after $O(\log n)$ rounds.

Second, we consider the global maxima problem. Let a cardinal direction $d \in D_m \cup D_p$ and a non-empty set $R \subseteq S$ be given, i.e., each amoebot $v \in S$ knows the direction $d$ and whether $v \in R$. The goal of each amoebot $v \in S$ is to determine whether $v \in \arg\min_{w \in R} I_d(R, w)$ where $I_d(R, w)$ denotes the number of amoebots in $R$ that lie in direction $d$ from amoebot $w$. We call $\arg\min_{w \in R} I_d(R, w)$ the set of global maxima of $R$ with respect to $d$. Our global maxima algorithm solves the global maxima problem after $O(\log^2 n)$ rounds w.h.p.\(^1\)

Third, we consider the (canonical) skeleton problem. An amoebot $u$ is a boundary amoebot iff it is adjacent to an unoccupied node in $V \setminus S$. Otherwise, we call $u$ an inner amoebot. A (potentially non-simple) cycle of amoebots is a skeleton iff the cycle contains all boundary amoebots.

\(^1\) An event holds with high probability (w.h.p.) if it holds with probability at least $1 - 1/n^c$ where the constant $c$ can be made arbitrarily large.
amoebots in S. Note that the skeleton may contain inner amoebots. An amoebot structure computes a skeleton $C$ if each amoebot knows its predecessor and successor for each of its occurrences in $C$. The goal of the skeleton problem is to compute an arbitrary skeleton.

Since skeletons are not unique, we define a canonical skeleton with respect to a cardinal direction $d \in D_m \cup D_p$ and a sign $s \in \{+, -\}$ (abbreviated as $(d, s)$-skeleton). We defer the definition to Section 4.1. Let a cardinal direction $d \in D_m \cup D_p$ and a sign $s$ be given, i.e., each amoebot $v \in S$ knows the cardinal direction $d$ and the sign $s$. The goal of the canonical skeleton problem is to compute the canonical skeleton. Our canonical skeleton algorithm solves the (canonical) skeleton problem after $O(\log^2 n)$ rounds w.h.p.

Our algorithms for the remaining problems are based on skeletons. However, they split the skeletons into paths that we call skeleton paths. Our canonical skeleton algorithm determines this point in parallel to the computation of the canonical skeleton.

Fourth, we consider the spanning tree problem. A tree is a cycle-free and connected graph. A spanning tree of an amoebot structure $S$ is a tree $T = (S, E_T)$ with $E_T \subseteq E$. An amoebot structure computes a spanning tree $T$ if each amoebot $u \in S$ knows whether ${u, v} \in E_T$ for each neighbor $v \in N(u)$. The goal of the spanning tree problem is to compute an arbitrary spanning tree. Our spanning tree algorithm solves the spanning tree problem after $O(\log^2 n)$ rounds w.h.p.

Finally, we consider the symmetry detection problem. The goal of that problem is to determine whether the amoebot structure features rotational or reflection symmetries. Our symmetry detection algorithm solves the the problem after $O(\log^5 n)$ rounds w.h.p.

1.4 Related Work

The reconfigurable circuit extension was introduced by Feldmann et al. [8]. Note that the amoebot model [1] and its circuit extension [11, 12, 13, 14] can in principle be realized.

Feldmann et al. [8] have proposed solutions for leader election (see Section 2), consensus, compass alignment, chirality agreement, and various shape recognition problems. Both, the alignment of the compasses and the agreement on a chirality requires $O(\log n)$ w.h.p. This makes our assumption of a common compass orientation and chirality reasonable.

To our knowledge the stripe computation, global maxima, (canonical) skeleton, and symmetry detection problem have not been considered within the standard amoebot model. However, regarding the global maxima problem, Daymude et al. [2] have considered the related problem of determining the dimensions of an object (a finite, connected, static set of nodes) in order to solve various convex hull problems. Their approach can be easily adjusted to compute the global maxima of the amoebot structure. However, it requires $O(n)$ rounds.

The spanning tree problem is widely studied in the distributed algorithms community, e.g., [10] (also see the cited papers within the reference). The spanning tree primitive is one of the most used techniques to move amoebots, e.g., [3, 2, 7, 9]. Beyond that, spanning trees were applied to distribute energy [5]. However, the construction requires $\Omega(D)$ rounds where $D$ is the diameter of the amoebot structure (e.g., see [3]). Since $D = \Omega(\sqrt{n})$, our solution is a significant improvement.

2 Preliminaries

In this section, we enumerate important primitives given in previous papers.
Global Circuit. If each amoebot partitions its pins into one partition set, we obtain a single circuit that interconnects all amoebots. We call this circuit the global circuit [8].

Leader Election. We make use of a generalized version of the leader election algorithm proposed by Feldmann et al. [8]:

\begin{theorem}
Let $C_1, \ldots, C_m$ be sets of candidates. For each $i \in \{1, \ldots, m\}$, let $C_i$ be the circuit that connects all candidates of set $C_i$. Let $C_i \cap C_j = \emptyset$ hold for all $i \neq j$. An amoebot structure elects a leader from each set of candidates after $\Theta(\log n)$ rounds w.h.p.
\end{theorem}

In the classical leader election problem, the amoebot structure $S$ has to elect a leader only from the set $C_1 = S$.

Chains. We call an ordered sequence $C = (u_0, \ldots, u_{m-1})$ of $m$ amoebots a chain iff (i) all subsequent amoebots $u_i, u_{i+1}$ are neighbors, (ii) each amoebot in $C$ except $u_0$ knows its predecessor, and (iii) each amoebot in $C$ except $u_{m-1}$ knows its successor.

Boundary Sets. We adopt the definition for the boundary sets from [7]: Consider $G_{V \setminus S} = G \setminus \{v \in S : \exists v \in R_i : \{u, v\} \in E\}$.

There is exactly one infinite empty region since $S$ is finite. We call the corresponding boundary set the outer boundary set, and the others inner boundary sets. Naturally, each boundary set can be represented as a (potentially non-simple) cycle.

In order to distinguish inner and outer boundaries, we apply the inner outer boundary test by Derakhshandeh et al. [7]. They accumulate the angles of the turns while traversing the cycle of the boundary set once. An outer boundary set results in a sum of $360^\circ$, and an inner boundary set results in a value of $-360^\circ$. Note that it is sufficient to count the turns by $60^\circ$ modulo 5. This allows us to accumulate the sum with constant memory. However, the traversing requires $O(n)$ rounds. We accelerate the accumulation by the following result by Feldmann et al. [8]:

\begin{theorem}
Let $C = (v_0, \ldots, v_{m-1})$ be a chain within the amoebot structure where $m \in \mathbb{N}$ denotes the length of the chain. Let $k \in \mathbb{N}$ be constant. Let $x_i \in \{0, \ldots, k-1\}$ for all $i \in \{0, \ldots, m-1\}$. Suppose that for each $i \in \{0, \ldots, m-1\}$, amoebot $v_i$ knows the value $x_i$. Then, the chain computes $x = \sum_{i=0}^{m-1} x_i \mod k$ after $O(\log m)$ rounds.
\end{theorem}

\begin{corollary}
A boundary set can determine whether it is an inner boundary set or the outer boundary set within $O(\log n)$ rounds w.h.p.
\end{corollary}

Synchronization of Procedures. Sometimes, we want to execute a procedure on different subsets in parallel, e.g., we apply the inner outer boundary test on all boundary sets at once. The execution of the the same procedure may take different amounts of rounds for each subset. The amoebots of a single subset are not able to decide when all subsets have terminated. In order to synchronize the amoebot structure with respect to the procedures, the amoebots periodically establish the global circuit. The amoebots of each subset that has not yet terminated beep on that circuit. The amoebot structure may proceed to the next procedure once the global circuit was not activated.
Figure 3 PASC algorithm. Each figure shows the chain at the beginning of the $i$-th iteration. The circles indicate the primary (P) and secondary (S) partition sets. The blue bordered amoebot denotes the reference amoebot $u_r$. Yellow amoebots are active, and gray amoebots are passive. All primary and secondary partition sets that are part of the primary resp. secondary circuit of $u_r$ are depicted in red resp. cyan.

3 Computing Identifiers

In this section, we assign identifiers in $\mathbb{Z}$ to the amoebots. Let $(x_{k-1}, \ldots, x_0)$ denote the two’s complement representation of $-x_{k-1} \cdot 2^{k-1} + \sum_{i=0}^{k-2} x_i \cdot 2^i$. By abuse of notation, we identify the identifiers with their two’s complement representation. Each amoebot computes a two’s complement representation of its identifier. In the first subsection, we compute successive identifiers along chains. In the second subsection, we compute spatial identifiers with respect to a cardinal direction. In the third subsection, we show two applications for the identifiers.

3.1 Successive Identifiers along the Chain

In this section, we compute successive identifiers along a chain with respect to an amoebot that we call the reference amoebot $u_r$. Let $C = (u_0, \ldots, u_{m-1})$ be a chain of amoebots. Let $u_r$ be an arbitrary reference amoebot within the chain, e.g., chosen by position (for example $r = 0$), or by a leader election. We assign identifiers $\text{id}_{C,u_r}$ according to the following rules:

\[
\text{id}_{C,u_r}(u_r) = 0 \\
\text{id}_{C,u_r}(u_{i+1}) = \text{id}_{C,u_r}(u_i) + 1 \text{ for } 1 \leq i < m
\]

Note that $\text{id}_{C,u_r}(u_i) = i - r$.

In order to compute the identifiers, we utilize a procedure on the chain of amoebots proposed by Feldmann et al. [8] that we henceforth refer to as the primary and secondary circuit algorithm (PASC algorithm). Originally, the algorithm has been used as a subroutine for Theorem 2.

In the following, we explain how the PASC algorithm works (see Figure 3). So, let $C = (u_0, \ldots, u_{m-1})$ be a chain of $m$ amoebots. If an amoebot occurs multiple (but constantly many) times, it operates each position independently of each other which is possible by using sufficiently many pins. Each amoebot is either active or passive. Initially, each amoebot is active. The algorithm iteratively transforms active amoebots into passive amoebots while keeping amoebot $u_r$ active.
At the beginning of an iteration, the amoebots establish two circuits as follows. Each amoebot has two partition sets that we call the primary and secondary partition set. We connect the primary and secondary partition sets by the following two rules (see Figure 3):

(i) If an amoebot is active, we connect its primary partition set to the secondary partition set of its predecessor, and its secondary partition set to the primary partition set of its predecessor. (ii) If an amoebot is passive, we connect its primary partition set to the primary partition set of its predecessor, and its secondary partition set to the secondary partition set of its predecessor.

We obtain two circuits through all amoebots (see Figure 3). Each amoebot defines the circuit containing its primary partition set as its primary circuit, and the circuit containing its secondary partition set as its secondary circuit. Clearly, we obtain two disjoint circuits along the chain. We refer to [8] for a detailed construction.

After establishing these circuits, the iteration utilizes two rounds. In the first round, amoebot \( u_r \) activates its primary circuit. Each active amoebot that has received the beep on its secondary circuit beeps in the second round on its secondary circuit. These amoebots become passive amoebots in the next iteration. The algorithm terminates when the second round is silent. At this point, amoebot \( u_r \) is the remaining active amoebot. Feldmann et al. [8] have proven the following lemma:

\[ \blacksquare \text{Lemma 4. The PASC algorithm terminates in } \lceil \log m \rceil \text{ iterations, resp. } O(\log m) \text{ rounds.}\]

We obtain the identifiers from the PASC algorithm as follows. Let \( k = \lceil \log m \rceil \) be the number of iterations. For \( 0 \leq i < k \), let \( r_i \) be the first round of the \((i+1)\)-st iteration. Note that in each of these rounds, each amoebot of the chain receives a beep either on its primary circuit or its secondary circuit. Hence, in round \( r_i \), amoebot \( x \) interprets a beep on the primary circuit as \( x_i = 0 \) and a beep on the secondary circuit as \( x_i = 1 \).

\[ \blacksquare \text{Lemma 5. The PASC algorithm computes } \text{id}_{C,u_r}. \]

### 3.2 Spatial Identifiers

In this section, we compute identifiers relative to the spatial positions of the amoebots with respect to a cardinal direction \( d \in D_m \cup D_p \) and a reference amoebot \( u_r \in S \). Let \( d' \) denote the direction obtained if we rotate \( d \) by 90° counterclockwise, e.g., \( d' = N \) for \( d = E \). First, consider \( d \in D_p \) (see Figure 4a). Let \( A_d = \{ A(S,v,d') \mid v \in S \} \) denote a set of stripes. We first assign identifiers to \( A_d \). Afterwards, we extend these identifiers to the nodes in \( S \).

Observe that \( A_d \) partitions \( S \) into disjoint stripes. These stripes form a chain \( C_d \) if we think of the stripes as nodes such that two nodes are adjacent if the corresponding stripes are neighbors (see Figure 4a). The order of the chain is given by the cardinal direction \( d \): The successor of a stripe is the neighboring stripe in direction \( d \). Let \( \text{succ}(A) \) denote the succeeding stripe of stripe \( A \). Let \( A_r = A(S,u_r,d') \). We assign identifiers \( \text{id}_{C,d,A_r} \) according to the following two rules:

\[
\begin{align*}
\text{id}_{C_d,A_r}(A_r) &= 0 \\
\text{id}_{C_d,A_r}(\text{succ}(A)) &= \text{id}_{C_d,A_r}(A) + 1 \quad \text{for all } A \in A_d
\end{align*}
\]

Finally, we define \( \text{id}_{d,u_r}(v) = \text{id}_{C_d,A_r}(A(S,v,d')) \) for all nodes \( v \in S \).

\[ \text{In comparison to [8], we have adjusted the rules by mirroring the connections.} \]
In order to compute the identifiers, we transfer the concept of primary and secondary circuits from a chain of amoebots to a chain of stripes (compare with Section 3.1): From a global perspective, each stripe knows its predecessor and its successor, is either active or passive, and has a primary and secondary partition set. The primary and secondary partition sets are connected by the following rules: If a stripe is active, its primary partition set is connected to the secondary partition set of its predecessor, and its secondary partition set is connected to the primary partition set of its predecessor. If a stripe is passive, its primary partition set is connected to the primary partition set of its predecessor, and its secondary partition set is connected to the secondary partition set of its predecessor. There are no further connections. In order to keep the amoebots within a stripe synchronized, we additionally require that each amoebot has access to the primary and secondary partition set of its stripe. In the following, we explain how to construct the circuits that satisfy the aforementioned properties.

Note that the neighborhood of each amoebot only contains amoebots of the same stripe, the preceding stripe, and the succeeding stripe. Since we assume common compass orientation and chirality, each amoebot is able to determine to which stripe each neighbor belongs. We now define pin configurations that satisfy the aforementioned properties. Each pin configuration has two partition sets that we call the primary and secondary partition set. We connect the primary and secondary partition sets of an amoebot to the primary and secondary partition sets of adjacent amoebots such that the aforementioned properties are reflected locally. For example, consider two adjacent amoebots \( u \) and \( v \) such that \( u \) belongs to an active stripe and \( v \) belongs to \( u \)'s preceding stripe. We connect \( u \)'s primary partition set to \( v \)'s secondary partition set, and \( u \)'s secondary partition set to \( v \)'s primary partition set. Since we assign the same identifiers to amoebots of the same stripe, we connect their primary and secondary partition sets, respectively. We obtain two pin configurations: one for amoebots of active stripes and one for amoebots of passive stripes (see Figure 5).

Lemma 6. The construction satisfies the aforementioned properties.

Now, we simply apply the PASC algorithm on the chain of stripes to compute \( \text{id}_{C_d,A_r} \), i.e., each amoebot \( v \in S \) computes \( \text{id}_{C_d,A_r}(A(S,v,d')) \) that equals \( \text{id}_{d,u_r}(v) \) by definition.

Lemma 7. The PASC algorithm computes \( \text{id}_{d,u_r} \) for \( d \in D_p \).
Next, consider $d \in D_m$. We discuss the necessary modifications in comparison to $d \in D_p$. Note that an amoebot is unable to locally determine to which stripe its neighbors belong (see Figure 4c). We therefore perform the PASC algorithm on the union of the amoebot structure and its neighborhood (see Figure 4b). Note that each neighbor of an amoebot $v \in S$ belongs either to one of the two preceding stripes or to one of the two succeeding stripe.

Each amoebot tracks when the stripes of its neighbors become passive as follows. Recall that all stripes are initially active. Suppose that each amoebot $v \in S$ knows whether (its stripe and) the stripes of its neighbors are active or passive at the beginning of an iteration of the PASC algorithm. Hence, $v$ also knows how these stripes are interconnected. Thus, $v$ can conclude from the signal it receives on the signals received by the stripes of its neighbors and with that whether these become passive.

There are two reasons for the tracking. First, some of the stripes are not occupied by any amoebots. The tracking allows each amoebot $v \in S$ to activate the correct circuits for each of its neighbors. Second, the connections between an amoebot and its neighbor of the stripe preceding its preceding stripe depends on the states of its stripe and its preceding stripe. We obtain four pin configurations (see Figure 5).

\begin{lemma}
The PASC algorithm computes $\text{id}_{d,u_r}$ for $d \in D_m$.
\end{lemma}

Note that we can generalize this technique to arbitrary directions as long as the identifiers within a neighborhood only differ by some constant.

### 3.3 Applications

We now consider two applications for the identifiers, namely the stripe problem and the global maxima problem.

First, consider the stripe problem. Our stripe algorithm simply executes the PASC algorithm with $u$ as the reference amoebot, i.e., $u_r = u$. Note that this sets the identifier of $u$ to 0, i.e., $\text{id}_{d,u}(u) = 0$. By construction, $\text{id}_{d,u}(v) = \text{id}_{d,u}(u) = 0$ holds for all $v \in A(S,u,d)$. We obtain the following theorem.

\begin{theorem}
The stripe algorithm solves the stripe computation problem in $O(\log n)$ rounds.
\end{theorem}

Next, consider the global maxima problem. Recall that we compute the global maxima of a set $R \subseteq S$ (see Section 1.3). By construction, $\text{argmin}_{w \in R} f_d(R,w) = \text{argmax}_{w \in R} \text{id}_{d,u_r}(w)$ holds for any reference amoebot $u_r$. The idea of our global maxima algorithm is therefore to execute the PASC algorithm and to determine the highest identifier. By choosing an $u \in R$ as the reference amoebot, i.e., $u_r = u$, we ensure that the maximal identifier is non-negative. In order to determine the maximum of non-negative numbers, we apply the consensus algorithm by Feldmann et al. [8] that agrees on the highest input value. First, the amoebot structure...
establishes the global circuit (see Section 2). Each amoebot \( v \in R \) with \( \text{id}(v) \geq 0 \) transmits its identifier starting from the most significant bit. If a transmitting amoebot observes a beep in a round it does not beep, it stops its transmission. Only an amoebot with the highest identifier is able to transmit its identifier until the end.

However, since each amoebot can only store a constant section of its identifier, and since the PASC algorithm provides the identifiers from the least significant bit to the most significant bit, we have to partially recompute the identifiers after each bit. In order to identify the correct bit, we simply use two binary counters where the first counter indicates the current bit, and the second counter the current iteration of the PASC algorithm. These can be realized along a chain such that with the help of circuits, the incrementation, the decrementation, and the comparison only require \( O(1) \) rounds. Using a chain along the outer boundary set ensures a sufficient length of the counters. We obtain the following theorem.

▶ Theorem 10. The global maxima algorithm computes the global maxima in \( O(\log^2 n) \) rounds w.h.p.

4 Skeletons

This section deals with (canonical) skeletons. In the first subsection, we canonicalize and construct the skeletons. In the second and third subsection, we show two applications for skeletons by showing how to construct spanning trees and how to detect symmetries.

4.1 Canonicalized Construction

The general idea to construct a skeleton is to start with the cycles given by the boundary sets and to fuse these into a single cycle, i.e., a skeleton (see Figures 6 and 14). In order to fuse two boundary cycles, we have to determine a path between them. The boundary cycles are split at the respective endpoints of the path and connected along the path. Note that the fused cycle uses the path twice. The difficulty lies in finding paths between the boundary cycles and in avoiding the creation of new cycles. The construction is correct, i.e., we obtain a single cycle, iff the boundary sets and paths form a tree with the boundary sets as the nodes and the paths as the edges. In order to obtain a skeleton path, the skeleton is split at an arbitrary point, e.g., chosen by a leader election.

We now canonicalize the construction of a skeleton and a skeleton path. Recall that we define the canonical skeleton (path) with respect to a cardinal direction \( d \in D_m \cup D_p \) and a sign \( s \in \{+, -\} \). For the canonical skeleton, we have to define how the paths are constructed, and how the boundary cycles and paths are exactly connected. For the canonical skeleton path, we have to define the point to split the canonical skeleton. Afterwards, we show how the amoebot structure computes the canonical skeleton in a distributed fashion.

We start with the construction of the canonical skeleton. Let \( \rho_s(d, x) \) denote the direction obtained if we rotate direction \( d \) by \( x \) degrees counterclockwise if the sign \( s \) is positive, and clockwise if the sign \( s \) is negative. Let \( d_p = d \) if \( d \in D_m \) and \( d_p = \rho_s(d, 30) \) if \( d \in D_p \). For each inner boundary set \( B \), we construct a path as follows. First, we compute the global maxima of \( B \) with respect to direction \( d \). Let \( B_d \) denote these global maxima. Then, we compute the global maximum of \( B_d \) with respect to direction \( \rho_s(d, 90) \). Let \( u_B \) denote the global maximum.

▶ Lemma 11. Amoebot \( u_B \) is adjacent to exactly one node in \( R \), namely the one in direction \( \rho_s(d_p, 180) \). Further, no amoebot in direction \( d_p \) of \( u_B \) is adjacent to a node in \( R \).
The path starts at $u_B$ and goes straight in direction $d_p$ until it reaches an amoebot $v_B$ of another boundary set. The existence of $v_B$ is guaranteed by the outer boundary set. Clearly, all nodes of the path are occupied by amoebots. Note that the path may be trivial, i.e., $u_B = v_B$. There is only a single case where $v_B$ is part of two boundary sets unequal to $B$. In this case, we take the boundary of $v_B$ in direction $\rho_s(d_p, 60)$.

\begin{lemma}
The boundary sets and paths form a tree.
\end{lemma}

It remains to define how the cycles and paths are exactly connected. We define that the cycle runs along the tree without crossing itself.

Next, consider the construction of the canonical skeleton path. We determine the splitting point $u_{BO}$ by applying the same procedure as for the starting points of the paths on the outer boundary set $BO$. That is, we first compute the global maxima of $BO$ with respect to direction $d$, and then compute the global maximum of these global maxima with respect to direction $\rho_s(d, 90)$. If the canonical skeleton visits $u_{BO}$ multiple times, we pick a predefined position with respect to $d_p$ (see Figure 11).

\begin{lemma}
The canonical skeleton (path) visits each bond at most twice. Thus, the canonical skeleton has linear complexity.
\end{lemma}

In the following, we present our canonical skeleton algorithm that computes the canonical skeleton and the splitting point for the canonical skeleton path in parallel. Some instructions are performed on different subsets in parallel. In order to keep the amoebot structure synchronized, we apply the synchronization primitive (see Section 2). In a preprocessing step, each boundary set determines whether it is an inner or outer boundary set (see Corollary 3). The canonical skeleton algorithm follows our construction of the canonical skeleton. In the first step, we compute the starting points of the paths and the splitting point by performing the global maxima algorithm on each boundary set $B$ with respect to direction $d$, and on each resulting set $B_d$ with respect to direction $\rho_s(d, 90)$. However, the computation of the boundary sets may interfere with each other since the boundary sets may intersect. In order to circumvent that problem, we add two additional external links and let each boundary set use the two external links closer to the corresponding empty region (see Figures 7a to 7c). Note that an amoebot is not able to determine whether two adjacent nodes belong to the
Figure 7 Computation of the global maxima of each boundary set with respect to $d = N$. (a) and (b) show the original construction for the outer and inner boundary set, respectively. The gray amoebot does not participate in the computation for the inner boundary set. (c) shows the construction for the computation in parallel. Amoebot $u$ is unaware that two of its adjacent nodes belong to the same empty region. (d) shows the circuit utilized to identify the paths. The yellow amoebots are boundary amoebots. The gray amoebots are inner amoebots.

same empty region (see Figure 7c). Hence, it can only construct the primary and secondary circuits along the cycle. Subsequently, it handles each of its occurrences within the cycle separately. Nonetheless, the adjusted construction still satisfies the necessary properties given in Section 3.2.

The second step is the computation of the paths from the starting points straight into direction $d_p$. The canonical skeleton algorithm proceeds as follows. Each inner amoebot connects all pins of its neighbors in directions $d_p$ and $\rho_s(d_p, 180)$, and each boundary amoebot connects all pins to its neighbors in direction $d_p$ and $\rho_s(d_p, 180)$, respectively (see Figure 7d). Each starting point without a second boundary activates the circuit to its neighbor in direction $d_p$. Each amoebot that receives a beep is part of a path from the starting point straight into direction $d_p$. Finally, we obtain the following theorem:

▶ Theorem 14. The canonical skeleton algorithm computes a (canonical) skeleton (path) in $O(\log^2 n)$ rounds w.h.p.

4.2 Spanning Tree

We now show how a skeleton can be utilized to construct a spanning tree. We assume that we have already computed a (not necessarily canonical) skeleton (see Section 4.1). Our spanning tree algorithm consists of two phases. We first outline the goal of each phase. In the first phase, we construct a tree spanning all amoebots of the skeleton path. In the second phase, we add the remaining amoebots to the tree. Now, consider the first phase. We make use of the following lemma.

▶ Lemma 15. Let $G = (V, E)$ be a connected graph. Let $\pi = (v_1, \ldots, v_m)$ be a path in $G$. Let $V' \subseteq V$ be the set of all amoebots on the path $\pi$. Let $\pi(v)$ denote the first edge in $\pi$ incident to $v$. Then, $T = (V', E')$ with $E' = \bigcup_{v \in V' \setminus \{v_1\}} \{\pi(v)\}$ is a tree.

In order to determine the first occurrence of each amoebot, we apply the PASC algorithm on the path with $v_0$ as the reference amoebot (see Section 3.1). Each amoebot is able to determine its first occurrence by simply comparing the identifiers of all its occurrences. Each amoebot notifies the predecessor of its first occurrence.
Next, consider the second phase. For each amoebot \( v \) not included in the skeleton \( S \setminus V' \), we add an edge from it to its northern neighbor \( w \) to the spanning tree. Note that \( v \) is an inner amoebot such that \( w \) has to exist. Otherwise, \( v \) would be included in the skeleton. Each amoebot \( v \in S \setminus V' \) notifies its northern neighbor. We obtain the following theorem:

\[ \textbf{Theorem 16.} \] Given a skeleton, the spanning tree algorithm computes a spanning tree after \( O(\log n) \) rounds. Altogether, it requires \( O(\log^2 n) \) rounds w.h.p.

### 4.3 Symmetry Detection

We now show how to detect rotational symmetries and reflection symmetries. Due to the underlying infinite regular triangular grid graph \( G_\Delta \), there is only a limited number of possible symmetries. More precisely, an amoebot structure can only be 2-fold, 3-fold or 6-fold rotationally symmetric, and reflection symmetric to axes in a direction of \( D_m \cup D_p \). Moreover, the problem is complicated by the facts that the symmetry point may be an unoccupied node of \( G_\Delta \) or not a node of \( G_\Delta \) at all, and that the symmetry axis may not be occupied by any amoebots.

Recall that we define a canonical skeleton by two parameters: the direction \( d \) and the sign \( s \). Note that rotating the direction results in a rotated construction, and inverting the sign results in a reflected construction. Hence, a symmetric amoebot structure implies a symmetric construction of canonical skeletons. The idea of our symmetry detection algorithm is therefore to compare the canonical skeletons. We compare the skeletons according to the following observations (compare Figure 8).

\[ \textbf{Observation 17.} \] An amoebot structure is 2-fold rotationally symmetric if the \((N,+)\)-skeleton and the \((S,+)\)-skeleton are symmetric. An amoebot structure is 3-fold rotationally symmetric if the \((N,+)\)-skeleton and the \((ESE,+))\)-skeleton are symmetric. An amoebot structure is 6-fold rotationally symmetric if it is 2-fold and 3-fold rotationally symmetric.

Let \( d \in D_m \cup D_p \) and let \( d' \) denote the direction obtained if we rotate \( d \) by 90° counterclockwise. An amoebot structure is reflection symmetric to an axis in direction \( d \) if the \((d',+)\)-skeleton and the \((d',-)\)-skeleton are symmetric. Note that due to symmetry, it is enough to only check half of \( D_m \cup D_p \).

In order to compare two canonical skeletons, we map each canonical \((d,s)\)-skeleton path to a unique bit string by having each amoebot on the path store a partial bit string of constant length encoding the direction of its successor relative to direction \( d \) and sign \( s \). Consequently, the comparison of two canonical skeletons is reduced to the comparison of the corresponding bit strings of the two skeletons. In the following we show how such a comparison of two bit strings is possible in polylogarithmic time.

To this end, we consider the string equality problem: Let \( A = (A_0, \ldots, A_{m-1}) \) and \( B = (B_0, \ldots, B_{m'-1}) \) be two chains of amoebots with reference amoebots \( A_0 \) and \( B_0 \), holding bit strings \( a = (a_0, \ldots, a_{m-1}) \) and \( b = (b_0, \ldots, b_{m'-1}) \). We show how \( a \) and \( b \) can be checked for equality in time \( O(\log^5 m) \) w.h.p. using probabilistic polynomial identity testing.

We first give a high-level overview of our solution: Since we can compare the length of \( A \) and \( B \) by comparing the identifiers \( \text{id}_{A,A_0}(A_{m-1}) = m-1 \) and \( \text{id}_{B,B_0}(B_{m'-1}) = m'-1 \) of the last amoebots of the chains bit by bit with the PASC algorithm (see Section 3.1) in time \( O(\log m) \), we can assume \( m = m' \) in the following. Let \( c \in \mathbb{N} \). Chain \( A \) generates a prime \( p \geq 2m \) and repeats the following procedure: \( A \) samples \( r \) uniformly at random from \([p]\) and sends the pair \((p,r)\) to chain \( B \). Chain \( A \) computes \( f_a(r) = \sum_{i=0}^{m-1} a_ir^i \mod p \), and chain \( B \) computes \( f_b(r) = \sum_{i=0}^{m'-1} b_ir^i \mod p \) and sends the result to chain \( A \) which outputs "\( a \neq b\)"
Symmetries of an amoebot structure. The amoebot structure is 3-fold rotational symmetric since the \( (N,+) \) and the \( (ESE,+) \)-skeleton are symmetric, but not 2-fold or 6-fold rotational symmetric since the \( (N,+) \) and the \( (S,+) \)-skeleton are not symmetric. Further, the amoebot structure is reflection symmetric to an axis into northern direction since the \( (N,+) \) and the \( (N,-) \)-skeleton are symmetric, but not reflection symmetric to an axis into eastern direction since the \( (E,+) \) and the \( (E,-) \)-skeleton are not symmetric.

If \( f_a(r) \neq f_b(r) \) and repeats the procedure otherwise. After \( c \lceil \log m \rceil \) repetitions, \( A \) outputs “\( a = b \)”. Note that \( a = b \) implies \( f_a(r) = f_b(r) \). From the Schwartz-Zippel lemma follows that the one-sided error probability for a single repetition is \( \Pr[f_a(r) = f_b(r) \mid a \neq b] \leq m/p \leq 1/2 \).

It follows \( \Pr[A \text{ outputs } “a = b” \mid a \neq b] \leq 1/m^c \).

We now describe the algorithm in more detail: First, we describe a block primitive that we use to divide the chain \( A \) into blocks of length \( k = O(\log m) \) where \( k = 2^{\lceil \log \lambda \rceil} \), \( \lambda = 2l \) and \( l = \lceil \log m \rceil + 2 \). Note that \( k \geq \lambda \). We have \( k \leq m \) for \( m \geq 44 =: \eta \). From here on we assume \( m \geq \eta \) (in case \( m < \eta \), the chains \( A \) and \( B \) can simply compare their bit strings deterministically). Since the PASC algorithm terminates after \( \lceil \log m \rceil \) iterations, we can easily determine amoebot \( A_\lambda \) by using the PASC algorithm 2 times and forwarding a marker after every iteration. Then we use the PASC algorithm again, with the following addition (compare Figure 13): For an amoebot let \( Q \) be the partition set on which it received a beep (either its primary or secondary partition set). An active amoebot (except \( A_0 \)) splits \( Q \) into singletons. We obtain a circuit between each pair of consecutive active amoebots. Then, \( A_0 \) beeps on \( Q \). If \( A_\lambda \) receives a beep, the procedure terminates, otherwise we continue with the next iteration. After termination, exactly the amoebots \( A_{ik} \) are active. Since we can directly compare the bits \( a_i \) of the amoebots between the last active amoebot and \( A_{m-1} \) with the corresponding bits \( b_i \) of chain \( B \) in time \( O(\log m) \), we assume in the following w.l.o.g. that \( k \mid m \) holds. This enables us to divide the amoebots of \( A \) into \( m/k \) chains \( C_i = (A_{ik}, \ldots, A_{(i+1)k-1}) \) of length \( k \) with reference amoebot \( A_{ik} \).

Now we describe how \( A \) generates a prime \( p \geq 2m \). Chain \( A \) samples an \( l \)-bit integer \( p = (p_0, \ldots, p_{l-2}, 1) \) uniformly at random such that \( A_t \) stores \( p_t \). Note that the most significant bit is fixed to 1 and therefore \( p \in [2^{l-1}, 2^l] \); in particular \( 2m \leq p < 4m \). We check deterministically whether \( p \) is a prime by checking in parallel for all \( 2 \leq t < m \) whether
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t \mid p \text{ (note that } \lfloor \sqrt{p} \rfloor < m): \text{ First, } p \text{ and } t = \text{id}_{A,A_0}(A_k) = ik \text{ (using the PASC algorithm) are stored in the first } l \text{ amoebots of every chain } C_i \text{ in time } O(\log m). \text{ Then, all chains } C_i \text{ repeat the following procedure in parallel for at most } k \text{ times: If } t \geq 2, \text{ check whether } t \mid p \text{ in time } O(\log^2 m) \text{ using binary long division with remainder. Abort the prime testing, if } t \mid p, \text{ otherwise increment } t.

We repeat the entire procedure at most } 3\epsilon t^2 \text{ times or until we have successfully sampled a prime } p. \text{ The runtime for the prime generation is } O(\log^3 m). \text{ We now analyse the probability for the event } E_{\text{fail}} \text{ that no prime is generated. Using non-asymptotic bounds on the prime-counting function, one can show that the fraction of integers in } [2^{l-1},2^l] \text{ that are prime is at least } 1/(3l). \text{ It follows: } \Pr[E_{\text{fail}}] \leq (1 - 1/(3l))^{3\epsilon t^2} \leq 1/\epsilon^{3t} \leq 1/m^e.

We now address the probabilistic polynomial identity testing, focusing on the computation of } f_a(r) \text{ for } r \in [p]. \text{ We use the previously determined division of the chain } A \text{ into blocks of length } k = O(\log m). \text{ Assume that } p, r \text{ and } e = \text{id}_{A,A_0}(A_k) = ik \text{ are stored in the first } l \text{ amoebots of every chain } C_i. \text{ All chains } C_i \text{ repeat the following procedure in parallel for } k \text{ times: Compute } s^{(i)} = a_r e^e \pmod{p} \text{ using modular exponentiation via the right-to-left binary method. Using binary long multiplication and division with remainder, this step is possible in time } O(\log^3 m). \text{ Then, increment } e. \text{ Once all chains } C_i \text{ have completed the } j\text{-th repetition, we compute the sum of the } s^{(i)} \text{ modulo } p \text{ and store it in the first } l \text{ amoebots of chain } A \text{ using a generalization of Theorem 2. The summation is possible in time } O(\log^2 m). \text{ The computed sum is then added to a running total modulo } p.

Finally, after } k \text{ repetitions, the result } f_a(r) \text{ is stored in the amoebots } A_0, \ldots, A_{l-1}. \text{ The runtime for the polynomial identity testing is } O(\log^4 m).

Note that the size of the outer boundary set is } \Omega(\sqrt{n}), \text{ which is also a lower bound for the size of a canonical skeleton. Hence, we get the following result:

\begin{quote}
\begin{boldmath}
\Large\textbf{Theorem 18.} \text{ The string equality problem on chains of length } O(m) \text{ can be solved in } O(\log^5 m) \text{ rounds w.h.p. Therefore, the symmetry detection problem can be solved in } O(\log^5 n) \text{ rounds w.h.p.}
\end{boldmath}
\end{quote}

Additionally, we can compute the amoebot occupying the symmetry point and amoebots on the symmetry axis, but due to the similarity to the applications in Section 3.2, we just sketch the algorithm. The idea is to identify some symmetric amoebots, e.g., global maxima, and to compute symmetric identifiers with these as reference amoebots (see Figure 12). We output all amoebots that receive the same identifier for each reference amoebot.

5  Conclusion and Future Work

In this paper, we have proposed polylogarithmic-time solutions for a range of problems. First, we have computed spatial identifiers in order to compute a stripe through a given amoebot and direction, and the global maxima of the given amoebot structure with respect to a direction. Using these results, we have constructed a canonical skeleton path, which provides a unique characterization of the shape of the given amoebot structure. Constructing canonical skeleton paths for different directions will then allow the amoebots to set up a spanning tree and to check symmetry properties of the given amoebot structure.

Our solutions could be useful for various applications like rapid shape transformation, energy dissemination, and structural monitoring. The details have to be worked out in future work. Beyond that, we think that exploring further applications for the spatial identifiers and the skeleton would be interesting.
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### A Overview

An overview of our results is given by Table 1.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Required pins</th>
<th>Runtime</th>
<th>Section</th>
<th>Theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stripe</td>
<td>2</td>
<td>$O(\log n)$</td>
<td>Section 3.3</td>
<td>Theorem 9</td>
</tr>
<tr>
<td>Global maxima</td>
<td>2</td>
<td>$O(\log^2 n)$</td>
<td>w.h.p.</td>
<td>Section 3.3 Theorem 10</td>
</tr>
<tr>
<td>Canonical skeleton</td>
<td>4</td>
<td>$O(\log^2 n)$</td>
<td>w.h.p.</td>
<td>Section 4.1 Theorem 14</td>
</tr>
<tr>
<td>Spanning tree</td>
<td>4</td>
<td>$O(\log^2 n)$</td>
<td>w.h.p.</td>
<td>Section 4.2 Theorem 16</td>
</tr>
<tr>
<td>Symmetry detection</td>
<td>4</td>
<td>$O(\log^5 n)$</td>
<td>w.h.p.</td>
<td>Section 4.3 Theorem 18</td>
</tr>
</tbody>
</table>

### B Omitted Proofs

**Proof of Corollary 3.** In order to accelerate the inner outer boundary test, we apply Theorem 2. Recall that each boundary set can organize itself into a cycle. We apply Theorem 1 to split the cycle into a chain. Each amoebot knows its predecessor and successor on the cycle and therefore also within the chain. Let $x_i$ denote the angle at amoebot $v_i$ and let $k = 5$. Finally, note that each boundary has $O(n)$ amoebots since each amoebot has at most three local boundaries. Thus, the sum of the angles can be accumulated after $O(\log n)$ rounds. ▶

**Proof of Lemma 5.** Since the reference amoebot $u_r$ activates its primary circuit, it always receives a beep on its primary circuit. This implies $(u_r)_i = 0$ for $0 \leq i < k$. Thus, Equation 1 holds.

Let $y$ be the successor of $x$. We have to show that Equation 2 holds, i.e., $id_{C,u_r}(y) = id_{C,u_r}(x) + 1$. We have two cases: (i) $y$ never becomes passive, and (ii) $y$ becomes passive. The first case directly implies $id_{C,u_r}(x) = (1, \ldots, 1) = -1$ and $id_{C,u_r}(y) = (0, \ldots, 0) = 0$. For the second case, let $l$ denote the iteration where $y$ becomes passive. Hence, $y$ has received a beep on its primary circuit in the first $l - 2$ iterations and a beep on its secondary circuit in the $(l - 1)$-st iteration, i.e., $y_{l-1} = 1$ and $y_l = 0$ for $0 \leq i < l - 1$. Since $y$ is active, $x$ has received a beep on its secondary circuit in the first $l - 2$ iterations and a beep on its primary circuit in the $(l - 1)$-st iteration, i.e., $x_{l-1} = 0$ and $x_l = 1$ for $0 \leq i < l - 1$. Since $y$ is passive from the $l$-th iteration, $x_i = y_i$ holds for $l \leq i < k$. We obtain

$$id_{C,u_r}(x) = (x_{k-1}, \ldots, x_l, 0, 1, \ldots, 1)$$

$$id_{C,u_r}(y) = (y_{k-1}, \ldots, y_l, 1, 0, \ldots, 0) = (x_{k-1}, \ldots, x_l, 0, 1, \ldots, 1) + 1$$

since $2^{l-1} = \sum_{i=0}^{l-2} 2^i + 1$. ▶

**Proof of Lemma 6.** For the sake of analysis, we first consider an infinite amoebot structure where $S = V$. Afterwards, we transfer the results to arbitrary connected amoebot structures.

Consider a single stripe. Let $ACTIVE$ denote the pin configuration used for amoebots of active stripes, and $PASSIVE$ denote the pin configuration used for amoebots of passive stripes. Both pin configurations define a primary and secondary partition set. All amoebots within the stripe connect their primary and secondary partition sets, respectively (see Figure 9). We define the union of all primary resp. secondary partition sets within a stripe as the primary resp. secondary partition set of the stripe. Note that each amoebot has access to both partition sets and is able to distinguish between them.
Next, consider the connections to the preceding stripe. The connections within the pin configuration \textit{ACTIVE} are selected in such a way that an active stripe connects its primary partition set exclusively to the secondary partition set of the preceding stripe, and its secondary partition set exclusively to the primary partition set of the preceding stripe (see Figure 9). Similar, the connections within the pin configuration \textit{PASSIVE} are selected in such a way that an active stripe connects its primary partition set exclusively to the primary partition set of the preceding stripe, and its secondary partition set exclusively to the secondary partition set of the preceding stripe (see Figure 9). Note that there are no further connections.

The crucial property of our construction is that any two amoebots are connected by any arbitrary path of amoebots in the same fashion, i.e., either both primary partition sets are connected to the secondary partition set of the other amoebot, or their primary and secondary partition sets are connected, respectively (see Figure 10a). This allows us to remove amoebots without separating the circuits as long as the amoebot structure stays connected (see Figure 10b).

\textbf{Proof of Lemma 7.} By Lemma 6, we can apply the primitive of primary and secondary circuits to the chain of stripes as long as each amoebot knows whether its stripe is active or passive. This implies that we can perform the PASC algorithm that by Lemma 5, computes $\text{id}_{C_d,A_r}$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{amoebot_structures}
\caption{Sections of various stripes of an infinite amoebot structure.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{amoebot_connections}
\caption{(a) A section of the infinite amoebot structure. (b) An arbitrary amoebot structure. The connectivity of the remaining amoebots is preserved.}
\end{figure}
It remains to show that each amoebot knows whether its stripe is active or passive throughout the execution of the algorithm. Initially, this is trivially true since each stripe is active. A stripe becomes passive once it receives a beep on its secondary circuit. Each amoebot of the stripe can observe this beep since by construction, each amoebot has access to the secondary partition set of its stripe. Thereafter, the stripe stays passive.

Proof of Lemma 8. The proof works analogously to the one of Lemma 7.

Proof of Lemma 12. Let \( \text{rank}(B) = \min_{w \in B} f_d(S, w) \) be the rank of an inner boundary set \( B \), and let \( \text{rank}(B_O) = -1 \) be the rank of the outer boundary set \( B_O \) (compare to the definition of the global maxima in Section 1.3). The rank of an inner boundary set is lower than the rank of another inner boundary set if its global maxima are further in direction \( d \) than the global maxima of the other inner boundary set. Furthermore, the outer boundary set has a lower rank than all ranks of the inner boundary sets.

We claim that for each inner boundary set \( B \), we construct a path from \( B \) to another boundary set \( B' \) such that \( \text{rank}(B) > \text{rank}(B') \) holds. Clearly, this relationship cannot be cyclic. The lemma immediately follows since we construct a path for each inner boundary set. We prove the claim in the following.

Lemma 11 excludes the possibility of a self-loop, i.e., \( B \neq B' \) holds. The claim holds by definition if \( B' \) is the outer boundary set. Suppose that \( B' \) is an inner boundary set. The claim also holds if the path from \( u_B \) to \( v_B \) is not trivial since \( \text{rank}(B) = f_d(S, u_B) > f_d(S, v_B) > \text{rank}(B') \) holds.

Suppose that the path is trivial, i.e., \( u_B \in B \) and \( u_B \in B' \). Let \( w \in R' \) be a node adjacent to \( u_B \). Note that \( f_d(S, u_B) \geq f_d(S, w) \) holds since otherwise, \( R = R' \) and with that \( B = B' \) would hold. We go from \( w \) into direction \( d_w \) until we reach an amoebot \( x \in B' \). Note that \( f_d(S, w) > f_d(S, x) \) holds since for \( V \setminus R_O, f_d \) is strictly monotonically decreasing if we go into direction \( d_p \). This amoebot exists since \( B' \) is an inner boundary set. The claim holds since \( \text{rank}(B) = f_d(S, u_B) \geq f_d(S, w) > f_d(S, x) > \text{rank}(B') \) holds.

Proof of Lemma 11. Amoebot \( u_B \) has to be adjacent to at least one node in \( R \). Otherwise, \( u_B \notin B \) would hold. It is easy to see that if that node would lie in another direction than \( \rho_s(d_p, 180) \), either \( u_B \) would not be a global maximum of \( B \) with respect to \( d \), or \( u_B \) would not be the global maximum of \( B_d \) with respect to direction \( \rho_s(d, 90) \). By the same reasoning, \( u_B \) would not be a global maximum of \( B \) with respect to \( d \) if any amoebot in direction \( d_p \) of \( u_B \) would be adjacent to a node in \( R \).

Proof of Lemma 13. The canonical skeleton (path) visits a bond either due to a boundary cycle or due to one of the paths. Each local boundary (a common unoccupied adjacent node of the endpoints) adds one visit. Each bond has at most two local boundaries. Each path adds two visits. Due to Lemma 11, a bond cannot be part of more than one path. A bond cannot be part of a boundary cycle and a path at the same time since the path would stop at either endpoints due to the unoccupied adjacent node. Altogether, each bond is visited at most twice.

Proof of Theorem 14. The preprocessing step requires \( O(\log n) \) rounds w.h.p. (see Section 2). The first step requires \( O(\log^2 n) \) rounds for the computation of global maxima (see Section 3.3). The second requires \( O(1) \) rounds. Altogether, the canonical skeleton algorithm requires \( O(\log^2 n) \) rounds w.h.p.
Proof of Lemma 15. In order to prove that \( T \) is a tree, we show that \( T \) is cycle-free and connected. Each edge \( \pi(v) = (v', v) \) implies that \( v' \) appears before \( v \) in \( \pi \). Clearly, this relationship cannot be cyclic.

We prove that \( T \) is connected by induction on the path \( \pi \). The induction base holds trivially for \( v_1 \). Suppose that all nodes up to node \( v_i \) are connected within \( T \). Consider node \( v_{i+1} \). If it is not the first occurrence of \( v_{i+1} \) on the path, then \( v_{i+1} \) is already connected by induction hypothesis. Otherwise \( \pi(v_{i+1}) = \{v_i, v_{i+1}\} \in E' \). This edge connects \( v_{i+1} \) to all nodes up to node \( v_i \) since these are connected by induction hypothesis.

Proof of Theorem 16. The correctness follows from Lemma 15. The first phase requires \( O(\log n) \) rounds (see Section 3.1). The second phase requires \( O(1) \) rounds. Altogether, the spanning tree algorithm requires \( O(\log n) \) rounds.

C Omitted Figures

Figure 11 Predefined splitting point with respect to \( d_p \). For \( d_p = N \), the figure shows all cases where the canonical skeleton visits \( u_{R_{ij}} \) multiple times. By similar arguments as for Lemma 11, there are no other cases. The red lines indicate the canonical skeleton. The node indicates the splitting point.

(a) (b) (c) (d) (e)

Figure 12 Symmetry point and symmetry axis. (a) and (b) show the computation of a symmetry axis. (c) to (e) show the computation of a symmetry point for a 3-fold or 6-fold rotationally symmetric amoebot structure. (f) to (i) show the computation of a symmetry point for a 2-fold rotationally symmetric amoebot structure. In this case, we have to compute two axes so that the symmetry point lies on the intersection of these. The yellow amoebot indicates the reference amoebot. The red (and orange) amoebots receive the same identifier for each reference amoebot.
The Structural Power of Reconfigurable Circuits in the Amoebot Model

Figure 13 Block primitive. The figure shows how a chain $A$ with reference amoebot $A_0$ and a marked amoebot $A_\lambda$ can be divided into blocks of length $k \geq \lambda$ where $k = 2^{\lceil \log \lambda \rceil}$ using the PASC algorithm (compare Figure 3) with an additional step after each iteration. Here, we have $\lambda = 3$ and $k = 4$. The first line shows the chain at the beginning of the $i$-th iteration of the PASC algorithm. The circles indicate the partition sets. The blue bordered amoebot is $A_0$, and the green bordered amoebot is $A_\lambda$. Yellow amoebots are active, and gray amoebots are passive. The second line shows the configuration resulting from the following additional step: For an amoebot let $Q$ be the partition set on which it received a beep (depicted in red; either its primary or secondary partition set). An active amoebot (except $A_0$) splits $Q$ into singletons. We obtain a circuit between each pair of consecutive active amoebots. Then, $A_0$ beeps on $Q$. If $A_\lambda$ receives a beep, the procedure terminates, otherwise continue with the next iteration. After termination, exactly the amoebots $A_{ik}$ are active.

Figure 14 The figure shows $(NNW,+)$-skeleton. The yellow and orange amoebots indicate the global maxima of the boundary sets. The orange amoebots indicate the starting points of the paths. The blue lines indicate the paths between the boundary cycles. The node indicates the location where the cycle is split.
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Abstract
The amoebot model is a distributed computing model of programmable matter. It envisions programmable matter as a collection of computational units called amoebots or particles that utilize local interactions to achieve tasks of coordination, movement and conformation. In the geometric amoebot model the particles operate on a hexagonal tessellation of the plane. Within this model, numerous problems such as leader election, shape formation or object coating have been studied. One area that has not received much attention so far, but is highly relevant for a practical implementation of programmable matter, is fault tolerance. The existing literature on that aspect allows particles to crash but assumes that crashed particles do not recover. We proposed a new model [14] in which a crash causes the memory of a particle to be reset and a crashed particle can detect that it has crashed and try to recover using its local information and communication capabilities. We present an algorithm that solves the hexagon shape formation problem in our model if a finite number of crashes occur and a designated leader particle does not fail. At the heart of our solution lies a fault-tolerant implementation of the spanning forest primitive, which, since other algorithms in the amoebot model also make use of it, is also of general interest.
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Introduction
The research on programmable matter, first introduced in [16], deals with small simple particles that locally interact to globally solve a given task like shape formation or coordinated movement. Many future applications are conceivable, such as smart materials, autonomous monitoring and repair, and minimal invasive surgery. The amoebot model, introduced in [4], is a popular model in the context of programmable matter, envisioning particles (or amoebots) as computational entities on the micro or nano level. Amoebots have only finite memory and move in a way inspired by amoeba. In this work we extend the amoebot model to include the aspect of fault tolerance by introducing particle crashes [14]. Crashed particles can recover using their local information and communication capabilities and thus rejoin solving the global task at hand. In order to gain initial insights into useful strategies towards fault tolerance in our model, we examine and solve the hexagon shape formation problem. Our solution builds upon two primitives, a propagation primitive and a safety primitive, which both may be of interest in their own.
1.1 Related Work

Shape formation in the amoebot model, in particular the hexagon shape formation problem, was investigated in [6, 7, 10]. The authors of [12] show how a constant number of amoebots can be used to simulate a Turing-complete entity that can move in the plane during computation and show how this can be used to form more general shapes than the previously published algorithms. The hexagon shape formation problem was recently revisited in [2] where it was shown how to define an algorithm for the problem that is correct in a concurrent setting.

In the literature on the amoebot model, the topic of fault tolerance has received little attention so far. We are only aware of the following publications: In [11] the authors present a solution to the line recovery problem in the amoebot model under a semi-synchronous adversarial scheduler: Initially, \( n \) particles, of which \( f < n - 4 \) are faulty, are positioned on a line. The algorithm forms either a single line or two lines of equal size consisting of all non-faulty particles. Faulty particles may not move or communicate with other particles. An essential difference to our work is that the faulty particles are predetermined by the initial configuration, no crashes occur during the execution of the algorithm and faulty particles cannot recover. The authors of [15] study the Connected Line Recovery problem: The proposed algorithm lets the non-faulty particles form a line while maintaining connectivity at all times, regardless of the initial distribution of the faulty particles. It is shown that a necessary condition for the solvability of the problem is that faulty particles can still communicate with their neighbours. Here too, however, it is assumed that faulty particles cannot recover. Daymude et al. present in [3] as an independent partial result the so-called forest-prune-repair algorithm, an implementation of the spanning forest primitive that copes with crash failures. Unlike in the present work, the crash failures are permanent there, i.e., particles that have crashed once cannot recover. Furthermore the authors assume that the subgraph induced by the nodes occupied by non-crashed particles is always connected - a strong assumption not necessary in our model where crashes are temporary.

2 Model

In this section, we introduce our model, which is based on the geometric amoebot model.

Particles. We assume that particles (amoebots) occupy nodes on the triangular lattice \( G_\Delta = (V_\Delta, E_\Delta) \) (Figure 1a). A particle occupies either a single node (contracted particle) or two adjacent nodes (expanded particle). A node can be occupied by at most one particle (Figure 1b). Two particles occupying adjacent nodes are called neighbours or connected.

\[ \text{(a) A section of } G_\Delta \text{ (black) and its dual, the hexagonal tiling (gray).} \]
\[ \text{(b) Example showing contracted and expanded particles on } G_\Delta. \]
\[ \text{(c) Two particles with different orientations and common chirality.} \]
\[ \text{(d) Adjacent particles establish bonds through the ports facing each other.} \]

Figure 1 Illustration of some aspects of the geometric amoebot model.
Global directions. For \( n \in \mathbb{N} \) let \( [n] := \{0, 1, \ldots, n - 1\} \). A direction is an integer in \([6]\) that represents a vector in the Euclidean plane. We distinguish between global and local directions (see below). The global direction 0 corresponds to the vector pointing right in the triangular lattice \( G_\Delta \), and the other global directions increase counter-clockwise.

Port labels. A particle has ports for edges between a node it occupies and a neighbouring node not occupied by it, i.e., a particle has ports for those edges which are incident with exactly one of the nodes it occupies. A contracted particle has six ports and an expanded particle has ten ports (Figure 1c). The ports have unique labels from the particle’s own local perspective, as follows: A particle \( p \) has a fixed orientation \( O(p) \in [6] \) that is unknown to it. Particles may have different orientations. We assume that all particles have a common (counter-clockwise) chirality.\(^1\) A contracted particle has port labels in \([6]\), an expanded particle has port labels in \([10]\). If \( p \) is contracted, then the edge pointing in global direction \( O(p) \) gets label 0. If \( p \) is expanded, then there may be two edges pointing in global direction \( O(p) \). In this case, the edge pointing in global direction \( O(p) \) and pointing “away” from \( p \) (i.e., to a node adjacent to only one of the two nodes occupied by \( p \)) gets label 0. From label 0, labels increase counter-clockwise around the particle.

Local directions. In order to be able to recognise whether it is contracted or expanded, and to be able to convert port labels into local directions, a particle \( p \) has a so-called bearing \( B(p) \in \{4, 5, 6\} \cup \{\epsilon\} \) which is updated during its movement and can be read by it during its computation. If \( p \) is contracted, then \( B(p) \) is \( \epsilon \). If \( p \) is expanded, then \( p \) occupies two nodes \( \{u, v\} \in E_\Delta \). Let \( u \) be the node incident to the edge with port label 0. Then, the bearing \( B(p) \) is the port label of the port furthest from \( u \). For a port label \( l \) a particle \( p \) can easily compute the local direction \( d \in [6] \) of the corresponding port using only \( l \) and the bearing \( B(p) \). In the case of a contracted particle, the label and corresponding local direction are equal. A local direction \( d \) corresponds to the global direction \( (d + O(p)) \mod 6 \), i.e., \( O(p) \) encodes \( p \)’s offset for local direction 0 from global direction 0. For neighbours \( p \) and \( q \) and a direction \( d_p \in [6] \) local to \( p \) let \( \Delta(d_p, p, q) \) denote the corresponding direction local to \( q \).

Memory. Each particle has a constant-size local memory. Due to the constant-size memory constraint, particles cannot have a unique id and are therefore anonymous. We assume that a particle has a variable state in its local memory.

Communication. Adjacent particles establish bonds through the ports facing each other (see Figure 1d). A particle \( p \) can determine for a port label \( l \) whether the associated node is empty or occupied, and if it is occupied by another particle \( q \), then \( p \) can read \( q \)’s corresponding label, read \( q \)’s bearing and read from and write to \( q \)’s local memory. This effectively enables communication between neighbouring particles.

Movement. Particles can move through expansion and contraction: When a particle is contracted, it can expand into an unoccupied neighbouring node. When a particle is expanded it can contract into one of the two nodes it currently occupies. Additionally two neighbouring particles can combine expansion and contraction to perform a coordinated movement: one

---

\(^1\) The assumption is justified: With the hexagon shape formation problem we assume that a unique leader (seed particle) is initially available. The seed could, in the case of non-common chirality, impose its chirality on all other particles in the system (see also Section 4 in [13]).
particle can contract out of a node while another expands into that node. This so-called
handover helps to maintain connectivity of the particle system. We distinguish between two
operations: Consider a contracted particle \( p \) occupying a node \( u \in V_\Delta \) and an expanded
particle \( q \) occupying two nodes \( \{v, w\} \in E_\Delta \). If \( p \) and \( q \) are neighbours, i.e. \( \{u, v\} \in E_\Delta \),
then \( p \) may push \( q \) into \( w \). Similarly, \( q \) may pull \( p \) into \( v \). In both cases the result is that \( p \)
is expanded and occupies the nodes \( \{u, v\} \) and that \( q \) is contracted and occupies the node \( w \).

The bearing of the particles involved in a movement is updated accordingly.

**Head and tail.** We assume the following implicitly for our algorithm without noting the
implementation in the pseudocode: A particle \( p \) has a variable \( \text{tailDir} \) in its local memory,
which is \( c \) if \( p \) is contracted and equal to the direction from which \( p \) last expanded if \( p \) is
expanded. We call the node into which \( p \) expanded head and the node from which \( p \) expanded
tail. If \( p \) is contracted, the node it occupies is called the head. The variable \( \text{tailDir} \) is kept
up-to-date during movement operations. In the event of a crash, the information stored in
\( \text{tailDir} \) is lost, so that a particle no longer knows which node previously was its head (or tail).

**Scheduling.** As is common in the amoebot literature, we will assume a sequential fair
scheduler for the analysis of our algorithm: In every time step \( t \in \mathbb{N} \) the scheduler may either
activate or crash a particle (see below). At any given time at most one particle is active
(sequential activations). Furthermore the interval between any two activations of the same
particle is finite (fairness property). A round is completed as soon as every particle has been
activated at least once. An activated particle may use the operations described above: It can
read its own local memory and that of its neighbours, perform a computation, update its own
memory and the memory of its neighbours and perform at most one movement/handover.
Due to the sequential activation model, atomicity and isolation of these actions is ensured.\(^2\)

**Model extension: Particle crashes.** In our work we extend the amoebot model by intro-
ducing particle crashes. We assume that the adversarial scheduler may arbitrarily crash
particles. A crash of a particle \( p \) has the following effects: The scheduler sets the state in
\( p \)’s local memory to crashed, enabling \( p \) and its neighbours to detect that it has crashed,
and resets the rest of \( p \)’s local memory. Note that since the bearing of a particle is not part
of the local memory, it cannot be changed by the scheduler. In our algorithm **HexagonFT**, a
crashed particle detects that it has crashed when it is activated, initialises its memory and
initially switches to the additional error state; this means in particular that a crashed
particle is not permanently disabled, but can resume its function after its memory has been
reset. A particle in state crashed or error is called faulty. We say a faulty particle recovers
if it becomes non-faulty.

**Configuration.** The configuration of a particle \( p \in P \) at the beginning of time step \( t \in \mathbb{N} \)
is the set of nodes \( V(p) \subseteq V_\Delta \) it occupies (which implicitly gives its bearing \( B(p) \)) and its
local memory \( M(p) \). The configuration \( C = (V(p), M(p))_{p \in P} \) of a system \( P \) of \( n \) particles
at the beginning of time step \( t \in \mathbb{N} \) describes the configuration of each particle \( p \in P \). The
connectivity graph \( G(C) \) is the subgraph of \( G_\Delta \) induced by the nodes occupied by particles
in configuration \( C \). A configuration is called non-faulty if no particles are faulty. A stable
configuration is a configuration that does not change any more with activations.

\(^2\) Daymude et al. present a formal framework for achieving atomicity and isolation in the amoebot model
without this assumption [2]. Furthermore, the authors demonstrate the correctness of their version of
the Hexagon algorithm under any unfair asynchronous scheduler. We are confident that the analysis
could also be applied to our algorithm **HexagonFT** in our extended model.
Problem description: Hexagon shape formation problem. For any two nodes \( u, v \in V_\triangle \) the distance \( \delta(u, v) \in \mathbb{N}_0 \) between \( u \) and \( v \) is defined as the length of a shortest path from \( u \) to \( v \) in \( G_\triangle \). For a node \( v \in V_\triangle \) and \( i \in \mathbb{N}_0 \) let \( B(v, i) := \{ u \in V_\triangle \mid \delta(u, v) = i \} \). We call a set \( V \subseteq V_\triangle \) a hexagon with centre \( v \in V \) if there is a \( k \in \mathbb{N}_0 \) and a subset \( S \subseteq B(v, k) \) such that \( V = S \cup \bigcup_{i<k} B(v, i) \). We now define the hexagon shape formation problem \( \text{HEX} \): We assume that the system of particles initially forms a single connected component of contracted particles, has a unique leader, called the seed particle, and that all other particles are idle. Furthermore, since we are currently working on a manuscript in which we show that the leader election problem is solvable in our fault tolerance model, we assume in this paper that the seed particle does not crash. The goal is to reach a stable configuration in which the set of nodes occupied by particles is a hexagon with the seed in its centre.

3 Algorithm

3.1 Overall Description

General structure. The general structure of our fault-tolerant hexagon shape formation algorithm \( \text{HexagonFT} \) is given as pseudocode in Algorithm 1. All pseudocode is written from the perspective of an activated particle \( p \). As long as no crashes occur, our algorithm \( \text{HexagonFT} \) basically behaves like the classical \( \text{Hexagon} \) algorithm. In Figure 2 we describe how the hexagon shape formation problem \( \text{HEX} \) is solved by \( \text{HexagonFT} \) in the geometric amoebot model without crashes. In the following Section 3.2, we explain the sub-algorithms of \( \text{HexagonFT} \) in detail, in particular how they deal with crashed particles.

Variables. The local memory contains the following variables (the initial value is noted after the variable name):

1. \( \text{state} \): General state. Domain: seed, idle, follower, root, retired, error, crashed. We call a particle \( \text{faulty} \) if its \( \text{state} \) is crashed or error and otherwise \( \text{non-faulty} \).
2. \( \text{tailDir} \): Direction of the tail of a non-faulty particle. Domain: \([6] \cup \{\epsilon\}\).
Algorithm 1 HexagonFT.

```python
def HexagonFT(p):
    if p is finished:
        return ▷ Finished particles do nothing.
    if p.state = CRASHED:
        p.initializeAfterCrash()
    if p has a neighbour in state CRASHED:
        return ▷ Wait until all neighbours in state CRASHED are “awake”, i.e. in state ERROR, and therefore initialized.
    if p.state = ERROR:
        p.updateFlags() ▷ Update safeFlags and safeState.
    ▷ Try state change:
    if p can retire:
        p.tryToBecomeRetired()
        if p.state = RETIRED:
            return ▷ p has become retired and therefore does not do anything more.
    else if p is in state ERROR, IDLE or FOLLOWER:
        p.tryToBecomeRoot()
        if p.state = ROOT:
            p.pathToRootState ← VALID
        else if p.state = IDLE:
            p.tryToBecomeFollower()
        else if p.state = ERROR and p.safeState = SAFE:
            p.tryFollowerRecoveryByPropagation()
    ▷ Propagation of pathToRootState:
    if p.state = FOLLOWER and p.pathToRootState = INVALIDATE:
        p.pathToRootState ← INVALID
        p.propagateInvalidate()
    else if p.state = ROOT or (p.state = FOLLOWER and p.pathToRootState = VALID):
        p.propagateValid()
    ▷ Movement:
    if p is in state FOLLOWER or ROOT:
        p.performMovement()
```

3. `constructionDir`, `moveDir`, `followDir`: Shape formation specific variables of a non-faulty particle. Domain: Direction in [6].
4. `pathToRootState ← valid`: State of an error or non-faulty particle as node on a path upwards to a root particle. Domain: valid, invalid, invalidate.
5. `safeState ← undetermined`, `safeFlags[r][d] ← undetermined` (round `r` ∈ [2], direction `d` ∈ [6]): The `safeState` of an error particle is used to determine whether it may become a follower. The `safeFlags` are used to determine the current value of `safeState`. Domain: undetermined = 0, unsafe = 1, safe = 2.
6. `hasInvalidated[l] ← false`: `hasInvalidated[l]` of an error particle is true if its neighbour at port label `l` has been invalidated. Domain: false, true.
Terminology. We introduce some notions: A particle is finished if its state is seed or retired. A particle \( p \) can retire if it is contracted and has a finished neighbour \( q \) with \( constructionDir \) set to the position of \( p \). We call \( q \) (direct) predecessor of \( p \) and \( p \) (direct) successor of \( q \). Based on this, the terms predecessor and successor are defined in the canonical way. We say a follower particle \( p \) follows a particle \( q \), if the node in the direction of \( p.followDir \) relative to the head of \( p \) is occupied by \( q \). We call \( q \) the parent of \( p \) and \( p \) a child of \( q \). If \( q \) is expanded and the node in the direction of \( p.followDir \) relative to the head of \( p \) is occupied by \( q \)'s tail, we call \( p \) a tail follower of \( q \). Head follower is defined analogously. An expanded particle has a blocking tail neighbour if it has a tail follower or a neighbour in state idle, error or crashed that is adjacent to its tail.

3.2 Sub-Algorithms

In this section the sub-algorithms of algorithm HexagonFT are presented.

3.2.1 initializeAfterCrash

As soon as a crashed particle is activated, its memory is initialized by sub-algorithm initializeAfterCrash (see Algorithm 2): the state is set to error and the other variables to default values. To ensure that an activated particle does not read the corrupt memory of crashed neighbouring particles, HexagonFT (Line 6) also checks whether the particle has crashed neighbours and only continues execution if it does not.

Algorithm 2 initializeAfterCrash.

```python
1 def initializeAfterCrash(p):
2    # Initialization of crashed particle after crash (“wake up”):
3    p.state ← error
4    p.pathToRootState ← invalid
5    p.safeFlags[r][d] ← undetermined for all rounds \( r \in [2] \) and all directions \( d \in [6] \)
6    p.safeState ← undetermined
7    p.hasInvalidated[] ← false for all port labels \( l \)
```

3.2.2 tryToBecomeRetired

A particle \( p \) that has a finished neighbour \( q \) with \( q.constructionDir \) set to its position can become retired, if it can successfully determine its \( constructionDir \), i.e. the position for the next particle to become retired. The sub-algorithm tryToBecomeRetired (see Algorithm 3 and Figure 3) determines whether a particle can become retired, whereby the desired hexagon shape is successively constructed around the seed in a snake-like fashion.

3.2.3 tryToBecomeRoot

A particle in state error, idle or follower that has a finished neighbour but cannot retire could potentially become a root particle. Sub-algorithm tryToBecomeRoot (see Algorithm 4 and Figure 3) is responsible for changing the state of a particle to root, if possible. Root particles move counter-clockwise around the hexagonal retired structure. The auxiliary
Algorithm 3 tryToBecomeRetired.

```python
def tryToBecomeRetired(p):
    if p has the seed s as neighbour at direction $d_p$:
        $i \leftarrow (3 + s.constructionDir - \Delta(d_p, p, s)) \mod 6$ \text{ clockwise index of } p \text{ with respect to seed } s
        if $i = 5$: $i \leftarrow 4$
        $p.state \leftarrow \text{retired}$
        $p.constructionDir \leftarrow \Delta((s.constructionDir - i - 2) \mod 6, s, p)$
    else:
        $d \leftarrow p$’s label for port leading to $p$’s predecessor
        Let $q$ be the particle one label counter-clockwise of $p$’s predecessor at label $d_q = (d + 1) \mod 6$.
        if $q.state = \text{retired}$:
            if $\Delta(q.constructionDir, q, p) = d_q$: \text{exception of the rule}
                $p.constructionDir \leftarrow (d + 2) \mod 6$
            else:
                $p.constructionDir \leftarrow \Delta(q.constructionDir, q, p)$
        $p.state \leftarrow \text{retired}$
```

function `computeMoveLabel` tries to determine the label in which direction the potential root particle should move next (and returns $\epsilon$ if the label could not be determined due to a faulty particle). The auxiliary function `updateMoveDir` tries to update the `moveDir` of the potential root particle and returns `true` on success.

Figure 3 tryToBecomeRetired: (a) Particles of the same colour have the same `constructionDir`. A particle beyond the first layer can determine its `constructionDir` from a specific neighbour from the previous layer. tryToBecomeRoot: (b) $p$ has a finished neighbour at label $l_0$, and the particle at label $l_r$ is non-finished and non-faulty. $p$ will become a root with its `moveDir` set to the direction of $l_r$. (c) Special case: $p$ has successfully determined its `moveDir`. Since $p$ is inside the retired structure, it may not become a root, which is ensured by Lines 5–8. (d)–(e) Lines 14–18 prevent that crashing a cycle of expanded root particles leads to a deadlock.

3.2.4 tryToBecomeFollower

According to the spanning forest primitive an idle particle that has a root or follower as neighbour, follows it by becoming a follower and setting its variable `followDir` appropriately, thereby becoming part of the spanning tree. This is realised by sub-algorithm `tryToBecomeFollower`, which is given as pseudocode in Algorithm 5.
Algorithm 4 tryToBecomeRoot.

```python
def tryToBecomeRoot(p):
    if p is contracted:
        lr ← p.computeMoveLabel()
        if lr ≠ ϵ:
            Let s be the finished particle at label ls = (lr + 1) mod 6.
            d ← Δ(s.constructionDir, s, p)
            ▷ Check on the basis of s whether p is outside the retired structure:
            if s is the seed or (d - ls) mod 6 ≤ 2:
                p.updateMoveDir()
                p.state ← root
        else if p is expanded:
            if p.updateMoveDir():
                p.state ← root
            else if p has a finished neighbour at label l0 with constructionDir pointing at p:
                Let l be the in clockwise direction next label after l0 that does not point to
                the same node as l0.
                Update p.tailDir such that l is a head label of p.
                p.moveDir ← p’s direction of l
                p.state ← root
    def computeMoveLabel(p):
        if p has a finished neighbour at some label l0:
            Starting at l0 let l be the in clockwise direction first label at whose port there is no
            finished particle.
            if there is no faulty particle at label l :
                return l
        return ϵ
    def updateMoveDir(p):
        l ← p.computeMoveLabel()
        if l ≠ ϵ:
            Update p.tailDir such that l is a head label of p.
            p.moveDir ← p’s direction of l
            return true
        return false
```

Algorithm 5 tryToBecomeFollower.

```python
def tryToBecomeFollower(p):
    if p has a neighbour q in direction d in state root or follower:
        p.state ← follower
        p.followDir ← d
```
3.2.5 tryFollowerRecoveryByPropagation

We now discuss the sub-algorithm tryFollowerRecoveryByPropagation (see Algorithm 6), which tries to repair a crashed particle $p$ that could potentially be a follower. Our fault-tolerant solution builds upon two primitives, a safety primitive and a validation primitive, each of which solves a significant problem: Firstly, we have to make sure that $p$ can actually be a follower, i.e., we have to exclude the possibility that $p$ could be retired. If this is not ensured, various problematic consequences are possible: among other things, the particles may become disconnected (see Figure 4), it is not guaranteed that a hexagon will be built, and it is even possible that the algorithm will no longer terminate. We show that if a particle is in safeState safe, it can in principle become a follower. Secondly, we need to ensure that $p$ choosing a follower parent candidate (a follower neighbour not following $p$) does not lead to disconnection of the particles (see Figure 5). In order to avoid disconnection, we use a validation mechanism that determines for a faulty particle which of the follower parent candidates it can attach to without closing a cycle. We will see that these are the previously invalidated follower parent candidates in pathToRootState valid.

![Figure 4](image1.png)  
**Figure 4** The figure illustrates problems that can arise if it has not been ruled out that a particle to be repaired could be part of the retired structure. (a) crashed particles have become followers that pass through the structure of originally retired particles. (b) Some followers followed their root and thus split the retired structure. The particles are disconnected. (c) Final stable configuration.

![Figure 5](image2.png)  
**Figure 5** The figure shows that if a crashed particle attaches itself to an arbitrary follower pointing away from it, this can lead to irreversible disconnection of the particles. (a) A particle has crashed. (b) The crashed particle attaches itself to the wrong of the two possible follower candidates, closing a cycle. (c) Final stable configuration in which the particles are disconnected.

Here, we explain how the validation primitive solves the second problem (compare Figure 6). The safety primitive for solving the first problem is explained in Section 3.2.6.
Figure 6 Illustration of the validation primitive. (a) A faulty particle needs to ensure that there is a path to a root before following a particle. (b) The faulty particle sends \texttt{INVALIDATE} tokens to possible parent candidates. (c) \texttt{INVALIDATE} is propagated upwards, causing particles on the path to become \texttt{INVALID}. (d)–(e) An \texttt{INVALIDATE} that reaches an \texttt{ERROR} particle is stored by it, an \texttt{INVALIDATE} that reaches a root is consumed by it. The root generates a \texttt{VALID} token which is propagated downwards along the \texttt{INVALID} particles. (f)–(g) If the \texttt{VALID} token reaches the crashed \texttt{SAFE} particle, it may connect to the FOLLOWER. The \texttt{INVALIDATE} token previously stored by the crashed particle will then again be propagated upwards.

Algorithm 6 tryFollowerRecoveryByPropagation.

```python
1 def tryFollowerRecoveryByPropagation(p):
2     if p has a neighbour q at label l with q.state = ROOT or (q.state = FOLLOWER and _
3             q.pathToRootState = VALID and p.hasInvalidated[l] = TRUE):
4         ▷ Become a FOLLOWER following a root or a previously invalidated VALID
5             FOLLOWER parent candidate:
6             p.state ← FOLLOWER
7             Update p.tailDir such that l is a head label of p.
8             p.followDir ← p's direction of l
9     else:
10        ▷ Check whether new FOLLOWER parent candidates have emerged in the
11           neighbourhood in the meantime:
12        if p has a FOLLOWER parent candidate q at label l with _
13            p.hasInvalidated[l] = FALSE:
14            q.pathToRootState ← INVALIDATE
15            p.hasInvalidated[l] ← TRUE
```

An error particle \( p \) in \texttt{safeState SAFE} can in principle become a FOLLOWER (see Section 3.2.6). In order to determine an admissible FOLLOWER parent candidate, \( p \) employs the following validation mechanism: \( p \) invalidates FOLLOWER parent candidates by setting their \texttt{pathToRootState} to \texttt{INVALIDATE} and keeps track of which neighbours it has already invalidated in its \texttt{hasInvalidated} array, so that each neighbour is invalidated at most once. Subsequently the \texttt{pathToRootState} \texttt{INVALIDATE} is propagated “upwards” by followers in the direction of a tree root, such that the particles on the path upwards become \texttt{INVALID} (safety). A special case is when a FOLLOWER in \texttt{pathToRootState} \texttt{INVALIDATE} points to an \texttt{ERROR} particle. In this case, the error particle’s \texttt{pathToRootState} is set to \texttt{INVALIDATE}, but the error particle only continues to propagate if it is repaired to a FOLLOWER. \texttt{INVALIDATE} is finally consumed by a tree root after which the \texttt{pathToRootState} \texttt{VALID} is propagated downwards to the leaves (liveness). Note that here it is crucial for safety that an ascending \texttt{INVALIDATE} always has priority over a descending \texttt{VALID}. The propagation of this validation mechanism is realised by the two functions \texttt{propagateInvalidate} and \texttt{propagateValid} (see Algorithm 7).

In summary, an error particle \( p \) may become a FOLLOWER of a neighbour \( q \) if \( p.safeState = SAFE \) and \( q \) is a root or a FOLLOWER parent candidate in \texttt{pathToRootState VALID} which was previously invalidated by \( p \).
Algorithm 7 propagateInvalidate and propagateValid.

```python
def propagateInvalidate(p):
    if p has a FOLLOWER or ERROR parent q:
        q.pathToRootState ← INVALIDATE

def propagateValid(p):
    for each FOLLOWER child q of p with q.pathToRootState = INVALID:
        q.pathToRootState ← VALID
```

3.2.6 updateFlags

We now present the sub-algorithm updateFlags (see Algorithm 8) which implements the safety primitive mentioned in the previous Section 3.2.5. The safety primitive basically ensures that particles inside the retired structure (the hexagon built so far) cannot become follower particles. The primitive is explained in Figure 7.

![Figure 7](image)

(a) (b) (c)

Figure 7 Illustration of the safety primitive. Crashed particles initially are UNDETERMINED and will become either SAFE or UNSAFE. Crashed particles that are connected to a finished particle via one or two line segments in \(G_{\Delta}\) become UNSAFE, otherwise SAFE by the propagation of safeFlags. An UNSAFE particle cannot become a FOLLOWER.

Algorithm 8 updateFlags.

```python
def updateFlags(p):
    if p has a finished neighbour: \(\triangleright\) Initialize p.safeState based on p’s neighbours:
        p.safeState ← UNSAFE
    else:
        p.safeState ← SAFE
    for each round \(r \in [2]\): \(\triangleright\) Update p.safeFlags and p.safeState for two rounds:
        for each direction \(d \in [6]\):
            \(S \leftarrow \{ q.safeFlags[r][d] \mid q \text{ is an ERROR neighbour of } p \text{ in direction } d \}\)
            p.safeFlags[r][d] ← min(p.safeState \cup S)
        p.safeState ← min\{ p.safeFlags[r][d] \mid d \in [6] \}
```
3.2.7 performMovement

FOLLOWER and root particles move according to the rules in sub-algorithm performMovement (see Algorithm 9), which are essentially the same as the movement rules for the classical hexagon shape formation algorithm Hexagon, with the following differences: The definition of a blocking tail neighbour includes faulty particles. This ensures that the contraction of a particle does not disconnect faulty particles from the rest of the particle system. To ensure that invalidate does not propagate downwards, a particle cannot push a particle that is in pathToRootState invalidate. To maintain property F2 for segments (Lemma 4), a pushing follower takes over the pathToRootState of the pushed particle. A root particle can only move if its moveDir was successfully updated by sub-algorithm updateMoveDir.

Algorithm 9 performMovement.

```python
def performMovement(p):
    if p is an expanded follower or root that has no blocking tail neighbour:
        p contracts into its head.
    else if p is a contracted tail follower of a follower or root particle q:
        if q.pathToRootState ≠ invalidate: ▷ Ensure that invalidate does not propagate downwards.
           p pushes q and updates p.followDir accordingly.
           p.pathToRootState ← q.pathToRootState
    else if p is a contracted root and p.updateMoveDir():
        if p has no neighbour in direction p.moveDir:
            p expands in direction p.moveDir.
        else if p has the tail of an expanded root in direction p.moveDir:
            p pushes in direction p.moveDir.
```

3.3 Analysis

In this section we show that our algorithm HexagonFT solves the hexagon shape formation problem HEX, if a finite number of crashes occur. Due to space constraints, most proofs are given in the appendix in Appendix A.1. We assume w.l.o.g. that the seed is positioned on (0, 0) ∈ V△ and has orientation 0. Our algorithm constructs the hexagon in a spiral ring around the seed. A particle that retires sets the direction constructionDir for the next particle to become retired. The constructionDir for a particle beyond the first layer is determined by the constructionDir of a specific neighbouring particle in the previous layer (compare algorithm tryToBecomeRetired and Figure 3a). The following lemma provides the basis for the correctness of this procedure:

Lemma 1. For v ∈ V△ and d ∈ [6], let n(v, d) ∈ V△ denote the neighbour of v in direction d. The sequence of nodes v_i defined inductively by v_0 = (0, 0) ∈ V△, v_k = n(v_{k-1}, d(v_{k-1})), d(v_k) = (0, 4, 3, 2, 1, 0, 0, 0, 5) for 0 ≤ k ≤ 7, d_k = d(n(v_{k-1}, (d(v_{k-1}) - 1) mod 6)) for k > 7 is well-defined, and it holds: For any k ≥ 0 the nodes v_0, ..., v_k form a spiral ring around the centre (0, 0) such that the set {v_j|0 ≤ j ≤ k} forms a hexagon with centre (0, 0).

Definition 1. For a configuration C let k ∈ N_0 such that for all j ∈ [k] the node v_j of the spiral ring is occupied by a finished or faulty particle, and node v_{k+1} is empty or occupied by a non-finished or non-faulty particle. We call the set of particles that occupy the nodes v_j for j ∈ [k] the retired structure. A particle inside (outside) the retired structure is called an interior (exterior) particle. An exterior particle adjacent to an interior particle is called a boundary particle.
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Definition 2. Based on a configuration \( C \), we define a directed graph \( A(C) \) as follows: The node set of \( A(C) \) is the set of particles. If \( p \) is a follower following a particle \( q \) that is a follower, a root or a faulty exterior particle, then \( A(C) \) contains a directed edge from \( p \) to \( q \). If \( p \) is a faulty exterior particle and \( q \) a neighbour of \( p \) that is a follower parent candidate of \( p \), a root or a faulty exterior particle, then \( A(C) \) contains a directed edge from \( p \) to \( q \).

A simple path or simple circuit \( p_1, \ldots, p_k \), \( k > 1 \) in \( A(C) \) from a faulty exterior particle \( p_1 \) to a faulty exterior particle \( p_k \), where all \( p_j \) for \( 1 < j < k \) are follower particles, is called a segment. We call a particle a tree root if it is a follower following an interior particle, a root or a faulty boundary particle.

3.3.1 Safety

Lemma 2 (Retired structure).
R1 At any time, all finished particles are interior particles.
R2 At any time, a finished particle occupying a node \( v_j \) of the spiral ring has its constructionDir set in the direction of the node \( v_{j+1} \).
R3 An interior particle will always remain an interior particle.

Lemma 3 (Roots). At any time, the following root property holds: The head of a root particle is adjacent to an interior particle.

Lemma 4 (Followers). At any time, the following properties hold:
F1 For a follower particle \( p \), there is a simple path in \( A(C) \) from \( p \) to a tree root.
F2 If \( p_1, \ldots, p_k \) is a segment and \( l \) the label of \( p_1 \) for the port leading to \( p_2 \), then one of the two following statements holds:
   a. \( p_1.\text{state} = \text{crashed} \) or \( (p_1.\text{state} = \text{error} \) and \( p_1.\text{hasInvalidate}[l] = \text{false}) \) or
   b. \( p_1.\text{state} = \text{error} \) and \( p.\text{hasInvalidate}[l] = \text{true} \), and one of the three following statements holds:
      i. There exists \( 1 < j < k \) such that \( p_1.\text{pathToRootState} = \text{invalid} \) for all \( 1 < i < j \) and \( p_j.\text{pathToRootState} = \text{invalid} \).
      ii. \( p_1.\text{pathToRootState} = \text{invalid} \) for all \( 1 < i < k \) and \( (p_k.\text{crashed} \) after \( p_1 \) or \( p_k.\text{pathToRootState} = \text{invalid}) \).
      iii. There exists \( 1 < j < k \) such that \( p_1.\text{pathToRootState} = \text{invalid} \) for all \( 1 < i < j \) and \( p_j.\text{pathToRootState} = \text{valid} \), and there is a simple path in \( A(C) \) from \( p_j \) to a tree root, on which all faulty particles crashed after \( p_1 \).

Lemma 5 (Connectivity). At any time, all particles are connected, i.e., \( G(C) \) is one connected component.

Lemma 6. Every connected component of idle particles is connected to at least one non-idle particle.

3.3.2 Liveness: Recovery

Lemma 7 (Recovery). If a finite number of crashes occur during the execution of algorithm HexagonFT and \( m \) particles are faulty after the last crash, then a non-faulty configuration is reached within \( O(mn) \) rounds after the last crash.

Proof. We show that within \( O(n) \) rounds at least one faulty particle recovers. Assume that at the beginning of round \( t \) all faulty particles are in state error. Let \( C \) be the configuration at the beginning of round \( t \). We consider the following cases at the beginning of round \( t \), assuming that there is still at least one faulty particle:
We now state our main result:

**Case 4:** There is no faulty interior or boundary particle and no faulty exterior non-boundary particle.

**3.3.3 Termination**

We now state our main result:
Theorem 1. If a finite number of crashes occur, then the algorithm $\text{HexagonFT}$ solves the hexagon shape formation problem $\text{HEX}$ in worst-case $O(n^2)$ work (total number of moves executed by all particles). From the time when no more crashes occur and the configuration is non-faulty, the algorithm needs $O(n)$ rounds until termination.

Conclusion and Future Work

We have shown that our algorithm $\text{HexagonFT}$ solves the hexagon shape formation $\text{HEX}$ in our new model. $\text{HexagonFT}$ can easily be transferred to other shapes (e.g. square, triangle, line), and the fault-tolerant implementation of the spanning forest primitive can be used for algorithms that employ it. We have assumed that there is a unique seed particle in the initial configuration that does not fail. We show that this assumption is justified in a manuscript in progress in which we prove that the leader election problem can be solved in our fault tolerance model. Our result is based on the assumption of a finite number of particle crashes. We have extended our simulation environment $\text{AmoebotSim}$ with the fault tolerance model presented here and implemented our fault-tolerant hexagon shape formation algorithm in it. In our simulations we observed that $\text{HexagonFT}$ terminates successfully even if particle crashes occur continuously, as long as the rate of crashes is not too high. It could be interesting to investigate under what assumptions the algorithm terminates, if crashes occur continuously. Although the upper bound given in Lemma 7 has a matching algorithm-dependent lower bound, determining a problem-dependent lower bound remains an open problem. It might be interesting to transfer our ideas to other problems in the amoebot model, for example: coating problems [9, 5, 8], bridging problems [1] or general shape formation problems. In view of [11, 15], the question arises, how to deal with particles that permanently crash, i.e. cannot recover. Further research could investigate model variants, e.g. hybrid models in which failures can be both temporary and permanent, models in which the system is already not well-initialised to begin with, and models in the context of self-stabilization. Furthermore, we propose to investigate how a framework could look like that makes it possible to transform any algorithm $A$ without error states into an equivalent algorithm $A'$ with error states that is robust w.r.t. an adversary as specified above.
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Proof of Lemma 1. Define $v_{0,0} = (0,0) \in V_\Delta$, $d_{0,0} = 0$, $d_{l,k} = (4,3,2,1,0,0)_{1 \leq k \leq 6}$ and $d_{2,1} = 5$. Inductively define $\pi(l,k) = (l-1,6(l-1))$ for $l \geq 1$, $k = 1$, $\pi(l,k) = (l,k-1)$ for $l \geq 1$, $1 < k \leq 6l$, $d_{l,k} = d_{l-1,k}$ for $l > 2$, $d_{l,j+1} = d_{l-1,j(l-1)+i-1}$ for $l \geq 2$, $0 \leq j \leq 5$, $2 \leq i \leq l$, $d_{l,j,l+1} = d_{l-1,j(l-1)}$ for $l \geq 2$, $1 \leq j \leq 5$, $v_{l,k} = n(v_{\pi(l,k)}, d_{\pi(l,k)})$ for $l \geq 1$, $1 \leq k \leq 6l$, $\sigma(v_{l,k}) = (l,k)$ for $l \geq 1$, $1 \leq k \leq 6l$ and $\rho(l,k) = n(v_{\pi(l,k)}, (d_{\pi(l,k)}-1) \mod 6)$ for $l \geq 2$, $1 \leq k \leq 6l$, $(l,k) \neq (2,1)$. By induction the following properties follow: $\rho(l,1) = v_{l-1,1}$ for $l > 2$, $\rho(l,j+1) = v_{l-1,j(l-1)+i-1}$ for $l \geq 2$, $0 \leq j \leq 5$, $2 \leq i \leq l$, $\rho(l,j,l+1) = v_{l-1,j(l-1)}$ for $l \geq 2$, $1 \leq j \leq 5$ and $d_{l,k} = (5^{l-1},4^3,3^2,2^1,1^0)_{1 \leq k \leq 6l}$ for $l \geq 1$. This implies $d_{l,k} = d_{\sigma(v_{l,k})}$ for $l \geq 2$, $1 \leq k \leq 6l$, $(l,k) \neq (2,1)$ and that the nodes $v_{l,1}, \ldots, v_{l,6l}$ for $l \geq 1$ form a single ring of radius $l$ around the centre $(0,0) \in V_\Delta$ with corners $v_{l,j,l}$ for
1 \leq j \leq 6$. The nodes in the defined order therefore form a spiral ring around the centre $(0, 0)$, in particular for any $l \geq 1$ and $1 \leq k \leq 6l$ the set of all predecessors of $v_{l,k}$ forms a hexagon with centre $(0, 0)$.

\textbf{Lemma 2 (Retired structure).}

R1 At any time, all finished particles are interior particles.

R2 At any time, a finished particle occupying a node $v_j$ of the spiral ring has its constructionDir set in the direction of the node $v_{j+1}$.

R3 An interior particle will always remain an interior particle.

\textbf{Proof.} In an initial configuration the properties hold trivially. Assume the properties hold for a configuration $C$. Consider that a particle $p$ becomes retired (Line 13): Assume that \texttt{tryToBecomeRetired} will change $p$’s state to retired. Let $\tilde{p}$ be the finished direct predecessor of $p$. By R1, $\tilde{p}$ is an interior particle occupying some node $v_j$ of the spiral ring. By R2, $p$ occupies node $v_{j+1}$ of the spiral ring. The structure of the spiral ring is precisely characterised by Lemma 1 and implemented accordingly in \texttt{tryToBecomeRetired}: The particles in the first layer of the hexagon are neighbours of the seed. If $p$ has the seed as neighbour, then $p.\text{constructionDir}$ is uniquely determined by the $\text{constructionDir}$ of the seed and the position of $p$ relative to the seed (Lines 3–6). If $p$ is a particle beyond the first layer of the hexagon, then $p.\text{constructionDir}$ is, with one exception (Line 12), determined by the previous layer of the hexagon (Line 14, Figure 3a; the exception is the first particle in the second layer; the particle is highlighted with a red border). In any case $p.\text{constructionDir}$ is set correctly in the direction of the node $v_{j+2}$. Therefore, all properties still hold after the state change. Now we show that an interior particle will always remain an interior particle: Suppose the contrary. Let $t_1$ be the first time when an interior particle $p$ gets activated and subsequently is no interior particle. Since finished particles do nothing and crashed particles become initialized by \texttt{initializeAfterCrash}, we can assume that $p$ is in state error. Note that all predecessor nodes of the node occupied by $p$ in the spiral ring around the seed are occupied by finished or faulty particles. At the end of the activation, $p$ is no interior particle; we distinguish the following state changes (Line 11):

\textbf{Case 1:} $p$ becomes a root (Line 17): Assume that \texttt{tryToBecomeRoot} will change $p$’s state to root. Note that $p$ cannot be the successor of the seed. Since $l_r \neq \epsilon$, $p$ cannot be entirely surrounded by faulty or finished particles. Let $\tilde{p}$ be the direct predecessor of $p$ in the spiral ring.

\textbf{Case a:} $\tilde{p}$ is not entirely surrounded by faulty or finished particles: Then, starting at any finished neighbour of $p$, all in clockwise direction traversed neighbouring nodes of $p$ up to and including $\tilde{p}$ are occupied by finished or faulty particles. Since $p$ cannot retire, $\tilde{p}$ must be faulty. But from this follows $l_r = \epsilon$, a contradiction.

\textbf{Case b:} $\tilde{p}$ is entirely surrounded by faulty or finished particles (Figure 3c): By an analogous argument as in the previous case, the finished particle $s$ (Line 5) must be the last interior particle in the spiral ring. Since $(d - l_s) \mod 6 \leq 2$, $p$ is one or two labels counter-clockwise of $s.\text{constructionDir}$ w.r.t. $s$, i.e., $p$ is outside of the retired structure, a contradiction.

\textbf{Case 2:} $p$ becomes a follower (Line 23): Note that the state change in \texttt{tryFollowerRecoveryByPropagation} only takes place if $p.\text{safeState} = \text{safe}$ holds. So we must have $p.\text{safeState} = \text{safe}$ after the call of $p.\text{updateFlags}$. By $u$ denote the node occupied by $p$ and by $w$ the node occupied by the seed. One of the following two statements holds:

\textbf{Case a:} There exists a line segment $L$ in $G_\Delta$ from $u$ to $w$ such that all nodes (except $u$) on $L$ are predecessors of $u$ in the spiral ring around the seed.
Case b: There exists a node $v$ and line segments $L_1, L_2$ in $G_\triangle$ from $u$ to $v$, and from $v$ to $w$, respectively, such that all nodes (except $u$) on $L_1$ and $L_2$ are predecessors of $u$ in the spiral ring around the seed.

We only consider the latter case; in the former case, the proof is analogous. Let $p = p_1, \ldots, p_j$ and $p_j, \ldots, p_k = \text{seed}$ be the interior particles occupying the nodes of the line segments $L_1$ and $L_2$, respectively. Note that $p_{i+1}$ is a predecessor of $p_i$ in the spiral ring for all $1 \leq i < k$. To simplify the notation, we assume in the following that local and global directions correspond. By $d_1$ and $d_2$ denote the direction of $L_1$ and $L_2$, respectively. We argue in the following by means of backward analysis: At time $t_1$ particle $p_2$ cannot be finished or in state crashed, since otherwise $p\_safeState \neq \text{safe}$ after the call of $p\_updateFlags$. Therefore, $p_2$ must be in state error with $p_2\_safeFlags[1][d_1] = \text{safe}$. Let $t_2$ be the time before $t_1$ when $p_2$ was last activated. At time $t_2$ particle $p_3$ cannot be finished or in state crashed, since otherwise $p_2\_safeFlags[1][d_1] \neq \text{safe}$. Therefore, $p_3$ must be in state error with $p_3\_safeFlags[1][d_1] = \text{safe}$. By repeated application of the argument, it follows that at some time $t_{j-1}$, $p_j$ must be in state error with $p_j\_safeFlags[1][d_1] = \text{safe}$, and therefore $p_j\_safeFlags[0][d_2] = \text{safe}$. Further repeated application of the argument finally yields that at some time $t_{k-2}$, $p_{k-1}$ must be in state error with $p_{k-1}\_safeFlags[0][d_2] = \text{safe}$, contradicting that $p_{k-1}$ has the finished neighbour $p_k = \text{seed}$.

Lemma 3 (Roots). At any time, the following root property holds: The head of a root particle is adjacent to an interior particle.

Proof. In an initial configuration the root property holds trivially. Assume the root property holds for a configuration $C$. By $C'$ denote the successor configuration of $C$. One can easily check that a particle $p$ becomes a root by $\text{tryToBecomeRoot (HexagonFT): Line 17}$ only if it has a finished neighbour $q$, and that $\text{tryToBecomeRoot}$ ensures that the head of $p$ is adjacent to $q$. By R1, $q$ is an interior particle. Therefore, the root property holds for $p$ in $C'$. Now let $p$ be a root in $C$. By R3, an interior particle will always remain an interior particle. Therefore, the root property for $p$ could only be violated in $C'$ by movement of $p$ (HexagonFT: Line 32):

Case 1: $p$ is an expanded follower or root that has no blocking tail neighbour: Since $p$ contracts into its head, the root property holds for $p$ in $C'$.

Case 2: $p$ is a contracted tail follower of a follower or root particle $q$: Since $p$ pushes $q$ into its head, the root property holds for $q$ in $C'$.

Case 3: $p$ is a contracted root and $\text{updateMoveDir}(p)$ succeeds: In both subcases: After the expansion, the position of $p$'s head has changed. Due to the choice of label by $\text{computeMoveLabel}$ and making it a head label, $p$ still has a finished (and therefore interior) particle adjacent to its head in $C'$, so the root property holds for $p$ in $C'$.

Lemma 4 (Followers). At any time, the following properties hold:

F1 For a follower particle $p$, there is a simple path in $A(C)$ from $p$ to a tree root.

F2 If $p_1, \ldots, p_k$ is a segment and $l$ the label of $p_1$ for the port leading to $p_2$, then one of the two following statements holds:

a. $p_1\_state = \text{crashed}$ or ($p_1\_state = \text{error}$ and $p_1\_hasInvalidated[l] = \text{false}$) or

b. $p_1\_state = \text{error}$ and $p_1\_hasInvalidated[l] = \text{true}$, and one of the three following statements holds:

i. There exists $1 < j < k$ such that $p_j\_pathToRootState = \text{invalid}$ for all $1 < i < j$ and $p_j\_pathToRootState = \text{invalidate}$.
Proof. In an initial configuration the properties holds trivially. Assume the properties holds for a configuration \( C \). We show in the following that the properties remain true for the successor configuration \( C' \) of \( C \) resulting from a crash or a configuration change by the algorithm. **Particle crash:** Clearly, \( F1 \) remains true. For \( F2 \) assume that an exterior particle \( p \) crashes and let \( S = (p_1, \ldots, p_k) \) be a segment in \( A(C') \). We consider the following cases:

**Case 1:** \( p \) is not a particle on segment \( S \): Clearly, \( F2 \) holds for \( S \) in \( C' \).

**Case 2:** \( p = p_i \): \( F2a \) holds for \( S \) in \( C' \).

**Case 3:** \( p = p_k \) and \( p_i \neq p_k \): It is sufficient to show that in the case of \( F2b \) one of the three properties holds for \( S \) in \( C' \).

- **Case a:** \( p_i, \text{pathToRootState} = \text{invalid} \) for all \( 1 < i < k \); \( F2(b)i \) holds for \( S \) in \( C' \).

- **Case b:** There exists \( 1 < j < k \) such that \( p_i, \text{pathToRootState} = \text{invalid} \) for all \( 1 < i < j \) and \( p_j, \text{pathToRootState} = \text{valid} \), and there is a simple path in \( A(C) \) from \( p_j \) to a tree root, on which all faulty particles crashed after \( p_i \).

Initialization of crashed particle: Assume a crashed particle \( p \) of a segment calls \textit{initializeAfterCrash (HexagonFT, Line 5)}. After the initialization it holds \( p.\text{state} = \text{error} \) and \( p.\text{hasInvalidated}[l] = \text{false} \) for all port labels \( l \). It is immediately apparent that all properties still hold. **State change (HexagonFT, Lines 11–21):**

**Case 1:** \( p \) becomes a root or retired: Consider \( F1 \): For a follower \( q \), there is a simple path in \( A(C) \) to a tree root. If a particle \( p \) on the path becomes a root or retired, two cases are possible: the path is shortened or split into two paths, in both cases \( F1 \) still applies. For \( F2 \) consider that a particle \( p \) of a segment becomes a root or retired. This results in the segment no longer being a segment, and thus \( F2 \) trivially holds.

**Case 2:** \( p \) becomes a follower by \textit{tryToBecomeFollower}: It is obvious that \( F1 \) and \( F2 \) will still hold after \( p \) has become a follower.

**State change (HexagonFT, Lines 22–23):** \( p \) tries to become a follower by \textit{tryFollowerRecoveryByPropagation}:

**Case:** if-branch: Let \( C' \) be the successor configuration of \( C \) after \( p \) became a follower following \( q \).

**Case:** \( q \) is not on a segment in \( A(C) \): By \( F1 \), there is a simple path \( P_q = (q = q_2, \ldots, q_r) \), \( r > 1 \) in \( A(C) \) from \( q \) to a tree root \( q_r \). By the definition of a segment, all particles \( q_i \) for \( 2 \leq i \leq r \) must be non-faulty. Therefore, \( P_p = (p = q_1, q = q_2, \ldots, q_r) \) is a simple path from \( p \) to a tree root in \( A(C') \); in particular, \( F1 \) holds for \( p \) in \( C' \). **Consider F1:** Let \( \tilde{p} \neq p \) be any follower particle. By \( F1 \), there is a simple path \( P_{\tilde{p}} \) in \( A(C) \) from \( \tilde{p} \) to a tree root. We only need to consider the case that \( p \) lies on \( P_{\tilde{p}} \). Connecting the subpath of \( P_p \) from \( \tilde{p} \) to \( p \) with the path \( P_p \) results in a path in \( A(C') \) from \( \tilde{p} \) to a tree root. **Consider F2:** Let \( p_1, \ldots, p_k \) be a segment in \( A(C') \) and observe that it is also a segment in \( A(C) \). Particle \( p \) becoming a follower could only have an effect on the validity of
F2(b)iii: By F2(b)iii, there is a simple path $P_{p_j}$ in $A(C)$ from $p_j$ to a tree root, on which all faulty particles crashed after $p_1$. We only need to consider the case that $p$ lies on $P_{p_j}$. Connecting the subpath of $P_{p_j}$ from $p_j$ to $p$ with the path $P_p$ results in a path in $A(C')$ from $p_j$ to a tree root, on which all faulty particles crashed after $p_1$.

Case: $q$ is on a segment $p = q_1, q = q_2, \ldots, q_k, k > 1$ in $A(C)$: Note that $q$ is a follower parent candidate of $p$ with $q.pathToRootState = \text{valid}$. By F2(b)iii, there is a simple path $P_q = (q = q_2, \ldots, q_r)$, $r \geq k$ in $A(C)$ from $q$ to a tree root $q_r$, on which all faulty particles crashed after $p$. Therefore, $P_p = (p = q_1, q = q_2, \ldots, q_k)$ is a simple path from $p$ to a tree root in $A(C')$; in particular, F1 holds for $p$ in $C'$. Consider F1: Let $\tilde{p} \neq p$ be any follower particle. By F1, there is a simple path $P_{\tilde{p}}$ in $A(C)$ from $\tilde{p}$ to a tree root. We only need to consider the case that $p$ lies on $P_{\tilde{p}}$. Connecting the subpath of $P_{\tilde{p}}$ from $\tilde{p}$ to $p$ with the path $P_p$ results in a path in $A(C')$ from $\tilde{p}$ to a tree root.

Consider F2: Let $S' = (p_1, \ldots, p_k')$ be a segment in $A(C')$.

Case 1: $p$ is not a particle on segment $S'$: Particle $p$ becoming a follower could only have an effect on the validity of F2(b)iii: By F2(b)iii, there is a simple path $P_{p_j}$ in $A(C)$ from $p_j$ to a tree root, on which all faulty particles crashed after $p_1$. We only need to consider the case that $p$ lies on $P_{p_j}$. Connecting the subpath of $P_{p_j}$ from $p_j$ to $p$ with the path $P_p$ results in a path in $A(C')$ from $p_j$ to a tree root, on which all faulty particles crashed after $p_1$.

Case 2: $p$ is a particle on segment $S'$: We have $p = p_{k''}$ for some $1 < k'' < k'$. Note that $S = (p_1, \ldots, p_{k''})$ is a segment in $A(C)$. It is sufficient to show that in the case of F2b one of the three properties holds for $S'$ in $C'$.

Case a: F2(b) holds for $S$ in $A(C)$: Clearly, F2(b) holds for $S'$ in $A(C')$.

Case b: F2(b)ii holds for $S$ in $A(C)$: If $p_{k''}.pathToRootState = \text{invalidate}$, then F2(b)ii clearly holds for $S'$ in $A(C')$. If $p_{k''}.pathToRootState \neq \text{invalidate}$ and $p_{k''}$ crashed after $p_1$, then F2(b)ii holds for $S'$ in $A(C')$.

Case c: F2(b)iii holds for $S$ in $A(C)$: Clearly, F2(b)iii holds for $S'$ in $A(C')$.

Case: else-branch: It is obvious that the properties will still hold in $C'$.

Propagation of pathToRootState (hexagonFT, Lines 25–30): Clearly, F1 remains true. Furthermore, one can easily check that F2 remains true. Movement (hexagonFT, Line 34): Clearly, F1 remains true. Only the first else-branch of performMovement may have an effect on F2. Let $p$ be a contracted tail follower of a follower or root particle $q$. Consider Line 7 of Algorithm 9: After $p$ has pushed $q$, it occupies the node with its head, which $q$ previously had occupied with its tail. The paths to a tree root that previously ran over the tail of $q$ now run over the head of $p$. Therefore and since propagation has already taken place, $p$ takes on the pathToRootState of $q$. Together with the fact that the branch is only executed if $q.pathToRootState \neq \text{invalidate}$, which ensures that invalidate does not propagate downwards, this guarantees that F2 still holds after the movement. ▶

Lemma 5 (Connectivity). At any time, all particles are connected, i.e., $G(C)$ is one connected component.

Proof. In an initial configuration all particles are connected. Assume the property holds for a configuration $C$. The property could only be violated by a contraction of a particle, which only occurs in performMovement if $p$ is an expanded follower or root that has no blocking tail neighbour (Line 3 of Algorithm 9). Let $q$ be a neighbour of $p$ before $p$ contracts into its head and $C'$ the configuration after $p$ contracted. Since $p$ has no blocking tail neighbour, we only need to consider the following cases:
Case 1: \( q \) is finished or a root. By 2 and the definition of a boundary particle, all finished and boundary particles are connected in \( C' \). By F1, \( p \) is connected to a boundary particle in \( C' \). Since \( q \) is finished or, by 3, a boundary particle, in \( C' \), \( p \) and \( q \) remain connected.

Case 2: \( q \) is a follower of some particle other than \( p \). Similar to the previous case with the additional observation that, by F1, \( q \) is connected to a boundary particle.

Case 3: \( q \) is a head follower of \( p \) or an idle, error or crashed particle adjacent to \( p \)'s head. Since \( p \) contracts into its head, \( p \) and \( q \) remain connected.

Lemma 6. Every connected component of idle particles is connected to at least one non-idle particle.

Proof. Consider a connected component \( H \) of idle particles. If \( H \) were not connected to a non-idle particle it would follow with 5 that all particles idle, contradicting the fact that there is always at least one non-idle particle, namely the seed.

Lemma 8. Eventually, every idle particle becomes a follower, root or retired particle.

Proof. Consider a configuration at time \( t \geq t^* \). If there is an idle particle, then by Lemma 6 there exists an idle particle \( p \) that is connected to a non-idle particle. When \( p \) is activated, \( p \) becomes a follower, root or retired particle.

Lemma 9. Eventually, every expanded particle contracts.

Proof. Consider a configuration at time \( t \geq t^* \). By Lemma 8 we can assume that all particles are non-idle. Furthermore, we can assume that all follower particles are in pathToRootState valid. Let \( p \) be an expanded particle. If \( p \) has no tail follower, then \( p \) can contract. If \( p \) has a contracted tail follower or, \( p \) is a root and has a contracted root with moveDir set to \( p \)'s tail, then \( p \) can contract by a handover. If \( p \) has an expanded tail follower \( q \), then we can apply this argument recursively for a finite number of steps to conclude that \( q \) eventually contracts and therefore also \( p \).

Theorem 1. If a finite number of crashes occur, then the algorithm HexagonFT solves the hexagon shape formation problem HEX in worst-case \( O(n^2) \) work (total number of moves executed by all particles). From the time when no more crashes occur and the configuration is non-faulty, the algorithm needs \( O(n) \) rounds until termination.

Proof. By Lemma 7, there is a time from which on the configuration is non-faulty. From the safety properties in Section 3.3.1 the following statements can be derived:

1. Eventually, every idle particle becomes a follower, root or retired particle. (Lemma 8)
2. Eventually, every expanded particle contracts. (Lemma 9): This implies in particular that as long as root particles move, follower particles will eventually follow.
3. A follower that has a finished neighbour becomes a root or retired.
4. A root will eventually become retired or expand in direction moveDir.
5. All particles eventually become retired.

The proof of these statements is essentially the same as for the analysis of the “classical” hexagon algorithm (cf. e.g. [7, 8]). Since all particles eventually become retired and retired particles do nothing, we eventually reach a stable configuration. Together with Lemma 2 this shows that HexagonFT solves HEX.