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Abstract

We consider a generalization of binary search in linear orders to the domain of weighted trees. The goal is to design an adaptive search strategy whose aim is to locate an unknown target vertex of a given tree. Each query to a vertex \( v \) incurs a non-negative cost \( \omega(v) \) (that can be interpreted as the duration of the query) and returns a feedback that either \( v \) is the target or the edge incident to \( v \) is given that is on the path towards the target. The goal of the algorithm is to find a strategy that minimizes the worst-case total cost. We propose a constant-factor approximation algorithm for trees with a monotonic cost function. Such function is defined as follows: there exists a vertex \( r \) such that for any two vertices \( u, v \) on any path connecting \( r \) with a leaf it holds that if \( u \) is closer to \( r \) than \( v \), then \( \omega(u) \geq \omega(v) \). The best known approximation algorithm for general weight functions has the ratio of \( O(\sqrt{\log n}) \) [Dereniowski et al. ICALP 2017] and it remains as a challenging open question whether constant-factor approximation is achievable in such case. This gives our first motivation towards considering monotonic cost functions and the second one lies in the potential applications.
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1 Introduction

We study a natural generalization of the classical binary search problem, where the algorithm is asked to locate a specific element in a sorted array of keys with as few comparisons as possible [20]. We generalize the binary search in two dimensions. Instead of arrays, we consider trees, with the keys represented as vertices of the tree. Additionally, we allow the cost of comparisons to vary across the vertices of the tree. As a result, instead of minimizing the worst-case number of queries, our objective is to minimize the worst-case total cost of the search. This problem has been introduced for trees in [26] and for general graphs in [15]. There are two characteristics of such search algorithms: the computational complexity of calculating a search strategy and the worst-case cost called the query complexity.

As a fundamental problem in computer science, binary search in trees and graphs has numerous practical applications in data management systems or scheduling of parallel processes (through graph coloring), machine learning, and other fields. We discuss the relevant practical problems later on in more detail.
1.1 Problem statement

An a priori unknown target vertex \( t \) in a known input tree \( T = (V,E,\omega) \), with a query cost function \( \omega: V(T) \rightarrow \mathbb{R}_+ \), should be located by an algorithm via a series of queries. Each query selects a vertex \( v \) and as an answer receives information that either \( v \) is the target (which completes the search), or otherwise it is given an edge \( \{v,u\} \) such that \( u \) lies on a path between \( v \) and \( t \). (Note that in the case of a tree the path is unique but for general graphs, any of the shortest paths is provided, see [15].) The answer is generated at the cost of \( \omega(v) \) and we want to design an algorithm that finds the target with the minimum cost in the worst case. More precisely, once the target has been returned by the algorithm, the cost of the search equals the sum of the costs of all queries that have been asked, and the performance of the algorithm is the maximum search cost taken over all vertices as potential targets. One might think about this search process that with each query the search is narrowed to a subtree of \( T \) that can still contain the target. The process is adaptive in the sense that the choice of the subsequent elements to be queried depends on the locations and answers of the previous queries. Also, we consider only deterministic algorithms, where given a fixed sequence of queries performed so far (and the information obtained), the algorithm selects always the same element as the next query for a given tree. E.g., the optimal algorithm for the classic binary search problem on paths that always queries the median element is adaptive and deterministic. It can be equivalently stated that the algorithm calculates a strategy for the given input tree, which encodes the queries to be performed for each potential target.

1.2 Related work and earlier techniques

While in this work we analyze queries that ask questions about vertices of a tree (vertex query model), an edge query model has been also studied. In the latter, the answer to each queried edge \( e \in E(G) \) returns one of the two subgraphs in \( G \setminus \{e\} \) which contains the target. The two search models are basically equivalent for paths, but in general, a query to a vertex with a high degree reveals more information than a query to an incident edge. For example, to locate the target in a star, one query is sufficient in the vertex model, while in the edge model all edges need to be queried in the worst case. The binary search can be further generalized to general graphs, where the answer to a vertex (or edge) query returns directional information with respect to the shortest path to the target [15].
It should be noted that other optimization criteria can be considered (e.g., the average search cost), as well as noisy search models where the response to a query can be incorrect with a certain probability.

For paths, a natural dynamic programming approach obtains an optimal algorithm for the weighted version of the problem, which runs in $O(n^3)$ time and $O(n^2)$ space [19]. The cubic time can be improved by exploiting a monotonic structure of search costs of the sub-intervals, which yields an $O(n^2)$ time solution [5], for any assignment of the query costs. A linear time $(2 + \epsilon + o(1))$-approximation algorithm has been presented in [21], where the approach is based on a trade-off between querying the vertices with small costs and maintaining a balanced decision tree.

For unweighted trees, optimal search strategies can be computed in linear time by calculating vertex rankings of the input tree [23, 26], which is a type of graph coloring, where on a path between any two vertices with the same color there must be a vertex with a color of a higher value [17, 18]. Once the ranking is calculated, the search strategy is obtained by always querying the vertex with the highest color, considering the set of vertices that can still contain the target. Tree rankings have been studied as an independent line of research leading to the discovery of several algorithms, including linear time algorithms [22, 28].

For weighted trees, the binary search problem becomes NP-complete [12]. A quasi polynomial-time approximation scheme was obtained through a dynamic programming approach [8]. The QPTAS is then recursively applied to carefully selected subtrees of the input tree, which results in a polynomial-time algorithm with an approximation ratio of $O(\sqrt{\log n})$.

The binary search problem has been extended to general graphs in [13, 15], where a function $\Phi$ is defined over the vertex set of the graph that can still contain the search target, given the responses to the queries performed so far. The $\Phi$ is defined in such a way that for each considered vertex it encodes the sum of distances to all other considered vertices. In each step, the vertex that minimizes $\Phi$ is selected as the next query, and the search space is reduced to the vertices consistent with the query response, i.e., the vertices with a shortest path from the queried vertex containing the edge returned by the query. The algorithm uses at most $\log_2 n$ queries to find arbitrary vertex in a graph with a uniform cost of queries. A further study of using graph median for queries can be found in [11].

In the context of practical applications, a related search model has been used to characterize the confidentiality of searching information in databases of genetics information [16].

### 1.3 Our contribution

An open question has been posed several times about whether a constant-factor approximation algorithm exists for arbitrary weight functions, see e.g. [2, 4, 5]. The main motivation of this work is to address this question by finding a natural input instance for which a constant-factor approximation is achievable. We define this instance as follows: we allow an input tree to have arbitrary structure but the weight function is assumed to be monotonic:

> **Definition 1.** Given a tree $T = (V, E, \omega)$, we say that a cost function $\omega$ is monotonic if there exists a vertex $r \in V$ such that for any $u, v \in V$, if $v$ lies on the path between $r$ and $u$ in $T$, then $\omega(u) \leq \omega(v)$.

Our primary contribution is in providing a constant-factor approximation algorithm for the binary search problem in this subclass of trees with non-uniform weights. Our solution shows how a method developed for the problem with uniform costs [26] can be leveraged for the monotonic case. Our main result is the following.
Theorem 2. There exists an 8-approximate adaptive search algorithm for the search problem in weighted trees with monotonic cost functions. The algorithm runs in linear time.

The organization of the remaining parts of the paper is as follows. Section 1.4 describes the motivation for our work, based on practical applications of the studied search model and several use cases of the monotonic structure of the cost function. Section 2 introduces our notation and essential concepts commonly used in the related body of research. Section 3 presents the class of decision trees (structured decision trees) that we restrict ourselves to when building the solution for the search problem. Section 4 introduces further concepts, which are needed to formulate our algorithm in the subsequent Section 5 and to prove the approximation factor in Section 6. Section 7 concludes the paper, where we suggest potential directions for future research.

1.4 Motivation and applications

Graphs form a natural abstraction for processes in many domains. Large graphs are becoming common in data management and processing systems [27]. Compared to data structures without order over its elements, it is known that maintaining at least a partial order improves the performance of fundamental operations like search, update or insert in terms of the number of comparisons needed [20]. At the same time, creating optimal strategies for searching in structures with a partial order, can be inherently hard [12]. We conclude that efficient approximation algorithms for searching in large graphs are important for the advancement of systems focused on large graph analysis.

The classic binary search and its generalizations is a basic problem in computer science that occurs in numerous practical problems. The binary search problem posed as a graph ranking problem can be used to model parallel Cholesky factorization of matrices [9], scheduling of parallel database queries [10], and VLSI layouts [29]. The binary search model for graphs has been used to build a general framework for interactive learning of classifiers, rankings, or clusterings [14].

A monotonic structure of the comparisons cost occurs naturally when considering data access times in computer systems, e.g., due to memory hierarchies of modern processors, characteristics of the storage devices, or distributed nature of data management systems. In the literature on the binary search problem, a Hierarchical Memory Model of computation has been studied [1], in which the memory access time is monotonic with respect to the location of a data element in the array. Another work was devoted to modeling the problem of text retrieval from magnetic or optical disks, where a cost model was such that the cost of a query was monotonic from the location of the previous query performed in the search process [24]. We also mention an application of tree domains in automated bug search in computer code [3]. In such a case naturally occurs a possibility that the tree to be searched has the monotonicity property. In particular, each query represents performing an automatic test that determines whether the part of the code that corresponds to the subtree under the tested vertex has an error. Thus, the vertices that are closer to the root represent larger parts of the code and thus may require more or longer lasting tests.

2 Preliminaries

The set of vertices of a tree $T$ is denoted by $V(T)$. Given a tree $T = (V, E, w)$ and a connected subset of vertices $V' \subseteq V(T)$, we denote by $T[V']$ the induced subtree of $T$ consisting of all vertices from $V'$. For a rooted $T$, we denote the root of $T$ by $r(T)$, while for any $v \in V(T)$, $T_v$ denotes the subtree of $T$ rooted at $v$ and consisting of $v$ and all its descendants. For any two intervals $I, I' \in \{(a, b) : 0 \leq a < b\}$ we write $I > I'$ when $i > i'$ for each $i \in I$ and $i' \in I'$.
The sequence of queries is defined as a sequence of vertices queried by a search strategy $\mathcal{A}$ for a target $t$ and is denoted by $Q_{\mathcal{A}}(T, t)$. The vertex queried by $\mathcal{A}$ in the $i$-th step is denoted by $Q_{\mathcal{A}, i}(T, t)$. Given a search strategy for $T$, one can easily generate a search strategy for any subtree $T'$ by simply discarding the queries to the vertices outside of $T'$. A useful way of encoding search strategies is by using decision trees.

**Definition 3.** We define a decision tree for $T = (V, E, w)$ generated by a search strategy $\mathcal{A}$ as a rooted tree $T = (V, E)$, where $V = V(T)$. The root of $T$ is the first vertex queried by $\mathcal{A}$. For any $v \in V$, $v$ has a child $v'$ if and only if $v'$ is queried by $\mathcal{A}$ right after $v$ for some choice of the target. Each $v \in V$ corresponds to a subset $T(v) \subset V(T)$ which contains all vertices that can still contain the target when $\mathcal{A}$ queries $v$.

It can be seen that the root $r$ of any decision tree corresponds to $T(r) = V(T)$ and the leaves correspond to single vertices in $V(T)$.

**Lemma 4.** Let $T$ be a decision tree for $T$. If $T'$ is a subtree of $T$, then there exists a vertex $u \in V(T')$, such that for every $v \in V(T')$ it holds $v \in V(T_u)$.

**Proof.** We traverse the decision tree $T$ starting at the root of $T$ and following a path to some leaf. If $r(T) \in V(T')$, then the lemma follows. Otherwise, consider children $v_i$ of $r(T)$. Because in $T$ there is only one edge incident to $r(T)$ that lies on a path to all vertices of $T'$, all vertices of $T'$ belong to exactly one subtree $T_{v_i}$. We continue the traversal in $T_{v_i}$ and set $u$ as the first visited vertex in this process that belongs to $T'$.

We now formally define the cost of a search process, which is the property the algorithm is trying to minimize. In terms of the search strategy $\mathcal{A}$ for an input tree $T = (V, E, w)$, the sum of costs of all queries performed when finding a target $t \in V(T)$ is denoted by $\text{COST}(\mathcal{A}, t)$, while the cost of $\mathcal{A}$ is defined as $\text{COST}(\mathcal{A}) = \max_{t \in V} \text{COST}(\mathcal{A}, t)$.

Sometimes in our analysis, we will take one decision tree and measure its cost with different query times, i.e., for different weights. This approach will allow us to artificially increase the cost of some queries in the decision tree, which we formalize as follows. Let $T$ be a decision tree for $T = (V, E, \omega)$ and $\omega'$ an arbitrary cost function defined on $V(T)$, potentially a different one than $\omega$. We denote by $\text{COST}(T, \omega')$ the cost of the decision tree according to the cost function $\omega'$:

$$\text{COST}(T, \omega') = \max \{ \sum_{v \in P} \omega'(v) \mid P \text{ is a path from the root to a leaf in } T \}.$$  

The cost of $T$ is then $\text{COST}(T, \omega)$ and we shorten it to $\text{COST}(T)$. (Note that one may equivalently define the cost of $T$ by taking $\text{COST}(T) = \text{COST}(\mathcal{A})$ where $T$ is generated by $\mathcal{A}$.) The minimum cost that is achievable for $T$ is denoted by $\text{OPT}(T) = \min \{ \text{COST}(T) \mid T \text{ is a decision tree for } T \}$.

We say that $T$ is optimal if and only if $\text{COST}(T) = \text{OPT}(T)$.

We will use the following simple folklore lemma whose proof is given for completeness. Lemma 5 has been previously formulated in [5] in the context of a slightly different problem of edge search in weighted trees.

**Lemma 5.** If $T$ is a decision tree for $T$, then for any subtree $T'$ of $T$ there exists a decision tree $T''$, such that $\text{COST}(T'') \leq \text{COST}(T)$.
**Proof.** We first apply Lemma 4 and reduce $T$ to its subtree rooted at $u \in V(T')$. Then, we sequentially remove from $T_u$ all nodes that do not belong to $T'$. For every removed node $v$, consider all subtrees rooted at the children of $v$ in the current decision tree. When removing $v$ we also remove all subtrees that do not contain any vertex from $T'$ but we connect the roots of all other subtrees (note that there will be only one such subtree) directly under the parent of $v$. Hence, the reduced tree is still a decision tree. What is more, all paths from the root to a leaf in the obtained decision tree result from corresponding paths from $T$ by removing zero or more nodes, which upperbounds the cost of $T'$ by the cost of $T$.  

We say that a cost function $\omega$ is rounded if the values taken by $\omega$ are powers of two (for any $v \in V(T)$, $\omega(v) = 2^k$ for some $k \in \mathbb{N}$). We also say that $T'$ is the rounding of $T$ if it is obtained from $T$ by rounding the cost function to the closest, greater power of two. We obtain that $\text{OPT}(T') \leq 2\text{OPT}(T)$ because $\omega' \leq 2\omega$. On the other hand, Lemma 6 shows how large is the overhead from applying an optimal decision tree for the input with a rounded cost function to search through the input tree with the original weights.

▶ **Lemma 6.** Let $T' = (V,E,\omega')$ be the rounding of $T = (V,E,\omega)$. Let $T$ and $T'$ be optimal decision trees respectively for $T$ and $T'$. We have:

$$\text{COST}(T',\omega) \leq 2\text{COST}(T) = 2\text{OPT}(T).$$

**Proof.** We have $\text{COST}(T',\omega) \leq \text{COST}(T',\omega') \leq \text{COST}(T,\omega') \leq 2\text{COST}(T,\omega)$. The first inequality holds because $\omega \leq \omega'$. The second inequality holds because $T'$ is optimal for $T'$. The last inequality holds because $\omega' \leq 2\omega$.  

## 3 Structured decision trees

For a rooted tree $T = (V,E,\omega)$ with a monotonic $\omega$, we assume that the root is selected as in Definition 1, that is informally speaking, while traversing any path from the root to a leaf, the weights of visited vertices are non-increasing. From now on we assume that the input tree is rooted. We define a layer of a tree $T$ as a subgraph $L$ of $T$ such that all vertices in $V(L)$ have the same cost, $\omega(u) = \omega(v)$ for any $u,v \in V(L)$. A connected component of $L$ is called a layer component. We also denote by $\omega(L)$ the cost of querying a vertex that belongs to $L$, i.e., $\omega(L) = \omega(v)$ for any $v \in V(L)$.

The upper border of layer $L$ is the set of roots of its layer components. The subset of $V(L)$ consisting of vertices that have at least one child that belongs to a different layer is called the lower border of $L$. We will also say that a layer component $L'$ is directly below a layer component $L$ if and only if $r(L')$ has a parent in $L$. The top layer component is the one that contains the root of $T$ and a bottom layer component is any $L$ such that there is no component directly below $L$. We note that we will apply the above terms to a rounded $\omega$.

▶ **Definition 7.** Let $T$ be a tree with a monotonic cost function and $T$ a decision tree for $T$. Consider a layer component $L$ of $T$. Let $v = r(L)$. We say that $T$ is structured with respect to $L$ if for every vertex $u \in V(T_v)$, it holds that $u \in V(T_v)$. We say that a decision tree $T$ for $T$ is structured if and only if $T$ is structured with respect to all layer components of $T$.

Informally speaking, in a structured $T$ we require that each vertex in the entire subtree $T_v$ is below $v$ in $T$. This is one of the central ideas in our work for the following reason. While performing bottom-up processing of (an unweighted) $T$ in [26] (and also other works e.g. [22]) each vertex $v$ encodes which steps are already used for queries of the vertices from $T_v$. In our case, that is in a weighted $T$, we need to encode intervals and the technical problem with
exists a structured decision tree with rounded weights, whose cost is at most through the analysis of the rounding of optimal decision tree for an input ◀

layer component does not make arbitrary P an additional node from leaf in L increases k the the k v Let target when the search process is about to query nodes but rooted at v the last paragraph of the proof), we modify component such that the traversal. such that all vertices from V,E,ω Let (T,V,E,ω) be any decision tree for V,ω be a tree with a monotonic and rounded cost function. There exists a structured decision tree T' for T, such that COST(T') ≤ 2 OPT(T).

Proof. Let T be any decision tree for T. Since T is selected arbitrarily, it is enough to prove that COST(T') ≤ 2 COST(T).

In order to construct the structured decision tree, we traverse T in a breadth-first fashion starting at the root of T. The T' is constructed in the process.

By Lemma 4, for an arbitrary layer component L of T, there exists a vertex u′ ∈ V(L) such that all vertices from L belong to T u′. Among all vertices of L, u′ is visited first during the traversal.

Consider an arbitrary node u being accessed during the traversal. Let L be the layer component such that u ∈ L. If T is structured with respect to L we continue with the next node. Otherwise (which for a specific L will happen only once, when u = u′, as argued in the last paragraph of the proof), we modify T by performing the following steps.

Let v = r(L). We want to replace the subtree T u with a subtree consisting of the same nodes but rooted at v. Consider a subtree T′ of the input T, which can still contain the target when the search process is about to query u according to T. E.g., V(T′) = V(T u). Let v has k neighbors in T′. We attach under v the decision trees created with Lemma 5 for the k components obtained by removing v from T′. Lemma 5 shows that the cost of any of the k decision trees is not greater than COST(T u). Accounting for the cost of v, structuring L increases COST(T) no more than ω(L). Consider an arbitrary path P from root to a leaf in T. For every node u ∈ P that triggers structuring (informally, u is u′ for some L) an additional node from L is inserted in P. Thus, in the worst case, the weighted length of arbitrary P increases 2 times when transforming T into structured T′.

By starting the breadth-first traversal at the root of T, structuring with regards to one layer component does not make T not structured with regards to any of the previously structured layer components.

By combining Lemmas 6 and 8 one obtains Corollary 9, which relates the cost of an optimal decision tree for an input T with the cost of a structured decision tree obtained through the analysis of the rounding of T.

▶ Corollary 9. For any tree T with a monotonic cost function there exists a structured decision tree with rounded weights, whose cost is at most 4 · OPT(T).
4 Bottom-up tree processing

Our method extends the ranking-based method for searching in trees with uniform costs of queries [26, 28]. The state-of-the-art algorithm calculates a function \( f: V(T) \to \mathbb{N} \) called a strategy function (also called in the literature a ranking [22, 28], or tree-depth [25]). The strategy function is such that for each pair of distinct vertices \( v_1, v_2 \in V(T) \), if \( f(v_1) = f(v_2) \), then each path connecting \( v_1 \) and \( v_2 \) has a vertex \( v_3 \) such that \( f(v_3) > f(v_1) \). One property of the strategy function is that it encodes the (reversed) order of the queries. E.g., in any sequence of queries, a vertex with a higher value of \( f \) is always queried before those with lower values of the strategy function. Thus, the maximal value of \( f \) over the vertices of a tree is the worst-case number of queries necessary to search the tree. In order to express the variable costs of queries we extend the strategy function into an extended strategy function (see also [7]).

▶ Definition 10. A function \( f: V(T) \to \{ [a, b]: 0 \leq a < b \} \), where \( |(a, b)| \geq \omega(v) \) for each \( v \in V(T) \), is an extended strategy function if for each pair of distinct vertices \( v_1, v_2 \in V(T) \), if \( f(v_1) \cap f(v_2) \neq \emptyset \), then the path connecting \( v_1 \) and \( v_2 \) has a vertex \( v_3 \) such that \( f(v_3) > f(v_1) \cup f(v_2) \). The length of an interval assigned to a vertex \( v \) encodes the cost corresponding to querying \( v \).

Keeping in mind that the cost function is the time needed to perform a query, the values of an extended strategy function indicate the time periods in which the respective vertices will be queried. Note that, e.g., due to the rounding, the time periods will be longer than the query durations and this is easily resolved either by introducing idle times or by following the actual query durations while performing a search based on a strategy produced by our algorithm.

We say that \( u \in V(T) \) is visible from \( v \in V(T) \) if on the path from \( v \) to \( u \) there is no vertex \( x \) such that \( f(x) > f(u) \), where \( f \) is a strategy function defined on \( V(T) \). If \( u \) is visible from \( v \) we also say that the value \( f(u) \) is visible from \( v \). The sequence of values visible from \( v \) in descending order is called a visibility sequence for \( v \).

In our approach, informally speaking, we will partition the rounding of the input tree into several subtrees (the layer components) and for each of them, we will use the algorithm from [26]. To clearly describe the initialization required prior to triggering the leveraged subroutine, and also for completeness, we recall a vertex extension operator used in [26] for calculating a strategy function. Let \( f \) be a strategy function defined on all vertices below \( v \in V(T) \). Let \( v_i \), \( 1 \leq i \leq k \), be the children of \( v \). The vertex extension operator attributes \( v \) with \( f(v) \), based on the visibility sequences \( S(v_i) \) of the children according to the following procedure. Consider a set \( M \) with values that belong to at least two distinct visibility sequences \( S(v_i) \). Let \( m \) be the maximum value in \( M \) if \( M \neq \emptyset \) or \(-1\) otherwise. The \( f(v) \) is set to the lowest integer greater than \( m \) that does not belong to any \( S(v_i) \). The following lemma characterizes the vertex extension operator.

▶ Lemma 11 ([26]). Given the visibility sequences assigned to the children of \( v \in V(T) \), the vertex extension operator assigns to \( v \) a visibility sequence that is lexicographically minimal (the vertex extension operator is minimizing). Moreover, (lexicographically) increasing the visibility sequence of a child of \( v \) does not decrease the visibility sequence calculated for \( v \) (the vertex extension operator is monotone).

In our approach, we restrict ourselves to extended strategy functions which generate decision trees that are structured (see Definition 7).
Definition 12. We say that an extended strategy function $f$, defined on the vertices of a tree $T$ with monotonic cost function, is structured if for any layer component $L$, $f(u) > f(v)$ for each $v \in V(T_u)$, where $u = r(L)$.

It follows that a structured extended strategy function represents a structured decision tree.

As mentioned earlier, we will process each layer component $L$ with the vertex extension operator but in order to do it correctly, we need to initialize appropriately the roots of the layer components below $L$. For that, we define the following operators. Let $f$ be an extended strategy function defined on the vertices of $T_v$, where $v$ is the root of a layer component $L'$. The structuring operator assigns to $v$ the minimal interval so that $f$ is a structured extended strategy function on $T_v$. (We note that in our algorithm $v$ will have some interval assigned when the structuring operator is applied to $v$. Hence, the application will assign the new required interval.) The cost scaling operator aligns the interval attributed to $v$: if $f(v) = [a, b)$ and $L$ is the layer component directly above $L'$, the cost scaling operator assigns $v$ a new interval $[\omega(L)[\frac{b}{\omega(L)}] - \omega(L), \omega(L)[\frac{b}{\omega(L)}]]$. We will say that the interval $f(v)$ is aligned to $\omega(L)$ after this modification. Informally speaking, this is done so that the children of the leaves in $L$ have intervals whose endpoints are multiples of $\omega(L)$ so that they become “compatible” with the allowed placements for intervals of the vertices from $L$. Yet in other words, this allows us to translate the intervals of the children of the leaves in $L$ into integers that can be treated during bottom-up processing of $L$ in a uniform way.

Observation 13. Let a layer component $L'$ be directly below a layer component $L$ in $T = (V, E, \omega)$. If $r(L')$ is assigned an interval $[a, b)$, whose endpoints are consecutive multiples of $\omega(L')$ (i.e. $a = k\omega(L')$ and $b = (k + 1)\omega(L')$ for some integer $k$), then the cost scaling operator assigns to $r(L')$ an interval $[a', b')$ such that $b' \leq b + \omega(L) - \omega(L')$.

Proof. Consider a layer component $L$ of $T = (V, E, \omega)$ and a structured extended strategy function $f$ defined on the vertices below $L$. The cost scaling operator selects $b'$ as the smallest multiple of $\omega(L)$ that is greater or equal than $b$. Since $a' = b' - \omega(L)$, we have that $a' < b$. On the other hand, because $b - a = \omega(L')$, $a$ is the highest multiple of $\omega(L')$ that is less than $b$. Subsequently, because $\omega(L)$ is divisible by $\omega(L')$, we obtain that $a' \leq a$. What follows, $a' + \omega(L') \leq b$, and finally $b' \leq b + \omega(L) - \omega(L')$.

5 Algorithm

We propose an algorithm Structured Tree Search (Algorithm 1). The algorithm starts with a pre-processing pass, which transforms the input tree to its rounding and selects a root arbitrarily from the set of vertices with the highest cost query (cf. Definition 1). An extended strategy function $f$ is then calculated during a bottom-up traversal over the layer components of the tree by applying the Process Component procedure (Algorithm 2). Hence, the extended strategy function for the vertices of a layer component $L$ is calculated only after it is already defined for all vertices below the component. Moreover, since we use a structured $f$, only its values assigned to the roots of the layer components below $L$ are important when calculating $f$ for the vertices of $L$.

Given a layer component $L$, the procedure Process Component iterates over the vertices of $L$ in a depth-first, postorder fashion. Suppose that a structured extended strategy function $f$ is defined on all vertices below $L$ and that $f$ is aligned to $\omega(L)$ at all roots of layer components directly below $L$. To calculate $f$ for the vertices of $L$, we first calculate the strategy function $f'$ for each vertex of $L$ and then obtain $f$ from $f'$ using the formula: $f(u) = \lfloor f'(u) \omega(L) \rfloor, (f'(u) + 1)\omega(L))$, where $u \in V(L)$. (Recall that this is a conversion
Algorithm 1 Structured Tree Search.

1. Let $T$ be an input tree with a monotonic cost function, for which the extended strategy function $f$ is calculated.
2. $T \leftarrow$ the rounding of $T$
3. for each layer component $L$ in bottom-up fashion do
4. \hspace{1em} ProcessComponent($L, f$)
5. end for
6. return $f$

that takes us from the integer-valued strategy function $f'$ to the interval-valued extended strategy function.) To provide an applicable input for the vertex extension operator at the leaves of $L$, for each child $u \in V(L')$ of such leaf, we calculate the integer $f'(u) = \frac{b}{\omega(L)}$ that is derived from the extended strategy function at $u$, i.e. from $f(u) = [a, b)$. Note that since our decision trees are structured, the visibility sequence corresponding to each root of a layer component below $L$ (which includes $u$) consists of only one value, the one that equals the strategy function at the root. What follows, deriving the value of $f'$ only for the roots of the layer components directly below $L$ is sufficient to create a valid input for the vertex extension operator. In other words, we make these preparations to use the operator and the corresponding method from [26]. Once each vertex $v \in V(L)$ obtains the corresponding extended strategy function $f(v)$, we apply for the root of $L$ the structuring operator followed by the cost scaling operator. This will close the entire “cycle” of processing one layer component.

Algorithm 2 Calculates extended strategy function $f$ for vertices of a layer component $L$.

1. procedure ProcessComponent($L, f$)
2. \hspace{1em} for each root $v$ of a layer component directly below $L$ do
3. \hspace{2em} $f'(v) \leftarrow \frac{b}{\omega(L)}$, where $b$ is the right endpoint of the interval $f(v)$
4. \hspace{1em} end for
5. \hspace{1em} for each $u \in V(L)$ in a postorder fashion do
6. \hspace{2em} Obtain $f'(u)$ by applying the vertex extension operator to $v$
7. \hspace{2em} $f(u) \leftarrow$ the interval derived from $f'(u)$, see Section 4
8. \hspace{1em} end for
9. \hspace{1em} if the root $v$ of $L$ is not the root of $T$ then
10. \hspace{2em} Update $f(v)$ by applying the structuring operator to $v$
11. \hspace{2em} Update $f(v)$ by applying the cost scaling operator to $v$
12. \hspace{1em} end if
13. end procedure

6 Analysis

Lemma 14 characterizes the interval of the extended strategy function that the Process Component procedure assigns to the root of a layer component.

Lemma 14. Consider a layer component $L$ of $T = (V, E, \omega)$ and a structured extended strategy function $f$ defined on the vertices below $L$. Let the intervals of $f$ assigned to the roots of the layer components directly below $L$ be aligned to $\omega(L)$. Suppose that the values of $f$ over $V(L)$ are obtained by a call to procedure ProcessComponent($L, f$). We have that $f$ is a structured extended strategy function on $V(T_{r(L)})$, and the lowest possible interval $I$, such that $I > f(u)$, for each $u$ below $r(L)$, is assigned to $r(L)$.
We denote by $\omega$ an extended strategy function $f'$ derived from $f$ for these roots is consistent with the query costs in $L$. That is, the construction of $f'$ done at the beginning of the procedure gives an integer-valued strategy function. Since $f$ is structured, among all vertices below $L$, the extension operator correctly needs to consider only the values of $f'$ at the roots of components directly below $L$.

By Lemma 11, the visibility sequence calculated for the root of $L$ is (lexicographically) minimized among all possible valid assignments of $f'$. Hence in particular, the value of $\max\{f'(v) | v \in V(T_{r(L_i)})\}$ is minimized. It follows that if there exists such an optimal assignment of $f'$ that is structured, then this $f'$ is calculated by the procedure is structured and consequently the $f$ obtained from $f'$ is minimal and structured. If there exists no optimal assignments of $f'$ over $V(L)$ that is structured, the structuring operator modifies $f$ and assigns to $r(L)$ the lowest interval that is greater than $f(u)$ for any $u$ below $r(L)$.

What follows from Lemma 14 and Observation 13 is that given an extended strategy function $f$ fixed below a layer component $L$, Algorithm 1 extends $f$ to the vertices of $L$ in such a way that the interval assigned to $r(L)$ is not higher than the optimal interval (assuming that $f$ is fixed below $L$) incremented by an additive factor $\omega(L') - \omega(L)$, where $L'$ is a layer component directly above $L$. If $L$ is the top component, the structuring transform is not applied and the additional cost is not incurred.

We now formulate a technical Lemma 15 that helps analyze the strategy generated by Algorithm 1.

**Lemma 15.** Let $T = (V, E, \omega)$ be a tree with a monotonic and rounded cost function. We denote by $f_{\text{opt}}$ an optimal structured extended strategy function on $V(T)$. Let $L$ be a layer component of $T$ with $k$ layer components $L_j$, $1 \leq j \leq k$, directly below $L$. Let $v_j = r(L_j)$, $1 \leq j \leq k$. We define $f'$ as a function defined on $V(T)$ such that for all vertices below any $v_j$, $f'$ is equal to $f_{\text{opt}}$, while for the vertices $v_j$ and above, $f'$ is equal to $f_{\text{opt}} + \omega(L)$. It holds that $f'$ is a structured extended strategy function on $V(T)$.

**Proof.** We first show that $f'$ is an extended strategy function. We need to show that for any pair $x, y \in V(T)$, $x \neq y$, if $f'(x) = f'(y)$, then there is a vertex $z \in V(T)$ separating $x, y$ such that $f'(z) > f'(x)$. (See Definition 10.)

We analyze the following cases with respect to the locations of the vertices $x$ and $y$. In all cases we assume that $x \neq y$, $f'(x) = f'(y)$, and $z$ is the vertex separating $x$ and $y$ according to $f'$.

- $x \in V(L_i), y \in V(L_j)$ and $i = j$.
  - $v = r(L_i)$. Because $f_{\text{opt}}$ is structured, $f'$ is also structured within the subtree $T_v$, since it assigns $v$ a higher interval than $f_{\text{opt}}$ and $f'$ is otherwise identical to $f_{\text{opt}}$. What follows, because $f'$ is structured and we assumed $f'(x) = f'(y)$, we have that $x \neq v$ and $y \neq v$.
  - Consider the $f_{\text{opt}}$ as defined on all vertices of $L_i$. Because $x, y \in V(L_i)$, we have $z \in V(L_i)$. If $z \neq v$, then $f'(z) = f_{\text{opt}}(z) > f_{\text{opt}}(x) = f'(x)$, where the last equation holds because $x \neq v$. If $z = v$, we also have $f'(z) > f'(x)$, because $f'$ is structured in $T_v$.
- $x \in V(L_i), y \in V(L_j)$ and $i \neq j$.
  - Because $f'$ is structured in $L_i$, we have $z = r(L_i)$.
- Both $x$ and $y$ belong to $V(L)$.
  - Because $f_{\text{opt}}$ is an extended strategy function in $L$, there is a $z \in V(L)$ such that $f_{\text{opt}}(z) > f_{\text{opt}}(x)$. Then, by adding $\omega(L)$ to both sides of the inequality one obtains $f'(z) > f'(x)$.
\( x \in V(L_i) \) for some \( i \) and \( y \in V(L) \).

If \( x \neq r(L_i) \) then \( z = r(L_i) \), because \( f' \) is structured in \( L_i \).

Otherwise, both \( x \) and \( y \) are in the subtree \( T[V(L) \cup \{x\}] \). Recall that in this subtree \( f' \) is derived from \( f_{opt} \) by adding a constant offset, which gives an extended strategy function.

To show that \( f' \) is structured in the remaining cases, we observe that for all vertices above \( L_i \), \( f' \) is derived from the structured \( f_{opt} \) by shifting the assigned intervals by a positive offset, which does not change the structural property of the layer components’ roots. ▶

Lemma 16. The cost of the decision tree generated by Algorithm 1 is at most 2 times greater than the cost of an optimal structured decision tree.

Proof. The proof is by induction, bottom-up over the layer components of the input tree. Take a tree \( T = (V,E,\omega) \) with a monotonic and rounded cost function. We denote by \( c(i), 1 \leq i \leq l \), the query cost to a vertex in the \( i \)-th layer, where the layers are ordered according to their cost of query and \( l \) is the number of layers in \( T \). Let \( f_{opt} \) be an optimal (structured) extended strategy function and \( f_{alg} \) be the extended strategy function generated by Algorithm 1. We denote by \( z(v) \) the cost of querying the parent of \( v \) or the cost of \( v \) itself if there is no vertex above \( v \), i.e. when \( v \) is the root of \( T \).

We want to prove the following induction claim. For any layer component \( L_i \) it holds \( f_{alg}(v) \leq f_{opt}(v) + z(v) \), where \( v = r(L) \).

The cost of the decision tree generated by \( f_{alg} \) is equal to the supremum of \( f_{alg}(r(T)) \).

Since the cost of a single query to the top layer is not more than the cost of an optimal structured decision tree, the lemma follows from the induction claim applied to the top layer component.

Let \( L_i \) be a bottom layer component. Based on Lemma 14 we know that by applying the vertex extension and structuring operators, Algorithm 1 generates an optimal structured assignment of the extended strategy function to the vertices of \( L_i \). In a case where \( L_i \) is also the top component (which is the trivial case of \( T \) being a single layer component) we have \( f_{alg} \) is optimal and the induction claim holds. Otherwise, the cost scaling operator extends the interval assigned to \( r(L_i) \), increasing the cost of \( L_i \) by (at most) an additive factor of \( c(2) - c(1) \) over the optimal cost. Since the added factor is less than \( z(r(L)) \), the induction claim holds for the bottom layer component \( L_i \).

Let \( L_j \) be a layer component from the \( i \)-th layer, with \( k \) layer components \( L_j, 1 \leq j \leq k \), directly below \( L_i \). We denote the roots of the layer components \( L_j \) by \( v_j \). Consider a strategy function \( f' \) which is defined as in Lemma 15, that is for all vertices below any \( v_j \), \( f' \) is equal to \( f_{opt} \), while for vertices \( v_j \) and all vertices above, \( f' \) is equal to \( f_{opt} + \omega(L) \). Lemma 15 implies that \( f' \) is a structured extended strategy function on \( V(T) \).

From the induction hypothesis we have that for any \( v_j \), \( f_{alg}(v_j) \leq f_{opt}(v_j) + z(v_j) = f_{opt}(v_j) + \omega(L) \). According to Lemma 14 and Observation 13, Algorithm 1 assigns intervals to the vertices of \( L \) such that the interval assigned to the root of \( L \) is the lowest possible (when \( L \) is the top component), or the lowest possible interval incremented by a positive offset of \( \omega(L') - \omega(L) \), where \( L' \) is the layer component directly above \( L \). If we sum up the additive increments due to cost scaling in all layer components below \( L \), we obtain \( \sum_{i<l} c(i) < c(l) = z(v) \) (recall that \( c(i)'s \) are powers of 2). Thus, \( f_{alg}(v) \leq f_{opt}(v) + z(v) \). ▶

By combining Lemmas 6, 8, and 16 we obtain that Algorithm 1 generates a solution for the binary search problem with a cost at most 8 times greater than that of an optimal solution. We note that Algorithm 1 maintains the main structure of the linear time algorithm.
from [26] (a single bottom-up pass over vertices of the tree.) Our method extends the state-of-the-art algorithm by adding a fixed number of $O(1)$ steps, computed when visiting vertices during the bottom-up traversal. See the Process Component procedure, Algorithm 2. What follows, Algorithm 1 also runs in linear time. This proves Theorem 2.

7 Conclusions

We recall a related tree search problem, called edge search, in which one performs queries on edges: each reply provides information which endpoint of the queried edge is closer to the target [3]. One can similarly define a monotonic cost function $\omega: E(T) \to \mathbb{R}_+$ for the edge search by requiring that there exists a choice for the root $r$ so that for any two edges $\{x, y\}$ and $\{y, z\}$, if $x$ is closer to $r$ than $y$, then $\omega(\{x, y\}) \geq \omega(\{y, z\})$.

Interestingly, the edge search problem is NP-complete for monotonic weight function which follows from [6], although the authors do not obtain this fact directly. More precisely, the reduction in [6] constructs a spider in which each leg has three edges with weights $2a, a$, and $\Theta(\alpha n)$ (listing them by following from the root to the leaf). Denote by $e$ the latter edge incident to a leaf. It is not hard to see that $e$ can be replaced by a star on $\Theta(n)$ edges, each of weight at most $a$, thus getting an instance with a monotonic cost function and the same search cost.

It turns out that the problem we study in this work is more general in the class of weighted trees – see the corresponding reduction in [8]. This reduction however does not preserve the property of monotonicity. In other words, a conversion from an instance of the edge search with a monotonic cost function produces an instance of the vertex search with a non-monotonic cost function. Thus, the fact that the edge search is NP-complete for weighted trees pointed above does not imply hardness in our case. We do believe that the argument of hardness cannot be easily obtained in a similar way as for the edge search in [6] and we leave as an open question whether the vertex search problem studied in this work is NP-complete in case of monotonic cost functions.

Also, we repeat the previously mentioned interesting and challenging open question whether a constant-factor approximation is possible for the vertex search in trees with general weight functions.
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