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Abstract

We consider the model-checking problem for parametric probabilistic dynamical systems, formalised as Markov chains with parametric transition functions, analysed under the distribution-transformer semantics (in which a Markov chain induces a sequence of distributions over states).

We examine the problem of synthesising the set of parameter valuations of a parametric Markov chain such that the orbits of induced state distributions satisfy a prefix-independent ω-regular property.

Our main result establishes that in all non-degenerate instances, the feasible set of parameters is (up to a null set) semialgebraic, and can moreover be computed (in polynomial time assuming that the ambient dimension, corresponding to the number of states of the Markov chain, is fixed).
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1 Introduction

The algorithmic analysis of Markov chains, in particular by means of model checking, is a central topic in probabilistic verification [7]. It is in fact fairly common to consider parametric Markov chains (PMCs), in which probabilities are given not as explicit numbers but rather as functions of certain parameters. One is then interested in the set of parameters giving rise to a Markov chain that meets a certain specification.

Markov chains are typically analysed under one of two standard semantics: the path semantics considers the set of all possible control-state trajectories, weighted by relevant probabilities, whereas the distribution-transformer semantics views the Markov chain as a
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single sequence of distributions over control states; this sequence is the orbit of the initial distribution under the repeated application of the underlying stochastic linear transformation. In this paper we focus exclusively on the second modelling paradigm, viewing Markov chains as special instances of linear dynamical systems (LDS). We consider parametric Markov chains, in which probabilities are given by rational functions over a set of parameters. Such parameters might account for uncertainties in the environment or in the exact values of the probabilities at hand, etc. Given a particular specification, we are interested in computing the set of all parameter valuations such that the resulting concrete Markov chains meets the specification. More precisely: Given a parametric Markov chain \( \mathcal{M} \) over set of parameters \( X \), i.e., a (parametric) matrix \( M \) and initial distribution \( \pi \) (see Definition 3), as well as a specification \( \varphi \), compute the set of parameter instantiations \( p \in \mathbb{R}^X \) for which the orbit \( (\pi \cdot M[p]^n)_{n \geq 0} \) of \( \mathcal{M} \) satisfies \( \varphi \).

Our properties are specified with respect to the characteristic word of a Markov chain, which describes the orbit of the Markov chain relative to a set of targets. Given a Markov chain \((Q, M, \pi)\) and a partition of the space \([0, 1]^Q = T_1 \cup \cdots \cup T_k\), the characteristic word is the infinite word \( w \in \{1, \ldots, k\}^\omega \) such that \( w_i = j \) if and only if \( \pi \cdot M^j \in T_j \). For a parametric Markov chain, each admissible valuation of the parameters \( p \in \mathbb{R}^X \) induces a concrete characteristic word \( w[p] \). In this case we call \( w : \mathbb{R}^X \to \{1, \ldots, k\}^\omega \) the parametric characteristic word of the parametric Markov chain.

The model-checking problem asks, given a specification \( \varphi \) over \( \{1, \ldots, k\} \) (typically specified in LTL, MSO, or simply as an automaton), whether the characteristic word \( w \) satisfies \( \varphi \), denoted by \( w \models \varphi \). In the parametric setting, we are interested in the set of parameters \( D_\varphi = \{ p \in \mathbb{R}^X \mid w[p] \models \varphi \} \).

We consider \( \omega \)-regular prefix-independent specifications, i.e., (intuitively speaking) properties that are invariant under finitely many changes to \( w \) (see Section 2.4 for the formal definition). The Ultimate Positivity Problem [22] is an example of a prefix-independent property: it asks whether the orbit is eventually trapped inside a certain target (chosen to be the region where a particular quantity is always positive). Other examples include repeatedly revisiting a target, since such a property only depends on any infinite suffix of \( w \), regardless of the initial prefix. On the other hand, reachability is not a prefix-independent property. Note that LTL properties starting with “eventually always” or “always eventually” define prefix-independent properties (see [4]), although we do not limit ourselves to LTL properties.

Consider a parametric Markov chain with parametric characteristic word \( w \) and a prefix-independent specification \( \varphi \). The set \( D_\varphi = \{ p \in \mathbb{R}^X \mid w[p] \models \varphi \} \) of feasible parameters can be a highly complex object. Nevertheless, one of our main results is that, assuming the specification is non-degenerate (a fairly mild technical condition), \( D_\varphi \) differs from a semialgebraic set by a null set (a set of Lebesgue measure zero), and moreover we can compute this semialgebraic set (in polynomial time assuming that the ambient dimension, corresponding to the number of states of the Markov chain, is fixed). More precisely, we show how to synthesise a semialgebraic set \( D' \) contained in the full set of feasible parameters such that \( D_0 = D_\varphi \setminus D' \) is a null set.

Before going into the details of our construction, we show that the restriction to prefix-independent specifications is indeed necessary. Dropping it may lead to situations in which the set of feasible parameters is not semialgebraic, even up to a null set, as the following example shows.

**Example 1** (A prefix-dependent property). Consider the parametric Markov chain depicted in Figure 1a, with the single parameter \( p \). Let us denote by \((l, r, s)\) a distribution over \( Q \), with \( l, r, s \) denoting the probability in states \( q_L, q_R, q_S \) respectively. Consider the following
partition of \( \text{Dist}(Q) \) (the set of probability distributions over \( Q \)) into the sets \( B, L, R, O \), defined by: \( B = \{(l, r, s) \mid s < 0.5\}, O = \{(l, r, s) \mid s > 0.9\}, L = \{(l, r, s) \mid l \geq r \text{ and } 0.5 < s < 0.9\}, R = \{(l, r, s) \mid 0.5 < s < 0.9 \text{ and } r > l\} \) (see Figure 1b). Observe that the limit distribution of the Markov chain is equal to \((0, 0, 1)\) for every concrete parameter \( p \in (0, 1) \), which is in \( O \) but not in the boundary between any of the sets \( B, L, R, O \).

Define the LTL formula \( \varphi = B \cup L \). It requires that the orbit should be in \( B \) until \( L \) is reached. Let the initial distribution be \( \pi = (1, 0, 0) \), which means that the orbit starts in \( B \). At each step some probability “moves” to the state \( q_S \), and therefore from some point on the orbit reaches \( L, R \) or \( O \). We are interested in the parameter values \( p \) for which the first region reached after \( B \) is \( L \) in the characteristic word \( w[p] \).

For \( n \geq 0 \), let \( l(n), r(n), s(n) \) denote the probability of being at state \( q_L, q_R, q_S \), respectively, after step \( n \). First observe that \( s(n) = 1 - p^n \). Therefore, for each \( n > 0 \) there exists a non-empty interval \( P_n \) of parameters \( p \) such that the predicate \( s(n) \in (0.5, 0.9) \) is satisfied for the first time at step \( n \) in \( w[p] \). Observe that \( P_i \) and \( P_j \) are disjoint and disconnected for \( i \neq j \). Next, observe that for every value of \( p \), \( l(n) \geq r(n) \) is satisfied precisely if \( n \) is even. And for all \( n \) there is a continuous region in \([0, 1]\) such that \( 1 - p^n < 0.5 \).

From the preceding arguments we then see that the set of all parameters that satisfy \( \varphi \) is precisely \( \bigcup_{i \in \mathbb{N}} P_{2i} \). These regions are depicted in Figure 1c. However, a semialgebraic set can always be represented as a finite union of connected components\(^2\). But \( D_\varphi = \bigcup_{i \in \mathbb{N}} P_{2i} \) has infinitely many disconnected components with positive measure. This shows that no semialgebraic set \( D' \) exists which has the same measure as \( D_\varphi \) and such that for all \( p \in D' \) we have \( w[p] \models \varphi \).

\(^2\) If \( S \) is a semialgebraic set, \( C \subseteq S \) is connected if for every \( x, y \in C \), intuitively, \( x \) can reach \( y \) without leaving \( C \). Formally, there exists a continuous semialgebraic function \( f : [0, 1] \to S \) such that \( f(0) = x \) and \( f(1) = y \) [8, Section 3.2].
In Appendix A we give a second example, which shows that reachability properties also do not have semialgebraic feasibility sets (up to a null set).

Let us consider another example, highlighting how we can use the limit distribution of an aperiodic Markov chain to decide prefix-independent properties.

**Example 2 (Ultimate Positivity).** Consider the parametric Markov chain, depicted in Figure 2, with a single parameter $p$. The system represented by the diagram is a Markov chain for $p \in [0, 0.5]$ and has constant structure for all for $p \in (0, 0.5)$ (that is, each edge either exists for all $p$ in the interval, or for none).

Consider the property that the probability distribution in states $q_1$ is eventually above $0.4$ and $q_2$ is eventually above $0.55$. We are interested in the set of parameters $D = \{ p \in [0, 0.5] | \exists N \in \mathbb{N} \forall n \geq N. \pi \cdot M[p]^n \geq (0, 0.4, 0.55) \}$.

The limit distribution of the Markov chain is $(0, 1 - 2p, 1 - p)$. Hence $D$, up to a null set, corresponds to the interval $(0, 0.5) \cap \{ p \mid 1 - 2p > 0.4 \} \cap \{ p \mid 1 - p > 0.55 \} = (\frac{2}{13}, \frac{1}{5})$. Moreover all parameters in the interval $(\frac{2}{13}, \frac{1}{5})$ satisfy the property.

### 1.1 Related work

The papers [18, 19] introduce the logic iLTL to specify LTL-definable properties of the orbit of a Markov chain, where atomic propositions correspond to half-spaces. The authors devise a model-checking procedure which assumes that the Markov chain is aperiodic and diagonalizable, and that the unique limit distribution, which exists due to the aperiodicity condition, does not lie on the boundary of any of the half-spaces used to define the property.

The paper [19] also presents case studies in the areas of software reliability and medicine. Our work extends these previous works in three directions: we consider parametric Markov chains, we allow the Markov chains to be periodic, and we allow semialgebraic sets as atomic propositions. Due to new difficulties that arise in the parametric setting we do not cover full LTL, rather we handle arbitrary prefix-independent $\omega$-regular properties.

Agrawal et al. [1] consider the model-checking problem of Markov chains under the distribution-transformer semantics, where the target sets are specified as intervals on each component. They also remark that full $\omega$-regular model checking will not be possible in general, and instead they consider whether an approximation of the trajectory satisfies a property.
In [17], a related problem for Markov decision processes (MDPs) is studied. The orbit of an MDP is not fixed but depends on the scheduler, and this additional feature often leads to undecidability. Several restrictions on schedulers and specifications are studied [17] under which decidability can be achieved. [10] considers a restriction on the MDP.

Markov chains under the distribution-transformer semantics are a special case of LDS. Presumably one is interested in expressive specifications, e.g., those that are specifiable in LTL or MSO. Unfortunately, even simple reachability queries for LDS are known to be extremely challenging [11], and the attendant hardness propagates to Markovian dynamical systems as well [2].

Baier et al. [5] showed that parametric point-to-point reachability, which asks whether there exist parameter choices under which a given state distribution is reachable, is decidable only for a single parameter, and Skolem-hard for two or more parameters. The problem is well-known to be decidable in polynomial time for LDS [16] (and thus for non-parametric Markov chains). We circumvent this limitation, allowing us to consider an arbitrary number of parameters, by synthesising, up to a null set, the set of parameter choices for which an arbitrary prefix-independent property holds (rather than reachability of a single point target).

Model checking prefix-independent properties on diagonalisable LDS is decidable [3] (see also [22] for Ultimate Positivity specifically). However, in general, the decidability status of the Ultimate Positivity Problem is a major open question – in fact, decidability of Ultimate Positivity for LDS of dimension 6 would entail major breakthroughs in number theory as it would solve certain longstanding open problems in Diophantine approximation of transcendental numbers that are widely believed to be hard [21].

Typically, only very few border cases are particularly difficult, and thus in the parametric setting such border cases amount to a null set which we can exclude. This is the case for all but degenerate instances in which all of the parameter valuations lead to such hard border cases. It is therefore necessary to impose a technical restriction on the expressible targets in order to exclude these degenerate instances.

The problem of model checking parametric Markov chains with respect to the standard trace semantics has been considered extensively [12, 20, 14, 6, 13]. In this setting one can express properties such as “the set of traces reaching a certain state has probability above $\lambda$”, which can be described using standard logics such as PCTL [15, 7]. This semantics does not allow specifying properties such as “the probability of being in state $s_1$ is eventually larger than the probability of being in state $s_2$”, which can be expressed by the properties we consider.

# Preliminaries

## 2.1 Parametric Markov chains

Given a set of variables $X$, we denote the field of rational functions over $X$ with base field $Q$ by $Q(X)$. We denote the set of all probability distributions over $Q$ by $\text{Dist}(Q)$.

▶ **Definition 3.** A parametric Markov chain (PMC) is a tuple $\mathcal{M} = (Q, X, M, \pi)$, where

- $Q$ is a finite set of states;
- $X$ is a finite set of variables, here typically called parameters;
- $M \in Q(X)^{Q \times Q}$ is the parametrised transition matrix;
- $\pi \in \text{Dist}(Q)$ is an initial distribution.

Given a concrete instantiation $p \in \mathbb{R}^X$ of the parameters $X$, we denote by $M[p] \in \mathbb{R}^{Q \times Q}$ the matrix $M[p]_{s,t} = M_{s,t}(p)$, provided that $M_{s,t}(p)$ is defined for every $s, t \in Q$. That is, $M[p]$ is the concrete transition function obtained by replacing in $M$ every occurrence of a
parameter $v \in X$ by the value assigned to $v$ in $p$. We call $p \in \mathbb{R}^X$ admissible if $M[p]$ is a probabilistic transition function, i.e., $0 \leq M[p]_{s,t} \leq 1$ for all $s,t \in Q$, and $\sum_{t \in Q} M[p]_{s,t} = 1$ for all $s \in Q$. The Markov chain induced by the parameter value $p$ will be denoted by $\mathcal{M}[p] = (Q, M[p], \pi)$. Finally, we remark that parametrised initial distributions can be encoded in our framework by adding a single state to the Markov chain that is visited only once at the beginning. The probabilities associated with the outgoing edges of the new start state are then used to simulate the parametrised initial probabilities.

### 2.2 The topological structure of a PMC

Throughout the paper we will use structural arguments about the underlying graph (or topological structure) of a Markov chain $(Q, M, \pi)$, which is defined as $(Q, \{(s,t) \mid M_{s,t} > 0\})$. For a parametric Markov chain $(Q, X, M, \pi)$ we consider the main structure $(Q, \{(s,t) \mid \exists p . M[p]_{s,t} \neq 0\})$. That is, we only keep the entries of $M$ that are not identically zero. We will show that the main structure matches the structure of $M[p]$ almost everywhere (that is, everywhere except possibly on a set with null measure). This means that w.l.o.g. we can assume that the given PMC has a constant topological structure. We begin by recalling a well-known fact which is immediate from the observation that a non-zero polynomial is non-zero almost everywhere (see, e.g., [9]).

> **Lemma 4.** Any non-zero rational function $f \in \mathbb{Q}(X)$ is almost everywhere defined and non-zero.

> **Lemma 5 (Constant topological structure).** Let $D \subseteq \mathbb{R}^X$ be the set of parameters defined as $D = \{p \mid p$ is admissible and $M[p]$ has the main structure $\}$. Then $\mathbb{R}^X \setminus D$ has null measure.

**Proof.** Observe that

$$\mathbb{R}^X \setminus D = \bigcup_{s,t \in Q} \{p \mid \text{M}_{s,t} \text{ is not well-defined at } p\} \cup \bigcup_{s,t \in Q} \{p \mid \text{the structure of } M[p] \text{ differs from the main structure at } (s,t)\}$$

which is a finite union of sets of measure zero. Hence $\mathbb{R}^X \setminus D$ also has a null measure.

Henceforth we define $D$ to be the set described above.

We recall some basic structural notions about Markov chains. These descriptions also apply to the main structure of a parametric Markov chain. We say a collection of states $\mathcal{C} \subseteq Q$ is strongly connected if there is a path from any state to another in the restriction of the underlying graph of $M$ to $\mathcal{C}$. We only refer to (maximally) strongly connected components (SCCs), that is, SCCs for which there does not exist $s \in Q$ such that $\mathcal{C} \cup \{s\}$ is also strongly connected. A singleton state with no self loops and no other path to itself is considered its own SCC. Given a SCC $\mathcal{C}$, its period is the greatest common divisor of the lengths of cycles in $\mathcal{C}$. A SCC is called aperiodic if its period is 1, and otherwise it is called periodic. We say that a SCC $\mathcal{C}$ is a bottom SCC, or recurrent, if for all $s \in \mathcal{C}$, $M_{s,s'} = 0$ for all $s' \in Q \setminus \mathcal{C}$. That is, no probability is lost from $\mathcal{C}$. If $\mathcal{C}$ is not recurrent, it is called transient.

A Markov chain is aperiodic if all of its SCCs are aperiodic (and otherwise periodic) and recurrent if all its SCCs are recurrent. If the Markov chain consists of only one recurrent SCC then the Markov chain is said to be irreducible. As these properties are structural, depending only on the matrix $M$ of $\mathcal{M} = (Q, X, M, \pi)$, we may say $M$ is aperiodic or irreducible.
2.3 Semialgebraic targets

A set \( T \subseteq \mathbb{R}^d \) is semialgebraic if it is a finite Boolean combination of sets specified by a polynomial inequality. That is, \( T \) can be obtained from sets of the form \( \{ x \in \mathbb{R}^d \mid f(x) \geq 0 \} \) for some \( \triangleright \in \{ \geq, \leq, >, <, = \} \) using finitely many union and intersection operations. In fact, without loss of generality we can assume the sets to be of the form \( \{ x \in \mathbb{R}^d \mid f(x) > 0 \} \) for \( \triangleright \in \{ \geq, > \} \). Written in disjunctive normal form, with \( \wedge \) corresponding to \( \cap \) and \( \vee \) corresponding to \( \cup \), we can write \( T \) as \( \bigcup_{j=1}^{l} \bigcap_{i=1}^{k} \{ x \in \mathbb{R}^d \mid f_{ij}(x) > 0 \} \). Note that many restricted classes of target sets, such as singleton points and Boolean combinations of linear inequalities (e.g., polyhedra, halfspaces, and cones) are all examples of semialgebraic sets.

We will be considering the semialgebraic targets \( T_1, \ldots, T_k \) within the universe of \( U = \text{Dist}(Q) \subseteq \mathbb{R}^Q \), which will be endowed with the subspace topology with respect to the usual Euclidean topology on \( \mathbb{R}^Q \). In this topology, a vector (i.e., a probability distribution) \( x \) is in the interior \( T^\circ \) of a target \( T \) if and only if there exists \( \epsilon > 0 \) such that \( B_\epsilon(x) \cap U \subseteq T \), where \( B_\epsilon(x) \) is the \( \epsilon \)-ball around \( x \) in \( \mathbb{R}^Q \). We will be particularly interested in points on the boundary of \( T \). The boundary of \( T \), denoted \( \partial T \), is the set of all limit points of \( T \) in \( U \) that are not in the interior of \( T \). That is, \( \partial T = \overline{T} \setminus T^\circ \), where \( \overline{T} \) is the closure of \( T \) in \( U \).

We denote by \( \text{vol}(D) \) the Lebesgue measure of a measurable set \( D \subseteq \mathbb{R}^X \). Recalling that a vector \( v \) lies on the boundary of \( T \) if \( v \in \partial T \), we say that a parametrised vector \( (v[p])_{p \in D} \) is contained within the boundary of \( T \) if \( v[p] \in \partial T \) for all \( p \in D \). Given a parametrised vector, we will often be interested in the quantity \( \text{vol}(\{ p \in D \mid v[p] \in \partial T \}) \).

2.4 Prefix-independent model checking

Let \( \{ T_1, \ldots, T_k \} \) be a partition of the ambient space \( \text{Dist}(Q) \) and \( \Sigma = \{ 1, \ldots, k \} \). Recall that properties over the predicates \( T_1, \ldots, T_k \) are modelled by the subsets of \( \Sigma^\omega \). An \( \omega \)-regular property \( P \) is \textit{prefix-independent} if for every infinite word \( w \) and every finite word \( u \) acting as a prefix, \( w \in P \iff uw \in P \). For such a property \( P \) it holds that for every \( w, w' \in \Sigma^\omega \) that can be obtained from one another through finitely many insertions and deletions, \( w \in P \iff w' \in P \).

Given a property \( \varphi \) over \( \Sigma \), we say a Markov chain \( \mathcal{M} \) satisfies \( \varphi \), denoted \( \mathcal{M} \models \varphi \), when the characteristic word of the Markov chain with respect to the targets \( T_1, \ldots, T_k \) satisfies \( \varphi \). In this paper we assume the property to be given as an \( \omega \)-automaton (e.g., a non-deterministic Büchi automaton) over \( \Sigma \). Then, one can check whether a given ultimately periodic word is accepted by such an automaton. This is done by checking non-emptiness on the automaton built by the product construction on the given automaton and an automaton for the ultimately periodic word. Properties given in other specification languages such as LTL or MSO can be handled by first creating an equivalent non-deterministic Büchi automaton, provided that the input property is prefix-independent.

2.5 Problems: synthesising parameters

First, we consider the set of parameters such that the sequence of distributions of the resulting Markov chain is ultimately trapped inside one of the target sets (“the positive set”). This is the parametric analogue of the well-known Ultimate Positivity Problem [22] (with the halfspace generalised to arbitrary semialgebraic set). Formally, we consider the following problem:

---

3 To see this, consider the common suffix \( v \) such that \( w = uv \) and \( w' = u'v \) and then observe that \( uv \in P \iff v \in P \iff u'v \in P \).
Problem 6 (Ultimate Positivity on PMCs). Given a PMC $\mathcal{M} = (Q, X, M, \pi)$ and a semialgebraic set $T \subseteq \text{Dist}(Q)$, and letting $D \subseteq \mathbb{R}^X$ be the set of admissible parameter instantiations that give rise to the main structure, synthesise the set of feasible parameters $\{p \in D \mid \exists N \in \mathbb{N}, \forall n \geq N, \pi \cdot M[p]^n \in T\}$.

Since the set of parameters could give rise to concrete instances which are hard, we do not synthesise the full set of feasible parameters exactly, but rather compute a semialgebraic subset that differs from the full set by a null set. In particular all of the parameter valuations in the set we compute give rise to an ultimately positive instance. If the computed semialgebraic set is non-empty, one can be sure that there does exist a parameter choice satisfying the property, and that such a parameter valuation can be computed. However, if the set is empty, then one cannot be sure that there does not exist a choice; but in this case one would know that even if there is such a parameter choice, there are “not too many choices”.

In Theorem 9 of Section 3 we compute this set for aperiodic recurrent finite-state parametric Markov chains, before generalising the result to periodic Markov chains in Theorem 13 in Section 4.

Being ultimately trapped inside a semialgebraic set is a prefix-independent property. Next, we generalise the problem to any prefix-independent property.

Problem 7 (Prefix-independent model checking on PMCs). Given a PMC $\mathcal{M} = (Q, X, M, \pi)$, semialgebraic sets $T_1, \ldots, T_k$ which form a partition of $\text{Dist}(Q)$, and a prefix-independent property $\varphi$ over $T_1, \ldots, T_k$, and letting $D \subseteq \mathbb{R}^X$ be the set of admissible parameter instantiations that give rise to the main structure, synthesise the set of the feasible parameters, i.e., those satisfying $\{p \in D \mid M[p] |\varphi\}$.

In Theorem 15 of Section 5 we compute a semialgebraic subset of the feasible parameters differing up to a null set for the prefix-independent model checking problem.

3 Synthesising satisfying parameters for Ultimate Positivity in aperiodic and irreducible PMCs

Let $\mathcal{M} = (Q, X, M, \pi)$ be an aperiodic and irreducible Markov chain. It is well-known that any such Markov chain has a unique stationary distribution and that this distribution is also the unique limit distribution. In our case this means that for every choice of parameters $p \in D$ there is a unique probability distribution $\mu[p] \in \text{Dist}(Q)$ such that $\mu[p] \cdot M[p] = \mu[p]$. The fact that $\mathcal{M}$ is irreducible implies that $\mu[p]$ will be strictly positive in each entry. The following lemma assures that this distribution is also a rational function in $X$ and can be effectively computed.

Lemma 8. Given an aperiodic and irreducible PMC $\mathcal{M} = (Q, X, M, \pi)$, let $D \subseteq \mathbb{R}^X$ be the set of admissible parameters leading to the main structure of $\mathcal{M}$. There exists a unique parametric limit distribution $\mu \in \mathbb{Q}(X)^Q$ such that $\lim_{n \to \infty} \pi \cdot M[p]^n = \mu[p]$ for all $p \in D$. Furthermore, $\mu$ can be effectively computed.

Proof. The stationary distribution $\mu : D \to \text{Dist}(Q)$ is the unique solution of the linear equation system $\mu[p] \cdot M[p] = \mu[p]$ in probability distributions. Hence $\mu$ can be computed by performing Gaussian elimination on the system $\mu[p] \cdot M[p] = \mu[p]$ followed by a normalisation step. This shows that every entry $\mu[p][s]$ of $\mu[p]$ is a rational function in $p$. ◀
We now establish the main theorem of our paper, showing how to compute a semialgebraic set of parameters which, up to a null set, equals the set of admissible parameters satisfying Ultimate Positivity. Our approach relies on the assumption that the volume of limit distributions lying on the boundary of a target $T$ is null, that is, $\text{vol}(\{p \in D \mid \mu[p] \in \partial T\}) = 0$.

We say that an instance of Problem 6 is degenerate if $\text{vol}(\{p \in D \mid \mu[p] \in \partial T\}) > 0$. If one considers only half-spaces as target sets, our requirement of non-degeneracy corresponds exactly to the third condition of [19, Theorem 1], which tackles the corresponding model-checking question for non-parametric Markov chains.

To see why such an assumption is strictly needed we show that, without this assumption, Problem 6 is as hard as ultimate positivity. That is, one would need to answer potentially intractable instances of the Ultimate Positivity Problem. Consider the following scenario.

There is a single parameter $p$ and all of its instantiations lead to the same non-parametric Markov chain $\mathcal{M}$. For any Markov chain $\mathcal{M}$, such a parametric Markov chain $\mathcal{M}[p]$ can easily be constructed. Recall that the Ultimate Positivity Problem for stochastic matrices asks whether there exists aperiodic and irreducible $\mathcal{M}$ and only if the measure of parameters satisfying the formula is 0, the computed semialgebraic set will be empty, having measure zero). The decidability status of the Ultimate Positivity Problem is a major open question. However, it is solvable if the limit distribution of $\mathcal{M}$ in state $s$ is not zero. Our non-degeneracy assumption essentially excludes the currently intractable cases of this problem.

**Theorem 9.** Consider a non-degenerate instance of Problem 6, in which the following are given:

- an aperiodic and irreducible $\mathcal{M} = (Q, X, M, \pi)$, for which $D \subseteq \mathbb{R}^X$ is the semialgebraic set of admissible parameter values that give rise to the main structure,
- the parametric limit distribution $\mu \in \mathbb{Q}(X)^Q$ such that $\lim_{n \to \infty} \pi \cdot M^n[p] = \mu[p]$ for all $p \in D$, and
- a semialgebraic set $T = \bigcup_{j=1}^k \bigcap_{i=1}^l \{x \in \text{Dist}(Q) \mid f_{ij}(x) \triangleright ij, 0\}$, for which $\text{vol}(\{p \in D \mid \mu[p] \in \partial T\}) = 0$.

Then a semialgebraic set $D_T'$, contained in $D_T = \{p \in D \mid \exists N \in \mathbb{N} \forall n \geq N. \pi \cdot M^n[p] \subseteq T\}$ but differing from $D_T$ only by a null set, can be effectively computed.

**Proof.** Since for all $p \in D$, we have $\lim_{n \to \infty} \pi M^n[p] = \mu[p]$ then for all $p \in D$ such that $\mu[p] \in T^c$ it holds that there exists $N$ such that for all $n \geq N$, $\pi M^n[p] \in T$. Clearly, if $p \in D$ is such that $\mu[p] \notin T$, then the sequence of distributions of $\mathcal{M}[p]$ is eventually outside of $T$. It remains to consider the case where $\mu[p] \in \partial T$. Since by our assumption $\text{vol}(\{p \in D \mid \mu[p] \in \partial T\}) = 0$ it holds that $D_T$ differs from $D_T' = \{p \in D \mid \mu[p] \in T^c\}$ by only a null set. Therefore it suffices to show how to compute a representation for $D_T'$.

The set $D_T'$ is a semialgebraic set, for which an implicit representation in the first order theory of the reals can be found in polynomial time. To see this, observe that $D_T = \{p \in \mathbb{R}^X \mid p \in D \land \exists y . y = \mu[p] \land y \in T^c\}$, with also $D$ semialgebraic. The set $T^c$ is itself a semialgebraic set, which can easily be seen by specification in the theory of the reals as $\{x \in U \mid \exists \epsilon > 0 . \forall z \in U, |z - x| \leq \epsilon \implies z \in T\}$ (recall from Section 2.3 that $U = \text{Dist}(Q)$ is the universe of probability distributions over $Q$). Finally, $z \in T$ can be expressed in the theory of the reals by asserting that $\bigvee_{j=1}^n \bigwedge_{i=1}^l f_{ij}(x) \triangleright ij, 0$ where $f_{ij} \triangleright ij, 0$ are the polynomial inequalities defining $T$. This concludes the proof in case one is satisfied.
with the set $D_T'$ represented in the first order theory of the reals. In case an explicit form is required, quantifier elimination can be used to compute $D_T'$ as boolean combination of polynomial inequalities, i.e., of the form $\{ x \in \mathbb{R}^X \mid \bigwedge_j g_{ij}(x) >_j 0 \}$ [23, Theorem 1.2].

\begin{remark}
Since the Lebesgue measure is complete (i.e., every subset of a null set is measurable), it follows from the second part of Theorem 9 that the set $D_T$ is Lebesgue measurable and hence Problem 6 is well-defined.
\end{remark}

\begin{remark}
Observe that this can be converted to polynomial inequalities $Q$ where $P$ formula using $\Delta$.
\end{remark}

\section{3.1 Complexity}

Together Lemma 8 (which shows how to compute $\mu$ using Gaussian elimination) and Theorem 9 produce, up to a null set, the set of parameters of $\mathcal{M}$ satisfying ultimate positivity for a target $T$ in the case that $\mathcal{M}$ is an irreducible and aperiodic PMC. We now consider the complexity of this reduction.

In general, the number of terms of a rational functions one gets from applying Gaussian elimination over the field of rational functions may become exponential. However, for a fixed number of parameters the parametrised stationary distribution $\mu$ (from Lemma 8) can be computed in polynomial time using fraction-free Gaussian elimination [6] (thus the representation of $\mu$ needs at most polynomial space).

It is then straightforward to see that the implicit representation, given as a sentence in the first order theory of the reals, can be found in polynomial time. We consider the complexity of computing the explicit representation in the following lemma and observe that this is polynomial time for fixed Markov chains $\mathcal{M}$.

\begin{lemma}
The explicit representation of $D_T'$ can be found in time $p(x)^{O(1)}(|X||Q|^2)$, where $p$ is a polynomial in the size of the inputs $\mathcal{M} = (Q, X, M, \pi)$, $\mu$, and $T$ (represented by $x$).
\end{lemma}

\begin{proof}
Consider an implicit description of a semialgebraic set given by a sentence in the theory of the reals of the form $\{ y \in \mathbb{R}^\ell \mid \bigwedge Q_1, x_1, \ldots, Q_{ij}x_o \in \mathbb{R}^n \} P(B_1(y, x), \ldots, B_m(y, x))\}$. where $Q_i \neq Q_{i+1}$ are quantifiers in $\{\exists, \forall\}$, $P$ is a Boolean formula in $m$ variables and the $B_i$'s are polynomial inequalities of degree at most $d$ in variables from $x_1, \ldots, x_o$ and integer coefficients of bit-size at most $L$. Define $K_1 = \ell \prod_{k=1}^m n_k$ and $K_2 = \ell + \sum_{k=1}^m n_k$. By Theorem 1.2 of [23] the explicit description can be found from the implicit description using $L^{O(1)}(md)^{O(1)}K_1^2$ many arithmetic operations and $(md)^{K_2}$ evaluations of the Boolean formula $P$.

The formula described in Theorem 9 implicitly uses inequalities on rational functions, with rational coefficients. Observe that this can be converted to polynomial inequalities with integer coefficients, e.g., $f(x)/g(x) > 0 \iff g(x) \neq 0 \land f(x)g(x) > 0$. Then, rational coefficients can be removed by multiplying through by the lcm of denominators.
In the proof of Theorem 9, the implicit representation of $D'_T$ is constructed in polynomial time by suitably describing the set in the first order theory of the reals, in time polynomial in the sizes of $M, \mu$ and $T$. Let $q(x)$ be such a polynomial. We observe that the resulting representation has bounded quantifier alternation. In particular, composing the descriptions of $D_T$ and $T^*$ into a single formula, the description has free parameters $p \in D$ (thus $\ell = |X|$) and quantification of the form $\exists y \in \text{Dist}(Q), \epsilon > 0, \forall z \in \text{Dist}(Q)$ followed by a Boolean combination of polynomial inequalities. Hence, there are two blocks of quantifiers ($\omega = 2$), of size $n_1 = |Q| + 1$ and $n_2 = |Q|$. The degree $d$ of the polynomials and the number of such polynomial inequalities $m$ are polynomial in the same parameters to describe $T$ and $\mu$. Let $u(x)$ be such a polynomial.

Since $|P|$ is at most $q(x)$, the Boolean formula can be evaluated in linear time, i.e., $q(x)$. Thus the conversion to explicit representation using the procedure of Renegy thus takes $O(u(x)O(|X||Q|^2)q(x))$ many operations. But $O(u(x)O(|X||Q|^2)q(x)) = O(p(x)O(|X||Q|^2))$ for some larger polynomial $p(x)$ (assuming $|X| \neq 0$ and $|Q| \neq 0$), which concludes the proof. ▶

Recall that when $|X|$ is fixed then $\mu$ can be computed in time polynomial in $M$, then the size of $x$ is itself polynomial. Further, when the size of $|Q|$ is fixed, then the procedure is polynomial time in the size of $M$ and $T$ and polynomial in $T$ when $M$ is fixed (the parametric Markov chain may be considered fixed when the chain is given but the problem needs to be considered for several possible targets).

4 The limit distribution of periodic Markov chains with transient states

We have observed that we can compute the parametric stationary distribution for aperiodic and irreducible PMCs. Next, we show how to drop both of these restrictions by handling periodicity and transient states.

4.1 Managing periodicity

We observe that we can assume that the matrix is aperiodic for all parameters by considering subsequences. Recall that we can assume that the topological structure of $M = (Q, X, M, \pi)$ is constant. When a Markov chain is periodic with period $H$ we have that $M^H$ is aperiodic. We consider $H$ many parametric Markov chains $M^{(h)} = (Q, X, M^H, \pi \cdot M[p]^h)$ for each $h \in \{0, \ldots, H - 1\}$, each leading to the parametric orbit $(\pi \cdot M[p]^h(M[p]^H)^n)_n$. Each Markov chain $M^{(h)}$ has the same aperiodic update matrix $M[p]^H$ but a different starting point $\pi \cdot M[p]^H$. For reachability questions, we can simply analyse each subsequence independently, although we must suitably interleave the results if considering more general properties.

4.2 Managing transient states

Secondly, we consider transient states, that is, the states outside of a bottom strongly connected component. Let us assume $M = (Q, X, M, \pi)$ is an aperiodic Markov chain. We know from the standard literature that the limit probability for any transient state is zero. However, we must decide how much of the total weight which started in a transient state ultimately reaches each of the bottom strongly connected components and weight the respective stationary distributions accordingly.

We are interested in the absorption probability of each bottom SCC. We consider a new (parametric) Markov chain $(Q', X, N, \pi)$ where each BSCC $C$ is reduced to a single, aperiodic, absorbing state $q_C$. Let $B = \{bc \mid C$ is a bottom SCC.$}, F = \{q \in Q \mid q$ is transient} and
$Q' = F \cup B$, the set of transient states and the new representative bottom states. Let $N \in \mathbb{Q}(X)^{Q' \times Q'}$, be defined such that $N_{q,q'} = M_{q,q'}$ if $q, q'$ are in $F$, $N_{q,b} = \sum_{q' \in C} M_{q,q'}$, $N_{b,b} = 1$ and $N_{b,q'} = 0$ if $q' \neq b$.

We compute absorbing probabilities $a \in \mathbb{Q}(X)^{Q \times B}$, where $a_{q,b}$ is the probability of reaching bottom state $b$ starting in state $q$. Note that this is parametric in variables $X$.

To compute $a$, we solve the linear equation system, where for each $b \in B$ we require that $a_{b,b} = 1$ (every bottom SCC is absorbing), $a_{q,b} = 0$ if $q$ cannot reach $b$, and $a_{q,b} = \sum_{q' \in F} N_{q,q'} a_{q',b}$ if $q$ can reach $b$.

We can also compute the limit distribution $\mu^C$ for each bottom strongly connected component $C$ in isolation, this is the stationary distribution as computed in Lemma 8. We can then reweight these stationary distributions according to the probability which reaches each bottom SCC using the absorbing probabilities. For a bottom strongly connected component $C$, the limit distribution of state $s \in C$, is $\ell[p]_s = (\sum_{q \in Q'} \pi_q a[p]_{q,b} + \sum_{q \in C} \pi_q) \mu^C[p]_s$, when the initial distribution is $\pi$. For states not in any bottom strongly connected component, $s \in F$, we have $\ell[p]_s = 0$. Note that $\ell$ is also a rational function, since it is simply the product and sums of functions found by Gaussian elimination.

### 4.3 Managing periodic Markov chains with transient states

We now induce a limit distribution for each of the $H$ aperiodic Markov chains $(\mathcal{M}(h))_{h=0}^{H-1}$ found in Section 4.1. For each such chain, the matrix is $M[p]^H$, and we assume the stationary distributions $\mu^C$ for each bottom SCC $C$ (this does not not depend on $h$). However, we must consider the limit distribution for each of the $H$ starting points we consider. That is the initial distribution is $\pi \cdot M[p]^h$ for each $h \in \{0, \ldots, H-1\}$. Thus for each subsequence, distinguished by $h$, we can compute a unique limit distribution, where

$$
\ell(h)[p]_s = \left( \sum_{q \in Q'} (\pi \cdot M[p]^h)_{q,b} a[p]_{q,b} + \sum_{q \in C} (\pi \cdot M[p]^h)_{q,b} \right) \mu^C[p]_s \quad \text{for } s \in C, \text{ and }
$$

$$
\ell(h)[p]_s = 0 \quad \text{for } s \text{ transient},
$$

such that $\lim_{n \to \infty} (M[p]^H)^n(\pi \cdot M[p]^h) = \ell(h)[p]$ for all $p \in D$.

### 4.4 Ultimate Positivity in the general case

Using the limit distribution established in this section, we now complete the proof of ultimate Positivity for periodic Markov chains with transient states.

**Theorem 13.** Consider a non-degenerate instance of Problem 6, in which the following are given:

- $\mathcal{M} = (Q, X, M, \pi)$ is a PMC with period $H$, for which $D \subseteq \mathbb{R}^X$ is the semialgebraic set of admissible parameter values that give rise to the main structure.
- $H$ parametric limit distributions $\ell(h) \in \mathbb{Q}(X)$ for $h \in \{0, \ldots, H-1\}$ such that $\lim_{n \to \infty} (M[p]^H)^n(\pi \cdot M[p]^h) = \ell(h)[p]$ for all $p \in D$.
- a semialgebraic set $T = \bigcup_{i=1}^k \bigcap_{j=1}^{f_{ij}} \{ x \in \text{Dist}(Q) \mid f_{ij}(x) \not\in \delta T \}$, such that, for all limit distributions $\ell(h)[p]$, we have $\text{vol}(\{p \in D \mid \ell(h)[p] \in \delta T\}) = 0$.

Then a semialgebraic set $D_T$, contained in $D_T = \{p \in D \mid \exists N \in \mathbb{N} \forall n \geq N, \pi \cdot M[p]^n \in T \}$ but differing from $D_T$ only by a null set, can be effectively computed.
Theorem 15. Consider a non-degenerate instance of Problem 7, in which the following are given:

- $\mathcal{M} = (Q, X, M, \pi)$ is a PMC, with period $H$, for which $D \subseteq \mathbb{R}^X$ is the semialgebraic set of admissible parameter values that give rise to the main structure,
- $H$ parametric limit distributions $\ell(h)$ is $\mathbb{Q}(X)$ for $h \in \{0, \ldots, H-1\}$ such that $\lim_{n \to \infty} (M[p]^H)^n(\pi \cdot M[p]^h) = \ell(h)[p]$ for all $p \in D$,
- $T_1, \ldots, T_k$ are semialgebraic targets partitioning $\text{Dist}(Q)$ such that, for all limit distributions $\ell(h)_{h=0}^{H-1}$, and all targets $T_i$, we have $\text{vol} \{|p \in D \mid \ell(h)[p] \in \partial T_i\} = 0$, and
- $\varphi$ is a prefix-independent $\omega$-regular property over $T_1, \ldots, T_k$.

Then, a semialgebraic set $D_\varphi$, contained in $D_\varphi = \{p \in D \mid \mathcal{M}[p] \models \varphi\}$, but differing from $D_\varphi$ only by a null set, can be effectively computed.

Proof. We know that any aperiodic Markov chain $M$ will eventually converge to its limit distribution $\ell$, that is, for any $\epsilon$ for sufficiently large $n$ we have $|\pi M^n - \ell| < \epsilon$. So if the limit distribution is not on the boundary of a target, eventually the Markov chain stays inside the target or outside the target.

Hence, for all but a null set of $p \in D$ and each $h \in \{0, \ldots, H-1\}$, we have that the orbit $\pi M[p]^h(M[p]^H)^n$ enters, and stays in, exactly one of $T_1, \ldots, T_k$ from some point on. Given $p$, we can determine this final target by checking in which set $T_1, \ldots, T_k$ the point $\ell(h)[p]$ lies. Then, since $\pi M[p]^h(M[p]^H)^n$ is stationary from some point on, we have that every $H$th character of the characteristic word of $\mathcal{M}[p]$ w.r.t. $T_1, \ldots, T_k$ is fixed, and therefore the characteristic word is eventually periodic.
We consider each of the possible $k^H$ periodic words describing the limit behaviour. That is, we consider $w^\ell$ for a word $w \in \{1, \ldots, k\}^H$, i.e., $w$ repeated infinitely many times. For all but a null set of parameters, the resulting characteristic word must have such a suffix. We can model check each such word, and decide if the word satisfies the property $\varphi$ by asking whether $w$ is accepted by the automaton representing $\varphi$.

We discard the parameter values leading to a periodic suffix which does not satisfy the specification $\varphi$. However, for each periodic word $w$ that does satisfy $\varphi$, we compute $D'_{w,h} \subseteq D$ which, up to a null set, represents the parameters leading to this word. Fix $w \in \{1, \ldots, k\}^H$. We compute, up to a null set, the set of parameters for which the periodic word of $\mathcal{M}[p]$ matches $w$ at each position. Using Theorem 9 on limit distribution $\ell^{(h)}$ and target $T_{wh}$, we represent the whole word, we take intersection, that is let $D'_{w} = \bigcap_{h \in \{0, \ldots, H-1\}} D'_{w,h}$.

Finally, we compute $D'_{\varphi} = \bigcup_{w \in \{1, \ldots, k\}^H} D'_{w}$, which is contained in $D_{\varphi}$ (the set of parameters for which the PM satisfies the property $\varphi$), and differs from $D_{\varphi}$ by at most a null set.

References

Reachability properties may fail to have semialgebraic feasible sets

We have shown how to compute, for prefix-independent specifications, the feasible parameters up to a null set, whilst carefully circumventing hard instances. Example 1 demonstrates that our approach will not extend in general to properties that depend on the prefix of the characteristic word. However, the property considered \((B \cup L)\) appears more complicated than a reachability property. In this section we give a parametric Markov chain for which the set of parameters satisfying a reachability property cannot be represented as a semialgebraic set, even up to a null set.
Let $\mathcal{M}$ be the 2-parameter Markov chain with states $(q_1, q_1, q_2, q_3, q_4)$ depicted in Figure 3a. For convenience we restrict the parameters to $D = \{(a, b) \mid a > 3, b > 2\}$. The initial distribution of $\mathcal{M}$ is $(1, 0, 0, 0, 0)$, the limit distribution is $(0, 0, 0, 0, 1)$ and after $n > 0$ steps the probability of being in states $q_1, q_2, q_3$ is $\frac{1}{2} - \frac{1}{2^n} + \frac{1}{5}, \frac{1}{2} - \frac{1}{2^n}, \frac{1}{2^n}$, respectively. Let $T = \{(u, x, y, z, w) \mid \frac{2}{3} - \frac{2}{5} + \frac{2}{5}z < 0\}$ be the semialgebraic target. Observe that the specification is non-degenerate. We will show that the set $D_T = \{(a, b) \in D \mid \exists n. \pi \cdot M^n[(a, b)] \in T\}$ is not semialgebraic, even up to a null set.

By definition of $T$ it holds that $(a, b) \in D_T$ if and only if the linear recurrence sequence $u_n = 4^n - 2^n a + b$ is negative for some $n$. Hence

$$D_T = \bigcup_{n \in \mathbb{N}} \{(a, b) \mid 4^n - 2^n a + b < 0\} = \bigcup_{n \in \mathbb{N}} \{(a, b) \mid b < 2^n a - 4^n\}.$$  

By analysing the family of inequalities above we can show that the set $D_T$ is a polytope with infinite vertices $\{(3 \cdot 2^n, 2 \cdot 4^n) \mid n \in \mathbb{N}\}$, as depicted in Figure 3b. To prove the desired result, assume for contradiction that there exists semialgebraic $S \subseteq D_T$ such that the measure of $D_T \setminus S$ is null. As $D_T$ is open, it follows that $D_T \subseteq \text{Interior}(\text{Closure}(S))$. On the other hand, inspecting the accumulation points of $D_T$ yields the reverse containment, so that $D_T = \text{Interior}(\text{Closure}(S))$, whence $D_T$ itself is semialgebraic. Finally, observe that we can write the set of vertices $V = \{(3 \cdot 2^n, 2 \cdot 4^n) \mid n \in \mathbb{N}\}$ as the set of all points on the boundary of $D_T$ that cannot be expressed as a convex combination of two distinct points in $D \setminus D_T$. That is,

$$V = \{x \in \text{Closure}(D_T) \setminus D_T \mid \neg \exists y, z \in D \setminus D_T, y \neq x \land \exists \lambda \in (0, 1), x = \lambda y + (1 - \lambda)z\}.$$  

This in turn makes $V$ a semialgebraic set. However $V$ is an infinite discrete set, and as such has infinitely many distinct connected components, contradicting a well-known property enjoyed by semialgebraic sets.

(a) Markov chain with parameters $p = (a, b)$.

(b) Parameters (green) for which $\pi \cdot M[p]^n$ hits $T$.

![Figure 3](image)

**Figure 3** A parametric Markov chain $\mathcal{M}$ and the parameter set satisfying reachability in $T$.

---

4 One can write $T = \{(u, x, y, z, w) \mid \frac{2}{3}xy - 2yz + 6xz^2 < 0\}$ in order to make the inequality a polynomial.