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Abstract

Atomic broadcast is a group communication primitive to order messages across a set of distributed processes. Atomic multicast is its natural generalization where each message m is addressed to dst(m), a subset of the processes called its destination group. A solution to atomic multicast is genuine when a process takes steps only if a message is addressed to it. Genuine solutions are the ones used in practice because they have better performance.

Let G be all the destination groups and F be the cyclic families in it, that is the subsets of G whose intersection graph is hamiltonian. This paper establishes that the weakest failure detector to solve genuine atomic multicast is \( \mu = (\land_{g,h \in G} \Sigma_{g \cap h}) \land (\land_{g \in G} \Omega_g) \land \gamma \), where \( \Sigma_P \) and \( \Omega_P \) are the quorum and leader failure detectors restricted to the processes in \( P \), and \( \gamma \) is a new failure detector that informs the processes in a cyclic family \( f \in F \) when \( f \) is faulty.

We also study two classical variations of atomic multicast. The first variation requires that message delivery follows the real-time order. In this case, \( \mu \) must be strengthened with \( 1^{g \cap h} \), the indicator failure detector that informs each process in \( g \cup h \) when \( g \cap h \) is faulty. The second variation requires a message to be delivered when the destination group runs in isolation. We prove that its weakest failure detector is at least \( \mu \land (\land_{g,h \in G} \Omega_{g \cap h}) \). This value is attained when \( F = \emptyset \).

2012 ACM Subject Classification Theory of computation → Distributed computing models; Software and its engineering → Distributed systems organizing principles; General and reference → Reliability

Keywords and phrases Failure Detector, State Machine Replication, Consensus

Digital Object Identifier 10.4230/LIPIcs.DISC.2022.35


1 Introduction

Context. Multicast is a fundamental group communication primitive used in modern computing infrastructures. This primitive allows to disseminate a message to a subset of the processes in the system, its destination group. Implementations exist over point-to-point protocols such as the Internet Protocol. Multicast is atomic when it offers the properties of atomic broadcast to the multicast primitive: each message is delivered at most once, and delivery occurs following some global order. Atomic multicast is used to implement strongly consistent data storage [4, 11, 36, 32].

It is easy to see that atomic multicast can be implemented atop atomic broadcast. Each message is sent through atomic broadcast and delivered where appropriate. Such a naive approach is however used rarely in practice because it is inefficient when the number of destination groups is large [31, 35]. To rule out naive implementations, Guerraoui and Schiper [25] introduce the notion of genuineness. An implementation of atomic multicast is genuine when a process takes steps only if a message is addressed to it.

Existing genuine atomic multicast algorithms that are fault-tolerant have strong synchrony assumptions on the underlying system. Some protocols (such as [34]) assume that a perfect failure detector is available. Alternatively, a common assumption is that the destination groups are decomposable into disjoint groups, each of these behaving as a logically correct entity. Such an assumption is a consequence of the impossibility result established in [25].
About the weakest failure detector for atomic multicast. (\(\sqrt{\sqrt{\cdot}}\) = strongly genuine)

<table>
<thead>
<tr>
<th>Genuiness</th>
<th>Order</th>
<th>Weakest</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\times)</td>
<td>Global</td>
<td>(\Omega \land \Sigma)</td>
</tr>
<tr>
<td>(\sqrt{\sqrt{\cdot}})</td>
<td>-</td>
<td>(\notin U_2)</td>
</tr>
<tr>
<td>(-)</td>
<td>-</td>
<td>(\leq P)</td>
</tr>
<tr>
<td>(-)</td>
<td>Strict</td>
<td>(\mu \land (\bigwedge_{g,h \in G} \Sigma_{g \cap h}))</td>
</tr>
<tr>
<td>(-)</td>
<td>Pairwise</td>
<td>(\bigwedge_{g,h \in G} \Sigma_{g \cap h} \land (\bigwedge_{g \in G} \Omega_g))</td>
</tr>
<tr>
<td>(\sqrt{\sqrt{\cdot}})</td>
<td>Global</td>
<td>if (\mathcal{F} = \emptyset) then (\mu \land (\bigwedge_{g,h \in G} \Omega_{g \cap h}))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>else (\geq \mu \land (\bigwedge_{g,h \in G} \Omega_{g \cap h}))</td>
</tr>
</tbody>
</table>

This result states that genuine atomic multicast requires some form of perfect failure detection in intersecting groups. Consequently, almost all protocols published to date (e.g., [30, 17, 20, 10, 29, 13]) assume the existence of such a decomposition.

**Motivation.** A key observation is that the impossibility result in [25] is established when atomic multicast allows a message to be disseminated to any subset of the processes. However, where there is no such need, weaker synchrony assumptions may just work. For instance, when each message is addressed to a single process, the problem is trivial and can be solved in an asynchronous system. Conversely, when every message is addressed to all the processes in the system, atomic multicast boils down to atomic broadcast, and thus ultimately to consensus. Now, if no two groups intersect, solving consensus inside each group seems both necessary and sufficient. In this paper, we further push this line of thought to characterize the necessary and sufficient synchrony assumptions to solve genuine atomic multicast.

Our results are established in the unreliable failure detectors model [9, 18]. A failure detector is an oracle available locally to each process that provides information regarding the speed at which the other processes are taking steps. Finding the weakest failure detector to solve a given problem is a central question in distributed computing literature [18]. In particular, the seminal work in [8] shows that a leader oracle (\(\Omega\)) is the weakest failure detector for consensus when a majority of processes is correct. If any processes might fail, then a quorum failure detector (\(\Sigma\)) is required in addition to \(\Omega\) [15].

A failure detector is realistic when it cannot guess the future. In [14], the authors prove that the perfect failure detector (\(P\)) is the weakest realistic failure detector to solve consensus. Building upon this result, Schiper and Pedone [34] shows that \(P\) is sufficient to implement genuine atomic multicast. However, \(P\) is the weakest only when messages are addressed to all the processes in the system. The present paper generalizes this result and the characterization given in [25] (see Table 1). It establishes the weakest failure detector to solve genuine atomic multicast for any set of destination groups.

**Primer on the findings.** Let \(\mathcal{G}\) be all the destination groups and \(\mathcal{F}\) be the cyclic families in it, that is the subsets of \(\mathcal{G}\) whose intersection graph is hamiltonian. This paper shows that the weakest failure detector to solve genuine atomic multicast is \(\mu = (\bigwedge_{g,h \in \mathcal{G}} \Sigma_{g \cap h}) \land (\bigwedge_{g \in \mathcal{G}} \Omega_g) \land \gamma\), where \(\Sigma_P\) and \(\Omega_P\) are the quorum and leader failure detectors restricted to the processes in \(P\), and \(\gamma\) is a new failure detector that informs the processes in a cyclic family \(f \in \mathcal{F}\) when \(f\) is faulty. Our results regarding \(\gamma\) are established wrt. realistic failure detectors.

This paper also studies two classical variations of the atomic multicast problem. The strict variation requires that message delivery follows the real-time order. In this case, we prove that \(\mu\) must be strengthed with \(1^{\mathcal{F} \cap h}\), the indicator failure detector that informs each
process in $g \cup h$ when $g \cap h$ is faulty. The strongly genuine variation requires a message to be delivered when its destination group runs in isolation. In that case, the weakest failure detector is at least $\mu \wedge (\wedge_{g,h \in G} \Omega_{g \cap h})$. This value is attained when $\mathcal{F} = \emptyset$.

**Outline of the paper.** §2 introduces the atomic multicast problem and the notion of genuineness. We present the candidate failure detector in §3. §4 proves that this candidate is sufficient. Its necessity is established in §5. §6 details the results regarding the two variations of the problem. We cover related work and discuss our results in §7. §8 closes this paper. Due to space constraints, all the proofs are deferred to the extended version [37].

# The Atomic Multicast Problem

## 2.1 System Model

In [9], the authors extend the usual model of asynchronous distributed computation to include failure detectors. The present paper follows this model with the simplifications introduced in [23, 22]. This model is recalled in [37].

## 2.2 Problem Definition

Atomic multicast is a group communication primitive that allows to disseminate messages between processes. This primitive is used to build transactional systems [11, 36] and partially-replicated (aka., sharded) data stores [17, 32]. In what follows, we consider the most standard definition for this problem [4, 26, 12]. In the parlance of Hadzilacos and Toueg [26], it is named uniform global total order multicast. Other variations are studied in §6.

Given a set of messages $\mathcal{M}$, the interface of atomic multicast consists of operations $\text{multicast}(m)$ and $\text{deliver}(m)$, with $m \in \mathcal{M}$. Operation $\text{multicast}(m)$ allows a process to multicast a message $m$ to a set of processes denoted by $\text{dst}(m)$. This set is named the destination group of $m$. When a process executes $\text{deliver}(m)$, it delivers message $m$, typically to an upper applicative layer.

Consider two messages $m$ and $m'$ and some process $p \in \text{dst}(m) \cap \text{dst}(m')$. Relation $m \xrightarrow{p} m'$ captures the local delivery order at process $p$. This relation holds when, at the time $p$ delivers $m$, $p$ has not delivered $m'$. The union of the local delivery orders gives the delivery order, that is $\xrightarrow{\rightarrow} = \bigcup_{p \in P} \xrightarrow{p}$. The runs of atomic multicast must satisfy:

**(Integrity)** For every process $p$ and message $m$, $p$ delivers $m$ at most once, and only if $p$ belongs to $\text{dst}(m)$ and $m$ was previously multicast.

**(Termination)** For every message $m$, if a correct process multicasts $m$, or a process delivers $m$, eventually every correct process in $\text{dst}(m)$ delivers $m$.

**(Ordering)** The transitive closure of $\rightarrow$ is a strict partial order over $\mathcal{M}$.

Integrity and termination are two common properties in group communication literature. They respectively ensure that only sound messages are delivered to the upper layer and that the communication primitive makes progress. Ordering guarantees that the messages could have been received by a sequential process. A common and equivalent rewriting of this property is as follows:

**(Ordering)** Relation $\rightarrow$ is acyclic over $\mathcal{M}$.
If the sole destination group is \( P \), that is the set of all the processes, the definition above is the one of atomic broadcast. In what follows, \( G \subseteq 2^P \) is the set of all the destinations groups, i.e., \( G = \{ g : \exists m \in M, g = dst(m) \} \). For some process \( p \), \( G(p) \) denotes the destination groups in \( G \) that contain \( p \). Two groups \( g \) and \( h \) are intersecting when \( g \cap h \neq \emptyset \).

### What can be sent and to who.

The process that executes \( multicast(m) \) is the sender of \( m \), denoted \( src(m) \). As usual, we consider that processes disseminate different messages (i.e., \( src \) is a function). A message holds a bounded payload \( payload(m) \), and we assume that atomic multicast is not payload-sensitive. This means that for every message \( m \), and for every possible payload \( x \), there exists a message \( m' \in M \) such that \( payload(m') = x \), \( dst(m') = dst(m) \) and \( src(m') = src(m) \).

### Dissemination model.

In this paper, we consider a closed model of dissemination. This means that to send a message to some group \( g \), a process must belong to it (i.e., \( src(m) \in dst(m) \)). In addition, we do not restrict the source of a message. This translates into the fact that for every message \( m \), for every process \( p \) in \( dst(m) \), there exists a message \( m' \) with \( dst(m) = dst(m') \) and \( src(m') = p \). Under the above set of assumptions, the atomic multicast problem is fully determined by the destination groups \( G \).

### 2.3 Genuineness

At first glance, atomic multicast boils down to the atomic broadcast problem: to disseminate a message it suffices to broadcast it, and upon reception only messages addressed to the local machine are delivered. With this approach, every process takes computational steps to deliver every message, including the ones it is not concerned with. As a consequence, the protocol does not scale [31, 35], even if the workload is embarrassingly parallel (e.g., when the destinations groups are pairwise disjoint).

Such a strategy defeats the core purpose of atomic multicast and is thus not satisfying from a performance perspective. To rule out this class of solutions, Guerraoui and Schiper [25] introduce the notion of genuine atomic multicast. These protocols satisfy the minimality property defined below.

(Minimality) In every run \( R \) of \( A \), if some correct process \( p \) sends or receives a (non-null) message in \( R \), there exists a message \( m \) multicast in \( R \) with \( p \in dst(m) \).

All the results stated in this paper concern genuine atomic multicast. To date, this is the most studied variation for this problem (see, e.g., [30, 20, 10]).

### 3 The Candidate Failure Detector

This paper characterizes the weakest failure detector to solve genuine atomic multicast. Below, we introduce several notions related to failure detectors then present our candidate.

**Family of destination groups.** A family of destination groups is a set of (non-repeated) destination groups \( f = (g_i) \). For some family \( f \), \( cpaths(f) \) are the closed paths in the intersection graph of \( f \) visiting all its destination groups.\(^1\) Family \( f \) is cyclic when its intersection graph is hamiltonian, that is when \( cpaths(f) \) is non-empty. A cyclic family \( f \) is faulty at time \( t \) when every path \( \pi \in cpaths(f) \) visits an edge \( (g, h) \) with \( g \cap h \) faulty at \( t \).

\(^1\) The intersection graph of a family of sets \( (S_i)_i \) is the undirected graph whose vertices are the sets \( S_i \), and such that there is an edge linking \( S_i \) and \( S_j \) iff \( S_i \cap S_j \neq \emptyset \).
In what follows, $\mathcal{F}$ denotes all the cyclic families in $2^{\mathcal{P}}$. Given a destination group $g$, $\mathcal{F}(g)$ are the cyclic families in $\mathcal{F}$ that contain $g$. For some process $p$, $\mathcal{F}(p)$ are the cyclic families $\mathcal{f}$ such that $p$ belongs to some group intersection in $\mathcal{f}$ (that is, $\exists g, h \in \mathcal{f}. p \in g \cap h$).

To illustrate the above notions, consider Figure 1. In this figure, $\mathcal{P} = \{p_1, \ldots, p_5\}$ and we have four destination groups: $g_1 = \{p_1, p_2\}$, $g_2 = \{p_2, p_3\}$, $g_3 = \{p_1, p_3, p_4\}$ and $g_4 = \{p_1, p_4, p_5\}$. The intersection graphs of $\mathcal{f} = \{g_1, g_2, g_3\}$ and $\mathcal{f}' = \{g_1, g_3, g_4\}$ are depicted respectively in Figures 1b and 1c. These two families are cyclic. This is also the case of $\mathcal{f}'' = \mathcal{G} = \{g_1, g_2, g_3, g_4\}$ whose intersection graph is the union of the two intersection graphs of $\mathcal{f}$ and $\mathcal{f}'$. This family is faulty when $g_2 \cap g_1 = \{p_2\}$ fails. Group $g_2$ belongs to two cyclic families, namely $\mathcal{F}(g_2) = \{\mathcal{f}, \mathcal{f}''\}$. Process $p_1$ belongs to all cyclic families, that is $\mathcal{F}(p_1) = \mathcal{F}$. Differently, since $p_5$ is part of no group intersection, $\mathcal{F}(p_5) = \emptyset$.

**Failure detectors of interest.** Failure detectors are grouped into classes of equivalence that share common computational power. Several classes of failure detectors have been proposed in the past. This paper makes use of two common classes of failure detectors, $\Sigma$ and $\Omega$, respectively introduced in [15] and [8]. We also propose a new class $\gamma$ named the *cyclicity failure detector*. All these classes are detailed below.

- The quorum failure detector ($\Sigma$) captures the minimal amount of synchrony to implement an atomic register. When a process $p$ queries at time $t$ a detector of this class, it returns a non-empty subset of processes $\Sigma(p, t) \subseteq \mathcal{P}$ such that:
  
  (Intersection) $\forall p, q \in \mathcal{P} \forall t, t' \in \mathbb{N}. \Sigma(p, t) \cap \Sigma(q, t') \neq \emptyset$
  
  (Liveness) $\forall p \in \text{Correct}. \exists t \in \mathbb{N}. \forall t' \geq t. \text{Correct}(p, t) \subseteq \text{Correct}$

  The first property states that the values of any two quorums taken at any times intersect. It is used to maintain the consistency of the atomic register. The second property ensures that eventually only correct processes are returned.

- Failure detector $\Omega$ returns an eventually reliable leader [16]. In detail, it returns a value $\Omega(p, t) \in \mathcal{P}$ satisfying that:

  (Leadership) $\text{Correct} \neq \emptyset \Rightarrow (\exists t \in \mathbb{N}. \exists \tau \in \mathbb{N}. \forall t' \geq \tau. \Omega(p, t') = l)$

  $\Omega$ is the weakest failure detector to solve consensus when processes have access to a shared memory. For message-passing distributed systems, $\Omega \wedge \Sigma$ is the weakest failure detector.

- The cyclicity failure detector ($\gamma$) informs each process of the cyclic families it is currently involved with. In detail, failure detector $\gamma$ returns at each process $p$ a set of cyclic families $\mathcal{f} \in \mathcal{F}(p)$ such that:

  (Accuracy) $\forall p \in \mathcal{P}. \forall t \in \mathbb{N}. (f \in \mathcal{F}(p) \wedge f \notin \gamma(p, t)) \Rightarrow f \text{ faulty at } t$

  (Completeness) $\forall p \in \text{Correct}. \forall t \in \mathbb{N}. (f \in \mathcal{F}(p) \wedge f \text{ faulty at } t) \Rightarrow \exists \tau \in \mathbb{N}. \forall t' \geq \tau. f \notin \gamma(p, t')$
Accuracy ensures that if some cyclic family \( f \) is not output at \( p \) and \( p \) belongs to it, then \( f \) is faulty at that time. Completeness requires that eventually \( \gamma \) does not output forever a faulty family at the correct processes that are part of it. Hereafter, \( \gamma(g) \) denotes the groups \( h \) such that \( g \cap h \neq \emptyset \) and \( g \) and \( h \) belong to a cyclic family output by \( \gamma \).

To illustrate the above definitions, we may consider again the system depicted in Figure 1. Let us assume that \( \text{Correct} = \{p_1, p_4, p_3\} \). The quorum failure detector \( \Sigma \) can return \( g_1 \) or \( g_3 \), then \( g_4 \) forever. Failure detector \( \Omega \) may output any process, then at some point in time, one of the correct processes (e.g., \( p_1 \)) ought to be elected forever. At processes \( p_1 \), \( \gamma \) returns initially \( \{f, f', f''\} \). Then, once families \( f \) and \( f'' \) are faulty – this should happen as \( p_2 \) is faulty – the output eventually stabilizes to \( \{f'\} \). When this happens, \( \gamma(g_1) = \{g_3, g_4\} \).

**Conjunction of failure detectors.** We write \( C \wedge D \) the conjunction of the failure detectors \( C \) and \( D \) [23]. For a failure pattern \( F \), failure detector \( C \wedge D \) returns a history in \( D(F) \times C(F) \).

**Set-restricted failure detectors.** For some failure detector \( D \), \( D_p \) is the failure detector obtained by restricting \( D \) to the processes in \( P \subseteq P \). This failure detector behaves as \( D \) for the processes \( p \in P \), and it returns \( \perp \) at \( p \notin P \). In detail, let \( F \cap P \) be the failure pattern \( F \) obtained from \( F \) by removing the processes outside \( P \), i.e., \( (F \cap P)(t) = F(t) \cap P \). Then, \( D_p(F) \) equals \( D(F \cap P) \) at \( p \in P \), and the mapping \( p \times \mathbb{N} \rightarrow \perp \) elsewhere. To illustrate this definition, \( \Omega_{(p)} \) is the trivial failure detector that returns \( p \) at process \( p \). Another example is given by \( \Sigma_{(p_1, p_2)} \) which behaves as \( \Sigma \) over \( P = \{p_1, p_2\} \).

**The candidate.** Our candidate failure detector is \( \mu_G = (\wedge_{g,h\in G} \Sigma_{g\cap h}) \wedge (\wedge_{g\in G} \Omega_g) \wedge \gamma \).

When the set of destinations groups \( G \) is clear from the context, we shall omit the subscript.

## 4 Sufficiency

This section shows that genuine atomic multicast is solvable with the candidate failure detector. A first observation toward this result is that consensus is wait-free solvable in \( g \) using \( \Sigma_g \wedge \Omega_g \). Indeed, \( \Sigma_g \) permits to build shared atomic registers in \( g \) [15]. From these registers, we may construct an obstruction-free consensus and boost it with \( \Omega_g \) [24]. Thus, any linearizable wait-free shared objects is implementable in \( g \) [27]. Leveraging these observations, this section depicts a solution built atop (high-level) shared objects.

Below, we first introduce group sequential atomic multicast (§4.1). From a computability perspective, this simpler variation is equivalent to the common atomic multicast problem. This is the variation that we shall implement hereafter. We then explain at coarse grain how to solve genuine atomic multicast in a fault-tolerant manner using the failure detector \( \mu \) (§4.2). Further, the details of our solution are presented and its correctness informally argued (§4.3).

### 4.1 A simpler variation

Group sequential atomic multicast requires that each group handles its messages sequentially. In detail, given two messages \( m \) and \( m' \) addressed to the same group, we write \( m \prec m' \) when \( src(m') \) delivers \( m \) before it multicasts \( m' \). This variation requires that if \( m \) and \( m' \) are multicast to the same group, then \( m \prec m' \), or the converse, holds. Proposition 1 below establishes that this variation is as difficult as (vanilla) atomic multicast. Building upon this insight, this section depicts a solution to group sequential atomic multicast using failure detector \( \mu \).
Proposition 1. Group sequential atomic multicast is equivalent to atomic multicast.

4.2 Overview of the solution

First of all, we observe that if the groups are pairwise disjoint, it suffices that each group orders the messages it received to solve atomic multicast. To this end, we use a shared log $\text{LOG}_g$ per group $g$. Then, consider that the intersection graph of $\mathcal{G}$ is acyclic, i.e., $\mathcal{F}$ is empty, yet groups may intersect. In that case, it suffices to add a deterministic merge procedure in each group intersection, for instance, using a set of logs $\text{LOG}_{g\cap h}$ when $g \cap h \neq \emptyset$.

Now, to solve the general case, cycles in the order built with the shared logs must be taken into account. To this end, we use a fault-tolerant variation of Skeen's solution [5, 21]: in each log, the message is bumped to the highest initial position it occupies in all the logs. In the original algorithm [5], as in many other approaches (e.g., [20, 10]), such a procedure is failure-free, and processes simply agree on the final position (aka., timestamp) of the message in the logs. In contrast, our algorithm allows a disagreement when the cyclic family becomes faulty. This disagreement is however restricted to different logs, as in the acyclic case.

4.3 Algorithm

Algorithm 1 depicts a solution to (group sequential) genuine atomic multicast using failure detector $\mu$. To the best of our knowledge, this is only algorithm with [34] that tolerates arbitrary failures. Algorithm 1 is composed of a set of actions. An action is executable once its preconditions (\texttt{pre}) are true. The effects (\texttt{eff}) of an action are applied sequentially until it returns. Algorithm 1 uses a log per group and per group intersection. Logs are linearizable, long-lived and wait-free. Their sequential interface is detailed below.

**Logs.** A log is an infinite array of slots. Slots are numbered from 1. Each slot contains one or more data items. A datum $d$ is at position $k$ when slot $k$ contains it. This position is obtained through a call to $\text{pos}(d)$; 0 is returned if $d$ is absent. A slot $k$ is free when it contains no data item. In the initial state, every slot is free. The head of the log points to the first free slot after which there are only free slots (initially, slot 1). Operation $\text{append}(d)$ inserts datum $d$ at the slot pointed by the head of the log then returns its position. If $d$ is already in the log, this operation does nothing. When $d$ is in the log, it can be locked with operation $\text{bumpAndLock}(d, k)$. This operation moves $d$ from its current slot $l$ to slot $\text{max}(k, l)$, then locks it. Once locked, a datum cannot be bumped anymore. Operation $\text{locked}(d)$ indicates if $d$ is locked in the log. We write $d \in L$ when datum $d$ appears in the log $L$. A log implies an ordering on the data items it contains. When $d$ and $d'$ both appear in $L$, $d < L d'$ is true when the position of $d$ is lower than the position of $d'$, or they both occupy the same slot and $d < d'$, for some a priori total order ($<$) over the data items.

**Variables.** Algorithm 1 employs two types of shared objects at a process. First, for any two groups $h$ and $h'$ to which the local process belongs, Algorithm 1 uses a log $\text{LOG}_{h\cap h'}$ (line 2). Notice that, when $h = h'$, the log coincides with the log of the destination group $h$, i.e., $\text{LOG}_h$. Second, to agree on the final position of a message, Algorithm 1 also employs consensus objects (line 3). Consensus objects are both indexed by messages and group families. Given some message $m$ and appropriate family $f$, Algorithm 1 calls $\text{CONS}_{m, f}$ (lines 20 and 21). Two processes call the same consensus object at line 21 only if both parameters match. Finally, to store the status of messages addressed to the local process, Algorithm 1 also employs a mapping \texttt{PHASE} (line 4). A message is initially in the \texttt{start} phase, then it moves to \texttt{pending} (line 15), \texttt{commit} (line 24), \texttt{stable} (line 33) and finally the \texttt{deliver} (line 37) phase. Phases are ordered according to this progression.
Algorithm 1. Solving atomic multicast with failure detector $\mu$ – code at process $p$.

1: variables:
2: (LOG$h,h'$)$h,h' \in G(p)$
3: (CONS$_{m,i})m \in M, i \in G$
4: PHASE$[m] \leftarrow \mu.m.start$
5: multicast$(m) := // g = dst(m) \wedge g \in G(p)$
6: pre: PHASE$[m] = start$
7: eff: LOG$_{p.append}(m)$
8: pending$(m) :=
9: pre: PHASE$[m] = start$
10: m \in LOG$_p$
11: $\forall m' \in LOG$$_p, PHASE[m'] \geq commit$
12: eff: for all $h \in G(p)$ do
13: $i \leftarrow LOG_{g,h}.append(m)$
14: LOG$_{p.append}(m, h, i)$
15: PHASE$[m] \leftarrow pending$
16: commit$(m) :=
17: pre: PHASE$[m] = pending$
18: $\forall h \in \gamma(g). (m, h, \_ ) \in LOG$_p$
19: eff: let $k = \max\{i : \exists (m, \_, i) \in LOG$_p\}$
20: let $f = \{h: \exists f' \in F(p). g, h \in f' \wedge g \cap h \neq \emptyset\}$
21: $k \leftarrow CONS_{m,i}.propose(k)$
22: for all $h \in G(p)$ do
23: LOG$_{g,h}.bumpAndLock(m, k)$
24: PHASE$[m] \leftarrow commit$
25: stabilize$(m, h) :=
26: pre: PHASE$[m] = commit$
27: h \in G(p)$
28: $\forall m' \in LOG_{g,h}, PHASE[m'] \geq stable$
29: eff: LOG$_{g.append}(m, h)$
30: stable$(m) :=
31: pre: PHASE$[m] = commit$
32: $\forall h \in \gamma(g). (m, h) \in LOG$_p$
33: eff: PHASE$[m] \leftarrow stable$
34: deliver$(m) :=
35: pre: PHASE$[m] = stable$
36: $\forall m' \in LOG_{g,h}, PHASE[m'] = deliver$
37: eff: PHASE$[m] \leftarrow deliver$

Algorithmic details. We now detail Algorithm 1 and jointly argue about its correctness. For clarity, our argumentation is informal – the full proof appears in [37].

To multicast some message $m$ to $g = dst(m)$, a process adds $m$ to the log of its destination group (line 7). When $p \in g$ observes $m$ in the log, $p$ appends $m$ to each LOG$_{g,h}$ with $p \in g \cap h$ (line 13). Then, $p$ stores in the log of the destination group of $m$ the slot occupied by $m$ in LOG$_{g,h}$ (line 14). This moves $m$ to the pending phase.

Similarly to Skeen’s algorithm [5], a message is then bumped to the highest slot it occupies in the logs. This step is executed at lines 16-24. In detail, $p$ first agrees with its peers on the highest position $k$ occupied by $m$ (lines 19-21). Observe here that only the processes
in \( g \) that share some cyclic family with \( p \) take part to this agreement (line 20). Then, for each group \( h \) in \( G(p) \), \( p \) bumps \( m \) to slot \( k \) in \( \text{LOG}_{g \cap h} \) and locks it in this position (line 23). This moves \( m \) to the commit phase.

The next steps of Algorithm 1 compute the predecessors of message \( m \). With more details, once \( m \) reaches the stable phase and is ready to be delivered, the messages that precede it in the logs at process \( p \) cannot change anymore.

If \( g \) does not belong to any cyclic family, stabilizing \( m \) is immediate: the precondition at line 32 is always vacuously true. In this case, \( m \) is delivered in an order consistent with the order it is added to the logs (line 28). This comes from the fact that when \( \mathcal{F} = \emptyset \) ordering the messages reduces to a pairwise agreement between the processes.

When \( \mathcal{F} \neq \emptyset \), stabilizing \( m \) is a bit more involved. Indeed, messages can be initially in cyclic positions, e.g., \( C = m_1 < \text{LOG}_{g_1 \cap g_2} m_2 < \text{LOG}_{g_2 \cap g_3} m_3 < \text{LOG}_{g_3 \cap g_1} m_1 \), preventing them to be delivered. As in [5], bumping messages helps to resolve such a situation.

The bumping procedure is executed globally. A process must wait that the positions in the logs of a message are cycle-free before declaring it stable. Waiting can cease when the cyclic family is faulty (line 32). This is correct because messages are stabilized in the order of their positions in the logs (lines 25-29). Hence, if a cycle \( C \) exists initially in the positions, either (i) not all the messages in \( C \) are delivered, or (ii) the first message to get stable in \( C \) has no predecessors in \( C \) in the logs. In other words, for any two messages \( m \) and \( m' \) in \( C \), if \( m \mapsto m' \) then \( m \) is stable before \( m' \).

A process indicates that message \( m \) with \( g = \text{dst}(m) \) is stabilized in group \( h \) with a pair \((m, h)\) in \( \text{LOG}_{g} \) (line 29). When this holds for all the groups \( h \) intersecting with \( g \) such that there exists a correct family \( f \) with \( f \in \mathcal{F}(p) \) and \( g, h \in f \), \( m \) is declared stable at \( p \) (line 32). Once stable, a message \( m \) can be delivered (lines 34-37).

Algorithm 1 stabilizes then delivers messages according to their positions in the logs. To maintain progress, these positions must remain acyclic at every correct process. Furthermore, this should also happen globally when a cyclic family is correct. Both properties are ensured by the calls to consensus objects (line 21).

### Implementing the shared objects.

In each group \( g \), consensus is solvable since \( \mu \) provides \( \Sigma_{g} \land \Omega_{g} \). This serves to implement all the objects \((\text{CONS}_{m,f})_{m,f}\) when \( \text{dst}(m) = g \). Logs that are specific to a group, namely \((\text{LOG}_{g})_{g \in G}\), are also built atop consensus in \( g \) using a universal construction [27].

Failure detector \( \mu \) does not offer the means to solve consensus in \( g \cap h \). Hence we must rely on either \( g \) or \( h \) to build \( \text{LOG}_{g \cap h} \). Minimality requires processes in a destination group to take steps only in the case a message is addressed to them. To achieve this, we have to slightly modify the universal construction for \( \text{LOG}_{g \cap h} \), as detailed next.

First, we consider that this construction relies on an unbounded list of consensus objects. Each consensus object in this list is contention-free fast [2]. This means that it is guarded by an adopt-commit object (AC) [19] before an actual consensus object (CONS) is called. Upon calling propose, AC is first used and if it fails, that is “adopt” is returned, CONS is called. Adopt-commit objects are implemented using \( \Sigma_{g \cap h} \), while consensus objects are implemented atop some group, say \( g \), using \( \Sigma_{g} \land \Omega_{g} \). This modification ensures that when processes execute operations in the exact same order, only the adopt-commit objects are called. As a consequence, when no message is addressed to either \( g \) or \( h \) during a run, only the processes in \( g \cap h \) executes steps to implement an operation of \( \text{LOG}_{g \cap h} \).

---

2 In the failure detector model, computability results can use any amount of shared objects.
Algorithm 2 Emulating $\Sigma_{g \in G}^\cap$ – code at process $p$.

1: variables:
2: $(A_g,x)_{g \in G, x \subseteq P \in x}$
3: $(Q_g)_{g \in G} \leftarrow \lambda g.\{g\}$
4: $(q_r_g)_{g \in G} \leftarrow \lambda g.g$
5: for all $g \in G, x \subseteq g : p \in x$ do
6: let $m$ such that $\text{dst}(m) = g \land \text{payload}(m) = p$
7: $A_g,x$.multicast($m$)
8: when $A_g,x$.deliver($-$)
9: $Q_g \leftarrow Q_g \cup \{x\}$
10: when query
11: if $p \notin \bigcap_{g \in G} g$ then
12: return $\bot$
13: for all $g \in G$ do
14: $q_r_g \leftarrow \text{choose} \arg \max_{y \in Q_g} \text{rank}(y)$
15: return $(\bigcup_{g \in G} q_r_g) \cap (\bigcap_{g \in G} g)$

5 Necessity

Consider some environment $E$, a failure detector $D$ and an algorithm $A$ that uses $D$ to solve atomic multicast in $E$. This section shows that $D$ is stronger than $\mu$ in $E$. To this end, we first use the fact that atomic multicast solves consensus per group. Hence $\mu$ is stronger than $\bigwedge_{g \in G} (\Omega_g \land \Sigma_g)$. §5.1 proves that $D$ is stronger than $\Sigma_{g \cap h}$ for any two groups $g, h \in G$. Further, in §5.2, we establish that $D$ is stronger than $\gamma$. This last result is established when $D$ is realistic. The remaining cases are discussed in §7.

5.1 Emulating $\Sigma_{g \cap h}$

Atomic multicast solves consensus in each destination group. This permits to emulate $\bigwedge_{g \in G} \Sigma_g$. However, for two intersecting groups $g$ and $h$, $\Sigma_g \land \Sigma_h$ is not strong enough to emulate $\Sigma_{g \cap h}$. Hence, we must build the failure detector directly from the communication primitive. Algorithm 2 presents such a construction. This algorithm can be seen as an extension of the work of Bonnet and Raynal [6] to extract $\Sigma_k$ when $k$-set agreement is solvable. Algorithm 2 emulates $\Sigma_{\cap_{g \in G} G}$, where $G \subseteq G$ is a set of at most two intersecting destination groups.

At a process $p$, Algorithm 2 employs multiple instances of algorithm $A$. In detail, for every group $g \in G$ and subset $x$ of $g$, if process $p$ belongs to $x$, then $p$ executes an instance $A_{g,x}$ (line 2). Variable $Q_g$ stores the responsive subsets of $g$, that is the sets $x \subseteq g$ for which $A_{g,x}$ delivers a message. Initially, this variable is set to $\{g\}$.

Algorithm 2 uses the ranking function defined in [6]. For some set $x \subseteq P$, function $\text{rank}(x)$ outputs the rank of $x$. Initially, all the sets have rank $0$. Function $\text{rank}$ ensures a unique property: a set $x$ is correct if and only if it ranks grows forever. To compute this function, processes keep track of each others by exchanging (asynchronously) “alive” messages. At a process $p$, the number of “alive” messages received so far from $q$ defines the rank of $q$. The rank of a set is the lowest rank among all its members.

The two detectors may return forever non-intersecting quorums.
At the start of Algorithm 2, a process atomic multicasts its identity for every instance $A_{g,x}$ it is executing (line 7). When $A_{g,x}$ delivers a process identity, $x$ is added to variable $Q_g$ (line 9). Thus, variable $Q_g$ holds all the instances $A_{g,x}$ that progress successfully despite that $q \setminus x$ do not participate. From this set, Algorithm 2 computes the most responsive quorum using the ranking function (line 14). As stated in Theorem 2 below, these quorums must intersect at any two processes in $\cap_{g \in G} H_g$.

▶ Theorem 2. Algorithm 2 implements $\Sigma_{g \in G}$ in $\mathcal{E}$.

5.2 Emulating γ

Target systems. A process $p$ is failure-prone in environment $\mathcal{E}$ when for some failure pattern $F \in \mathcal{E}, p \in \text{Faulty}(F)$. By extension, we say that $P \subseteq \mathcal{P}$ is failure-prone when for some $F \in \mathcal{E}, P \subseteq \text{Faulty}(F)$. A cyclic family $\pi$ is failure-prone when one of its group intersections is failure-prone. Below, we consider that $\mathcal{E}$ satisfies that if a process may fail, it may fail at any time (formally, $\forall F \in \mathcal{E}, \forall p \in \text{Faulty}(F), \exists F' \in \mathcal{E} \ni \forall t' < t. F'(t') = F(t') \land F'(t) = F(t) \cup \{p\}$). We also restrict our attention to realistic failure detectors, that is they cannot guess the future [14].

Additional notions. Consider a cyclic family $\pi$. Two closed paths $\pi$ and $\pi'$ in $\text{cpaths}(\pi)$ are equivalent, written $\pi \equiv \pi'$, when they visit the same edges in the intersection graph. A closed path $\pi$ in $\text{cpaths}(\pi)$ is oriented. The direction of $\pi$ is given by $\text{dir}(\pi)$. It equals 1 when the path is clockwise, and $-1$ otherwise (for some canonical representation of the intersection graph). To illustrate these notions, consider family $\pi$ in Figure 1b. The sequence $\pi = g_3g_1g_2g_1$ is a closed path in its intersection graph, with $|\pi| = 4$ and $\pi[0] = \pi[|\pi| - 1] = g_3$. The direction of this path is 1 since it is visiting clockwise the intersection graph of $\pi$ in the figure. Path $\pi$ is equivalent to the path $\pi' = g_1g_3g_2g_1$ which visits $\pi$ in the converse direction.

Construction. We emulate failure detector $\gamma$ in Algorithm 3. For each closed path $\pi \in \text{cpaths}(\pi)$ with $\pi[0] \cap \pi[1]$ failure-prone in $\mathcal{E}$, Algorithm 3 maintains two variables: an instance $A_{\pi}$ of the multicast algorithm $A$, and a flag $\text{failed}[\pi]$. Variable $A_{\pi}$ is used to detect when a group intersection visited by $\pi$ is faulty. It this happens, the flag $\text{failed}[\pi]$ is raised. When for every path $\pi \in \text{cpaths}(\pi)$, some path equivalent to $\pi$ is faulty, Algorithm 3 ceases returning the family $\pi$ (line 16).

In Algorithm 3, for every path $\pi \in \text{cpaths}(\pi)$, the processes in $\pi[0] \cap \pi[1]$ of the multicast algorithm $A$ (lines 4 and 5). In this instance of $A$, all the processes in $\pi$ but the intersection $\pi[0] \cap \pi[|\pi| - 2]$ participate (line 2). As the path is closed, this corresponds to the intersection with the last group preceding the first group in the path.

When $p \in \pi[i] \cap \pi[i + 1]$ delivers a message $(-, i)$, it signals this information to the other members of the family (line 9). Then, $p$ multicasts its identity to $\pi[i + 1]$ (line 10). This mechanism is repeated until the antepenultimate group in the path is reached (line 8). When such a situation occurs, the flag $\text{failed}[\pi]$ is raised (line 12). This might also happen earlier when a message is received for some path $\pi'$ equivalent to $\pi$ and visiting $\pi$ in the converse direction (line 13).

Below, we claim that Algorithm 3 is a correct emulation of failure detector $\gamma$.

▶ Theorem 3. Algorithm 3 implements $\gamma$ in $\mathcal{E}$.
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Algorithm 3 Emulating γ – code at process p.

1: variables:
2: $(A_\pi)_{\pi}$ // $\forall f \in \mathcal{F}(p), \forall \pi \in \text{cpaths}(f), p \notin \pi[0] \cap \pi[|\pi| - 2]$
3: $\text{failed}[\pi] \leftarrow \lambda \pi.\text{false}$
4: for all $A_\pi : p \in \pi[0] \cap \pi[1]$ do
5: $\text{failed}[\pi] \leftarrow \lambda \pi.\text{false}$
6: $\text{for all } A_\pi \in \pi[0] \cap \pi[1]$ do
7: $\text{failed}[\pi] \leftarrow \lambda \pi.\text{false}$
8: $\text{signal}(\pi, i) :=$
9: $\text{pre: } A_\pi.\text{deliver}(-, i)$
10: $\text{eff: } A_\pi.\text{multicast}(p, 0) \text{ to } \pi[0]$
11: $\text{update}(\pi) :=$
12: $\text{pre: } \exists \pi' \equiv \pi.\text{rcv}(\pi, j) \land j = |\pi| - 3$
13: $\lor (\text{rcv}(\pi', 0) \land (\pi'[0] = \text{dir}(\pi') \land \text{dir}(\pi) = -\text{dir}(\pi')))$
14: $\text{eff: } \text{failed}[\pi] \leftarrow \text{true}$
15: $\text{return } \{ f \in \mathcal{F}(p) : \exists \pi \in \text{cpaths}(f), \forall \pi' \equiv \pi.\text{failed}[\pi'] = \text{false} \}$

6 Variations

This section explores two common variations of the atomic multicast problem. It shows that each variation has a weakest failure detector stronger than $\mu$. The first variation requires messages to be ordered according to real time. This means that if $m$ is delivered before $m'$ is multicast, no process may deliver $m'$ before $m$. In this case, we establish that the weakest failure detector must accurately detect the failure of a group intersection. The second variation demands each group to progress independently in the delivery of the messages. This property strengthens minimality because in a genuine solution a process may help others as soon as it has delivered a message. We show that the weakest failure detector for this variation permits to elect a leader in each group intersection.

6.1 Enforcing real-time order

Ordering primitives like atomic broadcast are widely used to construct dependable services [7]. The classical approach is to follow state-machine replication (SMR), a form of universal construction. In SMR, a service is defined by a deterministic state machine, and each replica maintains its own local copy of the machine. Commands accessing the service are funneled through the ordering primitive before being applied at each replica on the local copy.

SMR protocols must satisfy linearizability [28]. However, as observed in [3], the common definition of atomic multicast is not strong enough for this: if some command $d$ is submitted after a command $c$ get delivered, atomic multicast does not enforce $c$ to be delivered before $d$, breaking linearizability. To sidestep this problem, a stricter variation must be used. Below, we define such a variation and characterize its weakest failure detector.

6.1.1 Definition

We write $m \rightsquigarrow m'$ when $m$ is delivered in real-time before $m'$ is multicast. Atomic multicast is strict when ordering is replaced with: (Strict Ordering) The transitive closure of $(\rightsquigarrow \cup \leadsto)$ is a strict partial order over $\mathcal{M}$. Strictness is free when there is a single destination group.
Algorithm 4 Emulating $1^{\cap \gamma h}$ – code at process $p \in g \cup h$.

1: variables:
2: $B \leftarrow$ if $(p \in g \setminus h)$ then $A_g$ else if $(p \in h \setminus g)$ then $A_h$ else $\perp$ // $A_g$ and $A_h$ are distinct instances of $A$
3: $\text{failed} \leftarrow \text{false}$
4: if $B \neq \perp$ then
5: $B$.multicast($p$)
6: wait until $B$.deliver($-$)
7: send($\text{failed}$) to $g \cup h$
8: when $\text{rcv}(\text{failed})$
9: $\text{failed} \leftarrow \text{true}$
10: when query
11: return failed

Indeed, if $p$ delivers $m$ before $q$ broadcasts $m'$, then necessarily $m \not\rightarrow^P m'$. This explains why atomic broadcast does not mention such a requirement. In what follows, we prove that strict atomic multicast is harder than (vanilla) atomic multicast.

6.1.2 Weakest failure detector

Candidate. For some (non-empty) group of processes $P$, the indicator failure detector $1^P$ indicates if all the processes in $P$ are faulty or not. In detail, this failure detector returns a boolean which ensures that:

(Accuracy) $\forall p \in P. \forall t \in \mathbb{N}. 1^P(p,t) \Rightarrow P \subseteq F(t)$

(Completeness) $\forall p \in \text{Correct}. \forall t \in \mathbb{N}. P \subseteq F(t) \Rightarrow \exists \tau \in \mathbb{N}. \forall t' \geq \tau. 1^P(p,t')$

For simplicity, we write $1^{\cap \gamma h}$ the indicator failure detector restricted to the processes in $g \cup h$ (that is, the failure detector $1^{\cap \gamma h}$). This failure detector informs the processes outside $g \cap h$ when the intersection is faulty. Notice that for the processes in the intersection, $1^{\cap \gamma h}$ does not provide any useful information. This comes from the fact that simply returning always true is a valid implementation at these processes.

Our candidate failure detector is $\mu \wedge (\wedge_{g,h \in G} 1^{\cap \gamma h})$. One can establish that $\wedge_{g,h \in G} 1^{\cap \gamma h}$ is stronger than $\gamma$ (see Proposition 4 below). As a consequence, this failure detector can be rewritten as $(\wedge_{g,h \in G} \Sigma_{g \cap h} \wedge 1^{\cap \gamma h}) \wedge (\wedge_{g \in G} \Omega_g)$.

Proposition 4. $\wedge_{g,h \in G} 1^{\cap \gamma h} \leq \gamma$

Necessity. An algorithm to construct $1^{\cap \gamma h}$ is presented in Algorithm 4. It relies on an implementation $A$ of strict atomic multicast that makes use internally of some failure detector $D$. Proposition 5 establishes the correctness of such a construction.

Proposition 5. Algorithm 4 implements $1^{\cap \gamma h}$.

Sufficiency. The solution to strict atomic multicast is almost identical to Algorithm 1. The only difference is at line 32 when a message moves to the stable phase. Here, for every destination group $h$ with $h \cap g \neq \emptyset$, a process waits either that $1^{\cap \gamma h}$ returns true, or that a tuple $(m,h)$ appears in $\text{LOG}_g$. From Proposition 4, we know that the indicator failure detector $1^{\cap \gamma h}$ provides a better information than $\gamma$ regarding the correctness of $g \cap h$. As a consequence, the modified algorithm solves (group sequential) atomic multicast.
Now, to see why such a solution is strict, consider two messages \( m \) and \( m' \) that are delivered in a run, with \( g = \text{dst}(m) \) and \( h = \text{dst}(m') \). We observe that when \( m' \leadsto m \) or \( m' \mapsto m \), \( m' \) is stable before \( m \), from which we deduce that strict ordering holds.

With more details, in the former case \((m' \leadsto m)\), this comes from the fact that to be delivered a message must be stable first (line 35). In the later \((m' \mapsto m)\), when message \( m \) is stable at some process \( p \), \( p \) must wait a message \((m, h)\) in \( \text{LOG}_g \), or that \( 1^{g \cap h} \) returns true. If \((m, h)\) is in \( \text{LOG}_g \), then line 29 was called before by some process \( q \). Because both messages are delivered and \( m' \mapsto m \), \( m' \) must precedes \( m \) in \( \text{LOG}_{g \cap h} \). Thus the precondition at line 28 enforces that \( m' \) is stable at \( q \), as required. Now, if the indicator returns true at \( p \), \( m' \mapsto m \) tells us that a process delivers \( m' \) before \( m \) and this must happen before \( g \cap h \) fails.

### 6.2 Improving parallelism

As motivated in the Introduction, genuine solutions to atomic multicast are appealing from a performance perspective. Indeed, if messages are addressed to disjoint destination groups in a run, they are processed in parallel by such groups. However, when contention occurs, a message may wait for a chain of messages to be delivered first. This chain can span outside of the destination group, creating a delay that harms performance and reduces parallelism [17, 1]. In this section, we explore a stronger form of genuineness, where groups are able to deliver messages independently. We prove that, similarly to the strict variation, this requirement demands more synchrony than \( \mu \) from the underlying system.

#### 6.2.1 Definition

As standard, a run \( R \) is fair for some correct process \( p \) when \( p \) executes an unbounded amount of steps in \( R \). By extension, \( R \) is fair for \( P \subseteq \text{Correct}(R) \), or for short \( P \)-fair, when it is fair for every \( p \) in \( P \). If \( P \) is exactly the set of correct processes, we simply say that \( R \) is fair.

**Group Parallelism** Consider a message \( m \) and a run \( R \). Note \( P = \text{Correct}(R) \cap \text{dst}(m) \).

If \( m \) is delivered by a process, or atomic multicast by a correct process in \( R \), and \( R \) is \( P \)-fair, then every process in \( P \) delivers \( m \) in \( R \).

Group parallelism bears similarity with \( x \)-obstruction freedom [38], in the sense that the system must progress when a small enough group of processes is isolated. A protocol is said strongly genuine when it satisfy both the minimality and the group parallelism properties.

#### 6.2.2 About the weakest failure detector

Below, we establish that \( (\wedge_{g, h \in G} \Omega_{g \cap h}) \) is necessary. It follows that the weakest failure detector for this variation is at least \( \mu \wedge (\wedge_{g, h \in G} \Omega_{g \cap h}) \).

**Emulating \( \wedge_{g, h \in G} \Omega_{g \cap h} \).** Consider some algorithm \( A \) that solves strongly genuine atomic multicast with failure detector \( D \). Using both \( A \) and \( D \), each process may emulate \( \Omega_{g \cap h} \), for some intersecting groups \( g, h \in G \). The emulation follows the general schema of CHT [8]. We sketch the key steps below. The full proof appears in [37].

Each process constructs a directed acyclic graph \( G \) by sampling the failure detector \( D \) and exchanging these samples with other processes. A path \( \pi \) in \( G \) induces multiple runs of \( A \) that each process locally simulates. A run starts from some initial configuration. In our context, the configurations \( J = \{I_1, \ldots, I_{n \geq 2}\} \) of interest satisfy (i) the processes outside
\( g \cap h \) do not atomic multicast any message, and (ii) the processes in \( g \cap h \) multicast a single message to either \( g \) or \( h \). For some configuration \( I_\ell \in \mathcal{I} \), the schedules of the simulated runs starting from \( I_\ell \) are stored in a simulation tree \( \Upsilon_i \). There exists an edge \((S, S')\) when starting from configuration \( S(I_\ell) \), one may apply a step \( s = (p, m, d) \) for some process \( p \), message \( m \) transiting in \( S(I_\ell) \) and sample \( d \) of \( D \) such that \( S' = S \cdot s \).

Every time new samples are received, the forest of the simulation trees \((\Upsilon_i)_{i \in \mathcal{I}}\) is updated. At each such iteration, the schedules in \( \Upsilon_i \) are tagged using the following valency function: \( S \) is tagged with \( g \) (respectively, \( h \)) if for some successor \( S' \) of \( S \) in \( \Upsilon_i \), a process in \( g \cap h \) delivers first a message addressed to \( g \) (resp. to \( h \)) in configuration \( S'(I_\ell) \). A tagged schedule is \emph{univalent} when it has a single tag, and \emph{bivalent} otherwise.

As the run progresses, each root of a simulation tree has eventually a stable set of tags. If the root of \( \Upsilon_i \) is \( g \)-valent, the root of \( \Upsilon_j \) is \( h \)-valent and they are adjacent, i.e., all the processes but some \( p \in g \cap h \) are in the same state in \( I_\ell \) and \( I_j \), then \( p \) must be correct. Otherwise, there exists a bivalent root of some tree \( \Upsilon_i \) such that for \( g \) (respectively, \( h \)) a correct process multicasts a message to \( g \) (resp., \( h \)) in \( I_\ell \). In this case, similarly to \([8]\), there exists a decision gadget in the simulation tree \( \Upsilon_i \). This gadget is a sub-tree of the form \((S, S', S'')\), with \( S \) bivalent, and \( S' \) \( g \)-valent and \( S'' \) \( h \)-valent (or vice-versa). Using the group parallelism property of \( A \), we may then show that necessarily the deciding process in the gadget, that is the process taking a step toward either \( S' \) or \( S'' \) is correct and belongs to the intersection \( g \cap h \).

**Solution when \( \mathcal{F} = \emptyset \).** In this case, Algorithm 1 just works. To attain strong genuineness, each log object \( \text{LOG}_{g \cap h} \) is implemented with \( \Sigma_{g \cap h} \land \Omega_{g \cap h} \) through standard universal construction mechanisms. When \( \mathcal{F} = \emptyset \), \( \mu \land (\land_{g,h \in \mathcal{G}} \Omega_{g \cap h}) \) is thus the weakest failure detector. The case \( \mathcal{F} \neq \emptyset \) is discussed in the next section.

### 7 Discussion

Several definitions for atomic multicast appear in literature (see, e.g., \([12, 26]\) for a survey). Some papers consider a variation of atomic multicast in which the ordering property is replaced with: (Pairwise Ordering) If \( p \) delivers \( m \) then \( m' \), every process \( q \) that delivers \( m' \) has delivered \( m \) before. Under this definition, cycles in the delivery relation \( \rightarrow \) across more than two groups are not taken into account. This is computably equivalent to \( \mathcal{F} = \emptyset \). Hence the weakest failure detector for this variation is \( (\land_{g,h \in \mathcal{G}} \Sigma_{g \cap h}) \land (\land_{g \in \mathcal{G}} \Omega_g) \).

In \([25]\), the authors show that failure detectors of the class \( \mathcal{U}_2 \) are too weak to solve the pairwise ordering variation. These detectors can be wrong about (at least) two processes. In detail, the class \( \mathcal{U}_k \) are all the failure detectors \( D \) that are \( k \)-unreliable, that is they cannot distinguish any pair of failure patterns \( F \) and \( F' \), as long as the faulty processes in \( F \) and \( F' \) are members of a subset \( W \) of size \( k \) (the “wrong” subset). The result in \([25]\) is a corner case of the necessity of \( \Sigma_{g \cap h} \) when \( \mathcal{F} = \emptyset \) for both processes are failure-prone in \( \mathcal{E} \). Indeed, \( \Sigma_{\{p,q\}} \notin \mathcal{U}_2 \). To see this, observe that if \( q \) is faulty and \( p \) correct, then \( \{p\} \) is eventually the output of \( \Sigma_{\{p,q\}} \) at \( p \). A symmetrical argument holds for process \( q \) in runs where \( q \) is correct and \( p \) faulty. In the class \( \mathcal{U}_2 \), such values can be output in runs where both processes are correct, contradicting the intersection property of \( \Sigma_{\{p,q\}} \).

Most atomic multicast protocols \([30, 17, 20, 10, 31, 29, 13, 33]\) sidestep the impossibility result in \([25]\) by considering that destination groups are decomposable into a set of disjoint groups, each of these behaving as a logically correct entity. This means that there exists a partitioning \( \mathcal{P}(G) \subseteq 2^G \) satisfying that (i) for every destination group \( g \in G \), there exists
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\[(g_i), \subseteq P(G) \text{ with } g = \bigcup_i g_i, \text{ (ii) each } g \in P(G) \text{ is correct, and (iii) for any two } g, h \text{ in } P(G), g \cap h \text{ is empty. Since } \land_{g \in P(G)} (\Sigma_g \land \Omega_g) \geq \mu, \text{ we observe that solving the problem over } P(G) \text{ is always as difficult as over } G. \text{ It can also be more demanding in certain cases, e.g., if two groups intersect on a single process } p, \text{ then } p \text{ must be reliable. In Figure 1, this happens with process } p_2. \text{ In contrast, to these prior solutions, Algorithm 1 tolerates any number of failures. This is also the case of [34] which relies on a perfect failure detector.}

Regarding strongly genuine atomic multicast, §6.2 establishes that \( \mu \land (\land_{g,h \in G} \Omega_{g \cap h}) \) is the weakest when \( F = \emptyset \). The case \( F \neq \emptyset \) is a bit more intricate. First of all, we may observe that in this case the problem is failure-free solvable: given a spanning tree \( T \) of the intersection graph of \( G \), we can deliver the messages according to the order \( <_T \), that is, if \( m \) is addressed to \( g \) intersecting with \( h, h', \ldots \) with \( h <_T h' <_T \ldots \), then \( g \cap h \) delivers first \( m \), followed by \( g \cap h' \), etc. A failure-prone solution would apply the same logic. This is achievable using \( \mu \land (\land_{g,h \in G} \Omega_{g \cap h}) \land (\land_{g,h \in F} 1_{g \cap h}) \), where \( g \in F \) holds when for some family \( f \in F \), we have \( g \in f \). We conjecture that this failure detector is actually the weakest.

8 Conclusion

This paper presents the first solution to genuine atomic multicast that tolerates arbitrary failures without using system-wide perfect failure detection. It also introduces two new classes of failure detectors: \((\gamma)\) which tracks when a cyclic family of destination groups is faulty, and \((1^{\gamma\cap h})\) that indicates when the group intersection \( g \cap h \) is faulty. Building upon these new abstractions, we identify the weakest failure detector for genuine atomic multicast and also for several key variations of this problem. Our results offer a fresh perspective on the solvability of genuine atomic multicast in crash-prone systems. In particular, they question the common assumption of partitioning the destination groups. This opens an interesting avenue for future research on the design of fault-tolerant atomic multicast protocols.

References


4 Strictly speaking, a spanning tree is required per connected component of the intersection graph.


