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Abstract

We present a new algorithmic framework for distributed network optimization in the presence of eavesdropper adversaries, also known as \textit{passive wiretappers}. In this setting, the adversary is listening to the traffic exchanged over a fixed set of edges in the graph, trying to extract information on the private input and output of the vertices. A distributed algorithm is denoted as \( f \)-secure, if it guarantees that the adversary learns nothing on the input and output for the vertices, provided that it controls at most \( f \) graph edges.

Recent work has presented general simulation results for \( f \)-secure algorithms, with a round overhead of \( D \Theta(f) \), where \( D \) is the diameter of the graph. In this paper, we present a completely different white-box, and yet quite general, approach for obtaining \( f \)-secure algorithms for fundamental network optimization tasks. Specifically, for \( n \)-vertex \( D \)-diameter graphs with (unweighted) edge-connectivity \( \Omega(f) \), there are \( f \)-secure congest algorithms for computing MST, partwise aggregation, and \((1 + \epsilon)\) (weighted) minimum cut approximation, within \( \tilde{O}(D + f \sqrt{n}) \) congest rounds, hence nearly tight for \( f = \tilde{O}(1) \).

Our algorithms are based on designing a secure algorithmic-toolkit that leverages the special structure of congest algorithms for global optimization graph problems. One of these tools is a general secure compiler that simulates \textit{light-weight} distributed algorithms in a congestion-sensitive manner. We believe that these tools set the ground for designing additional secure solutions in the congest model and beyond.
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1 Introduction

Modern large-scale graph processing and network analysis involve exchanging sensitive information between network participants. This computation is commonly employed by distributed message-passing systems (such as Google’s Pregel, Apache’s Giraph) in which processors send small messages to their neighbors in the network. Such a collaboration-based communication approach usually forces the vertices to sacrifice their privacy for the greater good, e.g., solving a global network optimization task. In this paper, we study \textit{secure} distributed algorithms that, on the one hand, perform almost as well as their non-secure counterparts (in terms of running time and quality of the output solution) and, at the same time, do not compromise on the privacy of the network’s individuals.
We focus on the adversarial setting of eavesdropping (also known as passive wiretapping) where the adversary overhears the entire communication exchanged over a fixed set of edges in the graph, \( F^* \subseteq E \). The identity of these adversarial edges is unknown to the network participants. The adversary is assumed to know the graph topology but has no information about the edge weights, which are considered as part of the private input of the vertices. A distributed algorithm is said to be \( f \)-secure if it is guaranteed that an adversary, controlling any subset of \( f \) edges, learns nothing new, in the information-theoretic sense, about the individual inputs of the vertices from the communication it tapped into.

While there are standard techniques to provide security under cryptographic assumptions (e.g., public-key encryption), in this paper, we strive for information-theoretic solutions that make no computational assumptions on the adversary’s power. Such security notion is the holy-grail objective in secure multi-party computation in which the underlying network topology is the complete graph [12]. We also note that information-theoretic fits the perspective of the congest model. The latter assumes that the vertices are computationally unbounded, and therefore it makes sense to assume that the adversary is unbounded as well.

Our goal is to provide information-theoretic secure distributed graph algorithms in the congest model of distributed computing [31]. In the secure setting addressed in this paper, the edge weights of the graph are considered to be private information that should be hidden from the adversary, while the unweighted version of the graph is considered to be public (see also [34, 3]). These secure computations have various applications. For example, in road networks whose unweighted topology is public, but the edge weights which correspond to the amount of traffic in each road segment are private information as they are based on GPS locations of vehicles or mobile data [3]. The edge weights also play a role in social graphs in which they are associated with sensitive information, e.g., the price of commercial trade [25].

Within this setting, we focus on the family of global optimization graph problems, arguably among the most studied distributed graph problems these days. This family includes the fundamental graph problems of minimum-spanning-tree (MST), minimum cut, subgraph connectivity, shortest paths, etc. Several critical milestones mark the three-decade-old quest for round-efficient congest algorithms for this class of problems: Starting with the influential paper of Garay, Kutten, and Peleg [7] on existential vs. universal optimal bounds, the powerful lower bound technique of Das Sarma et al. [33], and fast-forwarding to the very recent breakthrough results on universal optimal solutions by Haeupler, Wajc, and Zuzic [16, 13]. This extensive body of work provides us with an almost complete characterization of the inherent complexity of this graph family. It is known that most of the classical optimization problems have worst-case (near) optimal round complexity of \( O(D + \sqrt{n}) \) rounds, where \( D \) is the graph’s diameter and \( n \) is the number of vertices. Our main objective is to provide \( f \)-secure algorithms for this class of problems that (nearly) match the round complexity of the non-secure counterparts.

To illustrate our ideas, we mainly focus on MST computation which is arguably the most canonical graph problem, which initiates the study of distributed optimization [7]. In the standard distributed setting, it is required for each vertex to learn its incident edges in the MST. In our secure setting, all vertices are required to learn this local output, while the adversary must learn nothing about the edge weights of the graph, in the information-theoretic sense. Our secure MST algorithm can be naturally adapted to the wide class of global network optimization problems, for which a unified algorithmic approach has been provided by Ghaffari and Haeupler [9] and Haeupler, Wajc and Zuzic [16].
Quick History on Secure Distributed Algorithms against Eavesdroppers. In an earlier work of Dolev, Dwork, Waarts and Yung [4], a secure unicast algorithm was provided for general graph topologies. In this setting, a given vertex pair $s, t$ is required to exchange a secret message $m^*$. Their secure solution was based on exchanging messages along multiple $s-t$ edge-disjoint paths. A recent result of Hitron and Parter [17] shows that there are $D$-diameter graphs for which the maximal length in a collection of $f$ edge-disjoint paths might be $(D/f)^{\Omega(f)}$. This state of affairs is quite unfortunate: handling $f = \Omega(\log n)$ faults requires polynomial time when sending information along $f$ edge-disjoint paths.

Considerably improved solutions for the secure unicast problem are known when using the framework of secure network coding, introduced by Cai and Yeung [2]. For example, Jain [20] designed a network coding based algorithm that can be implemented in $O(D)$ congest rounds, as noted recently by [18]. Round-efficient algorithms are currently only known for restricted multicast tasks and under the assumption that the network is a DAG [6].

A very recent work of Hitron, Parter and Yogev [18] overcomes the above mentioned $(D/f)^{\Omega(f)}$ barrier for the secure broadcast task\(^1\). Specifically, they presented an $f$-secure broadcast algorithm against eavesdroppers that runs in $O(D + \sqrt{fn})$ rounds, for every $n$-vertex $D$-diameter graph, with edge-connectivity $\Theta(f)$. While the work of [18] serves as a basic starting point of our work, we note that there is a fundamental difference between broadcast and the class of network optimization tasks, considered in this paper. In the secure broadcast setting, it is required to hide from the adversary only one secret, namely the $O(\log n)$-bit broadcast message, $m^*$; while the communication graph itself is not hidden from the adversary. Consequently, the computation of a convenient communication backbone (for the secure transmission of $m^*$) can be done in a non-secure manner. In contrast, we consider graph problems (rather than information dissemination problems), where it is required to hide from the adversary the edge weights of the graph, as the latter determine the output solution (e.g., MST, minimum weighted cut). This brings along challenges of a different flavor than those encountered in [18]. In particular, in comparison to [18] we also need to make sure that the communication pattern of the algorithm would not leak information on the input weighted graph. Indeed, in most distributed (non-secure) algorithms for these problems, an adversary gains information merely by viewing the edges on which messages are exchanged (without knowing the content of these messages).

1.1 Our Contribution

Secure Network Optimization. We provide a unified framework for the secure computation of network optimization graph problems in the congest model of distributed computing. This includes $f$-secure algorithms for MST, minimum cut approximation, and partwise aggregation. Our algorithms are nearly existentially optimal for $f = O(1)$. In contrast to the approach taken in many recent works, our secure algorithms are not obtained by a black-box compilation of the non-secure solutions. Instead, we zoom into a particular framework for non-secure network optimization tasks, and compile algorithms in this framework to be secure. An informal statement of our key result is as follows:

\(^1\) In this task, all vertices learn a secret message $m^*$ while the adversary should learn nothing on $m^*$. 
Theorem 1 (Informal). For every $n$-vertex weighted $D$-diameter graph $G = (V, E, W)$ with unweighted edge-connectivity $(2f + 3)(1 + o(1))$, there are $f$-secure randomized congest algorithms for computing MST, $(1 + \epsilon)$-Minimum (Weighted) Cuts and Partwise Aggregation that run in $\tilde{O}(D + f\sqrt{n})$ rounds.

The output of these algorithms is given in the distributed secure format: each vertex $v$ knows its output (e.g., its incident edges in the output MST, a $(1 + \epsilon)$ approximation on the minimum cut, etc). It is guaranteed that w.h.p., an adversary listening on any subset of $f$ edges in the graph learns nothing (in a statistical sense) about any of these input and output values.

Note that for $f = \tilde{O}(1)$, the $f$-secure solutions nearly match the non-secure complexity of these problems, which is also known to be existentially tight by Das-Sarma et al. [33]. In contrast, all prior algorithms provided by the general compilers of [17] yield $f$-secure algorithms with $D^{O(f)}$ rounds, hence super-linear for $f = \Omega(\log n)$.

New Tool: Congestion-Sensitive Compilers. Our secure algorithms are based on a collection of secure subroutines. One of the most notable tools, which we believe to be of independent interest, is a general congestion-sensitive compiler whose performances are optimized for distributed algorithms with low congestion. The congestion of a distributed algorithm is measured by the maximum number of $(\log n)$-bit messages that the algorithm sends over a given edge in the graph, throughout its entire execution. This measure is important in many distributed contexts, e.g., scheduling, as observed by [24, 8]. An algorithm is then said to be light-weight if its congestion is at most poly-logarithmic in the number of vertices. While network optimization problems (provably) admit round-efficient solutions with large congestion (as large as $\sqrt{n}$), they are nevertheless based on critical light-weight subroutines. This is the point where we take advantage of our optimized compiler.

It is noteworthy that the prior distributed compilers in the adversarial setting (e.g., [29, 28, 27, 17]) have an inherent round complexity overhead. That is, given an $r$-round non-secure algorithm $A$, these compilers securely simulate $A$ in a round-by-round manner, resulting in a secure algorithm $A'$ with round complexity of $r \cdot T(n)$, where $T(n)$ is the time it takes to securely simulate a single round of $A$. Our compilers deviate from this recipe, and consequently, for light-weight algorithms, the round complexity depends only additively in $r$ (neglecting logarithmic factors), we get the following:

Theorem 2 (Congestion-Sensitive Compilers). For every $(2f + 3)(1 + o(1))$ edge-connected $D$-diameter $n$-vertex graph $G$, any $r$-round congest-congest algorithm $A$ for $G$ can be compiled into an equivalent $f$-secure algorithm $A'$ that runs in $\tilde{O}(rD + f \cdot \sqrt{\text{cong}} \cdot n + f \cdot \text{cong})$ rounds. The security of $A'$ holds w.h.p.

Recent work [19, 1] noted that most of the classical network optimization problems (MST, minimum cut, etc.) can be solved by using $O(\log n)$ applications of the following two building blocks: (i) partwise aggregation\(^2\) and (ii) one-round neighborhood communication (i.e., a single congest round). Altogether, our work provides the secure implementation of these

\(^2\) The computation of aggregate function in a collection of vertex-disjoint connected subgraphs
building blocks: Namely, Theorem 1 provides $f$-secure algorithms for partwise aggregation; and using our secure compiler of Theorem 2, we can securely simulate $O(\log n)$ congest rounds within $O(D + f\sqrt{n})$ rounds. While we present a complete description of $f$-secure algorithms for MST, partwise and approximate minimum cut\(^3\), our approach should be applicable for the wide class of graph problems captured in [9, 19].

### 1.2 Preliminaries

Throughout, we are given an $n$-vertex weighted graph $G = (V,E,W)$, with unweighted diameter of $D$. The neighbors of a vertex $v \in V$ are denoted by $N(v)$. For a subset of items $X$ and a probability $p \in [0,1]$, let $X[p]$ denote the random sample obtained by sampling each item of $X$ independently with probability of $p$. For a subgraph $G' \subseteq G$, let $D(G')$ denote the diameter of $G'$. We use the following useful subroutine from [30].

> **Claim 3** ([30]). Convergecast of an associative and commutative function $g$ over a rooted tree $T$ with diameter $D(T)$ can be performed in $O(D(T))$ many rounds, while sending only one message on each tree edge. In addition, the convergecast of $k$ functions $g_1, \ldots, g_k$ can be done in $O(D(T) + k)$ rounds, sending at most $k$ message along each tree edge.

**The Adversarial Congest Model.** The communication model used throughout is the classical congest model [31]. In this model, the network is abstracted as an $n$-vertex graph $G = (V,E)$, where each vertex has a unique identifier of $O(\log n)$ bits. Initially, the vertices only know the identifiers (and possibly also the edge weights) of their incident edges. The algorithm works in synchronous rounds, where neighbors can exchange $O(\log n)$ bits of information in each round.

In our adversarial setting, an eavesdropper adversary controls a fixed set of edges $F^*$ in the graph. The edges of $F^*$ are denoted as adversarial, and the remaining edges $E \setminus F^*$ are reliable. The vertices do not know the identity of $F^*$, but they do know the bound $f$ on the cardinality of $F^*$. The adversary is assumed to be computationally unbounded, is allowed to know the topology of the graph $G$ (but not the edge weights) and the algorithm description run by the vertices. The adversary, however, is oblivious to the randomness of the vertices. The security guarantees are formally defined as follows.

**Security against Eavesdroppers.** For a given randomized algorithm $\mathcal{A}$ running on an $n$-vertex graph $G = (V,E)$, denote the $n$-length input vector of the algorithm $\mathcal{A}$ by $X$ (an input for each vertex). Let $R_e(X) \in \{0,1\}^*$ be the random variable specifying all messages sent through the edge $e$ over the execution of $\mathcal{A}$, for every edge $e \in E$. For a subset of edges $F = \{e_1, \ldots, e_f\} \subseteq E$, let $R_F(X) = (R_{e_1}(X), \ldots, R_{e_f}(X))$.

For a given parameter $\delta \in (0,1)$ and integer $f$, an algorithm $\mathcal{A}$ is said to be $(f,\delta)$-secure against an eavesdropper if for every $n$-vertex graph $G$ any subset $F \subseteq E$ of size at most $f$, and any two input vectors $X_1, X_2$, the following two distributions are $\delta$-close in statistical distance: $\{R_F(X_1)\}$ and $\{R_F(X_2)\}$.

\(^3\) In a very recent work, Ghaffari and Zuzic [11] used the partwise framework to provide exact, rather than $(1+\epsilon)$ approximate, minimum cut computation. Since their framework is based on partwise computation, it is very plausible that our tools can be used to provide $f$-secure exact min-cut computation. This claim should be taken with a grain of salt until all the details are verified.
Secure Distributed Network Optimization Against Eavesdroppers

An algorithm running on n-vertex graphs is said to be \( f \)-secure w.h.p. if it is \((f, \delta)\)-secure, for \( \delta = 1/n^c \) for any given constant \( c \geq 1 \). Note that in contrast to prior work, and more specifically in comparison to the recent work of [18], the \( f \)-security guarantees of our network optimization algorithms are statistical.

Our algorithms encrypt messages by XORing them with random keys, this is known as one-time pad encryption [21].

\begin{definition}[One-Time-Pad Encryption] Let \( x \in \{0, 1\}^b \) be a \( b \)-bit message. In the one-time pad encryption \( x \) is encrypted using a uniform random key \( K \in \{0, 1\}^b \), by setting \( \hat{x} = x \oplus K \). To decrypt \( \hat{x} \) using \( K \), simply let \( x = \hat{x} \oplus K \).
\end{definition}

Useful Secure Procedures from [18]. Our algorithms use the secure algorithms for the broadcast and unicast tasks, presented in the recent work of [18].

\begin{theorem}[(f-Secure Broadcast [18])] For every \((2f + 3)(1 + o(1))\) edge-connected graph \( G = (V, E) \), there exists a randomized \( f \)-secure broadcast algorithm for sending a \( b \)-bit message \( m^* \) that runs in \( \tilde{O}(D + \sqrt{f \cdot b \cdot n} + b) \) rounds. The edge congestion of the algorithm is bounded by \( \tilde{O}(\sqrt{f \cdot b \cdot n} + b) \).
\end{theorem}

Indeed our secure network optimization algorithms also require (unweighted) edge-connectivity of \((2f + 3)(1 + o(1))\). The source of this requirement is that it applies as a subroutine the secure broadcast algorithm of Theorem 5.

\begin{theorem}[Secure Unicast [20, 18]] Given is a \( D \)-diameter graph \( G \), with a collection of \( k \) pairs \( \{(s_i, t_i)\} \) (known to all vertices), where each \( s_i \) holds a \( b \)-bit message \( m_i \) to be sent to \( t_i \). There exists a randomized \( \tilde{O}(D + k \cdot b) \)-round algorithm \( \text{SecureSimUnicast} \) that exchange the \( m_i \)'s from \( s_i \) to \( t_i \). The security holds provided that every \( s_i, t_i \) are connected in \( G \setminus F^* \).
\end{theorem}

Secure Distributed Guarantees. Throughout our algorithms (and internal subroutines), we maintain the guarantee that the input and output to the problems at hand are given in a secure distributed manner, in the following sense. At the beginning of the algorithm, each vertex knows its relevant input while the adversary knows nothing on the values of these inputs. At the end of the execution, each vertex knows its own part in the solution, and we are guaranteed (sometimes w.h.p.), that the adversary learns nothing about these output values, as well. Note that since we assume that the adversary knows the graph topology (but not the edge-weights), our framework addresses problems whose output either depends on the edge weights (e.g., MST), or on the inputs of the vertices (e.g., partwise aggregation). This is precisely the set of problems addressed by Haeupler, Wajc, and Zuzic in [16] who considered the supported congest model in which vertices know the graph topology. We note, however, that in this work only the adversary knows the topology, while the vertices do not.

Roadmap. In Section 2, we provide a high-level exposition of our techniques. In Section 3, we provide a full description of our congestion-sensitive compiler, and establish Theorem 2. In Section 4, we describe our \( f \)-secure MST algorithm. In the full version we show that this algorithm can also be extended to provide \( f \)-secure partwise aggregation and approximate minimum (weighted) cuts.
Key Techniques

2.1 Congestion-Sensitive Compilers

We give a high-level overview of how our secure compiler works and how it exploits the small congestion of a given algorithm \( A \) with congestion \( \text{cong} \) and round complexity \( r \). Our compiler is randomized which is necessary for getting the security, and the correctness of the resulting algorithm holds only with high probability. The basis for the compiler is to provide the vertices with a sufficient number of random keys \( K \) that are unknown to the adversary, using the secure broadcast algorithm of [18] (see Theorem 5). A vertex \( u \) can then send a secret message \( m \) to its neighbor \( v \) by simply sending the cipher message, \( m \oplus K; v \) can decrypt the cipher using the key \( K \).

This immediately leads to a costly but straightforward solution: use the secure broadcast algorithm of [18] to share a secret \( K \) for every edge \((u,v) \in E\) and for every round of the protocol of \( A \) (notice that we cannot re-use the same key between rounds as it would leak information to the adversary). The number of keys required to share by this approach might be roughly \( n^2 \cdot r \), which is clearly too much. Our final compiler uses only \( \tilde{O}(f \cdot \text{cong}) \) keys.

We explain this bound in steps, first reducing the number of keys to \( \tilde{O}(f^2 \cdot r) \), then to \( \tilde{O}(f \cdot r) \) keys, and finally to \( \tilde{O}(f \cdot \text{cong}) \) keys. Recall that the adversary listens to only \( f \) edges, and notice that it is safe for two neighboring pairs \((u_1,v_1)\) and \((u_2,v_2)\) to use the same key \( K \), as long as the adversary is not listening to both edges. Since we do not know which edges are tapped by the adversary, one can let the vertices pick keys at random from a small set of available keys (per round), hoping that no two pairs of edges in \( F^* \) choose the same key. From the birthday paradox, we get that the number of keys we need per round is \( f^2 4 \), leading to \( \tilde{O}(f^2 \cdot r) \) keys.

Beating the Birthday Paradox by Subset Keys. To improve the quadratic dependency in \( f \), we must overcome the curse of birthdays. Instead of picking a single key to compile a single round, we let each vertex pick\(^5\) a small subset of \( \ell \) keys (where \( \ell \approx \log n \)), \( K_{i1}, \ldots, K_{i\ell} \) from a collection of \( f \cdot \log n \) shared keys. Then, they use the XORed key \( K^* = K_{i1} \oplus \cdots \oplus K_{i\ell} \) as the key for the one-time pad. The advantage of this approach is that it escapes the birthday paradox, and lets us get a much higher success probability. The probability that two messages are encrypted using the same subset of keys is very small (i.e., \( n^{-O(\log f)} \)). However note that we still need to rule out other events in addition to a collision, e.g., the event where one chooses a subset that is contained in the union of all the other subsets. In such a case, security might not hold. We show that, with high probability, each encryption will use at least one fresh key (that has not been used in the encryption of other message) which allows us to provide the security guarantees. This gets us to a solution with \( \tilde{O}(f \cdot r) \) keys.

Sensitivity to Congestion rather than to Round Complexity. So far, we have not yet enjoyed the fact that the (non-secure) algorithm \( A \) is light-weight. Our starting observation is that the secure algorithm \( A' \) must exchange messages on each of its edges, and in each round. This is despite the fact that the (non-secure) algorithm at hand has bounded congestion. The reason is that if the secure algorithm does not exchange a message through a given

\(^4\) For a constant success probability, which could be amplified.

\(^5\) This is done w.r.t. each of its neighbors.
edge \((u, v)\), it already leaks information to the adversary (e.g., on the weight of that edge). This leads to the following classification of messages: *dummy messages* which correspond to empty messages exchanged by the non-secure algorithm, and *meaningful messages* that correspond to non-empty messages exchanged in the original algorithm \(A\). The congestion bound implies that the secure algorithm \(A\) should send \(\text{cong}\) meaningful messages through each given edge.

**A. Encrypting Dummy Messages.** As we wish to have only \(\tilde{O}(f \cdot \text{cong})\) random keys, we do not want to spend this precious pool of keys to encrypt dummy messages. Instead, we will be encrypting these messages using independent random strings, locally generated by their sending vertices \(u\) (which the other endpoints \(v\) do not know). To allow the receiver vertex \(v\) to distinguish between dummy messages and meaningful messages, we always pad the original (meaningful) messages with a prefix of \(\Theta(\log n)\) consecutive 0’s and encrypt them with the pool of \(\tilde{O}(f \cdot \text{cong})\) random keys (as explained in the next paragraph). The receiver vertex \(v\) upon receiving the message attempts to decrypt it using the pool of \(\tilde{O}(f \cdot \text{cong})\) keys that it knows. For the dummy messages, it would hold, w.h.p., that none of these attempts would result in a valid message with a 0’s prefix, and those messages will be dropped.

**B. Encrypting Meaningful Messages.** To encrypt the meaningful messages of Alg. \(A\), a natural (but flawed) approach is to have \(\text{cong}\) different independent pools of keys. When a vertex \(u\) sends its \(i\)-th message, it will use the \(i\)-th pool. The main issue with this approach is that there is no synchrony when different vertices send their \(i\)-th message\(^6\). This lack of synchrony leads to a problematic scenarios where an adversary listening to \(f\) edges accumulate many messages (much more than \(f\)) encrypted using the \(i\)-th pool over many rounds. It then gains information about the keys in that pool and, consequently, on the messages that got encrypted with this set. This was not an issue when we used a pool for each round.

Instead, our compiler works by setting a *single pool* of keys for all vertices for all rounds. As the vertices use this pool only for the meaningful messages of \(A\), the size of the pool needs to suffice for encrypting \(\tilde{O}(f \cdot \text{cong})\) different messages, at unknown times and order. This bound nearly matches the total number of meaningful messages exchanged over the edges of \(F^*\) during \(A\), i.e., as \(|F^*| \leq f\) and the congestion bound is \(\text{cong}\). The pool of \(\tilde{O}(f \cdot \text{cong})\) keys are shared securely at an initialization phase, which is then used to securely simulate all the rounds of \(A\). Note that our encryption approach makes it impossible for the adversary to distinguish between encrypted dummy vs. meaningful messages, and therefore it cannot gain any information on the original communication pattern of the non-secure algorithm.

For modularity purposes, we introduce a notion we call a “few-time pad”, where similarly to a one-time pad that allows to (information-theoretically) encrypt a single message, a few-time pad allows to encrypt a small number of messages, see Section 3.1 for details. The logic of having a pool of keys and encrypting with a random subset of keys (as described above) is encapsulated in the interface of this few-time pad machinery. We next demonstrate the compiler’s usefulness in the context of secure distributed optimization.

\(^6\) I.e., some vertices send their \(i\)-th message in round \(r'\) and others send their \(i\)-th message on round \(r'' \succ r'\). This stands in a stark contrast to having a pool per round, where vertices are fully synced, using the \(i\)-th pool in the \(i\)-th round.
2.2 Secure Network Optimization

To illustrate our algorithmic framework, we focus on the secure computation of MST. Our starting observation is that the congestion of any MST congest algorithm might be $\Omega(\sqrt{n})$ in the worst case, as demonstrated by the work of Peleg and Rubinovich [32] and Das-Sarma et al. [33]. Hence, a naïve and black-box implementation of our congestion-sensitive compiler asks for exchanging $\Omega(\sqrt{n})$ secrets, leading to a round complexity of $\Omega(n^{3/4})$, even for $f = O(1)$ (see Lemma 2). Providing a near-optimal solution (with only $\tilde{O}(D + \sqrt{n})$ rounds) asks for a white-box secure simulation of a particular (non-secure) MST algorithm, designed in a way that facilitates its secure simulation.

As many other distributed MST algorithms, our algorithm, as well, is based on the well-known Borůvka algorithm [26]. This (meta) algorithm works in $O(\log n)$ phases, where in each phase, from each growable component an outgoing edge is selected. All these outgoing edges are added to the forest, while ignoring cycles. Each such phase reduces the number of growable components by a constant factor, thus within $O(\log n)$ phases, a maximal forest is computed. Our non-secure MST algorithm is then identified by two main phases: a light-weight phase and a global phase. The light-weight phase grows MST-fragments in a controlled manner, by applying the merging iterations of the Borůvka’s algorithm, until each fragment becomes of size $\tilde{O}(\sqrt{n})$ and with diameter of $\tilde{O}(\sqrt{n})$. These fragments are hereafter denoted as basic-fragments. We call this phase light-weight as it can be simulated (in the non-secure setting) with $\tilde{O}(1)$ congestion (i.e., sending $\tilde{O}(1)$ messages across every edge).

The global phase completes the MST computation by taking a more global approach: We pick a global leader $g^*$ and sample a collection of $\Theta(\sqrt{n} \log n)$ vertices $L \subset V$, that we denote as landmarks. By Chernoff, we have that w.h.p. each basic-fragment contains at least one landmark. Now, the computation of the remaining $\tilde{O}(\sqrt{n})$ MST edges is completed by alternating between two types of computations:

- (bidirectional) communication between the landmarks $L$ and a global leader $g^*$, and
- internal light-weight computation inside each basic-fragment.

Let us focus on the implementation of the first merging iteration of the Borůvka’s algorithm given the collection of basic-fragments. Each basic-fragment computes its minimum-weight-outgoing-edge (MWOE). Then, each landmark sends the information on this MWOE to the leader $g^*$ (along with fragment-ID information). This allows $g^*$ to locally simulate this one iteration of Borůvka, and merge the basic-fragments along the proposed MWOEs. The output of this merging step can then be sent back to the landmarks, where each landmark can be acknowledged with the new component-ID of its basic fragment, along with the information on the added MST edge. This completes the high-level description of the non-secure MST algorithm. It is also easy to see that it runs in $\tilde{O}(D + \sqrt{n})$ rounds, and admits no benefit in the standard congest model.

Our $f$-secure MST algorithm follows this high-level structure and operates as follows. The light-weight phase is implemented by applying our congestion-sensitive compiler. Using Theorem 2, this is done in $\tilde{O}(D + f\sqrt{n})$ rounds. The distributed secure output of this phase is as follows: each vertex $v$ knows the basic-fragment ID of every $u \in N(v) \cup \{v\}$, and its set of incident edges in its basic-fragment.

In the second global part, we use secure unicast procedures from [20, 18] that allow the collection of landmarks to exchange information with the global leader $g^*$, in a bidirectional manner. We show that each landmark is required to exchange $\tilde{O}(1)$ messages with the leader $g^*$. Note that since the landmark set is a random sample of vertices, their identities do not leak information on the edge weights of the graph. The internal light-weight computation inside each basic-fragment is implemented in a secure manner by applying our congestion-
sensitive compiler. This part as well is implemented in $\tilde{O}(D + f\sqrt{n})$ rounds. In the security arguments, we show that the combination of several secure subroutines can be implemented in a way that leaks no information to the adversary. Due to the neat guarantees of information theoretic security, the composition of several secure subroutines can be easily shown to be secure as well, in our context. We mainly need to make sure that the duration of each subroutine is set to be a function of only the number of vertices and the graph diameter, so that the adversary cannot deduce any information merely from the duration of a given step. This completes the high-level description of our secure-MST algorithm.

**Discussion and Open Problems.** We provide $f$-secure algorithms for a collection of network optimization tasks, nearly matching the existential optimal bounds of the non-secure solutions, for $f = \tilde{O}(1)$. The prior algorithms obtained by the general compilers of e.g., [17] have a super-linear round complexity for $f = \Omega(\log n)$. In a sequence of influential works, it has been shown that the (non-secure) complexity of these distributed graph problem is tightly related to the graph theoretic object of low-congestion shortcuts [9]. In particular, the quality of these structures fully characterizes the round complexity of these problems (even from a universal optimal perspective) [16]. While for general graph topologies the worst-case existential bounds on the shortcut quality is $\Theta(D + \sqrt{n})$, special graph families admit improved bounds [9, 14, 10, 23, 15, 22]. It will be very interesting to provide $f$-secure solutions whose complexities depend on the quality of the (optimal) graph shortcuts. Finally, while the current work optimizes the round complexity, it will be interesting to improve upon the message complexity (e.g., by employing ideas from Elkin [5]).

# Congestion-Sensitive Compilers

In this section, we present our new broadcast-based compilation scheme and establish Theorem 2. We define a new type of encryption scheme that we call a “few-time pad”. We stress that this is an information-theoretic encryption scheme that is based on hiding a $b$-bit message $m$ by XORing it with a random $b$-bit key $K$ to get a “cipher” $c = m \oplus K$ that hides all information about $m$ (i.e., one-time pad). No computational assumptions are required. Unlike a one-time pad, our generalization allows encrypting a small number of messages while maintaining a relatively small key. We believe that this encryption scheme is of independent interest. Then, we show how to use the few-time pad to describe our general transformation (the compiler). We first describe the compiler and then analyze its correctness and security.

## 3.1 Few-Time Pad Encryption

For the purposes of this section, we will use a variant of the “one-time pad” encryption, which lets us encrypt a small number of messages. It is important to remark that it is easy to implement a few-time pad by having many keys, one for each message, and using the corresponding key for each encryption. However, this implementation requires the encryption algorithms to be *stateful* and remember which keys have already been used, so it can ensure that it never uses the same key twice (which will compromise security). Crucially for the use of the general transformation, we need the encryption algorithm to be *stateless*, that is, when we encrypt a message with a key $K$, we do not know how many message where already encrypted using the same key $K$ (this key $K$ will be used by many different vertices in the graph throughout many rounds). Below, we give a definition and construction of our few-time pad. The scheme will be parameterized by the following: $k$ is the number of messages we wish to encrypt, $B$ is the number of bits each message consists of, and $\lambda$ is the security parameter.
Definition 7 (Few-time Pad). A few-time pad encryption scheme, for parameters $k, B, \lambda \in \mathbb{N}$, is a symmetric key information-theoretic encryption scheme that consists of three algorithms $(\text{Gen}, \text{Enc}, \text{Dec})$:

- $K \leftarrow \text{Gen}(k, B, \lambda)$. A probabilistic polynomial-time key-generation algorithm $\text{Gen}$ that takes as input a security parameter $\lambda$, number of messages $k$ and message size $B$, and outputs a secret key $K$.
- $c \leftarrow \text{Enc}(K, m)$. A probabilistic polynomial-time encryption algorithm $\text{Enc}$ takes as input a key $K$ and a message $m \in \{0, 1\}^B$, and outputs a ciphertext $c$ (possibly of different length).
- $m \leftarrow \text{Dec}(K, c)$. A deterministic polynomial-time decryption algorithm $\text{Dec}$ that takes as input a key $K$ and a ciphertext $c$, and outputs a plaintext $m$.

We require the encryption scheme to satisfy the following security and completeness properties.

- **Correctness:** The scheme is correct, if for all $k, B, \lambda$ and all messages $m \in \{0, 1\}^B$, it holds that:
  \[
  \Pr[m = \text{Dec}(K, c) : K \leftarrow \text{Gen}(k, B, \lambda), \ c \leftarrow \text{Enc}(K, m)] = 1 .
  \]

We formally define the security of a multi-message symmetric key encryption scheme using an unbounded distinguisher that tries to distinguish between encryption of two vector messages. Formally, we define:

- **Security:** For every choice of vectors $(m^0_1, \ldots, m^0_k)$ and $(m^1_1, \ldots, m^1_k)$ where $m^i_b \in \{0, 1\}^B$ for all $b \in \{0, 1\}$, $i \in [k]$, for any unbounded distinguisher $D$ the following holds:
  \[
  |\Pr[D(\text{Enc}(K, m^0_1), \ldots, \text{Enc}(K, m^0_k))] = 1 : K \leftarrow \text{Gen}(k, B, \lambda)| - \\
  \Pr[D(\text{Enc}(K, m^1_1), \ldots, \text{Enc}(K, m^1_k))] = 1 : K \leftarrow \text{Gen}(k, B, \lambda)| \leq 2^{-\lambda} .
  \]

In the full version, we show that it is possible to implement such an information-theoretic encryption scheme with a relatively small key.

Theorem 8. For any $k, B, \lambda \in \mathbb{N}$, there is a few-time pad with parameters $k, B, \lambda$ where the size of the generated key $K \leftarrow \text{Gen}(k, B, \lambda)$ satisfies $|K| = 2 \cdot |B| \cdot k \cdot (\lambda + \log k)$, and the size of ciphertexts are $O(B + (\lambda + \log k)^2)$.

Our transformation will rely on two additional properties of our few-time pad that immediately follow from the construction. First, we observe that the encryption has the property that ciphertexts are distributed as random strings, as long as security holds. We also observe that a random ciphertext decrypts to a random message.

Observation 9. With probability $1 - 2^{-\lambda}$, the distribution $\text{Enc}(K, m^0_1), \ldots, \text{Enc}(K, m^0_k)$, where $K \leftarrow \text{Gen}(k, B, \lambda)$ is exactly distributed as $u_1, \ldots, u_k$, where $u_i$ is uniformly sampled from $\{0, 1\}^B$.

Observation 10. For any $K$, a decryption of a random string $c$ is a random message $m \leftarrow \text{Dec}(K, c)$.

3.2 Our General Transformation

Throughout, consider an $r = \text{poly}(n)$-round (non-secure) algorithm $A$ with total edge congestion of $\text{cong}$ and a bound of $B = O(\log n)$ per message. For simplicity, assume that $A$ is deterministic\footnote{This assumption can be easily removed by fixing the random coins used by the vertices when simulating $A$.}.
Initialization Phase: Exchanging a Few-Time Key $K$. Our transformation begins with an initialization phase where the vertices in the graph exchange a key $K$ for a few-time encryption scheme $(\text{Gen}, \text{Enc}, \text{Dec})$, that remains hidden from the adversary. We set the following parameters for the few-time pad: the message length is $B' = B + 3\log(nr)$ where $r$ is the number of rounds, the number of messages $k = f \cdot \text{cong}$, and the security parameter $\lambda = O(\log n)$ (for a sufficiently large hidden constant such that the error is sufficiently small $1/poly(n)$). An arbitrary vertex $s$ runs $K \leftarrow \text{Gen}(B', k, \lambda)$ to compute the key $K$. According to Theorem 8 the key is of size $|K| = O((B' : k : (\lambda + \log k)) = \tilde{O}(f \cdot \text{cong})$.

Then, we apply the secure broadcast algorithm of Theorem 5 with $K$ as the message. This phase can then be implemented in $\tilde{O}(D + f \cdot \sqrt{\text{cong} \cdot n} + f \cdot \text{cong})$ rounds. Consequently, all vertices learn $K$, while the adversary learns nothing.

Main Phase: Secure Simulation of $\mathcal{A}$. The simulation is done round-by-round and is proved using induction. We assume all vertices receive the same messages as in $\mathcal{A}$ up to round $\tau$, and consider round $\tau + 1$. We show how to securely send all messages for round $\tau + 1$ of the algorithm $\mathcal{A}$. For any edge $(u, v) \in E$, let $M_{u \rightarrow v}$ be the message that $u$ needs to send to $v$ in round $\tau + 1$ (according to the algorithm $\mathcal{A}$), while $M_{u \rightarrow v}$ might be empty. Observe that we cannot let the adversary know whether $M_{u \rightarrow v}$ is empty or not. We let every vertex $u$ act differently according to whether $M_{u \rightarrow v}$ is empty, but in a way that is indistinguishable to the adversary. If $M_{u \rightarrow v}$ is not empty, then $u$ pads the message $M_{u \rightarrow v}$ with 0's of length $B'$, $M' = M_{u \rightarrow v} \circ 0^{B'-B}$, uses the key $K$ to encrypt $M'$, $c \leftarrow \text{Enc}(K, M')$, and sends it to $v$. Otherwise, if $M_{u \rightarrow v}$ is empty, then $u$ simply sends a uniformly random string length $B'$.

The adversary will not be able to distinguish between real messages and random messages. However, the receiver $v$ will indeed be able to distinguish between the two. The vertex $v$ use the key $K$ to decrypt $c$ to get $M' \leftarrow \text{Dec}(K, c)$. If $M'$ ends with $B'-B$ 0's, then $v$ knows that the message was not empty, and thus sets the message $M$ to be the first $B$ bits of $M'$. Otherwise, $v$ knows that a random string was sent, and thus sets $M$ to be an empty message.

The summary of this protocol is given below.

### Secure simulation of $\mathcal{A}$:

**Initialization.**

1. Let an arbitrary vertex $s$ compute $K \leftarrow \text{Gen}(B', k, \lambda)$.
2. All vertices participate in a secure broadcast algorithm to share the (secret) message $K$.

**Sending round $\tau$.** Let $M_{u \rightarrow v}$ be the message that $u$ needs to send to $v$ in round $\tau$.

1. If $M_{u \rightarrow v}$ is not empty set $c \leftarrow \text{Enc}(K, M_{u \rightarrow v} \circ 0^{B'-B})$.
2. Otherwise, set $c$ to be a uniformly random message of length $B'$.
3. $u$ sends $c$ to $v$.

**Receiving round $\tau$.** Let $c$ be the message received by $v$ from $u$.

1. Compute $M' \leftarrow \text{Dec}(K, c)$.
2. If $M'$ does not end with $B'-B$ 0's, then drop the message (i.e., no message from $u$ has been received).
3. Otherwise, set $M$ to be the first $B$ bits of $M'$. 


This completes the description of our simulation. Observe that the simulation of a single round consists of a single round where each vertex sends a message $c$. By Theorem 8, the ciphertext $c$ is of size $O(B + (\lambda + \log k)^2) = O(\log^2 n)$. However, we can send this message over $O(\log n)$ rounds by splitting it to blocks of size $O(\log n)$. This incurs a $\log n$ factor in the number of rounds.

**Proof of Theorem 2.** We next turn to analyze the correctness of the construction.

- **Lemma 11 (Correctness of Simulation).** With high probability, for every rounds $\tau \in [r]$ and every pair of vertices $(u, v) \in E$, it holds that:
  - If $M_{u \rightarrow v}$ is not empty then $v$ will obtain the correct message $M_{u \rightarrow v}$.
  - If $M_{u \rightarrow v}$ is empty then $v$ drops the received message.

**Proof.** Fix a round $\tau$ and a pair $(u, v)$. If $M_{u \rightarrow v}$ is not empty, then $u$ sends $c \leftarrow \text{Enc}(K, M_{u \rightarrow v} \circ 0^{B' - B})$. The vertex $v$ gets $c$ and from the perfect correctness of the few-time pad, we have that it will decrypt $M' \leftarrow \text{Dec}(K, c)$ such that $M' = M_{u \rightarrow v} \circ 0^{B' - B}$. Thus, $M'$ ends with $B' - B$ 0’s, and thus $v$ will extract the message $M_{u \rightarrow v}$.

If $M_{u \rightarrow v}$ is empty, then $u$ sends a random string $c$. By Observation 10, when $v$ decrypts, it will get a uniformly random message $M'$. Recall that $B' = B + 3 \log(nr)$ and thus $B' - B = 3 \log(nr)$. Thus, $M'$ will end with $(B' - B)$ bits of 0, with probability $2^{-3B} = (nr)^{-3}$. There are $r$ rounds, and in each round at most $n^2$ messages are sent. Thus, taking a union bound over all $r \cdot n^2$ messages we get that the error probability is bounded by $r \cdot n^2 \cdot (nr)^{-3} \leq n^{-1}$ as required. (Note that it is easy to set the error probability to be $n^{-a}$ for any constant $a$ by setting $B' = B + (a + 2) \log(nr)$.)

- **Lemma 12 (Security of Simulation).** W.h.p., the adversary controlling $f$ edges $F^*$ learns nothing about the messages exchanged throughout the simulation of $A$. That is, Alg. $A'$ is $f$-secure.

**Proof.** Fix a round $\tau$ and a pair $(u, v) \in F^*$. The security of our protocol stems from the security of the few-time pad. Recall that we set the few-time pad to be secure for $k$ messages. All messages in our protocol are encrypted. This means that security follows as long as the adversary did not see more than $k$ encryptions. Moreover, for the other messages, we send random strings. From Observation 9 we know that these are indistinguishable from real encryptions.

Formally, the adversary sees all messages sent over the $f$ edges of $F^*$ during the $r$ rounds of the protocol. For $i \in [f]$ and $\tau \in [r]$, let $c_{i, \tau}$ be the message sent on the $i$-th edge in $F^*$ in round $\tau$. We know that on each edge, only $\text{cong}$ messages are not empty. Thus, the set $\{c_{i, \tau}\}_{i \in [f], \tau \in [r]}$ contains at most $f \cdot \text{cong}$ encryptions. Notice that we have set our message bound $k$ to be exactly $k = f \cdot \text{cong}$. Thus, by Observation 9, we can replace all of these messages by uniformly random strings, except with error probability $n^{-c}$ from the encryption scheme. Since all other messages are by themselves random strings, we get that w.h.p., the set of messages $\{c_{i, \tau}\}_{i \in [f], \tau \in [r]}$ observed by the adversary is identically distributed as a set of uniformly random strings for which security follows immediately.

The proof of Theorem 2 follows now directly. The number of rounds of the simulated algorithm is

$$\tilde{O}(D + f \cdot \sqrt{\text{cong} \cdot m} + f \cdot \text{cong} + r \cdot \log n) = \tilde{O}(r + D + f \cdot \sqrt{\text{cong} \cdot m} + f \cdot \text{cong}),$$

as desired. The correctness and security follow directly from Lemmas 11 and 12, respectively.
4 Secure MST

In this section we present our \( f \)-secure MST algorithm for weighted graphs with (unweighted) edge-connectivity at least \( (2f + 3)(1 + o(1)) \). Recall that the eavesdropper is allowed to know the graph topology, but has no information on any of the edge weights. Our secure MST computation guarantees that the adversary learns nothing on the output MST (and in particular, gains no information on the edge weights). At the end of the computation, each vertex knows its incident edges in the MST. We show:

\[ \text{Theorem 13 (Secure MST). For every } \lambda \text{ edge-connected } D\text{-diameter weighted graph } G = (V,E,W), \text{ there is an } f \text{-secure randomized MST algorithm, provided that } \lambda \geq (2f + 3)(1 + o(1)). \]

The round complexity is \( \tilde{O}(D + f \sqrt{n}) \), and the security guarantee holds w.h.p.

We start by stating the following basic secure primitives that follow immediately by the congestion-sensitive compiler of Theorem 2.

Basic Tool: Secure Parallel Aggregation. We provide the secure analogue of Claim 3, by combining Claim 3 and Theorem 2, we immediately have:

\[ \text{Claim 14 (Secure Parallel Aggregation). Given is a } (2f + 3)(1 + o(1)) \text{ edge-connected graph } G = (V,E), \text{ and a collection of vertex-disjoint rooted subtrees } T_1, \ldots, T_k \subseteq G \text{ known in a secure distributed manner. Each vertex } v \text{ knows its parent and children in each } T_i, \text{ a function } g \text{ and an input value } x_v. \text{ Additionally, all vertices hold an upper bound } \hat{D} \text{ on max } D(T_i). \text{ There exists an } f \text{-secure algorithm } \text{SecureParallelAggregate} \text{ where each vertex } v \in T_i \text{ obtains } g(V(T_i)). \text{ The round complexity of the algorithm is } \tilde{O}(D + f \cdot \sqrt{n} + \hat{D}), \text{ and the security holds w.h.p.} \]

In addition, by applying the compiler of Theorem 2 to securely simulate a single (non-secure) round, we have:

\[ \text{Claim 15 (Secure Single-Round Simulation). A single simulation of a (non-secure) round can be implemented in an } f \text{-secure manner, w.h.p., using } \tilde{O}(D + f \cdot \sqrt{n}) \text{ rounds.} \]

Throughout, we assume, w.l.o.g., that the edge weights are unique and thus the MST is unique. An MST-fragment is a subtree of the MST. A fragment is denoted as small if it has \( O(\sqrt{n}) \) vertices, otherwise, it is large. We are now ready to describe Alg. \text{SecureMST}. The algorithm consists of two parts, each implemented in a fixed number of \( K = \Theta(D + f \cdot \sqrt{n}) \) rounds. Note that \( K \) is a function of parameters that are known to the adversary (as it knows the unweighted topology of \( G \)), and more specifically, it is independent of the edge weights of the graph (the information that we wish to protect). Part 1 implements the sub-routine \text{SecureSmallMST}, which grows (small) MST fragments until all fragments become large (and with bounded diameter). Part 2 completes the MST computation by applying Alg. \text{SecureLargeMST}.

Part 1: Merging Small MST-Fragments. Alg. \text{SecureSmallMST} applies fragment merging steps in a Borůvka-like manner, as long as there exist fragments of size \( O(\sqrt{n}) \). The algorithm is based on a secure compilation of the following light-weight (non-secure) algorithm \text{SmallMST}. The output of this algorithm is a forest \( F \) of MST-fragments, where every tree \( T_i \in F \) is of size \( \Omega(\sqrt{n}) \), and depth \( O(\sqrt{n} \log n) \).

\[ \text{Lemma 16. There exists an } \tilde{O}(\sqrt{n}) \text{-round randomized (non-secure) algorithm } \text{SmallMST}(G) \text{ that given a weighted graph } G = (V,E,W), \text{ computes a forest of rooted MST-fragments } F = \{T_1, \ldots, T_l\} \text{ such that } |T_i| = \Omega(\sqrt{n}) \text{ and } D(T_i) = O(\sqrt{n} \log n), \text{ for every } T_i \in F. \]

In
the distributed output format, each vertex \( v \in T_i \) holds a unique identifier \( ID(T_i) \) and can identify its children and parent in the tree \( T_i \), as well as the fragment-IDs of all its other neighbors. The congestion is \( \tilde{O}(1) \), hence it is light-weight.

By using the compilers of Theorem 2, we immediately obtain:

\(*\) Corollary 17. Alg. SecureSmallMST can be compiled into an equivalent \( f \)-secure algorithm SecureSmallMST with a round complexity of \( \tilde{O}(D + f \cdot \sqrt{n}) \).

Part 2: Merging Large MST-Fragments. We next present Alg. SecureLargeMSTPhase that completes the computation of the MST by merging large MST-fragments. The input to this algorithm is the output of Alg. SecureSmallMST\((G)\) which consists of a forest \( \mathcal{F} = \{T_1, \ldots, T_k\} \) of MST-fragments, where every tree \( T_i \in \mathcal{F} \) is of size \( \Omega(\sqrt{n}) \) and depth \( O(\sqrt{n} \log n) \). Each vertex \( v \in T_i \) knows \( ID(T_i) \), and its parent and children in \( T_i \). From that point on, we refer to the MST-fragments in \( \mathcal{F} \) as basic-fragments. Alg. SecureLargeMSTPhase also implements \( O(\log n) \) forest growing iterations, but in a somewhat distinct manner than the usual (non-secure) implementation\(^{8}\).

**Step 0: Selecting Global Leader and Landmarks.** The algorithm starts by defining a random sample of landmarks \( L \), by letting each vertex \( v \in V \) joining \( L \) independently with probability \( p = \Theta(\log n/\sqrt{n}) \). Note that w.h.p. \( |L| = O(\sqrt{n} \log n) \), and in addition, each basic-fragment \( T_j \in \mathcal{F} \) contains at least one landmark vertex, i.e., \( V(T_j) \cap L \neq \emptyset \). The IDs of the sampled vertices \( L \) are broadcast over a BFS tree to all the vertices. Note that this can be done in a non-secure manner as these are simply a random sample of the vertices (which does not relate to the edge-weights of the graph). We also select an (arbitrary) global leader \( g^* \) (in a non-secure manner), this can be done e.g., by \([30]\). We let each landmark \( u \in L \) send its basic-fragment ID to the leader \( g^* \) in a secure manner. That is, for every \( u \), letting \( T(u) \in \mathcal{F} \) be the fragment containing \( u \), we apply Alg. SecureSimUnicast\((u, g^*, ID(T(u)))\) of Theorem 6. Note that the basic-fragments IDs may leak information to the eavesdropper, and therefore it is essential that they are sent securely\(^{9}\). From this point on, the algorithm implements \( Q = O(\log n) \) iterations of fragment merging. Throughout this process, the basic-fragments of \( \mathcal{F} \) are merged into larger components (of possibly large diameter). To control the round complexity of the algorithm, we restrict the communication to be of one of two types: (A) secure-aggregation inside all basic-fragments (in parallel), and (B) secure unicasts for pairs in \( \{g^*\} \times L \). Since the depth of each basic-fragment is \( O(\sqrt{n} \log n) \), type (A) will be implemented in \( \tilde{O}(D + f \sqrt{n}) \) rounds using Claim 14, with diameter bound \( \tilde{D} = \Theta(\sqrt{n} \log n) \). Since, w.h.p., we have \( |L| = \tilde{O}(\sqrt{n}) \) landmarks, type (B) will be implemented in \( \tilde{O}(D + \sqrt{n}) \) rounds, by Theorem 6. The duration of each of the \( Q \) iterations is set to be a fixed bound \( K' = \tilde{O}(D + \sqrt{n}) \).

The input for iteration \( i \in \{1, \ldots, Q\} \) is a forest \( S_i = \{S_{i,1}, \ldots, S_{i,k_i}\} \) of MST-fragments that respects\(^{10}\) the initial partitioning into basic-fragments \( \mathcal{F} \). For a vertex \( v \), let \( S_i(v) \) be the (unique) MST-fragment in \( S_i \) containing \( v \). At the beginning of every iteration \( i \), the following invariant holds w.r.t the input forest \( S_i \):

---

\(^{8}\) E.g., it is not restricted to star-shaped merges, and it is employed in a more global, centralized manner.

\(^{9}\) For example, if two neighboring landmarks have the same fragment ID, the eavesdropper can deduce that the weight of the edge between them is relatively small.

\(^{10}\) In the sense that for each \( T_j \in \mathcal{F} \) there exists a unique \( S_{i,\ell} \in S_i \) that fully contains \( T_j \).
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(1a) Every fragment $S_{i,j}$ is a union of basic-fragments from $\mathcal{F}$.
(1b) Each $v$ knows the identifier $ID(S_i(u))$ for every $u \in \{v\} \cup N(v)$.
(1c) The endpoints of each MST-edge in the fragment $S_{i,j}$ know that this edge is in the MST, for every $S_{i,j} \in \mathcal{S}_i$.
(1d) The global leader $g^*$ holds the identifier of $S_i(u) \in \mathcal{S}_i$ for every $u \in \mathcal{L}$ (hence, in particular w.h.p., it knows all identifiers of the fragments $S_i$).

The initial forest is given by $S_1 = \mathcal{F}$. By Lemma 16 and Step 0, one can see that the invariant is satisfied w.r.t. $S_1$ (i.e., the beginning of iteration 1). We next describe the $i$-th iteration of the algorithm for $i \in \{1, \ldots, Q\}$, in which given a forest $S_i$ that satisfies the $i$-th invariant, outputs a forest $S_{i+1}$ that satisfies the $(i+1)$-th invariant.

**Iteration $i$ of SecureLargeMSTPhase.** Given the $i$-th forest $S_i = \{S_{i,1}, \ldots, S_{i,k}\}$, an edge $(u, v)$ is called $i$-outgoing if $u$ and $v$ belong to distinct components in $S_i$. For a basic-fragment $T_j \in \mathcal{F}$, its $i$-MWOE is the edge of minimum weight among all $i$-outgoing edges that have an endpoint in $V(T_j)$, if such exists. The iteration consists of the following steps.

**Step 1: Computing $i$-MWOEs of Basic-Fragments.** In this step, the landmarks learn the $i$-MWOEs of their basic-fragments (in a secure-manner). By the invariant (1b) for $S_i$, each vertex $v$ can locally compute its minimum weight $i$-outgoing edge, $e_i(v) = (v, w)$, if exists. If such an edge exists, let $x_v = (W(e_i(v)), e_i(v), ID(S_i(w)))$ be the tuple containing the edge on that edge: weight, ID and the ID of the $i$-fragment to which the second endpoint belongs. If $e_i(v)$ does not exist, let $x_v = (\emptyset, (v, v), ID(S_i(v)))$ for some very large number $N \in \text{poly}(n, W)$, where $W$ is the maximum edge-weight in $G$ (those tuples will be ignored due to their large weights). By Employing Alg. SecureParallelAggregate on all basic-fragments in $\mathcal{F}$ with the function $g = \min$ and diameter bound $\tilde{D} = \Theta(\sqrt{n \log n})$, the vertices in each $T_j$ learn the tuple of the $i$-MWOEs of $T_j$. Hence, each landmark $u \in \mathcal{L}$ knows the tuple of the $i$-MWOE of its basic-fragment (if exists), denoted hereafter$^{11}$ by $M^i(u) = (W(e), e = (x, y), ID(S_i(y)))$ where $y \notin S_i(u)$.

**Step 2: Secure Unicasts and Local Merging.** Apply Alg. SecureSimUnicast of Theorem 6 to allow each landmark $u \in \mathcal{L}$ to send $M^i(u)$ to the global leader $g^*$. These $|\mathcal{L}|$ secure-unicast procedures can be implemented in $\tilde{O}(D + |\mathcal{L}|)$ rounds. We are guaranteed that the adversary learns nothing on these messages. Equipped with the collection of the $\{M^i(u), u \in \mathcal{L}\}$ tuples, the global leader $g^*$ simulates the merging of the fragments in $S_i$ along their $i$-MWOEs. Specifically, $g^*$ locally computes a maximal spanning forest $\mathcal{F}_i$ in a contracted graph obtained from $G$ by contracting each fragment in $S_i$ into a super-vertex. Note that each edge of $\mathcal{F}_i$ corresponds to a $G$-edge. To avoid cumbersome notation, we refer to $\mathcal{F}_i$ as the collection of these $G$-edges, note that this set corresponds to the MST edges added in that iteration. The output of this local computation provides the partitioning $S_{i+1} = \{S_{i+1,1}, \ldots, S_{i+1,k+1}\}$ where specifically, each $S_{i+1,j}$ is identified by the global leader $g^*$ by the set of landmarks that this fragment contains. The global leader $g^*$ then determines a unique ID to each $S_{i+1,j}$ (e.g., maximum ID of the landmark that it contains). Consequently, $g^*$ knows the fragment ID of $S_{i+1}(u) \in S_{i+1}$ for each landmark $u \in \mathcal{L}$ (as required by (1c)).

This step terminates by letting the global leader $g^*$ send the landmarks the information on the output fragment collection $S_{i+1}$. This information can be compressed by sending each landmark only $O(\log n)$ bits, in the following manner. The leader $g^*$ considers the MSF

---

$^{11}$ We use the notation $M^i$ to denote messages from landmarks to the global leader, and $M^i$ to denote messages from the global leader to the landmarks.
F_i obtained over the fragments of S_i. Note that each connected component in that MSF corresponds to a merged fragment in S_{i+1}, and the edges in such connected components correspond to the newly added edges to the MST. The leader g^* orients all the edges in F_i towards an arbitrary root, and for every fragment S_{i,j}, let e^*_{i,j} be the G-edge connecting S_{i,j} to its parent in F_i. For a landmark u \in L belonging to S_{i,j}, the leader g^* defines a message M_i(u) = \langle ID(S_{i+1}(u)), e^*_{i,j} \rangle, consisting of the fragment-ID of u in S_{i+1}, along with the added MST-edge e^*_{i,j}. (For the landmarks u of basic-fragments of the root fragment in F_i, it set M_i(u) = \langle ID(S_{i+1}(u)), 0 \rangle, where 0 is the all-zero message.) The messages \{M_i(u), u \in L\} are sent from g^* to the corresponding vertices u \in L, by applying Alg SecureSimUnicast. Note that for landmarks u, u’ with S_i(u) = S_i(u’), it holds that M_i(u) = M_i(u’).

Step 3: Global Merging. By the end of Step 2, each landmark u obtains its new fragment-ID in S_{i+1} and the identity of one newly added MST-edge e = (x, y) for y \notin S_{i+1}(u) (if exists). The received message M_i(u) is broadcast over the basic-fragment of u using Alg SecureParallelAggregate. Since the landmarks u of each basic-fragment of S_{i,j} have the same message M_i(u) for every S_{i,j} \in S_i, it holds that the entire fragment S_{i,j} receives the same information (and in a secure manner).

At this point, each vertex v learns its fragment ID in S_{i+1}, i.e., ID(S_{i+1}(v)). In addition, for each newly added MST-edge e^*_{i,j} \in F_i, there is exactly one endpoint of that edge that learns that this edge is in the output MST. We next apply the secure single-round simulation of Claim 15 which simulates the following (non-secure) round: each vertex v sends ID(S_{i+1}(v)) to its neighbors, and acknowledges its neighbors on its current incident edges in the MST. This completes the description of iteration i, see Fig. 1 for an illustration.

Correctness. By Lemma 16, the forest constructed in the Part 1 by Alg SecureSmallMST is contained in the MST of G. We next show that the (i+1)-th invariant is satisfied at the end of the i-th iteration. By Step 0, the invariant holds for S_1. We next focus on iteration i. Invariant (Ia) follows by the merging process, and noting that the partitioning of S_{i+1} respects the partitioning of S_i. By Step 2, the global leader g^* obtains ID(S_{i+1}(u)) for every u \in L, and by Step 3, this information arrives to the entire basic-fragment of u. Since, w.h.p. (by Chernoff), each basic-fragment contains a landmark, we get that all vertices v learn the identifier ID(S_{i+1}(v)). By the end of Step 3, each vertex also learns the (i+1)-fragment ID of its neighbors, satisfying (Ib). In addition, the endpoints of the newly added MST-edges, i.e., the edges of F_i, hold this information, thus satisfying (Ic). Finally (Id) follows immediately by Step 2 as the global leader g^* determines these identifiers locally.

We next show that, w.h.p., in each iteration i the global leader g^* obtains the i-MWOE of every fragment S_{i,j} \in S_i. By property (Ia) of the invariant, each component S_{i,j} is composed of a union of basic-fragments in F. Therefore, the i-MWOE of S_{i,j} is taken as the edge of minimum weight among all i-MWOEs of the basic-fragments T_k \subseteq S_{i,j}. Note that the global leader can safely ignore any received tuple M_i(u) for u \in L that contains edge-weight of N \in poly(n, W). Since w.h.p. each basic-fragment contains a landmark, we get that the global leader obtains the i-MWOEs of all basic-fragments. Since it also knows the i-th fragment-ID of each landmark u, it can compute the i-MWOEs of each fragment in S_i. Therefore, the forest F_i consists of MST edges, as desired.

We are left to show that, with high probability, by the end of all Q = O(log n) iterations of the second part, the final output S_Q contains a single MST-fragment, and therefore the algorithm outputs an MST of the graph G. In each iteration i, the leader g^* merges the fragments in S_i along their i-MWOEs. Since each fragment S_i is merged along its i-MWOEs, the size of S_{i+1} decreases by a factor of at least 1/2 (i.e., |S_{i+1}| \leq 1/2 \cdot |S_i|). Thus, after Q = O(log n) iteration, the output consists of a single MST-fragment: the MST of G.
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**Round Complexity.** The round complexity of Part 1 is $\tilde{O}(D + f\sqrt{n})$ by Cor. 17. We next bound the round complexity of $\text{SecureLargeMST}$. Since $|L| = O(\sqrt{n}\log n)$, w.h.p., Step 0 is implemented in $\tilde{O}(D + \sqrt{n})$ rounds. We next focus on iteration $i \in \{1, \ldots, Q\}$, and show that it can be implemented in $\tilde{O}(D + f\sqrt{n})$ rounds. By Claim 14, Step 1 is implemented in $\tilde{O}(D + f\sqrt{n})$ rounds, since the depth of each basic-fragment is $\tilde{O}(\sqrt{n})$. By Theorem 6, Step 2 is implemented in $\tilde{O}(D + \sqrt{n})$ rounds as $|L| = O(\sqrt{n}\log n)$. Finally, by Claim 15 and Claim 14, Step 3 is implemented in $\tilde{O}(D + f\sqrt{n})$ rounds, as well.

**Security.** The security of Part 1 follows by Cor. 17. Consider Alg. $\text{SecureLargeMSTPhase}$. During the algorithm, the entire communication is performed using three subroutines: (1) secure-aggregation inside the basic-fragments, using Alg. $\text{SecureParallelAggregate}$ of Claim 14; (2) secure unicasts for pairs in $\{r\} \times L$ using Alg. $\text{SecureSimUnicast}$ of Theorem 6, and (3) secure single-round implemented using the secure single-round simulation of Claim 15.

In the high level, each of the subroutines is $f$-secure, in the sense that the eavesdropper gains no information from the messages exchanged throughout that execution due to Theorem 6, Claim 14, and Claim 15. Additionally, the subroutines used in each step (and their ordering) are fixed and do not depend on the input (i.e., the edge-weights) or output (i.e., the constructed MST) of the algorithm. Moreover, the duration of all subroutines used are independent of the input and output, revealing no additional information to the adversary.

---

**Figure 1** An illustration of iteration $i$. **Left:** The fragments in $\mathcal{S}_i$ are illustrated by the yellow circles, where the blue triangles are the basic-fragments, computed in the first part. The dashed and green directed edges are the $i$-MWOEs of the basic-fragments, where the tails of the edges are the proposing fragments. Note that each basic-fragment in a given fragment in $\mathcal{S}_i$ can propose a distinct outgoing edge. The green edges are those selected by the global leader $g^*$. **Right:** The output of the $i$-th iteration $\mathcal{S}_{i+1}$, obtained by merging the fragments in $\mathcal{S}_i$ over the selected green edges.

---
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