Abstract

The paper studies query evaluation in parallel constant time in the PRAM model. While it is well-known that all relational algebra queries can be evaluated in constant time on an appropriate CRCW-PRAM, this paper is interested in the efficiency of evaluation algorithms, that is, in the number of processors or, asymptotically equivalent, in the work. Naive evaluation in the parallel setting results in huge (polynomial) bounds on the work of such algorithms and in presentations of the result sets that can be extremely scattered in memory. The paper first discusses some obstacles for constant time PRAM query evaluation. It presents algorithms for relational operators that are considerably more efficient than the naive approaches. Further it explores three settings, in which efficient sequential query evaluation algorithms exist: acyclic queries, semi-join algebra queries, and join queries – the latter in the worst-case optimal framework. Under natural assumptions on the representation of the database, the work of the given algorithms matches the best sequential algorithms in the case of semi-join queries, and it comes close in the other two settings. An important tool is the compaction technique from Hagerup (1992).
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1 Introduction

Parallel query evaluation has been an active research area during the last 10+ years. Parallel evaluation algorithms have been thoroughly investigated, mostly using the Massively Parallel Communication (MPC) model [7]. For surveys we refer to [20, 15].

The MPC model is arguably very well-suited to study parallel query evaluation. However, it is not the only model for parallel query evaluation. Indeed, there is also the Parallel Random Access Machine (PRAM) model, a more “theoretical” model which allows for a more fine-grained analysis of parallel algorithms, particularly in non-distributed settings. It was shown by Immerman [16, 17] that PRAMs with polynomially many processors can evaluate first-order formulas and thus relational algebra queries in time $O(1)$.
In the study of PRAM algorithms it is considered very important that algorithms perform well compared with sequential algorithms. The overall number of computation steps in a PRAM-computation is called its work. An important goal is to design parallel algorithms that are work-optimal in the sense that their work asymptotically matches the running time of the best sequential algorithms.

Obviously, for \( O(1) \)-time PRAM algorithms the work and the number of processors differ at most by a constant factor. Thus, the result by Immerman shows that relational algebra queries can be evaluated with polynomial work. Surprisingly, to the best of our knowledge, work-efficiency of \( O(1) \)-time PRAM algorithms for query evaluation has not been investigated in the literature. This paper is meant to lay some groundwork in this direction.

The proof of the afore-mentioned result that each relational algebra query can be evaluated in constant-time by a PRAM with polynomial work is scattered over several papers. It consists basically of three steps, translating from queries to first-order logic formulas [11], to bounded-depth circuits [6], and then to PRAMs [16]. It was not meant as a “practical translation” of queries and does not yield one. However, it is not hard to see directly that the operators of the relational algebra can, in principle, be evaluated in constant time on a PRAM. It is a bit less obvious, though, how the output of such an operation is represented, and how it can be fed into the next operator.

**Example 1.1.** Let us consider an example to illustrate some issues of constant-time query evaluation on a PRAM. Let \( q \) be the following conjunctive query, written in a rule-based fashion, for readability.

\[
q(x, y, z) \leftarrow E(x, x_1), E(x_1, x_2), E(y, y_1), E(y_1, y_2), E(z, z_1), E(z_1, z_2), R(x_2, y_2, z_2)
\]

A (very) naive evaluation algorithm can assign one processor to each combination of six \( E \)-tuples and one \( R \)-tuple, resulting in work \( O(|E|^6|R|) \). Since the query is obviously acyclic, it can be evaluated more efficiently in the spirit of Yannakakis’ algorithm. For simplicity, we ignore the semi-join step of the Yannakakis algorithm. The join underlying the first two atoms \( E(x, x_1), E(x_1, x_2) \) can be computed as a sub-query \( q_1(x, x_2) \leftarrow E(x, x_1), E(x_1, x_2) \). This can be evaluated by \( |E|^2 \) many processors, each getting a pair of tuples \( E(a_1, a_2), E(b_1, b_2) \) and producing output tuple \( (a_1, b_2) \) in case \( a_2 = b_1 \). The output can be written into a 2-dimensional table, indexed in both dimensions by the tuples of \( E \). In the next round, the output tuples can be joined with tuples from \( R \) to compute \( q_2(x, y_2, z_2) \leftarrow E(x, x_1), E(x_1, x_2), R(x_2, y_2, z_2) \).

However, since it is not clear in advance, which entries of the two-dimensional table carry \( q_1 \)-tuples, the required work is about \( |E|^3 \cdot |R| \). Output tuples of \( q_2 \) can again be written into a 2-dimensional table, this time indexed by one tuple from \( E \) (for \( x \)) and one tuple from \( R \) (for \( y_2 \) and \( z_2 \)). Proceeding in a similar fashion, \( q \) can be evaluated with work \( O(|E|^3|R|) \). Other evaluation orders are possible but result in similar work bounds. In terms of the input size of the database, this amounts to \( O(IN^4) \), whereas Yannakakis’ algorithm yields \( O(IN \cdot OUT) \) in the sequential setting, where \( IN \) denotes the number of tuples in the given relations and \( OUT \) the size of the query result, respectively.

Let us take a look at the representation of the output of this algorithm. The result tuples reside in a 3-dimensional table, each indexed by a tuple from \( E \). It is thus scattered over a space of size \( |E|^3 \), no matter the size of the result. Furthermore, the same output tuple might occur several times due to several valuations. To produce a table, in which each output tuple occurs exactly once, a deduplication step is needed, which could yield additional work in the order of \( |E|^6 \).

The example illustrates two challenges posed by the \( O(1) \)-time PRAM setting, which will be discussed in more detail in Section 3.
It is, in general, not possible to represent the result of a query in a compact form, say, as an array, contiguously filled with result tuples. This obstacle results in upper bounds in terms of the size of the input database, but not in the size of the query result. It might be necessary to deduplicate output (or intermediate) relations, but, unfortunately, this cannot be done by sorting a relation, since sorting is not possible in $O(1)$-time on a PRAM, either.

We will use compactification techniques for PRAMs from [14] to deal with the first challenge. The second challenge is addressed by a suitable representation of the relations. Besides the setting without any assumptions, we consider the setting, where data items are mapped to an initial segment of the natural numbers by a dictionary, and the setting where the relations are represented by ordered arrays.

We show that, for each $\varepsilon > 0$, there is a Yannakakis-based algorithms for acyclic join queries in the dictionary setting with an upper work bound of $O(IN \cdot OUT)^{1+\varepsilon}$. Two other results are work-optimal algorithms for queries of the semijoin algebra and almost worst-case and work-optimal algorithms for join queries.

We emphasize that the stated result does not claim a fixed algorithm that has an upper work bound $W$ such that, for every $\varepsilon > 0$, it holds $W \in O(IN \cdot OUT)^{1+\varepsilon}$. It rather means that there is a uniform algorithm that has $\varepsilon$ as a parameter and has the stated work bound, for each fixed $\varepsilon > 0$. The linear factor hidden in the $O$-notation thus depends on $\varepsilon$. This holds analogously for our other upper bounds of this form.

This paper consists roughly of three parts, each of which has some contributions to our knowledge on work-efficient constant-time PRAM query evaluation.

The first part presents some preliminaries in Section 2, discusses the framework including some of our (typical) assumptions and data structures in Section 4, surveys lower bound results that pose challenges for $O(1)$-time PRAM query evaluation in Section 3, and presents some basic operations that will be used in our query evaluation algorithms in Section 4.

The second part presents algorithms for these basic operations in Section 5 and for relational operators in Section 6.

After this preparation, the third part studies query evaluation in three settings in which (arguably) efficient algorithms exist for sequential query evaluation: the semi-join algebra (Subsection 7.1), acyclic queries (Subsection 7.2), and worst-case optimal join evaluation (Subsection 7.3).

Related work. Due to space limitations, we only mention two other related papers. In a recent paper, query evaluation by circuits has been studied [28]. Although this is in principle closely related, the paper ignores polylogarithmic depth factors and therefore does not study $O(1)$-time. The work of $O(1)$-time PRAM algorithms has recently been studied in the context of dynamic complexity, where the database can change and the algorithms need to maintain the query result [25].

2 Preliminaries

In this section, we fix some notation and recall some concepts from database theory and PRAMs that are relevant for this paper. For a natural number $n$, we write $[n]$ for $\{1, \ldots, n\}$.

A database schema $\Sigma$ is a finite set of relation symbols, where each symbol $R$ is equipped with a finite set $\text{attr}(R)$ of attributes. A tuple $t = (a_1, \ldots, a_{|X|})$ over a finite list $X = (A_1, \ldots, A_k)$ of attributes has, for each $i$, a value $a_i$ for attribute $A_i$. Unless we are interested in the lexicographic order of a relation, induced by $X$, we can view $X$ as a set. An $R$-relation
is a finite set of tuples over \( \text{attr}(R) \). The arity of \( R \) is \( |\text{attr}(R)| \). For \( Y \subseteq X \), we write \( t[Y] \) for the restriction of \( t \) to \( Y \). For \( Y \subseteq \text{attr}(R) \), \( R[Y] = \{ t[Y] \mid t \in R \} \). A database \( D \) over \( \Sigma \) consists of an \( R \)-relation \( D(R) \), for each \( R \in \Sigma \). We usually write \( R \) instead of \( D(R) \) if \( D \) is understood from the context. That is, we do not distinguish between relations and relation symbols. The size \( |R| \) of a relation \( R \) is the number of tuples in \( R \). By \( |D| \) we denote the number of tuple entries in database \( D \). For details on (the operators of) the relational algebra, we refer to [3]. We always assume a fixed schema and therefore a fixed maximal arity of tuples.

**Parallel Random Access Machines (PRAMs).** A parallel random access machine (PRAM) consists of a number of processors that work in parallel and use a shared memory. The memory is comprised of memory cells which can be accessed by a processor in \( O(1) \) time. Furthermore, we assume that the usual arithmetic and bitwise operations can be done in \( O(1) \) time by a processor. In particular, since the schema is considered fixed, a database tuple can be loaded, compared, etc. in \( O(1) \) time by one processor.

We mostly use the Concurrent-Read Concurrent-Write model (CRCW-PRAM), i.e., processors are allowed to read and write concurrently from and to the same memory location. More precisely, we mainly assume the arbitrary PRAM model: if multiple processors concurrently write to the same memory location, one of them, “arbitrarily”, succeeds. For some algorithms the common model would suffice, where all processors need to write the same value into the same location. We sometimes also use the weaker Exclusive-Read Exclusive-Write model (EREW-PRAM), where concurrent access is forbidden and the CREW-PRAM, where concurrent writing is forbidden. The work \( w \) of a PRAM computation is the sum of the number of all computation steps of all processors made during the computation. We define the space \( s \) required by a PRAM computation as the maximal index of any memory cell accessed during the computation. We refer to [18] for more details on PRAMs and to [26, Section 2.2.3] for a discussion of alternative space measures.

In principle, we assume that relations are stored as sequences of tuples, i.e., as arrays. Informally an array \( A \) is a sequence \( t_1, \ldots, t_N \) and it represents a relation \( R \), if each tuple from \( R \) appears once as some \( t_i \). In Section 4, we describe more precisely, how databases are represented for our PRAM algorithms.

### 3 Obstacles

We next discuss some obstacles that pose challenges for \( O(1) \)-time parallel algorithms for query evaluation. They stem from various lower bound results from the literature.

The first obstacle, already mentioned in the introduction, is that we cannot expect that query results can be stored in arrays in a compact fashion, that is, as a sequence \( t_1, \ldots, t_m \) of tuples, for a result with \( m \) tuples. This follows from the following lower bound on the linear approximate compaction problem, where the, somewhat relaxed, goal is to move \( m \) scattered tuples into a target array of size \( 4m \).

▶ **Proposition 3.1** ([22, Theorem 4.1]). Solving the linear approximate compaction problem on a randomized strong priority CRCW-PRAM requires \( \Omega(\log^* n) \) expected time.

Since the PRAM model of that bound is stronger than the arbitrary CRCW model, it applies to our setting.

The following theorem illustrates, how this lower bound restrains the ability to compute query results in a compact form, even if the input relations are given by compact arrays. Analogous results can be shown for simple projection and selection queries.
Theorem 3.2. Let \( q \) be the conjunctive query defined by \( q : H(x) \leftarrow R(x), S(x) \). Every algorithm, which, upon input of arrays for relations \( R \) and \( S \), computes an array of size \(|q(D)|\) for \( q(D) \) without empty cells, requires \( \omega(1) \) time. This holds even if the arrays for \( R \) and \( S \) are compact and their entries are lexicographically ordered.

Proof sketch. Towards a contradiction, we assume that there is an algorithm on a PRAM which computes in constant time, upon input of an input database \( D \), an array of size \(|q(D)|\) for the query result \( q(D) \). This can be used to solve the linear approximate compaction problem in constant time as follows. Let \( A \) be an instance for the linear approximate compaction problem with \( m \) non-empty cells. In the first step create an array \( A_R \) of size \( n \) for the unary relation \( R \) that consists of even numbers 2 to 2n. This can be done in parallel in constant time with \( n \) processors.

In the second step, store, for every \( i \in \{1, \ldots, n\} \), the value 2i in the array \( A_S \) of size \( n \) for relation \( S \) if \( A[i] \) has a value (i.e. the \( i \)-th cell is not empty), and 2i + 1, otherwise. Hence, the query result of \( q \) exactly consists of even numbers 2i where \( i \) is an index such that \( A[i] \) has a value. From the array for the query result a solution for the linear approximate compaction problem can be obtained by replacing every value 2i in the result by \( A[i] \). The size of the compact array is \( m \).

All in all, the algorithm takes constant time to solve the linear approximate compaction problem. This is a contradiction to Proposition 3.1. We note that by construction, the arrays for the relations \( R \) and \( S \) are ordered and have no empty cells.

As a consequence of Theorem 3.2, our main data structure to represent relations are arrays that might contain empty cells that do not correspond to tuples in the relation.

As the example in the introduction illustrated, it is important that intermediate results can be compacted to some extent. Indeed, processors can be assigned to all cells of an array, but not so easily to only the non-empty cells. We extensively use a classical technique by Hagerup [14] that yields some (non-linear) compaction (see Proposition 5.1 for the statement of this result). However, Hagerup’s compaction algorithm does not preserve the order of the elements in the array, so ordered arrays with non-empty cells are transformed into more compact but unordered arrays.

This brings us to another notorious obstacle for \( \mathcal{O}(1) \)-time parallel algorithms: they cannot sort with polynomially many processors, even not in a (slightly) non-compact fashion. The padded sort problem asks to sort \( n \) given items into an array of length \( n + o(n) \) with empty cells in spots without an item.

Proposition 3.3 ([22, Theorem 4.2]). Solving the padded sort problem on a randomized strong priority CRCW-PRAM requires \( \Omega(\log^* n) \) expected time.

Thus, we cannot rely on sorting as an intermediate operator, either.

Yet another weakness of \( \mathcal{O}(1) \)-time parallel algorithms is counting. It follows readily from the equivalence with polynomial-size constant-depth circuits that (reasonable) CRCW-PRAMs cannot tell whether the number of ones in a sequence of zeros and ones is even [12, 2], let alone count them. These obstacles apply in particular to the evaluation of aggregate queries and for query evaluation under bag semantics with explicit representation of multiplicities of tuples. However, we do not study any of those in this paper.

Note. It turned out at submission time of this paper that we had missed a paper by Goldberg and Zwick [13], that contains two improvements to the above: it shows that ordered compaction and approximate counting, up to a factor of \( 1 + \frac{1}{(\log n)^a} \), for any \( a > 0 \), are possible in constant time with work \( \mathcal{O}(n^{1+a}) \). In fact both results rely on the same technique for computing consistent approximate prefix sums. We discuss this issue further in our conclusion.
4 Basics

Query evaluation algorithms often use additional data structures like index structures. We consider two different kinds of such data structures for our $O(1)$-time parallel algorithms.

The first setting that we consider is that of dictionary-based compressed databases, see, e.g., [10]. In a nutshell, the database has a dictionary that maps data values to natural numbers and internally stores and manipulates tuples over these numbers to improve performance. Such dictionaries are often defined attribute-wise, but for the purpose of this paper this does not matter. Query evaluation does not need to touch the actual dictionaries, it only works with the numbers. In this paper, we write “in the presence of a dictionary” or “in the dictionary setting” to indicate that we assume that such a dictionary exists for the database $D$ at hand, and that it uses numbers of size at most $O(|D|)$. In particular, the database relations then only contain numbers of this size.

In the other ordered setting, we assume that database relations are represented by ordered arrays, for each order of its attributes. In particular, we assume a linear order on the data values.

Arrays. As mentioned before, we assume in this paper that relations are stored in 1-dimensional arrays, whose entries are tuples that might be augmented by additional data.

More formally, an array $A$ is a sequence of consecutive memory cells. The number of cells is its size $|A|$. By $A[i]$ for $1 \leq i \leq |A|$ we refer to the $i$-th cell of $A$ and to the (current) content of that cell, and we call $i$ its index. We assume that the size of an array is always available to all processors (for instance, it might be stored in a “hidden” cell with index 0). Given an index $i$, any processor can access cell $A[i]$ in $O(1)$ time with $O(1)$ work.

In this paper, a cell $A[i]$ of an array always holds a distinguished database tuple $t = A[i].t$ (over some schema) and a flag that indicates whether the cell is inhabited. There might be additional data, e.g., further Boolean flags and links to other cells of (possibly) other arrays.

We say that an array represents a relation $R$ if some inhabited cell holds tuple $t = A[i].t$ for each tuple $t$ of $R$, and no inhabited cells contain other tuples. It represents $R$ concisely, if each tuple occurs in exactly one inhabited cell. To indicate that an array represents a relation $R$ we usually denote it as $A_R$, $A'_R$, etc.

An array $A$ that represents a relation $R$ is ordered if it is lexicographically ordered with respect to some ordered list $X$ of the attributes from $R$’s schema in the obvious sense. Its order is $Y$-compatible, for a set $Y$ of attributes, if the attributes of $Y$ form a prefix of $X$ (hence the order induces a partial order with respect to $Y$).

We often consider the induced tuple sequence $t_1, \ldots, t_{|A|}$ of an array $A$. Here, $t_i = A[i].t$ is a proper tuple, if $A[i]$ is inhabited, or otherwise $t_i$ is the empty tuple $\perp$.

Example 4.1. The tuple sequence $[(1, 5), \perp, (3, 4), (8, 3), (1, 5), \perp, \perp, (7, 3)]$ from an array $A$ of size eight has five proper tuples and three empty tuples. It represents the relation $R = \{(1, 5), (3, 4), (8, 3), (7, 3)\}$, but not concisely. The sequence $[(1, 5), (3, 4), (7, 3), \perp, (8, 3)]$ represents $R$ concisely and ordered with respect to the canonical attribute order.

Operations and links. Before we explain the basic operations used by our evaluation algorithms we illustrate some aspects by an example.

---

1 If a cell is not inhabited, its data is basically ignored.
Example 4.2. We sketch how to evaluate the projection $\pi_B(R)$ given the array $A = [1, 5), (3, 4), (7, 3), \bot, (8, 3)]$ from Example 4.1.

First, with the operation Map the array $A'[5, 4, 3, \bot, 3]$ is computed and each tuple $A[i]$ is augmented by a link to $A'[i]$ and vice versa. To achieve this, the tuples from $A$ are loaded to processors $1, \ldots, 5$, each processor applies the necessary changes to its tuple, and then writes the new tuple to the new array $A'$. We note that it is not known in advance which cells of $A$ are inhabited and therefore, we need to assign one processor for each cell. Each processor only applies a constant number of steps, so the overall work for the Map-operation is $O(|A|)$.

To get an array that represents $\pi_B(R)$ concisely, a second operation eliminates duplicates. To this end, it creates a copy $A''$ of $A'$ and checks with one processor for each pair $(i, j)$ of indices with $i < j$ in parallel, whether $A''[i] = A''[j]$ holds. If $A''[i] = A''[j]$ holds, then cell $A''[i]$ is made uninhabited. Lastly, the algorithm creates links from every cell in $A'$ to the unique inhabited cell in $A''$ holding the same tuple. To do this, it checks with one processor for each pair $(i, j)$ of indices with $i < j$ in parallel, whether $A'[i] = A''[j]$ holds and $A''[j]$ is inhabited. If this is the case, the processor for $(i, j)$ augments the cell $A'[i]$ with a link to $A''[j]$ and vice versa. Note that multiple processors might attempt to augment a cell $A''[j]$ with a link to a cell of $A'$; but since this happens in parallel only one processor will be successful. Overall, we get 2-step-links from $A$ to $A''$ and 2-step-links from $A''$ to “representatives” in $A$.

The second operation has a work bound of $O(|A|^2)$ because it suffices to assign one processor for each pair $(i, j)$ of indices and each processor only applies a constant number of steps. We will show in Section 5 that work bounds $O(|A|)$ and $O(|A|^{1+\varepsilon})$ can be achieved for eliminating duplicates in the dictionary and ordered setting, respectively (cf. Lemma 5.10).

Of course, one might skip the intermediate writing and reading of tuples of $A'$. We will often blur the distinction whether tuples reside in an array or within a sequence of processors.

Basic operations. Next, we describe some basic operations which we will use as building blocks in the remainder of this paper to query evaluation algorithms for PRAMs. We will describe algorithms for them in the next section.

Just as in Example 4.2, the operations usually get arrays as input, produce arrays as output, augment tuples and add links between tuples. In fact, each time a tuple of a new array results from some tuple of an input array we silently assume that (possibly mutual) links are added.

- **Concatenate**($A$, $B$) computes a new array $C$ of size $|A| + |B|$ consisting of the tuples from $A$ followed by the tuples from $B$ in the obvious way. As usual, mutual links are added, in particular, the link from $B[i]$ indicates where the tuples from $B$ start in $C$.

- **Map**($A$, $f$) returns an array $B$ with $B[i] = f(A[i])$, where $f$ is a function that maps proper tuples in $A$ to empty or proper (possibly augmented) tuples and empty to empty tuples.

- **Partition**($A$, $n$, $g$) yields $n$ arrays $A_1, \ldots, A_n$ of size $|A|$ and adds links. Here, $g$ is a function that maps proper tuples in $A$ to numbers in $[n]$. For every $i \in [|A|]$ and every $j \in [n]$, $A_j[i] = A[i]$, if $A[i]$ is inhabited and $g(A[i]) = j$, otherwise $A_j[i]$ is uninhabited.

- **Compact**($A$, $\varepsilon$) copies the proper tuples in $A$ into distinct cells of an array $B$ of size at most $b^{\varepsilon}$, where $i \leq \frac{1}{2}(1 + \varepsilon)$ is a non-negative integer such that $b^{\varepsilon} \leq n^{1+\varepsilon}b^{\varepsilon}$, and $b$ is $|A|$ or an upper bound for the (possibly unknown) number $n$ of proper tuples in $A$, given as an optional parameter. We refer to $i$ as the “compaction parameter” and note that it can be inferred from the size of $B$. Mutual links are added as usual.

---

*In the special case $n = 0, i = 0$ is required.*
SearchRepresentatives(\(A, B\)) links every inhabited cell \(A[i]\) to an inhabited representative cell \(B[j]\), such that \(B[j].t = A[i].t\) holds, if such a cell exists. Furthermore, for every \(i_1, i_2\) with \(A[i_1] = A[i_2] \neq \perp\), both \(A[i_1]\) and \(A[i_2]\) are linked to the same representative. If required, a copy of \(B\) might be produced in which representatives are marked. We stress that \(B\) does not have to represent its relation concisely, and, in fact, the operation is used to remove duplicates.

\text{Deduplicate}(A) chooses one representative tuple for each tuple-value, marks the remaining cells as uninhabited and redirects incoming links from other arrays towards the representatives, if possible.

5 Algorithmic Techniques and Algorithms for Basic Array Operations

In this section, we first describe some important algorithmic techniques and present algorithms for the basic operations established in Section 4, afterwards.

\textbf{Compaction.} To implement the operation \texttt{Compact}, we will utilise the following classical result by Hagerup, whose formulation is slightly adapted to our setting.

\textbf{Proposition 5.1} ([14], Unnumbered theorem, p. 340). For every \(\varepsilon > 0\), there is a \(O(1)\)-time parallel algorithm that, given an array \(A\) and a number \(k\), copies the proper tuples in \(A\) to distinct cells of an array of size at most \(k^{1+\varepsilon}\) or detects that \(A\) contains more than \(k\) proper tuples. The algorithm requires \(O(|A|)\) work and space on an arbitrary CRCW-PRAM.

The space bound is only implicit in [14]. For the sake of convenience, we give a detailed account of the algorithm in the full version of this paper [19], including an analysis of the space requirements.

\textbf{Array hash tables.} In the presence of dictionaries we use \textit{array hash tables} which associate each inhabited cell in \(A\) with a number from \(||A||\), such that \(A[i], A[j]\) get the same number if and only if \(A[i].t = A[j].t\) holds. Array hash tables can be efficiently computed.

\textbf{Lemma 5.2.} There is a \(O(1)\)-time parallel algorithm that, in the presence of a dictionary, computes an array hash table for a given array \(A\), and requires \(O(|A|)\) work and \(O(|A| \cdot |D|)\) space on an arbitrary CRCW-PRAM.

We note that due to the “arbitrary” resolution of concurrent write, the result of such a computation is not uniquely determined by the relations.

\textbf{Proof sketch.} Let \(A_1, \ldots, A_\ell\) be the attributes of the relation \(R\) represented by \(A\) in an arbitrary but fixed order and define \(X_j = \{A_1, \ldots, A_j\}\) for all \(j \in \{1, \ldots, \ell\}\). The algorithm inductively computes hash values for tuples in \(R[X_j]\) for increasing \(j\) from 1 to \(\ell\).

The idea is to assign, to each tuple \(t \in R[X_j]\), a processor number in the range \([1, \ldots, |A|]\) as hash value and augment each cell of \(A\) containing a proper tuple \(t'\) with \(t'[X] = t\) by this hash value. Since the same (projected) tuple \(t \in R[X_j]\) might occur in multiple, pairwise different, cells of \(A\), it does not suffice to load all tuples in \(A\) to \(|A|\) processors and let each processor augment the tuple loaded to it by its processor number: multiple (different) numbers might get assigned to the same tuple (in different cells of \(A\)). To resolve these conflicts, the algorithm utilizes the presence of a dictionary and the hash values for tuples in \(R[X_{j-1}]\).

For the base case \(j = 1\) the algorithm allocates an auxiliary array of size \(O(|D|)\) and loads the tuples in \(A\) to processors 1 to \(|A|\). To be more precise, for each \(i \in \{1, \ldots, |A|\}\), the tuple \(t_i\) in cell \(A[i]\) is loaded to processor \(i\). Recall that, in the dictionary setting, each value in the
active domain is a number of size at most $O(|D|)$. Thus, the projection $t[A_1]$ can be used as index for the auxiliary array. Each processor $i$ with a proper tuple writes its processor number $i$ into cell $t_i[A_1]$ of the auxiliary array and then assigns to $t_i$ the value actually written at position $t_i[A_1]$. Note that, for each value $a$, all processors $i$ with $t_i[A_1] = a$ will assign the same value to their tuple $t_i$, since precisely one processor among the processors with $t_i[A_1] = a$ succeeds in writing its number to cell $t_i[A_1]$ on an arbitrary CRCW-PRAM. This can be done with $O(|A|)$ work and $O(|D|)$ space.

For $j > 1$ the algorithm proceeds similarly but also takes, for a tuple $t$, the hash value $h_{j-1}(t[X_{j-1}])$ for $t[X_{j-1}]$ into account, in addition to $t[A_j]$. For this purpose, the algorithm first computes the hash values for $R[X_{j-1}]$. It then allocates an auxiliary array of size $O(|A| \cdot |D|)$ which is interpreted as two-dimensional array and each processor $i$ writes its number into cell $(h_{j-1}(t_i[X_{j-1}]), t_i[X_j])$ of the auxiliary array (if $t_i$ is a proper tuple). The number in this cell is then the hash value for $t_i[X_j]$.

Writing and reading back the processor numbers requires $O(|A|)$ work and the auxiliary array requires $O(|A| \cdot |D|)$ space. The same bounds hold for the recursive invocations of $\text{ComputeHashvalues}$. Since the recursion depth is $\ell$, the procedure requires $O(\ell \cdot |A|) = O(|A|)$ work and, because the space for the auxiliary arrays can be reused, $O(|A| \cdot |D|)$ space in total.

Since most of our query evaluation algorithms rely on these two techniques, we adopt the arbitrary CRCW-PRAM as our standard model and refer to it simply by $\text{CRCW-PRAM}$.

**Search in ordered arrays.** In sequential database processing, indexes implemented by search trees play an important role, in particular for the test whether a given tuple is in a given relation. We use ordered arrays instead. Our search algorithm for ordered arrays uses links from each cell to the next and previous inhabited cell. We refer to those links as predecessor and successor links, respectively, and say an array is *fully linked* if it has predecessor and successor links.

▷ **Proposition 5.3.** For every $\varepsilon > 0$, there is a $O(1)$-time parallel algorithm that computes, for an array $A$, predecessor and successor links with work $O(|A|^{1+\varepsilon})$ on a common CRCW-PRAM.

**Proof sketch.** We describe the computation of predecessor links. Successor links can be computed analogously. Let $n = |A|$ and $\delta = \frac{\varepsilon}{2}$. In the first round, the algorithm considers subintervals of length $n^\delta$ and establishes predecessor links within them. To this end, it uses, for each interval a $n^\delta \times n^\delta$-table whose entries $(i,j)$ with $i < j$ are initialised by $1$, if $A[i]$ is inhabited and, otherwise, by $0$. Next, for each triple $i,j,k$ of positions in the interval entry $(i,j)$ is set to $0$ if $i < k < j$ and $A[k]$ is inhabited. It is easy to see that afterwards entry $(i,j)$ still carries a $1$ if and only if $i$ is the predecessor of $j$. And for all such pairs a link from $A[j]$ to $A[i]$ is added. For every interval, $(n^\delta)^3 = n^{3\delta}$ processors suffice for this computation, i.e. one processor for each triple $i,j,k$ of positions in the interval. Since there are $\frac{n}{n^\delta} = n^{1-\delta}$ intervals, this yields an overall work of $n^{1-\delta} \cdot n^{3\delta} = n^{1+2\delta} = n^{1+\varepsilon}$. In the next round, intervals of length $n^{2\delta}$ are considered and each is viewed as a sequence of $n^\delta$ smaller intervals of length $n^\delta$. The goal in the second round is to establish predecessor links for the minimum cells of each of the smaller intervals. This can be done similarly with the same asymptotic work as round 1. After $\lceil \frac{\varepsilon}{2} \rceil$ rounds, this process has established predecessor links for all cells (besides for the minimum cells without a predecessor).
In fully linked ordered arrays, tuples can be searched for efficiently.

**Proposition 5.4.** For every \( \varepsilon > 0 \), there is a \( O(1) \)-time parallel algorithm that computes, for a given tuple \( t \) and an ordered array \( A \) with predecessor and successor links, the largest tuple \( t' \) in \( A \) with \( t' \leq t \) with work \( O(|A|^\varepsilon) \) on an CREW-PRAM.

**Proof sketch.** Let \( n = |A| \). In the first round, using \( n^\varepsilon \) processors, the algorithm tests for all cells with positions \( k = in^{1-\varepsilon} \) whether \( A[k] \) is inhabited, or the predecessor of \( A[k] \) contains a tuple \( t' \leq t \) and whether this does not hold for position \( (i + 1)n^{1-\varepsilon} \) or its successor. By a suitable process the search continues recursively in the thus identified sub-interval. After \( \lceil \frac{1}{\varepsilon} \rceil \) rounds it terminates. Since, in each round, \( n^\varepsilon \) processors are used, the statement follows. \( \blacktriangleright \)

We note that analogously it is possible to search for \( m \) tuples in parallel with work \( O(m|A|^\varepsilon) \).

As an alternative to ordered arrays, bounded-depth search trees could be used. They can be defined in the obvious way with degree about \( n^\varepsilon \). The work for a search is asymptotically the same as for fully linked ordered arrays.

**Algorithms for basic array operations.** In the remainder of this section we consider algorithms for basic array operations. For the operations **Concatenate**, **Map**, and **Partition**, neither the algorithm nor the analysis depends on the setting, i.e. they are the same in the dictionary setting and the ordered setting. Furthermore, their implementation is straightforward and only requires EREW-PRAMs, instead of CRCW-PRAMs.

**Lemma 5.5.** There is a \( O(1) \)-time parallel algorithm for **Concatenate** that, given arrays \( A \) and \( B \), requires \( O(|A| + |B|) \) work and space on an EREW-PRAM.

**Proof sketch.** The tuples in \( A \) are loaded to processors 1 to \( |A| \) and the tuples in \( B \) to processors \( |A| + 1 \) to \( |A| + |B| \). The tuples are then stored in the output array \( C \). Each processor can also augment its tuple (between \( A \), \( B \) and \( C \) ) with mutual links. \( \blacktriangleright \)

**Lemma 5.6.** There is a \( O(1) \)-time parallel algorithm for **Map** that, given an array \( A \) and a function \( f \) that can be evaluated in \( O(1) \)-time with work and space \( O(1) \) on an EREW-PRAM, requires \( O(|A|) \) work and \( O(|A|) \) space on an EREW-PRAM. If \( f \) is order-preserving and \( A \) is ordered, then the output array is ordered, too.

**Proof sketch.** The algorithm loads the tuples in \( A \) to processors 1 to \( |A| \) and each processor computes the image \( f(t) \) for its tuple \( t \).

Since \( f(t) \) has to be computed for \( |A| \) tuples, the bounds for work and space follow. \( \blacktriangleright \)

**Lemma 5.7.** There is a \( O(1) \)-time parallel algorithm for **Partition** that, given an array \( A \), an integer \( n \), and a function \( g \) that maps proper tuples in \( A \) into \( \{1, \ldots, n\} \) and can be evaluated in \( O(1) \)-time with work and space \( O(1) \), requires \( O(n \cdot |A|) \) work and \( O(n \cdot |A|) \) space on an EREW-PRAM.

**Proof sketch.** The algorithm first augments every proper tuple \( t \) with the number \( g(t) \) using **Map**. This requires \( O(|A|) \) work and \( O(|A|) \) space, cf. Lemma 5.6.

Then the arrays \( A_1, \ldots, A_n \) of size \( |A| \) are allocated (and initialised). This requires \( O(n \cdot |A|) \) work and space.

For each \( i \in \{1, \ldots, |A|\} \) in parallel, the tuple \( t_i \) in cell \( A[i] \) is then – if it is a proper tuple – copied into cell \( A_j[i] \) where \( j = g(t_i) \). This requires \( O(A) \) work. \( \blacktriangleright \)
Let us point out that the upper bound for the work stated in Lemma 5.7 can be reduced to $O(n + |A|)$ by adapting the classical lazy array initialisation technique for (sequential) RAMs to PRAMs.\textsuperscript{3} It turned out, however, that this is not necessary for our results, since $n$ is either a constant or the work is dominated by other operations in our algorithms.

The algorithm for Compact\textsubscript{e} does not depend on the setting either. It is implicitly proved in the proof of Proposition 5.1 in [14] for a fixed choice of $b$. The idea is to try several, but constantly many, compaction parameters.

\textbf{Lemma 5.8 ([14], implicit in proof).} For every $\varepsilon > 0$, there is a $O(1)$-time parallel algorithm for Compact\textsubscript{e} that, given an array $A$ and an upper bound $b$ for the number of proper tuples in $A$, requires $O(|A|)$ work and space on a CRCW-PRAM.

\textbf{Proof sketch.} Let $n$ denote the number of proper tuples in the given array $A$.

We assume $n \geq 1$ in the following\textsuperscript{4} and set $k = \lceil \frac{1}{\varepsilon} \rceil$. The algorithm invokes the algorithm guaranteed by Proposition 5.1 with $k_i = b^{\varepsilon_{i+1}}$ for every $0 \leq i \leq \lceil k(1 + \varepsilon) \rceil$ in ascending order until it is successful (or the current $k_i$ is larger than $|A|$ in which case the procedure can just return $A$). Each of the (constantly many) invocations requires $O(|A|)$ work and space.

If the algorithm is successful for $i = 0$, the requirements are trivially met.

Otherwise, let $i$ be such that the compaction for $i + 1$ was successful but the compaction for $i$ was not (note that for $j = \lceil k(1 + \varepsilon) \rceil$ the compaction will always succeed, since $k_j$ is an upper bound for the number of proper tuples in $A$). Then the resulting array has size

$$k_{i+1}^{1+\varepsilon} = \left( b^{-i+1}\varepsilon \right)^{1+\varepsilon} = b^{(i+1)\varepsilon} = b^{\varepsilon_{i+1}} \cdot b^\varepsilon.$$

Moreover, since the compaction algorithm was not successful for $i$, we also have that $k_i = b^{-i+1}\varepsilon < n$ and, thus, $b^{\varepsilon_{i+1}} < n^{1+\varepsilon}$. All in all, the array $B$ has size $b^{(i+1)\varepsilon} \leq n^{1+\varepsilon} \cdot b^\varepsilon$.

For SearchRepresentatives($A, B$) we present four algorithms, depending on the setting and, in the ordered setting, whether $A$ or $B$ is suitably ordered. This operation is crucial for deduplication, semi-join and join and the upper bounds impact the bounds for those operations as well.

\textbf{Lemma 5.9.} For every $\varepsilon > 0$, there are $O(1)$-time parallel algorithms for SearchRepresentatives that, given arrays $A$ and $B$, have the following bounds on a CRCW-PRAM.

(a) Work $O((|A| + |B|) \cdot |B|)$ and space $O((|A| + |B|))$, without any assumptions;
(b) Work $O(|A| + |B|)$ and space $O((|A| + |B|) \cdot |D|)$ in the presence of a dictionary;
(c) Work $O(|A| \cdot |B|^2)$ and space $O((|A| + |B|))$, if $B$ is ordered and fully linked;
(d) Work $O(|B| \cdot |A|^2)$ and space $O((|A| + |B|))$, if $A$ is ordered and fully linked and $B$ is concise.

\textbf{Proof sketch.} For (a), the naive algorithm can be used. In a first phase, it uses one processor per pair $(i, j)$ of indices for the cells of $B$ to mark duplicates in $B$: if $i < j$ and $B[i].t = B[j].t$, then $B[j]$ is marked as duplicate. On the second phase, it uses one processor per pair $(i, j)$ of indices for the cells of $A$ and $B$ and links $A[i]$ to $B[j]$ if $B[i].t = B[j].t$ and $B[j]$ is not marked as duplicate.

\textsuperscript{3} In a nutshell, this requires replacing a global counter by one counter per processor and maintaining back-references to initialised cells per processor (processors can still read counters and back-references of other processors).
\textsuperscript{4} The algorithm yields $i = 0$, if $n = 0$ holds, as required.
For (b), first an array hash table for (the concatenation of) $A$ and $B$ is computed with $O(|A| + |B|)$ work and $O((|A| + |B|) \cdot |D|)$ space, thanks to Lemma 5.2 and Lemma 5.5. For a proper tuple $t$, let $h(t)$ denote the hash value in the range $\{1, \ldots, |A| + |B|\}$ assigned to $t$. The algorithm then allocates an auxiliary array of size $|A| + |B|$ and, for each proper tuple $s_i$ in $B$, it writes, in parallel, $i$ into cell $h(s_i)$ of the auxiliary array. Here $s_i$ denotes the $i$-tuple from $B$. Other processors might attempt to write an index to cell $h(s_i)$ but only one will succeed. This requires $O(|B|)$ work to write the indices and $O(|A| + |B|)$ space for the auxiliary array.

For each proper tuple $t$ in $A$ it is then checked in parallel, if cell $h(t)$ contains an index $i$. If yes, then $t$ is marked and augmented with a pointer to cell $B[i]$, since $B[i].t = t$. If not, then $t$ has no partner tuple in $B$, thus $t$ is not augmented by a link.

Towards (c), the algorithm identifies, for each proper tuple $t$ in $A$, the smallest proper tuple $s$ in $B$ such that $t \leq s$. If $t = s$ holds, $s$’s cell is marked and a link to the cell of $s$ is added. For each tuple, this can be done with work $|B|^2$, thanks to Proposition 5.4 and these searches can be done in parallel by assigning $|B|^2$ processors per tuple of $A$.

For (d), the algorithm searches, for each proper tuple $s$ in $B$, the smallest tuple $t$ in $A$ with $t \geq s$. If $t = s$ then the cell of $t$ is marked and a link to the cell of $s$ is added. If $A$ is guaranteed to be concise, that’s all. Otherwise, for each proper tuple $t$ in $A$ the smallest inhabited cell $A[i]$ with $A[i].t = t$ is searched. If it is marked then $t$ is marked as well and a link to the cell in $B$ to which $A[i]$ links is added.

Lemma 5.10. For every $\varepsilon > 0$, there are $O(1)$-time parallel algorithms for Deduplicate that, given an array $A$ have the following bounds on an arbitrary CRCW-PRAM.

- Work $O(|A|^2)$ and space $O(|A|)$, without any assumptions;
- Work $O(|A|)$ and space $O(|A| \cdot |D|)$ in the presence of a dictionary;
- Work $O(|A|^{1+\varepsilon})$ and space $O(|A|)$, if $A$ is ordered.

Proof sketch. In all three cases, SearchRepresentatives($A, A$) is invoked and afterwards all inhabited cells with tuples that received a link to a different tuple are made uninhabited, leaving only the other tuples as representatives. For (c), it might be necessary to compute full links according to Proposition 5.3. The bounds then follow with Lemma 5.9.

6 Algorithms for Database Operations

In this section, we present $O(1)$-time parallel algorithms for the operators of the relational algebra and analyse their complexity with respect to work and space.

We formulate the results for relations rather than arrays. We always assume that a relation $R$ is represented concisely by an array $A_R$, but we make no assumptions about the compactness of the representation. All algorithms produce output arrays which represent the result relation concisely.

With the notable exception of the join operator, for most operators the algorithms are simple combinations of the algorithms of Section 5. The respective proofs are given in the full version of this paper [19]. The algorithms for the join operator are more involved and are presented at the end of the section.

We note that the relational algebra has an additional rename operator, which, of course, does not require a parallel algorithm.

Proposition 6.1. There is a $O(1)$-time parallel algorithm that receives as input a relation $R$ and an attribute $X$ in $R$, and an element $a$ in the domain or an attribute $Y$, and computes the selection $\sigma_{X=a}(R)$ (if $a$ is given) or $\sigma_{X=Y}(R)$ (if $Y$ is given). The algorithm requires $O(|A_R|)$ work and space on an EREW-PRAM. The output array is of size at most $|A_R|$. If $A_R$ is ordered, then the output is ordered, too.
The output array is of size $|A_R|$. If $A_R$ is ordered, then the output is ordered, too. Moreover, each $t \in R \times S$ in the output of $R \bowtie S$ gets augmented by a link to a corresponding tuple in $S$.

**Proposition 6.3.** For every $\varepsilon > 0$, there are CRCW-PRAM $O(1)$-time parallel algorithms that compute upon input of two relations $R$ and $S$ the difference $R \setminus S$ with the following bounds.

(a) Work $O(|A_R| + |A_S|)$ and space $O(|A_R| + |A_S|)$, without any assumptions;
(b) Work $O(|A_R| + |A_S|)$ and space $O(|A_R| + |A_S|) \cdot |D|$ in the presence of a dictionary;
(c) Work $O(|A_R| \cdot |A_S|^\varepsilon)$ and space $O(|A_R| + |A_S|)$, if $A_S$ is $X$-compatibly ordered and fully linked;
(d) Work $O(|A_S| \cdot |A_R|^\varepsilon)$ and space $O(|A_R| + |A_S|)$, if $A_R$ is $X$-compatibly ordered and fully linked and $A_S$ is concise.

The output array is of size $|A_R|$. If $A_R$ is ordered, then the output is ordered, too.

The algorithms for Proposition 6.2 and Proposition 6.3 combine the appropriate algorithm for `SearchRepresentatives` with suitable applications of `Map`.

**Proposition 6.4.** For every $\varepsilon > 0$, there are CRCW-PRAM $O(1)$-time parallel algorithms that receive as input a relation $R$ and a list $X$ of attributes from $R$, and evaluate the projection $\pi_X(R)$ with the following bounds.

(a) Work $O(|A_R|^2)$ and space $O(|A_R|)$, without any assumptions;
(b) Work $O(|A_R|)$ and space $O(|A_R| \cdot |D|)$ in the presence of a dictionary;
(c) Work $O(|A_R|^{1+\varepsilon})$ and space $O(|A_R|)$, if $A_R$ is $X$-compatibly ordered.

The output array is of size $|A_R|$. If $A_R$ is ordered then the output is ordered, too.

The algorithms combine `Deduplicate` with `Map` in a straightforward manner. We note that we do not require in (c) that $A_R$ is fully linked, since the work bound allows to compute links.

**Proposition 6.5.** For every $\varepsilon > 0$, there are CRCW-PRAM $O(1)$-time parallel algorithms that compute upon input of two relations $R$ and $S$ the union $R \cup S$ with the following bounds.

(a) Work $O(|A_R| + |A_S|)$ and space $O(|A_R| + |A_S|)$, without any assumptions;
(b) Work $O(|A_R| + |A_S|)$ and space $O(|A_R| + |A_S|) \cdot |D|$ in the presence of a dictionary;
(c) Work $O(|A_R| \cdot |A_S|^\varepsilon + |A_S|)$ and space $O(|A_R| + |A_S|)$, if $A_S$ is ordered and fully linked.

The output array is of size $|A_R| + |A_S|$.

The algorithms basically concatenate $R \setminus S$ and $S$. We note that thanks to the symmetry of union, the algorithm of (c) can also be applied if $A_R$ is ordered.

**Proposition 6.6.** For every $\varepsilon > 0$, there are CRCW-PRAM $O(1)$-time parallel algorithms that compute upon input of two relations $R$ and $S$ the join $R \bowtie S$ with the following bounds.

Here, $X$ denotes the joint attributes of $R$ and $S$.
After studying algorithms for basic operations and operators of the relational algebra, we are now prepared to investigate the complexity of $O(1)$-time parallel algorithms for query evaluation.

Although every query of the relational algebra can be evaluated by a $O(1)$-time parallel algorithms with polynomial work, the polynomials can be arbitrarily bad. In fact, that a graph has a $k$-clique can be expressed by a conjunctive query with $k$ variables and it follows from Rossman’s $\omega(n^{k/4})$ lower bound for the size of bounded-depth circuit families for $k$-Clique [24] that any $O(1)$-time parallel algorithm that evaluates this query needs work $\omega(n^{k/4})$.

We therefore concentrate in this section on restricted query evaluation settings. We study two restrictions of query languages which allow efficient sequential algorithms, the semijoin algebra and free-connex and/or acyclic conjunctive queries. Furthermore, we present a $O(1)$-time parallel version of worst-case optimal join algorithms.

In the following, $|R|$ always denotes the maximum number of tuples in any relation of the underlying database that is addressed by the given query. Furthermore, we always assume that the database relations are represented concisely by compact arrays without any uninhabited cells.
7.1 Semi-Join Algebra

The semijoin algebra is the fragment of the relational algebra that uses only selection, projection, rename, union, set difference and, not least, semijoin. It is well-known that semijoin queries produce only query results of size \(O(|D|)\) and can be evaluated in time \(O(|D|)\) [21, Theorem 7]. From the results of Section 6 we can easily conclude the following.

Proposition 7.1. For each query \(q\) of the semijoin algebra and for every \(\varepsilon > 0\) there are CRCW-PRAM \(O(1)\)-time parallel algorithms that, given a database \(D\), evaluate \(q(D)\) with the following bounds.

(a) Work \(O(|N|^{2+\varepsilon})\) and space \(O(|N|^{2+\varepsilon})\), without any assumptions;

(b) Work \(O(|N|)\) and space \(O(|N| \cdot |D|)\) in the presence of a dictionary.

Proof sketch. Towards (a), the operators of the query are evaluated with the naive algorithms from Section 6 (stated as (a)). After each evaluation the result array is compacted by \(\text{Compact}_{c/2}\). Statement (b) follows by using the (b)-algorithms from Section 6.

Altogether, semijoin queries can be evaluated work-optimally by a \(O(1)\)-time parallel algorithm. We plan to address ordered setting in a journal version of this paper. We expect that the results of [13] enable almost work-optimal \(O(1)\)-time parallel algorithms with a \(O(|N|^{1+\varepsilon})\) work bound, if the relations are represented by suitably ordered arrays. We discuss this further in our conclusion.

7.2 Evaluation of Conjunctive Queries

In this section we give algorithms to evaluate subclasses of conjunctive queries in parallel. More precisely, we consider acyclic join queries, acyclic conjunctive queries, free-connex acyclic conjunctive queries and arbitrary free-connex conjunctive queries.

Conjunctive queries are conjunctions of relation atoms. We write a conjunctive query (CQ for short) \(q\) as a rule of the form \(q: A \leftarrow A_1, \ldots, A_m\), where \(A, A_1, \ldots, A_m\) are atoms and \(m \geq 1\). A conjunctive query \(q\) is acyclic, if it has a join tree \(T_q\), i.e. an undirected tree \((V(T), E(T))\) where \(V(T)\) consists of the atoms in \(q\) and for each variable \(v\) in \(T_q\) the set \(\{\alpha \in V(T) | \alpha\) contains \(v\}\) induces a connected subtree of \(T_q\). It is free-connex acyclic if \(q\) is acyclic and the Boolean query whose body consists of the body atoms and the head atom of \(q\) is acyclic as well [5, 9]. A join query is a conjunctive query with no quantified variable, i.e. every variable in a join query is free. For more background on (acyclic) conjunctive queries we refer to [1, 3].

Our algorithms rely on the well-known Yannakakis algorithm [29]. Yannakakis’ algorithm receives as input an acyclic conjunctive query \(q\), the join tree \(T_q\) and a database \(D\). With each node \(v\) in \(T_q\) a relation \(S_v\) is associated. Initially, \(S_v = R_v(D)\), where \(R_v\) is the relation that is labelled in \(v\). The algorithm is divided into three steps.

1. **bottom-up semijoin reduction:** All nodes are visited in bottom-up traversal order of \(T\). When a node \(v\) is visited, \(S_v\) is updated to \(S_v \bowtie S_c\) for every child \(c\) of \(v\) in \(T\).

2. **top-down semijoin reduction:** All nodes are visited in top-down traversal order of \(T\). When a node \(v\) is visited, the relation \(S_c\) is updated to \(S_c \bowtie S_v\) for every child \(c\) of \(v\) in \(T\).

3. All nodes are visited in bottom-up traversal order in \(T\). When a node \(v\) is visited, the algorithm updates, for every child \(c\) of \(v\), the relation \(S_v\) to \(\pi_{\text{free}(q)\cup \text{attr}(S_v)}(S_v \bowtie S_c)\), where \(\text{free}(q)\) denotes the attributes that are associated with the free variables of \(q\).

Proposition 6.2 immediately yields the following lemma.
Lemma 7.2. There are CRCW-PRAM $O(1)$-time parallel algorithms for phase (1) and (2) of the Yannakakis algorithm with the following bounds.

(a) Work $O(IN^2)$ and space $O(IN)$, without any assumptions;
(b) Work $O(IN)$ and space $O(IN \cdot |D|)$ in the presence of a dictionary.

By combining Yannakakis’ algorithm with the algorithms from Section 6 we obtain the following results.

Proposition 7.3. For every $\varepsilon > 0$ and every acyclic join query $q$, there are CRCW-PRAM $O(1)$-time parallel algorithms that compute $q(D)$, given a database $D$, with the following bounds.

(a) Work $O(IN^2 + OUT^{2+\varepsilon} IN^\varepsilon)$ and space $O(IN + OUT^{2+\varepsilon} IN^\varepsilon)$, without any assumptions;
(b) Work $O(IN^{1+\varepsilon} \cdot OUT^{1+\varepsilon})$ and space $O((IN \cdot OUT)^{1+\varepsilon} |D|)$, in the presence of a dictionary.

To perform phase (3) of the Yannakakis algorithm the parallel algorithms first shrink every array $A_{R_v}$ to the size $|S_v|^{1+\varepsilon'} |R_v(D)|^{\varepsilon'}$ using $\text{Compact}_{\varepsilon'}(S_v)$, for some very small $\varepsilon'$, depending (only) on the size of the join tree. Likewise, by calling the join algorithm with a suitable parameter, it strongly compacts each intermediate join result. That the stated bounds are met can be established by a straightforward, but tedious calculation, given in the full version of this paper [19].

Proposition 7.4. For every $\varepsilon > 0$, and every acyclic conjunctive query $q$, there are CRCW-PRAM $O(1)$-time parallel algorithms that computes $q(D)$, given a database $D$, with the following bounds.

(a) Work $O(IN^2 + OUT^{2+\varepsilon} IN^\varepsilon)$ and space $O(IN + OUT^{2+\varepsilon} IN^\varepsilon)$, without any assumptions;
(b) Work $O(OUT^{1+\varepsilon} IN^{2+\varepsilon})$ and space $O(OUT^{1+\varepsilon} IN^{2+\varepsilon} |D|)$, in the presence of a dictionary.

The algorithms are obtained from the algorithms for Proposition 7.3 by a suitable adaptation of phase (3). A proof sketch for Proposition 7.4 is given in the full version [19].

It turns out that the bounds for acyclic join queries carry over to free-connex acyclic conjunctive queries. We use the reduction from free-connex acyclic queries to join queries depending (only) on the size of the join tree. Likewise, by calling the join algorithm with a suitable parameter, it strongly compacts each intermediate join result. That the stated bounds are met can be established by a straightforward, but tedious calculation, given in the full version of this paper [19].

Lemma 7.5. For every free-connex acyclic query $q$ and every database $D$ there exists an acyclic join query $\tilde{q}$ and a database $\tilde{D}$ such that $q(D) = \tilde{q}(\tilde{D})$. Here, $\tilde{q}$ only depends on $q$.

Furthermore, there are CRCW-PRAM $O(1)$-time parallel algorithms that compute upon input of a free-connex acyclic query $q$ and a database $D$ the corresponding join query $\tilde{q}$ and database $\tilde{D}$ with the following bounds.

(a) Work $O(IN^2)$ and space $O(IN)$, without any assumptions;
(b) Work $O(IN)$ and space $O(IN \cdot |D|)$ in the presence of a dictionary;

A proof sketch for Lemma 7.5 is given in the full version of this paper [19]. By combining Lemma 7.5 and Proposition 7.3 we obtain the following result.

Corollary 7.6. There are CRCW-PRAM $O(1)$-time parallel algorithms that receives as input a free-connex acyclic conjunctive query $q$ and a database $D$ and computes the result $q(D)$, with the following bounds.

(a) Work $O(IN^2 + OUT^{2+\varepsilon} IN^\varepsilon)$ and space $O(IN + OUT^{2+\varepsilon} IN^\varepsilon)$, without any assumptions;
(b) Work $O(IN^{1+\varepsilon} \cdot OUT^{1+\varepsilon})$ and space $O((IN \cdot OUT)^{1+\varepsilon} |D|)$, in the presence of a dictionary.

In [5, Definition 36] and [8, Definition 3.2], a definition of free-connex, not necessarily acyclic, conjunctive queries is given. Corollary 7.6 can be extended to that class of queries along the lines of [8, Lemma 4.4].

We plan to give a more detailed account in a journal version of this paper.
7.3 Weakly Worst-Case Optimal Work for Natural Joins

This section is concerned with the evaluation of natural join queries \( q = R_1 \times \ldots \times R_m \) over some schema \( \Sigma = \{R_1, \ldots, R_m\} \) with attributes \( \text{attr}(q) = \bigcup_{i=1}^{m} \text{attr}(R_i) \). It was shown in [4] that \( |q(D)| \leq \prod_{i=1}^{m} |R_i|^2 \) holds for every database \( D \) and that this bound is tight for infinitely many databases \( D \) (this is also known as the AGM bound). Here \( x_1, \ldots, x_m \) is a fractional edge cover of \( q \) defined as a solution of the following linear program.

\[
\begin{align*}
\text{minimize } & \sum_{i=1}^{m} x_i \\
\text{subject to } & \sum_{i : A \in \text{attr}(R_i)} x_i \geq 1 \text{ for all } A \in \text{attr}(q) \\
& x_i \geq 0 \text{ for all } 1 \leq i \leq m
\end{align*}
\]

We say that a natural join query \( q \) has weakly worst-case optimal \( O(1) \)-time parallel algorithms, if, for every \( \varepsilon > 0 \), there is a \( O(1) \)-time parallel algorithm that evaluates \( q \) with work \( \left( \prod_{i=1}^{m} |R_i|^2 + \ln n \right)^{1+\varepsilon} \). For comparison, in the sequential setting, algorithms are considered worst-case optimal if they have a time bound \( O\left( \prod_{i=1}^{m} |R_i|^2 + \ln n \right) \) [23]. In this subsection, we will show that natural join queries indeed have weakly worst-case optimal \( O(1) \)-time parallel algorithms.

**Theorem 7.7.** For every \( \varepsilon > 0 \) and natural join query \( q = R_1 \times \ldots \times R_m \) with attributes \( X = \{A_1, \ldots, A_k\} \), there is an \( O(1) \)-time parallel algorithm that, given arrays \( A_1, \ldots, A_m \) ordered w.r.t. \( X \), computes \( q(D) \) and requires \( O\left(\left(\prod_{i=1}^{m} |R_i|^2 \right) + \ln m \right) \) work and space on a CRCW-PRAM where \( (x_1, \ldots, x_m) \) is a fractional edge cover of \( q \).

**Proof idea.** A \( O(1) \)-time parallel algorithm can proceed, from a high-level perspective, similarly to the sequential attribute elimination join algorithm, see e.g. [3, Algorithm 10].

In a nutshell, the algorithm computes iteratively, for increasing \( j \) from 1 to \( k \) relations \( L_j \) defined as follows: \( L_1 = \bigcap_{1 \leq i \leq m, A_i \in \text{attr}(R_i)} \pi_{A_i}(R_i) \) and, for \( j > 1 \), \( L_j \) is the union of all relations \( V_t = \{t\} \times \bigcap_{1 \leq i \leq m, A_i \in \text{attr}(R_i)} \pi_{A_i}(R_i \times \{t\}) \) for each \( t \in L_{j-1} \). \( L_k \) is then the query result \( q(D) \). Note that each \( L_j \) contains tuples over attributes \( X_j = \{A_1, \ldots, A_j\} \).

To achieve the desired running time in the sequential setting, it is essential that each relation \( V_t \) for \( t \in L_{j-1} \) is computed in time \( \tilde{O}\left( \min_{1 \leq i \leq m} |R_i| \times |t| \right) \), where \( \tilde{O} \) hides a logarithmic factor; for instance with the Leapfrog algorithm, see e.g. [27], [3, Proposition 27.10].

In the parallel setting each relation \( V_t \) is computed with work \( \tilde{O}\left( \min_{1 \leq i \leq m} |R_i| \times |t| \right) \cdot \ln M^2 \) - for all tuples \( t \in L_{j-1} \) in parallel. Note that the work bound is not uniform, i.e. the work bound for a tuple \( t \) depends on how many “matching” tuples there are in each of the input relations. This makes assigning processors challenging.

Utilizing that the input relations are ordered w.r.t. \( X_j \), our algorithm groups the tuples in the relations \( \pi_{X_j}(R_i) \) w.r.t. \( X_{j-1} \) and identifies, for each \( t \in L_{j-1} \), the corresponding group in \( \pi_{X_j}(R_i) \). These groups are compacted using \texttt{Compact}_q for \( \delta = \frac{\varepsilon}{4} \) which allows to approximate the size of \( R_i \times \{t\} \) up to a factor of \( \ln^{2+\varepsilon} \) for each \( i \), and, thus, \( \min_{1 \leq i \leq m} |R_i| \times |t| \) for each tuple \( t \).

The tuples in \( L_{j-1} \) are then partitioned w.r.t. (the approximation of) \( \min_{1 \leq i \leq m} |R_i| \times |t| \) into sets \( S_{j,t} \). Each tuple in a set \( S_{j,t} \) can then be assigned the same number of processors, determined by the size of the array for the smallest group, similarly as in the Leapfrog algorithm. This is feasible because the number of sets \( S_{j,t} \) in the partition is bounded by a constant due to the guarantees of \texttt{Compact}_q.

The full proof is given in the full version of this paper [19]. ▶

We plan to address the evaluation of natural join queries in the dictionary setting in a journal version of this paper. We expect that almost the same work bound holds, with an additional summand \( O\left( \max_{1 \leq i \leq m} |R_i|^2 \right) \), accounting for the grouping of each \( \pi_{X_j}(R_i) \) with respect to \( \pi_{X_{j-1}}(R_i) \).
8 Conclusion

This paper is meant as a first study on work-efficient $O(1)$-time parallel algorithms for query evaluation and many questions remain open. The results are very encouraging as they show that quite work-efficient $O(1)$-time parallel algorithms for query evaluation are possible. In fact, the results give a hint at what could be a good notion of work-efficiency in the context of constant-time parallel query evaluation. Our impression is that work-optimality is very hard to achieve in constant time and that query evaluation should be considered as work-efficient for a query language, if there are constant-time parallel algorithms with $O(T^{1+\varepsilon})$ work, for every $\varepsilon > 0$, where $T$ is the best sequential time of an evaluation algorithm. Of course, it would be nice if this impression could be substantiated by lower bound results, but that seems to be quite challenging.

We have not given results for all combinations of query languages and settings, e.g., Subsection 7.1 and Subsection 7.2 do not yet cover the ordered setting and Subsection 7.3 not the dictionary setting.

As mentioned in Section 3, when finding the results of this paper we were unaware of the fact that [13] provides algorithms for ordered compaction with constant time and work $O(n^{1+\varepsilon})$. Naturally, these algorithms can be useful for the ordered setting and we expect them to yield a $O(n^{1+\varepsilon})$ work bound for the semi-join algebra (Subsection 7.1). We do not expect them to improve the bounds for natural joins (Subsection 7.3) or for general acyclic queries (Subsection 7.2). We plan to fully explore the consequences in a journal version of this paper, but we decided against incorporating them into the final version of this paper, due to the lack of peer-review. In that journal version we will also address some of the reviewer’s suggestions that could not be incorporated yet.
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