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Abstract
The $\lambda_{\text{Dat}}$ calculus brings together the power of functional and declarative logic programming in one language. In $\lambda_{\text{Dat}}$, Datalog constraints are first-class values that can be constructed, passed around as arguments, returned, composed with other constraints, and solved.

A significant part of the expressive power of Datalog comes from the use of negation. Stratified negation is a particularly simple and practical form of negation accessible to ordinary programmers. Stratification requires that Datalog programs must not use recursion through negation.

For a Datalog program, this requirement is straightforward to check, but for a $\lambda_{\text{Dat}}$ program, it is not so simple: A $\lambda_{\text{Dat}}$ program constructs, composes, and solves Datalog programs at runtime. Hence stratification cannot readily be determined at compile-time.

In this paper, we explore the design space of stratification for $\lambda_{\text{Dat}}$. We investigate strategies to ensure, at compile-time, that programs constructed at runtime are guaranteed to be stratified, and we argue that previous design choices in the Flix programming language have been suboptimal.
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1 Introduction

Datalog is an expressive and powerful declarative logic programming language. A Datalog program consists of facts and rules. Facts represent knowledge (e.g. “an owl is a bird”) whereas rules allow one to infer new facts from existing facts (e.g. “if $x$ is a bird and $x$ is not a penguin then $x$ can fly”). The facts and rules imply a minimal model, a unique solution to every Datalog program [18] (e.g. “an owl is a bird” and “an owl can fly”).

Datalog has been used in a diverse set of applications including big-data analytics [20, 39, 41], social network analysis [39, 40], machine learning [32, 34], bio-informatics [25, 38], disassembly [15], micro-controller programming [46], networking and distributed systems [1, 10, 29], program analysis [7, 42, 43], and smart contract security [44].

Over the years, a plethora of Datalog extensions have been developed, adding support for object types [4], logic formulas [6], decidable arithmetic functions [23], disjunctive rule heads [13], distributed evaluation [24], and more. Many Datalog solvers have also been developed, including DLV [2], Soufflé [22], LogicBlox [3], QL [4], Formulog [6], and Flix [31].

A significant part of both the theoretical and practical expressive power of Datalog comes from the use of negation. However, negation also brings challenges: ensuring a meaningful semantics for logic programming with negation is a historically well-studied problem [14, 16, 17, 27, 36, 37]. Stratified negation has emerged as a simple and practical
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semantics that is accessible to ordinary programmers [48]. Informally, a Datalog program is stratified when there is no recursion through negation, i.e. no predicate symbol can negatively depend on itself. Stratification splits a Datalog program $D$ into a sequence of Datalog programs $D_1, \ldots, D_n$ where the “output facts” of $D_i$ become the “input facts” of $D_{i+1}$. Computing whether a Datalog program is stratified, and if so, computing its strata, is straightforward, e.g. using Ullman’s algorithm [45].

The $\lambda_{\text{Dat}}$ calculus extends the lambda calculus with first-class Datalog constraints [30]. In $\lambda_{\text{Dat}}$, Datalog constraints, or programs, are values that can be constructed, passed as arguments to functions, returned from functions, composed with other Datalog program values, and have their minimal model computed. The minimal model is itself a set of facts, hence a Datalog value. This makes it possible to construct pipelines of Datalog computations. The type system of $\lambda_{\text{Dat}}$ is based on Hindley-Milner [12, 47] extended with row polymorphism [28]. The type system permits Datalog constraints to be polymorphic, while ensuring type safety [30]. The $\lambda_{\text{Dat}}$ calculus and its type system has been implemented in the Flix programming language.

For a $\lambda_{\text{Dat}}$ program, we cannot readily determine whether the Datalog values constructed at runtime are stratified. We can defer stratification until runtime, but this has two significant downsides: (1) we must perform the stratification repeatedly, and worse, (2) we have to abort execution if a non-stratified Datalog program is ever constructed.

In this paper, we explore the design space of compile-time techniques, which ensure that $\lambda_{\text{Dat}}$ programs never construct non-stratified Datalog values at runtime. We also show that these techniques enable stratification of Datalog programs with lattice semantics.

In summary, the paper makes the following contributions:

- **(Design Space)** We explore the design space of compile-time stratification in the presence of first-class Datalog constraints.
- **(Framework)** We formulate the design space in a mathematical framework that allows us to express each design point as a specific instantiation of the framework. We introduce the notion of a *labelled dependency graph* and discuss how it can be used to soundly over-approximate the dependency edges of a Datalog expression.
- **(Comparison)** We identify the current state-of-the-art, i.e. the technique currently used in the Flix programming language, in the design space and illustrate that some of its design choices have been sub-optimal.
- **(Implementation)** We extend the Flix programming language with different design choices that admit more programs (i.e. allow more safe programs to pass the type checker).
  In particular, our extension uses rule-level granularity (**choice 1c**), and uses predicate arity and predicate term types in the labelled dependency graph (**choice 2b** and **2c**).
- **(Case Study)** We conduct a case study of a graph library that we implement in Flix.
  The study shows that use of stratified negation and lattice semantics is prevalent.

This paper is structured as follows: We motivate our work in Section 2. In Section 3 we present background material on Datalog, on stratified negation, and on the $\lambda_{\text{Dat}}$ calculus. We explore the design space of stratification for $\lambda_{\text{Dat}}$ in Section 4, Section 5, and Section 6. In Section 7 we discuss the design choices that we have made and our implementation in the Flix programming language. We use this implementation for a graph library case study in Section 8. Section 9 presents related work and Section 10 concludes. To ensure that the paper is self-contained, the background section has to cover a lot of material. Readers who are already familiar with Datalog, stratified negation, or the $\lambda_{\text{Dat}}$ calculus are encouraged to skip the background material.
We motivate our work with an example. Consider the following problem: Given an undirected graph, compute its connected components and introduce an edge between each component.

Figure 1 illustrates the problem with an example. The graph has nodes numbered one to eight. The connected components are \{1, 2, 7\}, \{3, 5\}, and \{4, 6, 8\}. We want to compute the three (undirected) edges: \{1, 2, 7\} ↔ \{3, 5\}, \{1, 2, 7\} ↔ \{4, 6, 8\}, and \{3, 5\} ↔ \{4, 6, 8\}, as shown in Figure 1.

We can use the Flix programming language, with its support for first-class Datalog constraints, to elegantly solve this problem. Figure 2 shows a Flix program that does so. The program consists of two functions: connectedComponents and connectGraph.

The connectedComponents function computes the connected components (CCs) of the given (undirected) graph. The graph is represented as a set of nodes (of type Set[Int32]) and a set of edges (of type Set[(Int32, Int32)]). First, the function converts the nodes and edges into Node and Edge facts. Next, the function defines a local variable r which is a Datalog program value. The Datalog program defines Reachable as the (undirected) transitive closure of the Edge relation. Using Reachable, it computes the representative of each node in a CC as follows: Every node in a CC is associated with the lexicographically largest node in the same CC (ReachUp). The representative of a CC is then the node which is the largest in each CC, i.e. has no larger parent. Finally, the connectedComponents function composes the node (ns) and edge (es) facts with the Datalog program (r), computes its minimal model, and extracts all the ComponentRep facts. The polymorphic row extension in the return type #{··· | r} allows the caller to type the returned Datalog program with additional predicates.

The connectGraph function computes a set of edges that connect CCs in a graph. That is, the function returns a set of edges that connect sets of nodes. The connectGraph function takes a graph as input (using the same representation as before), and calls the connectedComponents function to compute the CCs, specifically the ComponentRep relation which holds the representative of each node in the graph. The function defines the local variable d which is a Datalog program value. The Datalog program uses the ComponentRep to build a map Component which maps each representative to the set of nodes it represents. The rule:

\[
\text{Component}(\text{rep}; \text{Set#}(\text{n})) : - \text{ComponentRep}(\text{n}, \text{rep}).
\]

states that if there is a ComponentRep(n, rep) fact, for some n and rep, then we infer a Component(rep; Set#(n)) lattice fact where rep is mapped to the singleton set {n}. The Component lattice implicitly combines facts using the ordering on Set[Int32], which is subset
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```plaintext
// Given an undirected graph represented by nodes and edges,
// computes its connected components and returns a relation
// that maps each node to its representative.
def connectedComponents(nodes: Set[Int32], edges: Set[(Int32, Int32)]):
  #{ ComponentRep(Int32, Int32) | r } =
  let ns = inject nodes into Node;
  let es = inject edges into Edge;
  let r =#{
    // Reachable(n1, n2) captures that n1 can reach n2.
    // All nodes can reach themselves.
    Reachable(n, n) :- Node(n).
    // n1 can reach n2 directly.
    Reachable(n1, n2) :- Edge(n1, n2).
    // n2 can reach n1 directly, since the graph is undirected.
    Reachable(n2, n1) :- Edge(n1, n2).
    // n1 can reach n3 by transitivity.
    Reachable(n1, n3) :- Reachable(n1, n2), Reachable(n2, n3).
    // ReachUp contains nodes that can reach at least one other node
    // with a higher value. That is, ReachUp contains all nodes which
    // are not a representative of their connected component.
    ReachUp(n1) :- Reachable(n1, n2), if n1 < n2.
    // The representative, rep, of a node, n, in a connected component
    // is any reachable node that is not contained in ReachUp.
    ComponentRep(n, rep) :- Reachable(n, rep), not ReachUp(rep).
  };
solve ns, es, r project ComponentRep

// Given an undirected graph represented by nodes and edges,
// connects all connected components. The returned edges are
// between components, i.e. they are edges between *sets* of nodes.
def connectGraph(nodes: Set[Int32], edges: Set[(Int32, Int32)]):
  #{ Edge(Set[Int32], Set[Int32]) | r } =
  let d =#{
    // Component(rep; c) captures that the node rep is the
    // representative of the component c which is a set of nodes. The
    // semicolon makes c use lattice semantics which aggregates all
    // the nodes represented by rep into one set.
    Component(rep; Set#{n}) :- ComponentRep(n, rep).
    // Introduce an edge between every pair of components sets.
    // The fix keyword ensures that the Component relation is fully
    // materialized before this rule is evaluated, i.e. that a
    // component contains all its nodes.
    Edge(c1, c2) :- fix Component(_, c1), fix Component(_, c2).
  };
solve connectedComponents(nodes, edges), d project Edge

def main(): Unit \ IO =
  let connectedGraph = connectGraph(Set.range(1, 9),
    Set#{(1, 2), (2, 7), (5, 3), (8, 6), (6, 4), (4, 8)});
  let result = query connectedGraph select (c1, c2) from Edge(c1, c2);
  println(result)
```

---

**Figure 2** Flix program that connects an undirected graph using Datalog.

Inclusion. In other words, if there are multiple `ComponentRep` facts with the same `rep` then every set is union'ed together. The last rule introduces edges between the components:

```plaintext
Edge(c1, c2) :- fix Component(_, c1), fix Component(_, c2).
```

The `fix` keyword ensures that the `Component` lattice is fully computed before the rule is evaluated. We will explain the full details in Section 6.
2.1 Stratified Negation

The Flix program in Figure 2 uses negation in the following rule:

\[
\text{ComponentRep}(n, \text{rep}) :\leftarrow \text{Reachable}(n, \text{rep}), \ \text{not} \ \text{ReachUp}(\text{rep}).
\]

where the \text{ReachUp} predicate symbol occurs negated.

Datalog has the theoretically interesting and practically useful property that every Datalog program has a unique solution; the minimal model. However, in the presence of negation, an additional side condition is necessary to ensure the existence of the minimal model.

To understand why, consider a Datalog program with the two rules:

\[
\text{WinBlack}(x) \leftarrow \text{notWinWhite}(x). \quad \text{WinWhite}(x) \leftarrow \text{notWinBlack}(x).
\]

The rules try to capture the idea that “if \(x\) is not a winning move for white then \(x\) is a winning move for black” and “if \(x\) is not a winning move for black then \(x\) is a winning move for white”. The problem is that this Datalog program has two models, neither of which is minimal: \{\text{WinBlack}(p)\} and \{\text{WinWhite}(p)\} for some \(p\). We want to avoid such situations.

Stratified negation overcomes this problem by imposing a simple restriction: A predicate symbol cannot negatively depend on itself. This requirement is sometimes expressed as “no recursion through negation”. It is straightforward to determine if a Datalog program is stratified: We simply compute the dependency graph of the program and determine if it contains a cycle with a negative edge.

Returning to Figure 2, if we look at all the rules, we can see the following negative cycle:

\[
\text{Edge} \leftarrow \text{Component} \leftarrow \text{ComponentRep} \leftarrow \text{ReachUp} \leftarrow \text{Reachable} \leftarrow \text{Edge}
\]

But does the Flix program in Figure 2 actually construct a Datalog value with a negative cycle at runtime? Fortunately this is not the case. The reason is as follows: the \text{Edge}, \text{Reachable}, and \text{ReachUp} predicates are used to compute the \text{ComponentRep} relation. This Datalog program is fully solved before \text{ComponentRep} is used to compute a new set of \text{Edges}.

We can now describe the problem this paper aims to solve:

In Flix, in the presence of first-class Datalog values, how can it be statically guaranteed that every Datalog value that may be constructed at runtime will be stratified?

In the example above, we used very ad-hoc reasoning to justify that a negative cycle cannot occur. While a very powerful and precise control– and data-flow analysis may be able to provide similar justification, in this paper we are interested in simpler and more light-weight techniques. We want to build on the type system of the \(\lambda_{\text{D}a\text{t}}\) calculus and of Flix. In the dependency \text{Edge} \leftarrow \text{ComponentRep}, the type of \text{Edge} is \((\text{Set[Int32]}, \text{Set[Int32]})\), whereas in the dependency \text{Reachable} \leftarrow \text{Edge}, the type of \text{Edge} is \((\text{Int32}, \text{Int32})\). The type system ensures that predicate symbols with different types cannot occur in the same Datalog program value.

This means that we can exclude the existence of edges based solely on the type information. Interestingly, we could also use the type system in a different way to exclude the negative cycle. The rule using negation mentions three predicate symbols: \text{ComponentRep}, \text{Reachable}, and \text{ReachUp}. The rule which closes the supposed cycle mentions two predicate symbols: \text{Component} and \text{Edge}. Since the program has no expression with a type that contains all these predicate symbols, we know that the cycle cannot occur.

We can now summarize the overall goal of this paper:

We want to explore the design space of type-based techniques that can statically ensure that Flix programs, in the presence of first-class Datalog constraints, are stratified.
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3 Background

We begin with an introduction to Datalog and stratified negation before we move on to describe the \( \lambda_{\text{DAT}} \) calculus [30]. This paper contains a lot of background material. Readers who are already familiar with Datalog are encouraged to jump to Section 3.3.

3.1 Datalog

We give a brief introduction to Datalog. A comprehensive introduction is available in [9, 18].

3.1.1 Syntax

A Datalog program \( D \) is a set of constraints \( C_1, \ldots, C_n \). A constraint is of the form \( A_0 \leftarrow B_1, \ldots, B_n \) where \( A_0 \) is the head atom and each \( B_i \) is a body atom. A head atom \( p(t_1, \ldots, t_n) \) consists of a predicate symbol \( p \) and a sequence of terms \( t_1, \ldots, t_n \). A body atom is similar to a head atom, except that it can be negated, which is written with “not” in front of the predicate symbol. A constraint without a body is called a fact. A constraint with a body is called a rule. A term is either a variable \( x \) or a literal constant \( c \). An atom without variables is said to be ground. A fact or rule with only ground atoms is said to be ground. Figure 3 shows the grammar of Datalog.

\[
\begin{align*}
D \in \text{Programs} &= C_1, \ldots, C_n & t \in \text{Terms} &= x | c \\
C \in \text{Constraints} &= A_0 \leftarrow B_1, \ldots, B_n. & c \in \text{Literals} &= \text{a set of literal constants.} \\
A \in \text{Head Atoms} &= p(t_1, \ldots, t_n) & x, y \in \text{VarSym} &= \text{a set of variable symbols.} \\
B \in \text{Body Atoms} &= p(t_1, \ldots, t_n) & p, q \in \text{PredSym} &= \text{a set of predicate symbols.} \\
& \quad | \text{not } p(t_1, \ldots, t_n)
\end{align*}
\]

\[\text{Figure 3 Syntax of Datalog.}\]

A Datalog program must satisfy three syntactic properties that are not naturally captured by the grammar in Figure 3: (i) every fact must be ground, (ii) every variable that occurs in the head of a rule must also occur in its body, and (iii) every variable that occurs in a negated body atom must also occur in at least one positive body atom of the rule. If a program satisfies these properties it is said to be well-formed. In addition, every Datalog program which uses negation must be stratified, as we will explain in Section 3.2.

3.1.2 Semantics

The meaning of a Datalog program is usually defined in terms of the minimal model: the smallest interpretation (i.e. set of facts) that satisfy all the constraints (i.e. rule instantiations) of the program [18]. While the semantics of Datalog – and logic programs in general – is an interesting subject worthy of study, in this paper our focus is on stratification.

3.2 Stratified Negation

A significant part of the expressive power of Datalog comes from the use of negation, but unrestricted use of negation poses problems. Recall the Datalog program from Section 2:

\[
\begin{align*}
\text{WinBlack}(x) &\leftarrow \text{not WinWhite}(x). & \text{WinWhite}(x) &\leftarrow \text{not WinBlack}(x).
\end{align*}
\]
If the program contains the constant 42, then the program has two solutions (models):

\[ M_1 = \{ \text{WinBlack}(42) \} \quad \text{and} \quad M_2 = \{ \text{WinWhite}(42) \} \]

Neither model is a subset of the other. Hence neither model is minimal. This breaks one of the fundamental properties of Datalog: that every program has a unique solution. Defining a consistent semantics for logic programming languages with negation has long been studied and many proposals have been made [14, 16, 17, 27, 36, 37]. Stratified negation has emerged as a particularly simple semantics that can be mastered by ordinary programmers [48].

Informally, a Datalog program is said to be stratified if its predicate symbols can be partitioned into a sequence of strata such that a predicate symbol in a stratum only depends on predicate symbols in the same or lower strata. Intuitively, stratification splits a Datalog program \( D \) into a sequence of sub-programs \( D_1, \ldots, D_n \) such that the output of \( D_i \) becomes the input of \( D_{i+1} \).

We can determine if a Datalog program is stratified by computing its dependency graph:

**Definition 1 (Dependency Graph).** The dependency graph (also called the precedence graph) of a Datalog program \( D \) is a directed graph of predicate symbols that contains:

- a positive edge \( a \leftarrow b \) if \( D \) contains a rule where \( a \) is the predicate symbol of the head atom and \( b \) is a predicate symbol of a positive body atom, and
- a negative edge \( a \leftarrow\neg b \) if \( D \) contains a rule where \( a \) is the predicate symbol of the head and \( b \) is a predicate symbol of a negative body atom.

We write dependency edges as \( a \leftarrow b \) and \( a \leftarrow\neg b \) since this matches the “direction” of Datalog rules. We say that \( a \) depends on \( b \). If \( a \leftarrow\neg b \) we say that \( b \) must be computed before \( a \). We write \( DG(D) \) for the dependency graph of the Datalog program \( D \). Note that the dependency graph of a Datalog program \( D \) is unique.

We can now formally state when a Datalog program is stratified:

**Definition 2 (Stratified).** A Datalog program \( D \) is stratified if its dependency graph contains no cycles with a negative edge.

**Example 3.** We will use the following running example. Consider the following Datalog program and its dependency graph:

\[
\begin{align*}
\text{Cold}(x) & \leftarrow \text{Kettle}(x), \text{Off}(x). \\
\text{Warm}(x) & \leftarrow \text{Kettle}(x), \neg \text{Cold}(x).
\end{align*}
\]

which does not contain a cycle with a negative edge. The strata of this program are:

\[ s_1 = \{ \text{Cold}, \text{Kettle}, \text{Off} \} \quad s_2 = \{ \text{Warm} \} \]

which means that the Cold, Kettle, and Off relations must be computed before we compute the Warm relation.

**Example 4.** Consider a modification of the previous Datalog program with its new dependency graph:

\[
\begin{align*}
\text{Cold}(x) & \leftarrow \text{Kettle}(x), \neg \text{Warm}(x). \\
\text{Warm}(x) & \leftarrow \text{Kettle}(x), \neg \text{Cold}(x).
\end{align*}
\]
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\[ v \in \text{Val} = c | \lambda x. e | \# \{ C_1, \ldots, C_n \} \]
\[ e \in \text{Exp} = x | v | e | \text{let } x = e \text{ in } e \]
\[ e \in \text{Head Atoms} = p(t_1, \ldots, t_n) \]
\[ B \in \text{Body Atoms} = p(t_1, \ldots, t_n) \]
\[ c \in \text{Literals} = \text{a set of literal constants.} \]
\[ x, y \in \text{VarSym} = \text{a set of variable symbols.} \]
\[ p, q \in \text{PredSym} = \text{a set of predicate symbols.} \]
\[ C \in \text{Constraints} = A_0 \Leftarrow B_1, \ldots, B_n. \]
\[ A \in \text{Head Atoms} = p(t_1, \ldots, t_n) \]
\[ B \in \text{Body Atoms} = p(t_1, \ldots, t_n) \]
\[ t \in \text{Terms} = x | c \]

Figure 4 Syntax of $\lambda_{\text{Dat}}$.

\[ \tau \in \text{Type} = \alpha | \iota | \tau_1 \rightarrow \tau_2 | \tau \]
\[ r, s \in \text{Row} = \rho | \{ \} | \{ p = (\tau_1, \ldots, \tau_n) | r \} \]
\[ \sigma \in \text{Scheme} = \forall \alpha \forall \rho. \tau \]
\[ \alpha \in \text{TypeVar} = \text{a set of type variables.} \]
\[ \rho \in \text{RowVar} = \text{a set of row variables.} \]

Figure 5 Type System of $\lambda_{\text{Dat}}$.

The graph contains a negative cycle between the Cold and Warm predicate symbols hence the program is not stratified and should be rejected. In this case, the negative cycle involves two predicate symbols and two negative dependencies, but in general a negative cycle consists of any number of dependency edges with at least one negative dependency edge.

3.3 First-Class Datalog Constraints

We now describe the $\lambda_{\text{Dat}}$ calculus, a minimal lambda calculus with first-class Datalog constraints, originally introduced by [30]. We use a slightly simplified version of the calculus that illustrates the challenges posed by stratified negation.

3.3.1 Syntax

The grammar of $\lambda_{\text{Dat}}$ is shown in Figure 4. The language includes the usual constructs from the lambda calculus: constants, variables, lambda abstractions, function applications, and let-bindings. Let-bindings support Hindley-Milner-style parametric polymorphism [11, 21, 33]. The values of $\lambda_{\text{Dat}}$ include constants $c$, lambda abstractions $\lambda x. e$, and Datalog values $\# \{ C_1, \ldots, C_n \}$. A Datalog value is a collection of Datalog facts and rules. The grammar of Datalog values mirrors that of Figure 3. The fix body atom will be explained in Section 6. The expressions of $\lambda_{\text{Dat}}$ include variables $x$, values $v$, function applications $e e$, and let-bindings let $x = e$ in $e$. The calculus has three expressions for working with Datalog values:

(i) a composition expression $e_1 \leftrightarrow e_2$ to compute the union of two Datalog values,
(ii) a project expression $\text{project } p e$ to extract all $p$ facts from a Datalog value, and
(iii) a solve expression $\text{solve } e$ to compute the minimal model of a Datalog value.

The Flix programming language, which implements the $\lambda_{\text{Dat}}$ calculus, supports a richer set of operations for working with Datalog values. However, for our purposes, the above calculus is sufficient to illustrate the challenges. For the full details on the $\lambda_{\text{Dat}}$ calculus, we refer the reader to [30].

3.3.2 Type System

The $\lambda_{\text{Dat}}$ type system is based on Hindley-Milner [12, 47] extended with row polymorphism [28]. Each row type tracks the predicate symbols (and the types of the term parameters of each predicate) of a Datalog expression. The type system is sound; satisfying the usual progress and preservation theorems [30].
The type system splits types into mono- and poly types as shown in Figure 5. The mono types consist of type variables $\alpha$, a set of base types denoted by $i$ (e.g. \texttt{Bool}), function types $\tau_1 \rightarrow \tau_2$, and row types $\tau$. A row type is either a row type variable $\rho$, an empty row $\{\}$, or a row extension $\{p = (\tau_1, \ldots, \tau_n) \mid r\}$. A row type describes the type of a Datalog expression.

\textbf{Example 5.} The following Datalog expression is typeable with the shown row type:

\[
\texttt{\#\{Bird("Eagle"), Flying(x) \leftarrow Bird(x), not Penguin(x).\}} : \\
\quad \texttt{\{Bird = String \mid \{Flying = String \mid \{Penguin = String \mid \rho\}\}\}}
\]

The order of predicate symbols within a row is immaterial. Hence the same row is equivalent to (written as $\cong$):

\[
\texttt{\{Penguin = String \mid \{Flying = String \mid \{Bird = String \mid \rho\}\}\}}
\]

Figure 5 shows the poly types (or type schemes) of $\lambda_{\text{Dat}}$. A poly type is of the form $\forall \alpha_1, \ldots, \alpha_n \forall \rho_1, \ldots, \rho_n, \tau$. Thus, the $\lambda_{\text{Dat}}$ calculus separates regular type variables $\alpha$ from row type variables $\rho$.

\textbf{Example 6.} The following Datalog expression is typeable with the shown poly type:

\[
\texttt{\#\{Path(x, z) \leftarrow Path(x, y), Edge(y, z).\}} : \\
\quad \forall \alpha_1, \alpha_2 \forall \rho. \{\texttt{Path} = (\alpha_1, \alpha_2), \texttt{Edge} = (\alpha_2, \alpha_2) \mid \rho\}
\]

This expression is polymorphic in the types of the terms of the \texttt{Edge} and \texttt{Path} atoms ($\alpha_1$ and $\alpha_2$) and row polymorphic in the type of the rest of the row ($\rho$). As can be seen from the rule, the variables $y$ and $z$ must share the same type ($\alpha_2$) because of their occurrences in the \texttt{Path} atoms. The two types of polymorphism serve two different purposes: the regular polymorphism allows the expression to be used with terms of different types (e.g. \texttt{Edge} and \texttt{Path} facts over integers, strings, etc) whereas the row polymorphism allows the expression to be composed with other Datalog expressions that may have additional predicate symbols.

The type system of $\lambda_{\text{Dat}}$ has three mutually inductive typing judgments: one for expressions ($\Gamma \vdash e : \tau$), one for constraints ($\Gamma \vdash c : r$), and one for atoms ($\Gamma \vdash p(t_1, \ldots, t_n) : r$).

### 3.3.2.1 Type Rules

We briefly describe the \text{(T-HEAD-ATOM)} and \text{(T-CONSTRAINT)} type rules of $\lambda_{\text{Dat}}$.

The typing judgement $\Gamma \vdash p(t_1, \ldots, t_n) : r$ captures that the head or body atom $p(t_1, \ldots, t_n)$ can be typed with row type $r$ under the type environment $\Gamma$. In particular, the

\[
\frac{\forall i. \Gamma \vdash t_i^\rho : \tau_i}{\Gamma \vdash p(t_1^\rho, \ldots, t_n^\rho) : \{p = (\tau_1, \ldots, \tau_n) \mid r\}} \quad \text{(T-HEAD-ATOM)}
\]

rule states that a head atom can be typed as a row type in which the predicate symbol $p$ is mapped to a tuple type whose elements are the types of the head terms $t_1^\rho, \ldots, t_n^\rho$. The type rules for body atoms are similar. What is important, for our purposes, is that to type a head or body atom, its predicate symbol and term types must be part of the row type.

The typing judgement $\Gamma \vdash c : r$ captures that the constraint $C$ can be typed as $r$ under the type environment $\Gamma$. In particular, the

\[
\frac{\Gamma, x_1 : \tau_1, \ldots, x_m : \tau_m \vdash p, \quad \forall i. \Gamma, x_1 : \tau_1, \ldots, x_m : \tau_m \vdash p, B_i : \tau_i}{\Gamma \vdash \forall(x_1 : \tau_1, \ldots, x_m : \tau_m). A_0 \leftarrow B_1, \ldots, B_m, : r} \quad \text{(T-CONSTRAINT)}
\]
Breaking the Negative Cycle

A type rule states that to type an entire constraint, the row type of the head atom and all the body atoms must be equivalent, i.e., contain the same predicate symbols mapped to the same term types, modulo the order of predicate symbols. In $\lambda_{\text{Dat}}$, the unbound Datalog variables are explicitly quantified.

We refer the reader to [30] for a complete description of the type system. We will use the type system when we define soundness of labelled dependency graphs in Section 5.

### 3.4 The Problem: Stratification and First-Class Constraints

We are now ready to define what it means for a $\lambda_{\text{Dat}}$ program to be stratified:

**Definition 7 (Stratification for $\lambda_{\text{Dat}}$).** A $\lambda_{\text{Dat}}$ calculus program $P$ is stratified if every Datalog value constructed during evaluation of $P$ is stratified.

The challenge is to statically determine when that is the case. Consider the $\lambda_{\text{Dat}}$ program:

$$f = \lambda c_1. \lambda c_2. \text{let } r = \# \{ P(x) \leftarrow A(x), \text{not } Q(x). \} \text{ in } c_1 \leftrightarrow c_2 \leftrightarrow r$$

To determine whether $f$ returns a stratified program we must know at least:
- whether the argument $c_1$ is itself stratified,
- whether the argument $c_2$ is itself stratified,
- whether the composition of $c_1$ and $c_2$ is stratified, and finally,
- whether the composition of $c_1$, $c_2$ with the rule $r$ is stratified.

At run time, the values of $c_1$, $c_2$, and $r$ are known and we can use Ullman’s algorithm [45] to compute their stratification. But again, moving the stratification check to run time would force the program to crash if it ever encounters a Datalog value that cannot be stratified!

Before we explore the design space of techniques to ensure compile-time stratification of $\lambda_{\text{Dat}}$ calculus programs, let us pause and reflect on what makes a design “good”. As discussed, we are interested in techniques that are fully automatic, hence imposes no additional burden on the programmer. In addition, we want a system that: (i) has high precision (i.e., few programs are unfairly rejected), (ii) is fast (i.e., can be run continuously during program development), (iii) offers understandable error messages (i.e., does not require too much knowledge from the programmer “when things to wrong”), and (iv) is robust under refactoring (i.e., harmless refactorings should not break stratification). As is often the case, some of these goals are conflicting.

### 4 Dependency Graph Types: A Purely Type-based Approach

We now present a type system that captures the entire dependency graph in the type system itself. This type system is expressive, precise, and its types can be fully inferred. As we shall discuss, it is also impractical, since each type may be quadratic in the number of predicates.

We extend the $\lambda_{\text{Dat}}$ type system to track the entire dependence graph of every Datalog expression in the type system. The key idea is straightforward: We represent a dependency edge $p \leftarrow q$ or $p \leftrightarrow q$ as a single “label” and then use row polymorphism to track a row of all these labels. The type system does not concern itself with the types of terms and should be understood as being in addition to the existing type system.

The new row types are given by the grammar:

$$r = p | \{} | \{ p \leftarrow q \} | \{ p \leftrightarrow q \} | \{ r \}$$
The type rule for a Datalog constraint is straightforward:

\[
\begin{align*}
A_0 &= p_a(t, \ldots, t) \\
E &= \{p_b \Leftarrow p_b^t \mid B_i = p_b^t(t, \ldots, t)\} \cup \{p_b \Leftarrow \neg p_b^t \mid B_i = \neg p_b^t(t, \ldots, t)\} \\
\Gamma \vdash_e \forall (x_1 : \tau_1, \ldots, x_m : \tau_m). A_0 \Leftarrow B_1, \ldots, B_n : \{E \parallel r\}
\end{align*}
\]

where \(\{E \parallel r\}\) is the row type with all be labels in the set \(E\), e.g. \(\{\{x, y\} \parallel r\} = \{x \mid \{y \mid r\}\}\).

Intuitively, the type rule states that if we have a constraint \(A_0 \Leftarrow B_1, \ldots, B_n\) where the head predicate symbol is \(p_h\) and there is a positive body atom \(B_i = p_b^t(t, \ldots, t)\), then the row contains the positive edge \(p_h \Leftarrow p_b^t\). Similarly, if there is a negative body atom \(B_i = \neg p_b^t(t, \ldots, t)\), then the row contains the negative edge \(p_h \Leftarrow \neg p_b^t\).

For this type system, we conjecture the important property:

\textbf{Theorem 8 (Soundness).} Let \(\Gamma \vdash e : r\) and define \(e'\) to be \(e\) where all the free variables have been substituted for values of the types given in \(\Gamma\). If \(e' \not\rightarrow\ast v\) then the dependency graph of \(v\) is a subset of \(g\), i.e. \(DG(v) \subseteq g\), where \(g\) is the graph defined by the edges present in the row type of \(v\).

We now give two examples of how the type system works. We will use the abbreviations \textit{Warm} (\(W\)), \textit{Kettle} (\(K\)), \textit{Cold} (\(C\)), and \textit{Off} (\(O\)) moving forward:

\textbf{Example 9.} The left expression is typeable with the abbreviated type on the right:

\begin{verbatim}
let p = #{
  Cold(x) :- Kettle(x), Off(x).
  Warm(x) :- Kettle(x), not Cold(x).
}
\end{verbatim}

\begin{verbatim}
\forall \rho. \{C \Leftarrow K, C \Leftarrow O,
  W \Leftarrow K, W \Leftarrow C, | \rho\}
\end{verbatim}

\textbf{Example 10.} Consider the expressions on the left and their abbreviated types on the right:

\begin{verbatim}
let p1 = #{
  Cold(x) :- Kettle(x), not Warm(x).
};
\end{verbatim}

\begin{verbatim}
\vdash p1. \{C \Leftarrow K, C \Leftarrow W | p1\}
\end{verbatim}

\begin{verbatim}
let p2 = #{
  Warm(x) :- Kettle(x), not Cold(x).
};
\end{verbatim}

\begin{verbatim}
\vdash p2. \{W \Leftarrow K, W \Leftarrow C, | \rho2\}
\end{verbatim}

The composition of \(p_1\) and \(p_2\) has the following row type which contains a negative cycle between \(W\) and \(C\) and is rejected.

\begin{verbatim}
\forall \rho3. \{C \Leftarrow K, C \Leftarrow W, W \Leftarrow K, W \Leftarrow C, | \rho3\}
\end{verbatim}

\subsection{Discussion}

The type system has several advantages:

\begin{itemize}
  \item it captures the dependency graph of each Datalog expression in its type,
  \item it supports row polymorphism, and
  \item it has complete type inference.
\end{itemize}

The type system is a simple and straightforward application of row types. But the strength of the type system is also its weakness: The type of each expression needs to store the whole dependency graph between all pairs of predicate symbols in the expression. The amount of information to be stored in each type is quadratic in the number of predicate symbols.

To understand why a type needs to store, for each pair of predicate symbols \(A\) and \(B\), whether or not \(A\) is reachable from \(B\) in the dependency graph, consider the Datalog value \(#\{A(x) \Leftarrow \neg B(x)\}\). If this value is composed with another Datalog value \(v\), the resulting Datalog program is stratified if and only if \(B\) does not depend on \(A\) in \(v\). Since \(A\) and \(B\) could be arbitrary predicate symbols, the type of \(v\) needs to store, for every possible pair

\textbf{Theorem 8 (Soundness).} Let \(\Gamma \vdash e : r\) and define \(e'\) to be \(e\) where all the free variables have been substituted for values of the types given in \(\Gamma\). If \(e' \not\rightarrow\ast v\) then the dependency graph of \(v\) is a subset of \(g\), i.e. \(DG(v) \subseteq g\), where \(g\) is the graph defined by the edges present in the row type of \(v\).
of predicate symbols \((A, B)\), whether or not there is a dependence in \(v\). While we have not implemented the system, this complexity leads to concerns about efficiency of type inference. In particular, the rows used to track all dependency edges are now very long. Instead, we want to explore the design space of a hybrid approach: We keep the original type system of \([30]\) and we combine it with global information about the constraints in the entire program.

5 Labelled Dependency Graph: A Hybrid Approach

We now describe a hybrid approach that combines local information from the type system with global information about the \(\lambda_{\text{Dat}}\) program. As it turns out, the choice of what information to collect about the entire program opens up a large design space.

General Framework

We want to statically ensure that a \(\lambda_{\text{Dat}}\) program is stratified in the sense of Definition 7. To do so, we take the following overall approach:

For each Datalog expression \(e\) in a well-typed \(\lambda_{\text{Dat}}\) program \(P\) (i.e. we have \(\Gamma \vdash e : r\)), we want to construct a dependency graph \(\hat{DG}(e : r, \mathcal{L}G(P))\) that soundly over-approximates the dependency graph(s) of every Datalog value \(v\) that \(e\) could evaluate to at runtime. In other words, define \(e'\) to be \(e\) where all the free variables have been substituted for values of the types given in \(\Gamma\). These values must be chosen from compositions of the Datalog literals in the program. If \(e' \rightarrow^* v\) then \(\hat{DG}(e : r, \mathcal{L}G(P))\) over-approximates \(DG(v)\). The role of the parameter \(\mathcal{L}G(P)\) will be discussed shortly.

If the dependency graph \(\hat{DG}(e : r, \mathcal{L}G(P))\) for the expression \(e\) is stratified, then every Datalog value \(v\) that the expression \(e\) could evaluate to must also be stratified: if the over-approximate dependency graph does not contain a negative cycle then any sub-graph cannot contain a negative cycle. If this is true for every expression \(e\) in a program \(P\), then the entire program must be stratified in the sense of Definition 7.

We construct the over-approximate graph \(\hat{DG}(e : r, \mathcal{L}G(P))\) using two types of information:

- Local information about the expression \(e\) (the \(e : r\) part).
- Global information about the entire program \(P\) (the \(\mathcal{L}G(P)\) part).

We call the data structure that records the global information the labelled dependency graph \(\mathcal{L}G(P)\). The graph records all (positive and negative) dependencies between predicate symbols in all Datalog rules appearing anywhere in \(\lambda_{\text{Dat}}\) the program. The dependency edges are annotated with labels that record various constraints about each dependency. When constructing a specific dependency graph \(\hat{DG}(e : r, \mathcal{L}G(P))\) for a specific expression \(e\) of type \(r\), local information about the expression recorded in the type \(r\) will be combined with the constraints recorded in the edge labels to determine that certain edges represent global dependencies that are incompatible with some characteristics of the local expression \(e\). These edges from the global dependency graph are removed to construct a more precise local dependency graph \(\hat{DG}(e : r, \mathcal{L}G(P))\) specific to the local expression \(e\).

Formally, we define the labelled dependency graph as:

**Definition 11 (Labelled Dependency Graph).** The labelled dependency graph \(\mathcal{L}G(P)\) of a \(\lambda_{\text{Dat}}\) program \(P\) is a directed graph between predicate symbols where each edge is labelled with information that is used to determine if that edge is possible w.r.t. to a specific row type.

and we require that the \(\mathcal{L}G\) and \(\hat{DG}\) functions satisfy the following important property:
Definition 12 (Soundness Criterion). Given a well-typed λDat program $P$, assume that $e$ is a sub-expression of $P$ and that $\Gamma \vdash e : r$. Define $e'$ to be $e$ where all the free variables have been substituted for values of the types given in $\Gamma$. These values must be chosen from compositions of the Datalog literals in $P$. If $e' \rightarrow^* v$ then the dependency graph $\hat{D}(e : r, \mathcal{L}(P))$ is a sound over-approximation of the dependency graph of $v$, i.e., $\mathcal{D}(v) \subseteq \hat{D}(e : r, \mathcal{L}(P))$.

The choice of what information to record in the labelled dependency graph opens a large design space. For example, it could include information about the constraints that occur in the program, their predicate symbols, and the types of their terms. The design space contains various choices of possible constraints that can be recorded in the labels of the global dependency graph.

5.1 Design Choice 1: Granularity of the Labelled Dependence Graph

We now turn to the choice of which labels to use on the labelled dependency graph $\mathcal{L}(P)$.

5.1.1 Degenerate

The simplest choice is to leave the labelled dependency graph unlabelled. This is a degenerate choice which corresponds to the most pessimistic assumption: that all Datalog values could be composed into one big Datalog value. We include it for completeness.

Example 13. Consider the Datalog expression on the left:


code
let p = #{
    Cold(x) :- Kettle(x), Off(x).
    Warm(x) :- Kettle(x), not Cold(x).
}


which gives rise to the labelled dependency graph on the right. The dependency edges carry no additional information and hence any local information about the type of a specific Datalog expression cannot help narrow down the set of possible edges. We have to consider all edges as possible.

5.1.2 Source and Destination Granularity

A straightforward improvement is to label each dependency edge with its source and destination predicate. This is information that is already represented by the graph itself.

Example 14. Consider again the Datalog expression:

code
let p = #{
    Cold(x) :- Kettle(x), Off(x).
    Warm(x) :- Kettle(x), not Cold(x).
}


which now has the labelled dependency graph on the right. Each edge is now labelled with its source and destination predicate symbols. We can use this information as follows.

Suppose we are given an expression $e$ with type $r$:

\[ r = \{\cdots | \text{Cold} = \cdots | \text{Off} = \cdots | \text{Warm} = \cdots | \cdots \} \]

where $r$ does not contain the Kettle predicate symbol. If so, we know that $e$ cannot evaluate to a Datalog value $v$ which would give rise to the dependency edges $d_1$ and $d_3$ (because these
edges are labelled with the Kettle predicate symbols and the type system guarantees that e cannot evaluate to a Datalog value with a Kettle predicate). On the other hand, we cannot exclude the $d_2$ and $d_4$ edges because their labels occur in the type.

### 5.1.3 Rule-level Granularity

A more interesting design choice is to label each dependency edge with all predicate symbols that occur in the rule from which the edge originates.

▶ Example 15. Consider again the Datalog expression:

```plaintext
let p = {Cold(x) :- Kettle(x), Off(x).
         Warm(x) :- Kettle(x), not Cold(x).}
```

which now has the labelled dependency graph on the right. Each dependency edge is now labelled with all the predicate symbols that occur in the rule from where the edge originates.

For example, the edge $C \rightarrow K$ represents that Cold depends on Kettle but it can only occur if Cold, Kettle, and Off can occur in the Datalog value.

Suppose, as before, that we are given an expression $e$ with type $r$:

$$ r = \{\cdots | \text{Cold} = \cdots | \text{Off} = \cdots | \text{Warm} = \cdots | \cdots \} $$

where $r$ does not contain the Kettle predicate. We are now able to exclude all dependency edges because they are all labelled with Kettle. Intuitively, the Datalog expression on the left uses the Kettle predicate in both rules. Thus, if a Datalog expression does not contain the Kettle predicate then neither rule can contribute to its dependency graph.

Suppose, on the other hand, that we are given an expression $e_2$ with type $r_2$:

$$ r_2 = \{\cdots | \text{Cold} = \cdots | \text{Kettle} = \cdots | \text{Warm} = \cdots | \cdots \} $$

where $r_2$ does not contain the Off predicate. If $e_2$ evaluates to a Datalog value $v_2$, we can exclude the dependency edges $d_1$ and $d_2$ from its dependency graph, but we cannot exclude $d_3$ nor $d_4$. This is because we are able to exclude the dependency edges from the first rule, but not from the second.

### 5.1.4 Datalog Value-level Granularity

The last and most powerful option is to label each dependency edge with all predicate symbols that occur within the same Datalog literal.

▶ Example 16. Consider one last time the Datalog expression:

```plaintext
let p = {Cold(x) :- Kettle(x), Off(x).
         Warm(x) :- Kettle(x), not Cold(x).}
```

which now has the labelled dependency graph on the right. Each dependency edge is labelled with all the predicate symbols that occur in the same Datalog literal. For example, the edge $C \rightarrow K$ represents that Cold depends on Kettle but only if all the predicates Warm, Cold, Kettle, and Off can occur in the Datalog value.
Suppose we are given an expression $e$ with type $r$:

$$r = \{ \cdots \mid \text{Cold} = \cdots \mid \text{Kettle} = \cdots \mid \text{Warm} = \cdots \mid \cdots \}$$

which does not contain the Off predicate symbol. If so, we know that $e$ cannot evaluate to a Datalog value $v$ with any of the four dependency edges. Note, in particular, that we are able to exclude the dependency edge $W \leftarrow C$ even though the predicate symbol Off has nothing to do with Warm or Cold or even the rule from which the edge arises.

While this design choice is very powerful, it suffers from the problem that a simple refactoring can break stratification. For example, if we take the same program and refactor it to:

\begin{verbatim}
let p1 = #
  Cold(x) :- Kettle(x), Off(x).
};
let p2 = #
  Warm(x) :- Kettle(x), not Cold(x).
};
let pr = p1 <+> p2
\end{verbatim}

then it is no longer the case that the rule in $p_1$ must occur together with $p_2$. Consequently, if we have an expression $e$ with the type $r$ (as above), we can no longer exclude the dependency edges $d_3$ and $d_4$. Thus, while this design choice is powerful, it is also brittle under refactoring.

### 5.1.5 Summary

In summary, the four design choices are:

- **Choice 1a**: The degenerate case where $LG(P)$ is unlabelled.
- **Choice 1b**: Label the $LG(P)$ with the source and destination predicate symbols from which the dependency edge arises.
- **Choice 1c**: Label the $LG(P)$ with all the predicate symbols that occur in the same rule from where the dependency edge originates.
- **Choice 1d**: Label the $LG(P)$ with all the predicate symbols that occur in the same Datalog literal from where the dependency edge originates.

For the purpose of exposition, we assume choice 1c for the next subsections.

### 5.2 Design Choice 2: Enriched Labelling and Type Filtering

We can increase precision by including information about the types of the predicate symbols in the labelled dependency graph.

#### 5.2.1 Predicate Symbol Arity

We can include the arity of the predicate symbols in the labelled dependency graph to add precision. We define the labels to be a set of pairs $(p, n)$ of predicate symbols and their arity. We then define $\hat{DG}(e : r, LG(P))$ to include an edge $a \xrightarrow{\ell} b$ when the arities in $\ell$ agree with the arities in the row type $r$.

**Example 17.** Consider a $\lambda_{Dat}$ program $P$ that contain the two Datalog expressions:

\begin{verbatim}
#{ Path(x, y) :- Road(x, l, y).
 Path(x, z) :- Path(x, y), Road(y, l, z ).}
#{ Unconnected(x, y) :- . . . , not Road(x, y ).}
\end{verbatim}

In the Datalog expression on the left, the Road predicate symbol has three terms whereas in the Datalog expression on the right, the Road predicate has two terms. The labelled dependency graph, $LG(P)$, is:
which includes the arity of each predicate in the labels on the edges. Suppose the program contains an expression $e$ with the row type $r$:

$$r = \{ \text{Road} = (\text{Int32, Int32}) \mid \text{Unconnected} = (\text{Int32, Int32}) \mid \cdots \}$$

If the $e$ evaluates to a Datalog value $v$, then the type system guarantees that every atom in $v$ with the predicate symbol Road must have two terms, both of which are of type Int32. Thus we can exclude the two dependency edges $d_1$ and $d_2$ because the arities on the labels do not match.

### 5.2.2 Predicate Term Types

We can increase precision even further by including the term types of predicate symbols in the labelled dependency graph. We define labels to be pairs $(p, \tau)$ of a predicate symbol and the types of its terms, also written $p(\tau)$ on the labelled graphs. We then define $\hat{DG}(e : r, LG(P))$ to include an edge $a \xrightarrow{\ell} b$ when the term types in $\ell$ unify with term types in the row $r$.

**Example 18.** Consider a $\lambda_{\text{DAT}}$ program $P$ that contain the two Datalog expressions:

\[
\begin{align*}
\text{(Path, 2), (Road, 3)} & \quad \text{Path (x, z) :- Path (x, y), } \\
\text{(Unconnected, 2), (Road, 2)} & \quad \text{Road (y, 1, z).} \\
\text{(Road, "Lyon", 120, "Paris").} & \quad \text{Path (x, z) :- Path (x, y), } \\
\text{(Road, "Icy", "Paris").} & \quad \text{Road (y, 1, z).}
\end{align*}
\]

In each Datalog expression, the Road predicate has arity two. In the expression on the left, the label on a Road fact represents the current weather (type String), whereas in the expression on the right, the label represents the current speed limit (type Int32).

The labelled dependency graph, omitting the Path predicate in labels, is:

5.2.3 Relational and Lattice Predicate Symbols

In Flix, as we shall discuss further in Section 6, every predicate symbol is given either a relational or a lattice interpretation. The type system ensures that relational and lattice predicate symbols cannot be mixed. That is, within a Datalog value every predicate symbol has exactly one interpretation. Similarly to how we extended the labelled dependency graph with arity and term types, we can also extend it to account for this information.

In summary, the four options are:

- **Option 2a**: Enrich $LG(P)$ to track the arity of the predicates.
- **Option 2b**: Enrich $LG(P)$ to track term types of the predicates.
- **Option 2c**: Enrich $LG(P)$ to distinguish between relations and lattices.
- **Option 2d**: Do not enrich $LG(P)$.

These options are not mutually exclusive and can be combined.
5.3 Choice 3: Stratify With or Without Monomorphization

We have shown how local information, i.e. information about the row type of an expression, enables us to filter the labelled dependency graph. An orthogonal design choice, which affects precision, is whether to perform stratification with or without monomorphization.

Monomorphization is a compile-time transformation that replaces polymorphic functions by copies that are specialized to their concrete type arguments. For example, if `List.map` is used with both integer and string lists, then monomorphization generates two copies of `List.map`: one specialized to integers and one specialized to strings. While the primary purpose of monomorphization is to avoid boxing, monomorphization can also be used to improve the precision of stratification.

Monomorphization improves precision in two ways:
(i) by specializing polymorphic Datalog expressions to concrete types, boosting the precision of type-based filtering, and
(ii) by eliminating unreachable Datalog expressions.

Example 19. Consider the Flix program fragment:

```
def f (): #{A(t), B(t)} =
# { A(x) :- B(x). }
def g (): #{A(t), B(t)} =
# { B(x) :- B(x), not A(x). }
def main (): Unit =
let c1 = f() <+> A (123).; let c2 = g() <+> A("hello").;
solve c1
```

The functions `f` and `g` return Datalog values with row types that contain the predicate symbols `A` and `B`, which are polymorphic in the type parameter `t`. The two Datalog constraints form a negative cycle between `A` and `B`. Because the types of the two expressions are

\[
\forall \alpha_1, \forall \rho_1. \{ A = \alpha_1 | \{ B = \alpha_1 | \rho_1 \} \} \text{ and } \forall \alpha_2, \forall \rho_2. \{ A = \alpha_2 | \{ B = \alpha_2 | \rho_2 \} \}
\]

we cannot exclude that these two types could occur in the same Datalog value and consequently we cannot exclude that the overall program might construct a non-stratified Datalog program at runtime. However, if we monomorphize the program first, i.e. specialize `f` and `g` to their concrete type arguments whenever they are used in the program, then we obtain the program:

```
def f1 (): #{A(Int32), B(Int32)} =
# { A(x) :- B(x). }
def g1 (): #{A(String), B(String)} =
# { A(x) :- A(x), not B(x). }
def main (): #{A(Int32), B(Int32)} =
let c1 = f1() <+> A(123).; let c2 = g1() <+> A("hello").;
solve c1
```

where `f1` and `g1` are no longer polymorphic and the types of their Datalog expressions are:

\[
\{ A = \text{Int32} | B = \text{Int32} \} \text{ and } \{ A = \text{String} | B = \text{String} \}
\]

We can now use the types to determine that the two rules cannot occur in the same Datalog value and consequently the program is stratified.

Monomorphization increases precision, but has two practical downsides: the labelled dependency graphs are larger and consequently more costly to stratify, and intertwining monomorphization and stratification may make it difficult for programmers to understand why or when a program fails to be stratified.

In summary, the two design choices are:
- **Choice 3a**: Stratify without monomorphization.
- **Choice 3b**: Stratify with monomorphization.
6 The Fix Modifier, Lattice Semantics, and Stratification

We now explain the role of the fix modifier and its semantics. Intuitively, the fix modifier enables us to safely use lattice values in relations. Given the rule:

\[ A(x) \leftarrow \text{fix } B(x), C(x). \]

The use of “fix” in front of the atom \( B(x) \) forces the relation \( B \) to be fully computed before the rule is applied. Therefore, \( A \) must belong to a stratum strictly greater than \( B \). Thus, the fix modifier has the same effect on stratification as negation. For a normal Datalog program, fix does not change the minimal model, only the evaluation order. However, for Datalog programs with lattice semantics [31], the fix construct solves a long-standing problem.

In Flix, every predicate symbol is associated with a relational or lattice interpretation. We will write \( p \) for a predicate symbol that has a relational interpretation and \( p_\ell \) for a predicate symbol that has a lattice interpretation. We syntactically distinguish between relational and lattice predicates by writing a relational predicate as \( A(t_1, \ldots, t_n) \), whereas we write a lattice predicate as \( A(t_1, \ldots, t_n; t) \), with a semi-colon before the last term.

▶ Definition 20 (Key and Lattice Positions). Given an atom \( p(t_1, \ldots, t_n) \) where \( p \) has relational interpretation, we say that the terms \( t_1, \ldots, t_n \) are in key position. Given atom \( p_\ell(t_1, \ldots, t_n; t) \) where \( p_\ell \) has a lattice interpretation, we say that the terms \( t_1, \ldots, t_n \) are in key position and \( t \) is in lattice position.

▶ Definition 21 (Key and Lattice Variables). We split variables into key and lattice variables. A variable is a key variable if all its occurrences are in key positions. Otherwise it is a lattice variable.

As the definition states, a variable that occurs in both a key and lattice position is considered a lattice variable. The original version of Flix disallows such “dual-use” of variables; enforcing that lattice variables cannot be used in key position.

▶ Example 22. To better understand key and lattice variables, consider the Datalog rules:

\[
\begin{align*}
A(k_1, k_2; l) & \leftarrow B(k_1, k_2; l), C(k_1, k_2; l). \quad \text{// legal} \\
A(k_1, k_2, l) & \leftarrow B(k_1, k_2; l), C(k_1, k_2; l). \quad \text{// illegal} \\
A(k_1, k_2; l) & \leftarrow B(k_1, k_2; l), C(k_1, k_2; l). \quad \text{// illegal} \\
A(k_1, l; k_2) & \leftarrow B(k_1, k_2; l), C(k_1, k_2; l). \quad \text{// illegal}
\end{align*}
\]

In each rule, the variable \( l \) is a lattice variable because it occurs in at least one lattice position. The first rule is legal since the lattice variable \( l \) only occurs lattice positions. The second rule is illegal since the lattice variable \( l \) occurs in a key position in the head of the rule (where \( A \) has a relational interpretation). The third rule is illegal since the lattice variable \( l \) occurs in a key position in the body of the rule (where \( C \) has a relational interpretation). The fourth rule is illegal since the lattice variable \( l \) occurs in a key position in the head of the rule.

Formally, the original version of Flix enforces the lattice range restriction:

▶ Definition 23 (Lattice Range Restriction). Every lattice variable must occur in a lattice position.

To understand the lattice range restriction, let us revisit the example from Section 2.

▶ Example 24. Figure 2 contains the Datalog rule:

\[
\text{Edge}(c_1, c_2) :- \text{fix Component}(\_; c_1), \text{fix Component}(\_; c_2).
\]
Assume that the rule did not use fix and that we ignore the lattice range restriction. Suppose we have the following lattice facts:

- Component(7; {1}).
- Component(7; {2}).
- Component(7; {7}).
- Component(5; {3}).
- Component(5; {5}).

The minimal model has two facts: Component(7; {1, 2, 7}) and Component(5; {3, 5}). We would thus assume that the above rule would compute the undirected edge fact: \{1, 2, 7\} ↔ \{3, 5\}. But this is not what the program computes! It derives nonsensical facts such as \{1\} ↔ \{3\}, \{1\} ↔ \{3, 5\}, and all other edges between intermediate lattice values. The lattice range restriction avoids this problem by banning the program. We propose to allow the program as long as the lattice is fix’ed, i.e., fully computed, before it is used in a relation.

As the example shows, the lattice range restriction is overly strict. We can allow lattice variables to be used in key positions in head atoms provided that we ensure that the head predicate symbol occurs in a strictly higher stratum than every body atom in which the lattice variable occurs. This ensures that the lattice predicates are fully computed before they are used as keys. We introduce the extended dependency graph to capture this notion:

**Definition 25 (Extended Dependency Graph).** The extended dependency graph of a Datalog program \(D\) with lattice semantics is a directed graph of predicate symbols that contains:

- a weak edge \(a ← b\) if \(D\) contains a rule where \(a\) is the predicate symbol of the head atom and \(b\) is a predicate symbol of a positive body atom, and
- a strong edge \(a ←− \times b\) if \(D\) contains a rule where \(a\) is the predicate symbol of the head and \(b\) is a predicate symbol of a fixed or negative body atom.

We use the word **strong** to represent either a **fixed** or a **negative** dependency.

We also update the range restriction:

**Definition 26 (Extended Lattice Range Restriction).** If every occurrence of a lattice variable is under a fix in the body of a rule, then the variable may be treated as a key in the head of the rule.

Finally, we update our definition of stratification for the \(\lambda\text{Dat}\) calculus and for Flix:

**Definition 27 (Extended Stratification).** A Datalog program \(D_L\), enriched with lattice semantics, is stratified if the extended dependency graph does not contain a cycle with a strong edge. A \(\lambda\text{Dat}\) calculus program \(P_L\), enriched with lattice semantics, is stratified if every Datalog value constructed during evaluation of \(P_L\) is stratified.

**Example 28.** We conclude with a small example of how the fix construct can be used:

```prolog
Degree("Kevin Bacon"; Down(0)).
Degree(x; n + Down(1)) :- Degree(y; n), StarsWith(y, x).
Layer(n; Set#(x)) :- fix Degree(x; n).
Count(n; Set.size(s)) :- fix Layer(n; s).
```

This program computes the number of people who are separated by \(n\)-degrees from Kevin Bacon. For example, the 2nd-degree is the number of people who have starred in a movie where someone in that movie has also starred in another movie with Kevin Bacon.

---

1 Here, the Down constructor defines a lattice with the reverse ordering of the underlying type.
7 Implementation

We now describe where the original version of Flix, and our proposed future version of Flix, reside in the design space.

7.1 The Original Flix Implementation

The original Flix implementation and its associated paper [30] do not use the terminology of this paper. Nevertheless, we can recast their design choices in our framework.

Flix uses a labelled dependency graph constructed from the entire program and filtered based on the type of each Datalog expression, the hybrid approach. The labels are predicate symbols where each dependency edge is annotated with its source and destination (choice 1b). No enriched labelling or types are used (choice 2d). Stratification is performed without monomorphization (choice 3a).

7.2 Our Flix Extension

While all design choices are valid, in our view, choice 1b and choice 2d are sub-optimal.

- For choice 1b, by only using the predicate symbols that are the source and destination of each dependency edge, we lose the important information that most dependency edges arise from rules where multiple predicate symbols are involved and thus where all of these predicate symbols must be present for the edge to be relevant. Instead, choice 1c or choice 1d offer increased precision with little downside.

- For choice 2d, ignoring the arity and term types of each predicate symbol loses important contextual information. In other logic programming languages, such as Prolog, predicate symbols are often overloaded and use the arity as part of their name, e.g. spawn/2 and spawn/3. Given that \( \lambda_{\text{Dat}} \) and Flix are statically typed, it seems like a missed opportunity not to use types to distinguish predicate symbols, e.g. \Path{\text{Int32}, \text{Int32}}\ vs. \Path{\text{String}, \text{String}}\).

For these reasons, in our proposed extension, we settled on choice 1c and choice 2b combined with choice 2c. We chose choice 1c because of its increased precision while still remaining explainable to the programmer. For choice 2b and choice 2c, we think that incorporating types and the distinction between relational and lattice predicates into the dependence graph increases precision significantly while also remaining understandable to the programmer.

We keep the rest of the design choices the same. We explored the idea of moving the stratifier after monomorphization choice 3b, which would boost precision. However, monomorphization is a relatively expensive compiler phase that is traditionally not part of the Flix compiler frontend. Thus, if stratification depends on monomorphization, then it becomes part of the frontend and must be run whenever the program is “type checked” by an IDE. We were worried that this would have unacceptable performance implications\(^2\).

In summary, our Flix extension makes the following design choices:

- We use the hybrid approach based on the labelled dependency graph.
- Choice 1c: We use rule-level granularity.
- Choice 2b: We enrich the graph with term types.
- Choice 2c: We enrich the graph with relation and lattice information.
- Choice 3a: We stratify without monomorphization.

\(^2\) This frontend versus backend problem is not unique to stratification. For example, many C or C++ compilers will report additional compilation warnings or errors when expensive backend optimizations are enabled. This might seem counter-intuitive, but the reason is that expensive program analysis enables the compiler to know more about the program and thus to report more warnings or errors.
7.3 Implementation Details

We have implemented the above design choices in an extension of the Flix compiler.

Flix is a functional-first, imperative, and logic programming language that supports algebraic data types, pattern matching, higher-order functions, parametric polymorphism, type classes, higher-kindred types, polymorphic effects, extensible records, first-class Datalog constraints, channel and process-based concurrency, and tail call elimination [30, 31].

The Flix compiler project, including the standard library and tests, consists of 161,000 lines of Flix and Scala code. We re-wrote the Stratifier compiler phase which required ~1,000 lines of code and added support for the “fix” construct which required ~700 lines of code.

Flix, with our extensions, is ready for use, open source, and freely available at:

https://flix.dev and https://github.com/flix/flix

7.4 When a Program Does Not Stratify

When Flix programmers encounter a stratification error, there are essentially two possibilities:

- The program contains an actual stratification error.
- The type system is too imprecise to rule out the possibility of a stratification error.

We want to support the programmer in both scenarios. First, this means giving the programmer useful error messages such that they can accurately identify which of the two cases is applicable. Second, we want to give the programmer the ability to refactor their program such that it passes the stratification.

If a programmer should encounter a stratification error due to imprecision, they can:

1. Rename a predicate symbol to avoid a clash with a conceptually different predicate symbol. For example, instead of \texttt{Node}, a more suitable name could be \texttt{City}.
2. Introduce an extra predicate symbol in a rule to exclude the clash.
3. Change the arity of a predicate symbol, for example by recording more or less information.
4. Enrich the types of the terms in a predicate; for example, the programmer could introduce a new type \texttt{Celsius} instead of \texttt{Int32} or a new type \texttt{City} instead of \texttt{String}.

We think these are flexible and reasonable strategies that a Flix programmer will be able to use. Of course these strategies cannot necessarily resolve all stratification issues, but the space of accepted programs is much larger than in the original version of Flix where only strategy (1) is available.

7.5 The Motivating Example, Revisited

We now revisit the motivating example from Section 2. Figure 6 shows the labelled dependency graph for the program in Figure 2. The graph reflects our design choices:

(i) the dependency edges are labelled with all predicate symbols from the rule that gives rise to the dependency, and
(ii) the labels carry the term types of each predicate symbol.

The braces and commas of the label sets are omitted. Inspecting the graph, we see two potential negative cycles. However, no expression in the program in Figure 2 has a type where the cycles cannot be excluded.

As an example, on line 26, the composition of the expressions \texttt{ns}, \texttt{es}, and \texttt{r} has the type:

\[\{\text{ComponentRep} = (\text{Int32}, \text{Int32}), \text{Reachable} = (\text{Int32}, \text{Int32}), \text{Node} = (\text{Int32}), \text{Edge} = (\text{Int32}, \text{Int32}), \text{ReachUp} = (\text{Int32})\}\]
Figure 6  The labelled dependency graph of the program in Figure 2 based on the design decisions of Section 7.2. The gray dashed lines are the edges that are filtered out when looking at the union of ns, es, r on line 26.

This excludes the dashed dependency edges shown in gray in Figure 6. For example, the edge between Component and Edge is ruled out since the term types of Edge do not match and since Component is not present. The resulting graph, shown with solid arrows, does not contain any negative cycles. Hence the expression is stratified. This is true for all expressions in the program, hence Flix is able to statically determine that the program is stratified.

8  Case Study: A Small Graph Library in Flix

We have implemented a small open-source graph library for Flix\(^3\). The graph library provides a range of queries on graphs, as shown in Table 1. Each query is implemented as a Flix function that internally uses Datalog. The purpose of the case study is to explore how a graph library can be implemented using first-class Datalog constraints in Flix and to check that the proposed stratification strategy is practical.

Table 1 shows an overview of the functions that we have implemented in the graph library. In total, we have implemented 24 functions in 450 lines of code. The columns of the table are as follows: The Function and Lines columns give the name and number of source code lines for a specific function. The Lattices column indicates whether the Datalog program uses lattice semantics. The Stratified Negation column indicates whether the Datalog program uses stratified negation. The Fix Construct column indicates whether the Datalog program uses the fix construct.

To look at a specific example, the table shows that the stronglyConnectedComponents function consists of 26 lines of code, it uses lattice semantics and the fix construct, but it does not use stratified negation. To give an idea of how the library is implemented, the complete source code for the stronglyConnectedComponents function is shown in Figure 7. As the code shows, each query is implemented using first-class Datalog constraints and there is some code-reuse in the form of the nodes and reachability functions which return Datalog program values.

\(^3\)  https://github.com/flix/flix/blob/master/main/src/library/Graph.flix
Table 1 Overview of the Flix Graph Library. The line count includes the number of lines of helper functions. The features used in a function also include features used in helper functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Lines</th>
<th>Lattices</th>
<th>Stratified Negation</th>
<th>Fix Construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>boundedDistances</td>
<td>20</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>closure</td>
<td>17</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>cutPoints</td>
<td>30</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>degrees</td>
<td>19</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>distance</td>
<td>16</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>distances</td>
<td>49</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>distancesFrom</td>
<td>15</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>flipEdges</td>
<td>10</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>frontiersFrom</td>
<td>29</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>inDegrees</td>
<td>18</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>invert</td>
<td>12</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>isCyclic</td>
<td>15</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>outDegrees</td>
<td>18</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>reachable</td>
<td>16</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>reachableFrom</td>
<td>15</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>stronglyConnectedComponents</td>
<td>26</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>toGraphviz</td>
<td>11</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>toGraphvizWeighted</td>
<td>11</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>topologicalsort</td>
<td>28</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>toUndirected</td>
<td>4</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>toUndirectedWeighted</td>
<td>4</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>unreachableFrom</td>
<td>20</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>withinDistanceOf</td>
<td>14</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>withinEdgesOf</td>
<td>14</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

In total, the library contains 31 distinct predicate symbols and 64 rules. The library was developed using our extended Flix compiler. During development, we never encountered a spurious stratification error. However, if we compile the library with the original Flix compiler, it is unfairly rejected due to a spurious negative cycle.

In summary, Table 1 shows that: (i) we have 24 functions that co-exist, using overlapping predicate names from the same domain, without spurious stratification errors, (ii) the majority of functions (15/24) require stratification via \texttt{not}, \texttt{fix}, or both, (iii) many functions use lattice semantics (13/24), (iv) the \texttt{fix} construct is used more often than the \texttt{not} construct, and (v) the library is accepted by our extended Flix compiler, but is rejected by the original Flix compiler due to a spurious negative cycle in the dependency graph.

Flix is a whole-program optimizing compiler. When the graph library is compiled together with the standard library, the stratification is computed in 0.16 seconds whereas the total compilation time is 7.3 seconds. In particular, compilation time is dominated by the cost of type inference. In conclusion, we find the stratification does not unfairly reject our library and that the cost of computing the stratification is low.
/// Returns the strongly connected components of the directed
/// graph 'g'. Two nodes are in the same component if and only
/// if they can both reach each other.
pub def stronglyConnectedComponents(g: m[(t, t)]: Set[Set[t]]
with Foldable[m], Boxable[t] = {
    let edges = inject g into Edge;
    let connected = #(
        // If 'n1' can reach 'n2' and 'n2' can reach 'n1' then they are
        // part of the same strongly connected component.
        Connected(n1; Set#{ n2 }) :- Reachable(n1, n2), Reachable(n2, n1).
    );
    let components = #(
        // After the full computation of 'Connected', duplicates are
        // removed by checking that 'n' is the minimum in the strongly
        // connected component.
        Components(s) :- fix Connected(n; s), if Some(n) == Set.minimum(s).
    );
    let res = query edges, nodes(), reachability(), connected, components
        select x
        from Components(x);
    List.toSet(res)
}

Figure 7 The stronglyConnectedComponents function from the graph library case study.

9 Related Work

9.1 First-class Datalog

Magnus and Lhoták present the $\lambda_{\text{DAT}}$ calculus which is the foundation for the current work [30]. The authors briefly discuss stratified negation and propose a simple solution based on type filtering similar to choice 1b without any information on the labels (choice 2d). As we have seen, some of these choices are sub-optimal.

9.2 Negation and Aggregation Semantics

There are many proposed semantics for Datalog with negation but stratified negation is the most prevalent one. Kolaitis and Papadimitriou present inflationary semantics that produce facts in such a way that a fixpoint exists for all programs using negation. The fixpoint is not guaranteed to be minimal [26]. There are also variations in the realm of stratification. Negation can be restricted to guarded negation, which in broad terms means that all first-order variables in negated atoms exist in a single atom. This makes additional questions like query containment decidable [5]. Local stratification stratifies the program on instances of rules instead of the quantified rules. This is a property that is hard to verify, but in its most expressive form, it allows deducing $\text{even}(i + 1)$ from $\neg\text{even}(i)$, since this is not circular reasoning for any instantiations of $i$ [36].

Aggregation is non-monotone like negation, which is why it has been studied using many of the same ideas. Aggregation can naturally be stratified like negation but another option is group-stratification based on the standard group-by operation. This means that a group of the predicate should not depend on itself [35]. Zaniolo et al. studies both negation and aggregation with a syntactically restricted form of local stratification that essentially tracks the dynamic strata on the facts [48].
9.3 Datalog Extensions

There have been many efforts to increase the expressive power and usability of Datalog while maintaining practical feasibility. One extension is the existential quantification of variables in the rule head. This was motivated by the ontological reasoning that is needed in web-standards for databases [19]. Datalog$^\exists$ is undecidable, so a family of languages called Datalog$^{\pm}$ [8] makes restrictions that reduce the complexity to classes ranging from $AC_0$ to EXPTIME. One of these is Warded Datalog$^{\pm}$ [19], which has a syntactic restriction on the usage of variables that may be bound to non-constant variables in evaluation and flow into the rule head. They must be within a single predicate, the “ward”. It uses stratified negation and negative constraints that restrict the inclusion of certain facts.

10 Conclusion

Flix is a functional, imperative, and logic language with support for first-class Datalog constraints. In Flix, Datalog constraints are values that can be constructed, passed as arguments to functions, returned from functions, composed with other Datalog values, and solved. Flix is based on the $\lambda_{Dat}$ calculus which itself builds on the Hindley-Milner type system extended with row polymorphism. A significant part of the expressive power of Datalog comes from the use of negation. Stratified negation is a particular simple form of negation that prohibits recursion through negation and is easily accessible to ordinary programmers. While it is straightforward to determine if a Datalog program is stratified, it is much more difficult to statically determine if a $\lambda_{Dat}$ program is stratified. In this paper, we have explored the design space of stratification for $\lambda_{Dat}$. We have proposed several improvements to stratification in Flix and we have implemented these. With our extension, Flix accepts a much broader range of programs that use stratified negation. Finally, we have also extended Flix with a new “fix” construct that enables lattice values to be used as relational values.
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