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Abstract

Understanding the power and limitations of quantum access to data in machine learning tasks is primordial to assess the potential of quantum computing in artificial intelligence. Previous works have already shown that speed-ups in learning are possible when given quantum access to reinforcement learning environments. Yet, the applicability of quantum algorithms in this setting remains very limited, notably in environments with large state and action spaces. In this work, we design quantum algorithms to train state-of-the-art reinforcement learning policies by exploiting quantum interactions with an environment. However, these algorithms only offer full quadratic speed-ups in sample complexity over their classical analogs when the trained policies satisfy some regularity conditions. Interestingly, we find that reinforcement learning policies derived from parametrized quantum circuits are well-behaved with respect to these conditions, which showcases the benefit of a fully-quantum reinforcement learning framework.

1 Introduction

When studying the potential advantages of quantum computing in machine learning, a natural question that arises is whether quantum algorithms that exploit quantum access to data can speed up learning. In the context of supervised learning, this led to the development of algorithms based on quantum RAMs, which can achieve high-degree polynomial improvements over their classical analogs [7]. In reinforcement learning, where we consider learning agents interacting with task environments, the question becomes: can quantum interactions with an environment, and in particular the ability to explore several trajectories in superposition, be beneficial for a learning agent. In recent years, several works have approached this
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question from a variety of angles [13, 28]: based on Grover’s algorithm [16], some works have for instance shown that searching for an optimal sequence of actions in an environment can be done using quadratically fewer interactions given the appropriate oracular access to the environment [12, 33, 18]. Other works have considered the more general problem of finding the optimal policy in a Markov Decision Process (MDP), and have found that up to quadratic speed-ups in the number of interactions are also possible, again given the proper oracular access [42, 41, 32, 6, 43]. Finally, tailored MDP environments (based, e.g., on Simon’s problem) have also been introduced, which allow for exponential quantum speed-ups in learning times compared to the best classical agents [11].

Yet, all the quantum algorithms that have been proposed in this quantum-accessible setting remain inefficient in the most well-publicised use cases of reinforcement learning, such as Go [37], city navigation [29], and computer games [30]: environments with large state-action spaces. Indeed, aside from the task-specific algorithms of Ref. [11], the proposed algorithms scale at best as the square root of the size of the state-action space, which is intractable in most modern-day applications that deal for instance with image-based inputs. In the classical literature, modern approaches to reinforcement learning in large spaces commonly replace the explicit storage of a policy (and/or a value function) in a table of values by a parametrized model (e.g., a deep neural network), whose parameters $\theta$ have a much smaller size than the state-action space. One of the earliest approaches based on such parametrized models is that of policy gradient algorithms [44, 40]. This approach frames reinforcement learning as a direct optimization problem, where the expected rewards (or value function) $V_{\pi_\theta}(s_0)$ of a given policy $\pi_\theta$ starting its interactions in a state $s_0$ is optimized via gradient ascent on the policy parameters $\theta$. Therefore, the core task in this approach is to estimate the gradient $\nabla_\theta V_{\pi_\theta}(s_0)$ to a certain error $\varepsilon$ in the $\ell_\infty$-norm. For this task, two approaches are common: numerical gradient estimation [24], where the value function is evaluated at different parameter settings $\theta'$ centered around $\theta$, that are combined to estimate the gradient at $\theta$ (using, e.g., a central difference method), and analytical gradient estimation [40], using a formulation of this gradient as a function of the rewards and the gradients of the policy $\pi_\theta$, averaged over trajectories generated by $\pi_\theta$ (i.e., a Monte Carlo method).

Concurrently in the last few years, several works have introduced quantum parametrized models, known most commonly as parametrized or variational quantum circuits, that could take the place of deep neural networks in both policy-based [21, 35, 4, 27] and value-based [5, 25, 45, 38] reinforcement learning. While evaluated on a quantum computer, these models are however trained via classical interaction with the environment using, e.g., a classical policy gradient method.

In this work, we present quantum algorithms that speed up both the numerical and analytical gradient estimation approaches to policy gradient methods. These algorithms exploit an appropriately defined oracular access to the environment that allows to explore several trajectories in superposition, combined with subroutines for numerical gradient estimation [14, 8] and multivariate Monte Carlo estimation [10, 9]. Both these subroutines are however known to offer full quadratic speed-ups only in certain regimes, that depend in our setting on the smoothness of the value function $V_{\pi_\theta}(s_0)$ and on the $\ell_p$-norm of its gradient $\nabla_\theta V_{\pi_\theta}(s_0)$, respectively. Conveniently, we also identify families of parametrized quantum policies $\pi_\theta$ previously studied in the literature [21] that satisfy the conditions of these regimes. We therefore end up with quantum policy gradient algorithms to train quantum policies, i.e., a fully quantum approach to reinforcement learning in large spaces.
2 Preliminaries

In this section, we present the main tools and concepts that we need to design our quantum policy gradient algorithms. We start by introducing policy gradient methods in Sec. 2.1. We then define the general oracle types that we consider in this work in Sec. 2.2, which allows us to properly define the notion of quantum access to a reinforcement learning environment in Sec. 2.3. We define the parametrized quantum policies that we apply our quantum policy gradient algorithms to in Sec. 2.4. And finally, we present the core subroutines used in our quantum algorithms in Sec. 2.5.

2.1 Policy gradient methods

At the core of policy gradient methods are two ingredients: a parametrized policy $\pi_\theta$, that governs an agent’s actions in an environment, and its associated value function $V_{\pi_\theta}$, which evaluates the long-term performance of this policy in the environment. The policy $\pi_\theta(\cdot|s)$ is a conditional probability distribution over actions given a state $s$, parametrized by a vector of parameters $\theta \in \mathbb{R}^d$. When acting with a given policy in the environment, the agent experiences sampled trajectories (or episodes) $\tau = (s_0, a_0, r_0, s_1, \ldots)$ composed of states, actions and rewards that depend both on the policy of the agent and the environment dynamics (see Sec. 2.3 for more details). The standard figure of merit used to assess the performance of a policy $\pi_\theta$ is called the value function $V_{\pi_\theta}(s_0)$ and is given by the expected sum of rewards (or return) $R(\tau)$ collected in a trajectory:

$$V_{\pi_\theta}(s_0) = \mathbb{E}_{\pi_\theta, P_E} \left[ \sum_{t=0}^{T-1} \gamma^t r_t \right] = \mathbb{E}_{\pi_\theta, P_E} [R(\tau)]$$

where $s_0$ is the initial state of the agent’s interaction $\tau$ with the environment and $P_E$ a description of the environment dynamics (e.g., in the form of an MDP, see Def. 4). Each episode of interaction has a horizon (or length) $T \in \mathbb{N} \cup \{\infty\}$ and the returns $R(\tau)$ involve a discount factor $\gamma \in [0, 1]$ that allows, when $\gamma < 1$, to avoid diverging value functions for an infinite horizon, i.e., $T = \infty$.

Policy gradient methods take a direct optimization approach to RL: starting from an initial policy $\pi_\theta$, its parameters are iteratively updated such as to maximize its associated value function $V_{\pi_\theta}(s_0)$, via gradient ascent. For this method to be applicable, one needs to evaluate the gradient of the value function $\nabla_\theta V_{\pi_\theta}$, up to some error $\varepsilon$ in $\ell_\infty$-norm to be specified.

2.1.1 Numerical gradient estimation

The most straightforward approach to estimate the value function of a policy is via a Monte Carlo approach: by collecting $N$ episodes $\tau_i = (s_0^{(i)}, a_0^{(i)}, r_0^{(i)}, s_1^{(i)}, \ldots)$ governed by $\pi_\theta$, one can compute for each of these the discounted return $R(\tau)$ appearing in Eq. (1) and average the results. The resulting value

$$\tilde{V}_{\pi_\theta}(s) = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=0}^{T-1} \gamma^t r_t^{(i)}$$

is a Monte Carlo estimate of the value function.
With the capacity to estimate the value function, we can also estimate its gradient using numerical methods. In its simplest form, a finite-difference method simply evaluates $\tilde{V}_{\pi_\theta}(s_0)$ and $\tilde{V}_{\pi_\theta}(s_0 + \delta e_i)$ for $\delta > 0$ and $e_i = (0, \ldots, 0, 1_i, 0, \ldots, 0)$ a unit vector with support on the $i$-th parameter in $\theta$, and returns the estimate:

$$\partial_i V_{\pi_\theta}(s_0) \approx \frac{\tilde{V}_{\pi_\theta}(s_0 + \delta e_i) - \tilde{V}_{\pi_\theta}(s_0)}{\delta}.$$  (3)

Even though more elaborate finite difference methods exist (that we will use in Sec. 3), they inherently have a sample complexity (in terms of the number of interactions with the environment) that scales linearly in the dimension of $\theta$.

### 2.1.2 Analytical gradient estimation

Perhaps one of the most appealing aspects of policy gradient methods is that the gradients of value functions also have an analytical formulation whose evaluation has a sample complexity only logarithmic in the dimension of $\theta$ [23]. This analytical formulation is known as the policy gradient theorem:

▶ **Theorem 1 (Policy gradient theorem [40]).** Given a policy $\pi_\theta$ that generates trajectories $\tau = (s_0, a_0, r_0, s_1, \ldots)$ in a reinforcement learning environment with time horizon $T \in \mathbb{N} \cup \{\infty\}$, the gradient of the value function $V_{\pi_\theta}$ with respect to $\theta$ is given by

$$\nabla_\theta V_{\pi_\theta}(s_0) = \mathbb{E}_\tau \left[ \sum_{t=0}^{T-1} \nabla_\theta \log \pi_\theta(a_t|s_t) \sum_{t'=0}^{T-1} \gamma^{t'} r_{t'} \right].$$  (4)

A simple derivation of this Theorem can be found in Appendix A. Essentially, due to the so-called “log-likelihood trick” [36], the differentiation with respect to the policy parameters can be made to act solely on the random variables “inside” the expected value, while leaving the probability distribution behind this expected value unchanged. This means that the gradient of the value function can, similarly to the value function itself, be estimated via Monte Carlo sampling of trajectories governed by a fixed $\pi_\theta$ and environment-independent computations (i.e., the evaluation of $\nabla_\theta \log \pi_\theta(a_t|s_t)$).

### 2.2 Input models

To design our quantum algorithms, we need to define access models to the environment as well as the policy $\pi_\theta$ to be trained. We do this in terms of oracles that can be queried in superposition. Throughout this manuscript, we will be dealing with several types of such oracles, all defined in this section.

▶ **Definition 2 (Oracle types).** Let $X$ be a finite set whose elements $x \in X$ can be encoded as mutually orthogonal states $|x\rangle$, and let $f : X \to [0, B]$ be a function acting on this set, whose output is bounded by some $B \in \mathbb{R}$. We define different types of oracle access to $f$:

1. **Binary oracle:** $f(x)$ is encoded in an additional register using a binary representation of a desired precision:

$$B_f : |x\rangle |0\rangle \mapsto |x\rangle |f(x)\rangle,$$  (5)

2. **Phase oracle:** $f(x)$ is encoded in the phase of the input register:

$$O_f : |x\rangle \mapsto e^{i \frac{2\pi f(x)}{B}} |x\rangle,$$  (6)
3. **Probability oracle**: \( f(x) \) is encoded in the amplitude of an additional qubit (possibly entangled to arbitrary states \( |\psi_0(x)\rangle \) and \( |\psi_1(x)\rangle \) of an additional register):

\[
\hat{O}_f : \langle x | 0 \rangle 0 \mapsto |x \rangle \left( \sqrt{\frac{f(x)}{B}} |0 \rangle |\psi_0(x)\rangle + \sqrt{1 - \frac{f(x)}{B}} |1 \rangle |\psi_1(x)\rangle \right).
\]

Clearly, having access to a binary oracle \( \mathcal{B}_f \), we can easily convert it into a phase or probability oracle \( \hat{O}_f \) or \( \hat{\hat{O}}_f \), using one call to \( \mathcal{B}_f \) first, then a single-qubit rotation or a phase gate controlled on \( |f(x)\rangle \), and finally a call to \( \mathcal{B}_f^\dagger \) to uncompute \( |f(x)\rangle \).

We will also need a subroutine to convert probability oracles into phase oracles:

**Lemma 3** (Probability to phase oracle (Corollary 4.1 in [14])). Suppose that we are given a probability oracle \( \hat{O}_f \) for \( f : \mathcal{X} \rightarrow [0, B] \). We can implement a phase oracle \( \hat{\hat{O}}_f \) up to operator norm error \( \varepsilon \), with query complexity \( O(\log(1/\varepsilon)) \), i.e., this many calls to \( \hat{O}_f \) and its inverse.

### 2.3 Quantum-accessible environments

Inspired by previous work that considered the quantum-accessible reinforcement learning setting \([11, 42, 41, 32, 6]\), we define oracular access to a specific type of reinforcement learning environments called Markov Decision Processes (MDPs) \([39]\), defined as follows:

**Definition 4** (Markov Decision Process (MDP)). A Markov Decision Process is defined by a tuple \( (\mathcal{S}, \mathcal{A}, P, R, \|R\|_{\text{max}}) \), where \( \mathcal{S} \) is a finite state space, \( \mathcal{A} \) is a finite action space, \( P : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1] \) is a transition probability matrix with entries \( P(s'|s,a) \) that govern the transition to a state \( s' \in \mathcal{S} \) after performing action \( a \in \mathcal{A} \) in state \( s \in \mathcal{S} \), \( R : \mathcal{S} \times \mathcal{A} \rightarrow [-\|R\|_{\text{max}}, \|R\|_{\text{max}}] \) is a reward function bounded by \( \|R\|_{\text{max}} \in \mathbb{R}_+ \) that assigns a reward \( R(s,a) \) to every state-action pair, \( T \in \mathbb{N} \cup \{\infty\} \) is a (possibly infinite) time horizon for each episode of interaction, and \( \gamma \in [0,1] \) is a discount factor, with the restriction that \( \gamma < 1 \) for \( T = \infty \).

Our oracular access to the environment takes the form of two oracles that coherently implement the MDP dynamics:

**Definition 5** (Quantum access to an MDP). Let \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, P, R, \|R\|_{\text{max}}, T, \gamma) \) be an MDP as defined in Def. 4. We say that we have quantum access to the MDP if we can call the following oracles:

1. An oracle \( \mathcal{P} \) that coherently samples a column of the transition probability matrix \( P \):
   \[
   \mathcal{P} : |s,a\rangle 0 \mapsto |s,a\rangle \sum_{s'\in \mathcal{S}} \sqrt{P(s'|s,a)} |s'\rangle.
   \]

2. An oracle \( \mathcal{R} \) that returns a binary representation of the output of the reward function \( R \):
   \[
   \mathcal{R} : |s,a\rangle 0 \mapsto |s,a\rangle |R(s,a)\rangle.
   \]

We also assume the ability to construct a unitary \( \Pi \) that coherently implements a policy \( \pi_\theta \):

**Definition 6** (Quantum evaluation of a policy). Let \( \pi_\theta : \mathcal{S} \times \mathcal{A} \rightarrow [0,1] \) be a reinforcement learning policy acting in a state-action space \( \mathcal{S} \times \mathcal{A} \) and parametrized by a vector \( \theta \in \mathbb{R}^d \) (that can be encoded with finite precision as \( |\theta\rangle \)). We say that the policy is quantum-evaluable if we can construct a unitary satisfying:

\[
\Pi : |\theta\rangle |s\rangle 0 \mapsto |\theta\rangle |s\rangle \sum_{a\in \mathcal{A}} \sqrt{\pi_\theta(a|s)} |a\rangle.
\]
Such a construction would be very natural for some quantum policies (such as the raw-PQC defined in the next subsection). But any policy that can be computed classically could also be turned into such a unitary via quantum simulation of the classical computation of \((πθ(a|s) : a ∈ A)\) and known subroutines to encode this probability vector into the amplitudes of a quantum state [15].

Equipped with the proper quantum access to the environment and the policy, we can construct simple subroutines that create superpositions of trajectories in the environment and evaluate the returns of these trajectories.

\[ U_P(τ) : |θ⟩|s_0⟩|0⟩ → |θ⟩\sum_τ \sqrt{P_θ(τ)}|s_0, a_0, \ldots, s_{T-1}, a_{T-1}\]  \hspace{1cm} (11)

for \(P_θ(τ) = \prod_{t=0}^{T-1} Π_θ(σ_t|s_t)P(σ_{t+1}|s_t, a_t)\), can be implemented using \(O(T)\) calls to \(P\) and \(Π\).

**Proof.** We apply sequentially \(Π\) and \(P\) on the registers indexed \(\{0, 2i + 1, 2i + 2\}\) and \(\{2i + 1, 2i + 2, 2i + 3\}\) respectively, for \(i = 0, \ldots, T - 1\). This amounts to \(T\) calls to each oracle.

\[ U_R(τ) : |τ⟩|0⟩ → |τ⟩|R(τ)⟩ \]  \hspace{1cm} (12)

\(R(τ)\) (then uncompute the rewards using \(T\) calls to \(R\) on the same register).

\section{2.4 Quantum policies}

The efficiency of our quantum policy gradient algorithms depends on regularity conditions on the policies \(πθ\) to be trained. Particularly well-behaved policies are policies defined out of parametrized quantum circuits (PQC) [2] that have been previously studied in classical reinforcement learning environments [21]. For each of our numerical and analytical gradient estimation algorithms, we will be interested more specifically in a certain type of PQC-policies, depicted in Fig. 1, and defined below.

\begin{definition}[raw-PQC]. Given a PQC acting on \(n\) qubits, taking as input a state \(s ∈ S\) and parameters \(φ ∈ \mathbb{R}^d\), such that its corresponding unitary \(U(s, φ)\) produces the quantum state \(|ψ_{s, φ}\rangle = U(s, φ)|0^⊗n\rangle\), we define its associated raw-PQC policy as:

\[ πθ(a|s) = \langle P_a⟩_{s, φ} \]  \hspace{1cm} (13)

where \(⟨P_a⟩_{s, φ} = \langle ψ_{s, φ}|P_a|ψ_{s, φ}\rangle\) is the expectation value of a projection \(P_a\) associated to action \(a\), such that \(∑_a P_a = I\) and \(P_aP_{a'} = δ_{a,a'}P_a\). \(θ = φ\) constitutes all of its trainable parameters.
Figure 1: The parametrized quantum policies considered in this work. A parametrized quantum circuit (PQC) taking as input the agent’s state $s$ and parameters $\phi$ produces a quantum state which has probability $\langle P_i \rangle_{s, \phi}$ of being projected onto the (computational) basis state $\ket{i}$. The raw-PQC policy simply assigns a subset of these basis states to each action $a \in \mathcal{A}$, and its parameters are $\theta = \phi$. The softmax-PQC policy uses instead a fixed assignment of $\phi$, and computes the weighted expectation values $\langle O_a \rangle_{s, \theta} = \sum_i w_a,i \langle P_i \rangle_s$.\footnote{Note that the choice of basis for the measurement, i.e., the $P_i$’s, could also depend on $a$.}

Definition 10 (softmax-PQC). Given a PQC acting on $n$ qubits, taking as input a state $s \in \mathcal{S}$ and parameters $\phi \in \mathbb{R}^d$, such that its corresponding unitary $U(s, \phi)$ produces the quantum state $|\psi_{s, \phi}\rangle = U(s, \phi) |0^\otimes n\rangle$, we define its associated softmax-PQC policy as:

$$\pi_\theta(a|s) = \frac{e^{\langle O_a \rangle_{s, \theta}}}{\sum_{a'} e^{\langle O_{a'} \rangle_{s, \theta}}}$$ (14)

where $\langle O_a \rangle_{s, \theta} = \langle \psi_{s, \phi} | \sum_i w_{a,i} H_{a,i} | \psi_{s, \phi} \rangle$ is the expectation value of the weighted Hermitian operators $H_{a,i}$ associated to action $a$ with weights $w_{a,i} \in \mathbb{R}$. $\theta = (\phi, w)$ constitutes all of its trainable parameters.

More specifically, we are interested in a restricted family of softmax-PQC policies:

Definition 11 (softmax$_1$-PQC). We define a softmax$_1$-PQC policy as a softmax-PQC where $\phi = \emptyset$ and, for all $a \in \mathcal{A}$, $H_{a,i} = P_{a,i}$ is a projection on a subspace indexed by $i$, such that $\sum_i P_{a,i} = I$ and $P_{a,i} P_{a',i} = \delta_{i,i'} P_{a,i}$.\footnote{This constraint includes the degenerate case where $P_{a,i} = P_{a',i} = P_i$, for all $a, a'$, illustrated in Fig. 1.}

We call the resulting policy a softmax$_1$-PQC, as its log-policy gradient is always bounded in $\ell_1$-norm, i.e., $\| \nabla_\theta \log \pi_\theta(a|s) \|_1 \leq 2, \forall s, a, \theta$ (see Lemma 20).

2.5 Core subroutines

The core methods behind numerical and analytical policy gradient algorithms both have their quantum analogs, that offer up to quadratic speed-ups in certain regimes. In this section, we present these quantum subroutines and explain the conditions that govern the speed-up regimes.
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2.5.1 Quantum gradient estimation

Quantum algorithms for gradient estimation have been studied since early works in quantum computing. Notably, Jordan’s algorithm [22] manages to estimate gradients $\nabla_{\theta} f(\theta)$ with a query complexity that is independent of their dimension $d = |\theta|$. However, this algorithm assumes a very powerful binary oracle access to the input function $f$ (see Def. 2). And for functions that cannot be evaluated to arbitrary precision $\varepsilon$ with a negligible cost in $\varepsilon^{-1}$ (e.g., $O(1)$ or $O(\log(\varepsilon^{-1}))$), which is the case of value functions, the construction of this oracle introduces non-negligible costs [14]. More precisely, these costs depend on the dimension $d$, but also on the smoothness of the derivatives of $f$, as smoother functions are more amenable to efficient evaluation of their gradient. Notably, a measure of smoothness that has been studied for quantum gradient estimation is the Gevrey condition [14, 8]:

Definition 12 (Gevrey functions). Let $d \in \mathbb{N}$, $\sigma \in [0, 1]$, $M > 0$, $c > 0$, $\Omega \subseteq \mathbb{R}^d$ an open subset and $f : \mathbb{R}^d \to \mathbb{R}$. We say that $f$ is a Gevrey function on $\Omega$ with parameters $M$, $c$ and $\sigma$, and denote $f \in G_{d,M,c,\sigma,\Omega}$ when all (higher order) partial derivatives of $f$ exist, and the following upper bound on its partial derivatives is satisfied for all $x \in \Omega$, $k \in \mathbb{N}_0$ and $\alpha \in [d]^k$:

$$|\partial_{\alpha} f(x)| \leq \frac{M}{2^k} e^{c(k)!}\sigma.$$

The query complexity of the quantum gradient estimation algorithm is summarized in the following theorem:

Theorem 13 (Numerical gradient estimation (Theorem 3.8 in [8])). Given phase oracle access $O_f$ to a function $f \in G_{d,M,c,\sigma,\Omega}$, an $\varepsilon \in (0,c)$, and an $x \in \Omega$ (such that a hypercube of edge length $O(\log(c^d/\varepsilon)/\varepsilon)$ centered around $x$ is still in $\Omega$), there exists an algorithm that returns an $\varepsilon$-precise estimate of $\nabla f(x)$ in $\ell_\infty$-norm with success probability at least $2/3$ using

$$O\left(\frac{M c d \max\{\sigma, 1/2\}}{\varepsilon} \right)$$

queries to $O_f$.

Notably, in this case the dependence on the dimension of the gradient can only be reduced to $\sqrt{d}$ when the Gevrey condition of $f$ satisfies $\sigma \leq 1/2$.

2.5.2 Quantum multivariate Monte Carlo

Quantum algorithms for estimating the mean $E[X]$ of a univariate random variable $X$ taking values in $\mathbb{R}$ [31] have been studied since early works by Grover [17], and culminated to a near-optimal algorithm that outperforms any classical estimator [19]. However, the case of multivariate random variables $X$ taking values in $\mathbb{R}^d$ has been studied only more recently [10, 9, 20], and exhibits a dependence on the dimension $d$ that can be up to exponentially worse than for classical estimators (which is $O(\log(d))$, see Lemma 25). Before presenting explicitly this dependence on $d$, we first define the input model we consider for this problem:

Definition 14 (Quantum samples). Consider a finite random variable $X : \Omega \to E$ on a probability space $(\Omega, 2^\Omega, P)$. Let $\mathcal{H}_\Omega$ and $\mathcal{H}_E$ be two Hilbert spaces with basis states $\{ |\omega\rangle \}_{\omega \in \Omega}$ and $\{ |x\rangle \}_{x \in E}$ respectively. We say that we have quantum-sample access to $X$ when we can call the two following oracles:

...
1. A unitary $U_P$ acting on $H_\Omega$ as:

$$U_P : |0\rangle \mapsto \sum_{\omega \in \Omega} \sqrt{P(\omega)} |\omega\rangle$$

and its inverse $U_P^{-1}$.

2. A binary oracle $B_X$ acting on $H_\Omega \otimes H_E$ such that:

$$B_X : |\omega\rangle |0\rangle \mapsto |\omega\rangle |X(\omega)\rangle.$$  

\[\text{Theorem 15} \quad \text{(Multivariate Monte Carlo estimation (Theorem 3.3 in [9]))} \]

Let $X$ be a $d$-dimensional bounded random variable such that $\|X\|_p \leq B$ for some $p \geq 1$. Given quantum-sample access to $X$, for any $\varepsilon, \delta > 0$, there exists a quantum multivariate mean estimator that returns an $\varepsilon$-precise estimate of $E[X]$ in $\ell_\infty$-norm with success probability at least $1 - \delta$ using

$$\tilde{O} \left( \frac{B d^{\xi(p)} \varepsilon}{\varepsilon} \right)$$

queries to $X$, where $\xi(p) = \max\{0, \frac{1}{2} - \frac{1}{p}\}$.

In contrast to the exposition of Theorem 3.3 in [9], we have used Hölder’s inequality $\|X\|_2 \leq d^{\xi(p)} \|X\|_p$ to make use of a bound on $X$ in any $\ell_p$-norm, renormalized $X$ by $d^{\xi(p)} B$ (a factor which reappears linearly in the number of oracle calls needed, as it impacts linearly the precision needed), and trivially upper bounded $E[\|X\|_2]$ by $L_2 = 1$.

3 Numerical gradient estimation

We obtain our numerical policy gradient algorithm from the quantum gradient estimation subroutine introduced in Sec. 2.5.1. For this, we need to construct a phase oracle to the value function $V_{\pi_\theta}(s_0)$, which can easily be obtained from the unitaries $U_{P(\tau)}$ and $U_{R(\tau)}$ constructed in Lemma 7 and 8 (see below). But we also need to show that the value function satisfies a Gevrey condition $\sigma \leq 1/2$ in order to get a full quadratic speed-up in sample complexity. For this, we identify the quantity:

$$D = \max_{k \in \mathbb{N}^*} (D_k)^{1/k}$$

where $\mathbb{N}^* = \mathbb{N} \cup \{\infty\}$ and

$$D_k = \max_{s \in S, \alpha \in [d]^k} \sum_{a \in A} |\partial_\alpha \pi_\theta(a|s)|.$$  

which we show governs the Gevrey condition of the value function. More precisely, we find in Lemma 26 that it satisfies $\sigma = 0, M = \frac{4|R_{\max}|}{1 - \gamma}$ and $c = DT^2$ in Def. 12. This allows us to show the following Theorem:

\[\text{Theorem 16} \quad \text{(Numerical policy gradient algorithm)} \]

Let $\pi_\theta$ be a policy parametrized by a vector $\theta \in \mathbb{R}^d$, that can be used to interact with a quantum-accessible MDP $M = (S, A, P, R, |R_{\max}|, T, \gamma)$ with $\gamma T \geq 2$, and such that $\pi_\theta$ has a bounded smoothness parameter $D$, defined in Eq. (20). The gradient of the value function corresponding to this policy, $\nabla_\theta V_{\pi_\theta}(s_0)$, can be evaluated to error $\varepsilon$ in $\ell_\infty$-norm, using
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\[ \tilde{O} \left( \sqrt{d DT^2 |R|_{\text{max}}} \right) \]  

(22)

length-\(T\) episodes of interaction with the environment using a quantum numerical gradient estimator, while a classical numerical gradient estimator needs

\[ \tilde{O} \left( d \left( \frac{DT^2 |R|_{\text{max}}}{\varepsilon (1 - \gamma)} \right)^2 \right) \]  

(23)

length-\(T\) episodes of interaction with the environment.

Proof. We apply Theorem 13 for \( f = V_{\pi_\theta}(s_0) \) as a function of \( \theta \). To construct the phase oracle \( O_f \), we first construct a probability oracle \( \tilde{O}_f \) to \( f \). For this we apply on the state \( |s_0\rangle |0\rangle \) the unitaries \( U_{P(\tau)} \) and \( U_{R(\tau)} \) from Lemmas 7 and 8 respectively, to get

\[ |\theta\rangle \sum_{\tau} \sqrt{P_{\theta}(\tau)} |\tau\rangle |R(\tau)|_0 \]  

(24)

Then we rotate the last qubit proportionally to the return \( R(\tau) \), such that the probability of this qubit being \( |0\rangle \) encodes the value function:

\[ \mapsto |\theta\rangle \sum_{\tau} \sqrt{P_{\theta}(\tau)} |\tau\rangle |R(\tau)|_0 \]  

(25)

\[ = |\theta\rangle \sqrt{\tilde{V}_{\pi_\theta}(s_0)} |\psi_0\rangle |0\rangle + \sqrt{1 - \tilde{V}_{\pi_\theta}(s_0)} |\psi_1\rangle |1\rangle \]  

(26)

where \( \tilde{R}(\tau) = \frac{R(\tau)(1 - \gamma)}{|R|_{\text{max}}} \) and \( \tilde{V}_{\pi_\theta}(s_0) = \frac{V_{\pi_\theta}(s_0)(1 - \gamma)}{|R|_{\text{max}}} \). This probability oracle \( \tilde{O}_f \) can be converted into a phase oracle \( O_f \) using Lemma 3, which only comes with a logarithmic overhead in the query complexity.

From Lemma 26, we know that the value function satisfies the Gevrey conditions for \( \sigma = 0 \), \( M = \frac{4|R|_{\text{max}}}{1 - \gamma} \) and \( c = DT^2 \), in Theorem 13, resulting in the stated quantum query complexity.

The classical query complexity is proven in Lemma 30.

Note that the total query complexity of the quantum and classical numerical gradient estimators, in terms of the number of calls to \( P \) and \( R \), is \( \tilde{O} \left( \sqrt{d DT^2 |R|_{\text{max}}} \right) \) and \( \tilde{O} \left( d \left( \frac{DT^2 |R|_{\text{max}}}{\varepsilon (1 - \gamma)} \right)^2 \right) \), respectively.

The raw-PQC policies are then a perfect fit for these algorithms as we can show that:

▶ **Lemma 17.** Any raw-PQC policy as defined in Def. 9 satisfies \( D \leq 1 \).

See Appendix D for a proof.

▶ **Corollary 18.** Any raw-PQC policy as defined in Def. 9 can benefit from a full quadratic speed-up from quantum numerical gradient estimation.
4 Analytical gradient estimation

We obtain our analytical policy gradient algorithm by applying the quantum multivariate Monte Carlo algorithm of Sec. 2.5.2 to the formulation of the gradient given by the policy gradient theorem (see Sec. 2.1.2). The random variable in this formulation

\[ X(\tau) = \sum_{t=0}^{T-1} \nabla \theta \log \pi_\theta(a_t|s_t)R(\tau) \]  

(27)

can easily be bounded in \( \ell_p \)-norm given an upper bound on the return \( R(\tau) \) and the \( \ell_p \)-norm of the gradient of the log-policy:

\[ B_p = \max_{s\in S,a\in A} \| \nabla \theta \log \pi_\theta(a|s) \|_p. \]  

(28)

With this notation we can show the following Theorem:

> **Theorem 19** (Analytical policy gradient algorithm). Let \( \pi_\theta \) be a policy parametrized by a vector \( \theta \in \mathbb{R}^d \), that can be used to interact with a quantum-accessible MDP \( M = (S, A, P, R, |R|_{\max}, T, \gamma) \), and such that \( \pi_\theta \) has a bounded smoothness parameter \( B_p \) for some \( p \geq 1 \), defined in Eq. (28). Call \( \xi(p) = \max\{0, \frac{1}{2} - \frac{1}{p}\} \). The gradient of the value function corresponding to this policy, \( \nabla_\theta V_{\pi_\theta}(s_0) \), can be evaluated to error \( \varepsilon \) in \( \ell_\infty \)-norm, using

\[ \tilde{O}\left( d^2(p) \frac{B_p T |R|_{\max}}{\varepsilon(1 - \gamma)} \right) \]  

(29)

length-\( T \) episodes of interaction with the environment using a quantum analytical gradient estimator, while a classical analytical gradient estimator needs

\[ \tilde{O}\left( \left( \frac{B_p T |R|_{\max}}{\varepsilon(1 - \gamma)} \right)^2 \right) \]  

(30)

length-\( T \) episodes of interaction with the environment.\(^3\) Notably, for \( p \in [1, 2] \), we get a full quadratic speed-up in the quantum setting.

**Proof.** We apply Theorem 15 for the random variable \( X(\tau) = \sum_{t=0}^{T-1} \nabla \theta \log \pi_\theta(a_t|s_t) \sum_{t'=0}^{T-1} \gamma^{t'} r_{t'} \) distributed according to \( P_\theta(\tau) = \prod_{t=0}^{T-1} \pi_\theta(a_t|s_t) P(s_{t+1}|s_t, a_t) \).

To construct the appropriate quantum access to \( X(\tau) \) (see Def. 14), we use the unitary \( U_{P(\tau)} \) defined in Lemma 7 to implement \( U_P \), and implement the binary oracle \( B_X \) using the unitary \( U_{R(\tau)} \) defined in Lemma 8 along with a simulated classical circuit that multiplies the returns \( R(\tau) = \sum_{t=0}^{T-1} r_{t'} \) with \( \sum_{t'=0}^{T-1} \nabla \theta \log \pi_\theta(a_t|s_t) \).

From Lemma 23, we get the bound \( \| X(\tau) \|_p \leq \frac{T B_p |R|_{\max}}{1 - \gamma} \), which we use as the bound \( B \) in Theorem 15, resulting in the stated quantum query complexity.

The classical complexity derives directly from Lemma 25 by noting that \( \| X(\tau) \|_\infty \leq \| X(\tau) \|_p \) for any \( p \geq 1 \), and that sampling a trajectory \( \tau \) (to compute a sample of \( X(\tau) \)) requires 1 episode of interaction with the environment. ▶

\(^3\) Note that the classical estimator still has a logarithmic dependence in \( d \), hidden in the \( \tilde{O} \) notation.
Note that the total query complexity of the quantum and classical analytical gradient estimators, in terms of the number of calls to $\mathcal{P}$ and $\mathcal{R}$, is $\tilde{O}\left(d^{\xi(p)} \frac{B_p T^4 |\mathcal{R}|_{\text{max}}}{\varepsilon (1-\gamma)} \right)$ and $\tilde{O}\left(\frac{B^2 T^3 |\mathcal{R}|_{\text{max}}}{\varepsilon^2 (1-\gamma)^2} \right)$, respectively.

The SOFTMAX$_1$-PQC policies are then a perfect fit for these algorithms as we can show that:

▶ **Lemma 20.** Any SOFTMAX$_1$-PQC policy as defined in Def. 11 satisfies $B_1 \leq 2$.

See Appendix E for a proof.

▶ **Corollary 21.** Any SOFTMAX$_1$-PQC policy as defined in Def. 11 can benefit from a full quadratic speed-up from quantum analytical gradient estimation.

## 5 Discussion

In this work, we design quantum algorithms to train parametrized policies in quantum-accessible environments. These algorithms can provide up to quadratic speed-ups in the number of interactions needed to evaluate the parameter updates of these policies, provided the environments allow for the appropriate quantum access. Their sample complexity is mostly governed by the number of parameters $d$ of the policy, as well as the smoothness parameters $D$ and $B_p$, depending on whether the numerical or analytical gradient estimation is used. These two smoothness parameters are hard to relate to each other in general, making the performances of these two algorithms hard to compare. Nonetheless, we show that quantum policies previously studied in the literature are smooth with respect to each of these parameters (i.e., with $D$ or $B_1$ in $O(1)$), which allows them to benefit from a full quadratic speed-up in sample complexity.

We note that in our results we only obtain quadratic speed-ups over specific classical algorithms that exploit the same smoothness conditions as our quantum algorithms. In order to strengthen these results, one would ideally prove matching lower bounds for the classical complexity of this task. We leave as an open question whether known classical lower bounds [1, 26] can be adapted to policy gradient evaluation.

In the analysis of the smoothness of the value function in Appendix F (specifically around Eq. (68)), we end up bounding its derivatives $\partial_\alpha V^{(\ell)}(s)$ using a loose upper bound, especially in the regime where the order $k = |\alpha|$ of the derivation is small. The reason for this loose bound is that we need to cast it as a Gevrey condition in order to apply the numerical gradient algorithms of Refs. [14, 8]. We conjecture that a modification of the construction in [14, 8] may be possible such as to gain an improvement by a factor of $T$ in the sample complexity of our numerical gradient algorithm, and such that the resulting scaling in $T$ would match that of our analytical gradient estimation algorithm. Side-stepping the Gevrey-formulation of the bound would also remove the need for the condition $\gamma T \geq 2$ that we enforce in the MDP (which is in any case not a very limiting condition, as MDPs of interest usually have a large horizon $T$ and a discount factor $\gamma$ close to $1$ – typically $T \approx 10,000$ and $\gamma \approx 0.99$ for Atari games [30]).

---
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A Simple derivation of the policy gradient theorem

**Theorem 22 (Policy gradient theorem [40]).** Given a policy \( \pi_\theta \) that generates trajectories \( \tau = (s_0, a_0, r_0, s_1, \ldots) \) in a reinforcement learning environment with time horizon \( T \in \mathbb{N} \cup \{\infty\} \), the gradient of the value function \( V_{\pi_\theta} \) with respect to \( \theta \) is given by

\[
\nabla_{\theta} V_{\pi_\theta}(s_0) = \mathbb{E}_\tau \left[ \sum_{t=0}^{T-1} \nabla_{\theta} \log \pi_\theta(a_t|s_t) T \sum_{t'=0}^{T-1} \gamma^{t'} r_{t'} \right].
\]

(31)

**Proof.** Call \( R(\tau) = \sum_{t=0}^{T-1} \gamma^t r_t \) the return of a trajectory \( \tau \), and \( P_\theta(\tau) = \prod_{t=0}^{T-1} \pi_\theta(a_t|s_t) P_E(s_{t+1}|s_t, a_t) \) the probability of this trajectory, where \( P_E \) describes the unknown dynamics of the environment.

Then, we can write the value function as

\[
V_{\pi_\theta}(s_0) = \sum_{\tau} P_\theta(\tau) R(\tau)
\]

(32)

and its gradient as

\[
\nabla_{\theta} V_{\pi_\theta}(s_0) = \sum_{\tau} \nabla_{\theta} P_\theta(\tau) R(\tau)
\]

(33)

\[
= \sum_{\tau} P_\theta(\tau) \nabla_{\theta} P_\theta(\tau) R(\tau)
\]

(34)

\[
= \sum_{\tau} P_\theta(\tau) \nabla_{\theta} \log(P_\theta(\tau)) R(\tau)
\]

(35)

\[
= \sum_{\tau} P_\theta(\tau) \sum_{t=0}^{T-1} \nabla_{\theta} \log(\pi_\theta(a_t|s_t)) R(\tau)
\]

(36)

\[
= \mathbb{E}_\tau \left[ \sum_{t=0}^{T-1} \nabla_{\theta} \log(\pi_\theta(a_t|s_t)) R(\tau) \right]
\]

(37)

where we have artificially divided and multiplied each term by \( P_\theta(\tau) \) in the second line, and used the independence on \( \theta \) of the environment dynamics \( P_E(s_{t+1}|s_t, a_t) \) in the fourth line.

B Lemmas concerning properties of MDPs

B.1 An upper bound on the value function

**Lemma 23.** Consider an MDP \( \mathcal{M} = (S, A, P, R, |R|_{\text{max}}, T, \gamma) \) as defined in Def. 4. The value function \( V_{\pi_\theta}(s_0) = \mathbb{E} \left[ \sum_{t=0}^{T-1} \gamma^t r_t \right] \) of any policy \( \pi_\theta \), evaluated on any initial state \( s_0 \in S \) is upper bounded by

\[
|V_{\pi_\theta}(s_0)| \leq \min \left\{ T, \frac{1}{1 - \gamma} \right\} |R|_{\text{max}}.
\]

(38)
Proof. We have, by definition of the MDP, $r_t \leq |R|_{\text{max}}$, which implies:

$$\left| \sum_{t=0}^{T-1} \gamma^t r_t \right| \leq \sum_{t=0}^{T-1} \gamma^t |r_t| \leq \sum_{t=0}^{T-1} \gamma^t |R|_{\text{max}} \leq \begin{cases} \frac{|R|_{\text{max}}}{1-\gamma} & \text{if } \gamma < 1 \\ T|R|_{\text{max}} & \text{always} \end{cases}$$

which also holds in expectation value over all trajectories of length $T$.

B.2 The effective time horizon of an MDP

Lemma 24. Consider an MDP $\mathcal{M} = (S, A, P, R, |R|_{\text{max}}, T, \gamma)$ as defined in Def. 4, with an infinite horizon $T = \infty, \gamma < 1$ and a value function $V_{\pi_\theta}$. The finite-horizon MDP $\mathcal{M}' = (S, A, P, R, |R|_{\text{max}}, T^*, \gamma)$, where

$$T^* = \left\lceil \frac{\log \left( \frac{1(1-\gamma)}{|R|_{\text{max}}} \right)}{\log(\gamma)} \right\rceil = \tilde{O} \left( \frac{1}{1-\gamma} \right)$$

has a value function $V'_{\pi_\theta}$ that satisfies

$$|V_{\pi_\theta}(s_0) - V'_{\pi_\theta}(s_0)| \leq \varepsilon$$

for any initial state $s_0 \in S$ and any policy $\pi_\theta$.

Proof.

$$|V_{\pi_\theta}(s_0) - V'_{\pi_\theta}(s_0)| = \left| \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_t \right] - \mathbb{E} \left[ \sum_{t=0}^{T^*-1} \gamma^t r_t \right] \right|$$

$$\leq \gamma^{T^*} \frac{|R|_{\text{max}}}{1-\gamma} \leq \varepsilon \frac{1 - \gamma}{|R|_{\text{max}}} = \varepsilon.$$

Because of this lemma, we always assume the time horizon $T$ of an MDP to be in $\tilde{O} \left( \frac{1}{1-\gamma} \right)$.

C Complexity of a classical MVMC algorithm

Lemma 25 (Classical multivariate Monte Carlo estimation). Let $X$ be a $d$-dimensional bounded random variable such that $\|X\|_{\infty} \leq B$. Given sampling access to $X$, $\varepsilon, \delta > 0$, there exists a classical multivariate mean estimator that returns an $\varepsilon$-precise estimate of $\mathbb{E}[X]$ in $\ell_{\infty}$-norm with success probability at least $1 - \delta$ using

$$\tilde{O} \left( \left( \frac{B}{\varepsilon} \right)^2 \right)$$

samples of $X$. 
Proof. Consider the following algorithm:
1. Collect $N = \lceil \frac{2B^2}{\epsilon^2} \log \left( \frac{2d}{\delta} \right) \rceil$ samples of $X$: \[
\left\{ x^{(i)} = (x_1^{(i)}, \ldots, x_d^{(i)}) \right\}_{1 \leq i \leq N}.
\]
2. Compute the $d$ coordinate-wise averages $\hat{x}_j = \frac{1}{N} \sum_{i=1}^N x_j^{(i)}$ and use $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_d)$ as an estimate.

Now consider the probability of failure of this algorithm, i.e., that at least one of the estimates is more than $\epsilon$ away from its expected value:
\[
\mathbb{P} \left( \bigvee_{j \in [d]} |\hat{x}_j - \mathbb{E}[x_j]| \geq \epsilon \right) \leq \sum_{j=1}^d \mathbb{P} (|\hat{x}_j - \mathbb{E}[x_j]| \geq \epsilon) 
\]
\[
\leq d \times \max_{j \in [d]} \mathbb{P} (|\hat{x}_j - \mathbb{E}[x_j]| \geq \epsilon) 
\]
\[
\leq 2d \exp \left( - \frac{2N^2 \epsilon^2}{4NB^2} \right) \quad \# \text{Hoeffding’s bound and bound on } x_j 
\]
\[
\leq \delta. \quad \# \text{definition of } N
\]

Hence, for arbitrary $\epsilon$ and $\delta$, the $d$ expectations can be estimated to error $\epsilon$ in the $\ell_\infty$-norm with success probability $1 - \delta$ using $N = \mathcal{O} \left( \frac{B^2}{\epsilon^2} \log \left( \frac{d}{\delta} \right) \right)$ samples of $X$. ▷

D Proof of Lemma 17

Lemma 17. Any raw-PQC policy as defined in Def. 9 satisfies $D \leq 1$.

Proof. Given a raw-PQC policy $\pi_\theta$ as defined in Def. 9, we seek to bound the following quantity:
\[
D = \max_{k \in \mathbb{N}^*} (D_k)^{1/k} \quad (47)
\]
where
\[
D_k = \max_{s \in S, \alpha \in [d]^k} \sum_{a \in A} |\partial_\alpha \pi_\theta(a|s)|. \quad (48)
\]

Gradients of this PQC policy can be evaluated using the parameter-shift rule [34]:
\[
\partial_\alpha \pi_\theta(a|s) = \partial_a \langle P_a \rangle_{s, \theta} = \frac{\langle P_a \rangle_{s, \theta + \frac{\epsilon}{2} c_i} - \langle P_a \rangle_{s, \theta - \frac{\epsilon}{2} c_i}}{\epsilon}, \quad (49)
\]
which can easily be generalized to higher-order derivatives [3]:
\[
\partial_\alpha \pi_\theta(a|s) = \frac{1}{2^k} \sum_\omega c_\omega \langle P_a \rangle_{s, \theta + \omega} \quad (50)
\]
for $\alpha \in [d]^k$, $\omega \in \{0, \pm \frac{\epsilon}{2}, \pm \pi, \pm \frac{3\epsilon}{2}, \ldots\}^d$, and $c_\omega \in \mathbb{Z}$ such that $\sum_\omega |c_\omega| = 2^k$.

Now, by combining Eq. (48) and (50), we get:
\[
D_k = \max_{s \in S, \alpha \in [d]^k} \sum_{a \in A} \left| \frac{1}{2^k} \sum_\omega c_\omega \langle P_a \rangle_{s, \theta + \omega} \right| \quad (51)
\]
\[
\leq \max_{s \in S, \alpha \in [d]^k} \sum_{a \in A} \sum_\omega |c_\omega| \left| \langle P_a \rangle_{s, \theta + \omega} \right| \quad (52)
\]
\[
= \max_{s \in S, \alpha \in [d]^k} \frac{1}{2^k} \sum_\omega |c_\omega| \sum_{a \in A} \left| \langle P_a \rangle_{s, \theta + \omega} \right| = 1. \quad (53)
\]
where in the last line we used $\sum_a P_a = I$ in the definition of the raw-PQC policy and $\sum_\omega |c_\omega| = 2^k$.

Since this bound is valid for all $k \in \mathbb{N}^*$, then also $D \leq 1$. ▷
Proof of Lemma 20

Lemma 20. Any softmax-PQC policy as defined in Def. 11 satisfies $B_1 \leq 2$.

Proof. Given a softmax-PQC policy $\pi_\theta$ as defined in Def. 11, we seek to bound the following quantity:

$$B_1 = \max_{s \in S, a \in A} \| \nabla_{\theta} \log \pi_\theta(a|s) \|_1. \quad (54)$$

From the definition of this policy, we have:

$$\langle O_a \rangle_{s, \theta} = \langle \psi_s | \sum_i w_{a,i} P_{a,i} | \psi_s \rangle \quad (55)$$

such that $\sum_i P_{a,i} = I$ and $P_{a,i} P_{a,i'} = \delta_{i,i'} P_{a,i}$, $\forall a \in A$. This implies that

$$\partial_{w_{a',i}} \langle O_a \rangle_{s, \theta} = \delta_{a,a'} \langle \psi_s | P_{a',i} | \psi_s \rangle = \delta_{a,a'} \langle P_{a',i} \rangle_s. \quad (56)$$

Since this is a softmax-PQC, it follows from Lemma 1 in [21] that:

$$\partial_{w_{a',i}} \log \pi_\theta(a|s) = \partial_{w_{a',i}} \langle O_a \rangle_{s, \theta} - \sum_{a'' \in A} \pi_\theta(a''|s) \partial_{w_{a',i}} \langle O_{a''} \rangle_{s, \theta}$$

$$= \delta_{a,a'} \langle P_{a',i} \rangle_s - \pi_\theta(a'|s) \langle P_{a',i} \rangle_s. \quad (57)$$

Therefore,

$$\| \nabla_{\theta} \log \pi_\theta(a|s) \|_1 = \sum_{a',i} | \partial_{w_{a',i}} \log \pi_\theta(a|s) | \quad (59)$$

$$\leq \sum_{a',i} \left[ | \delta_{a,a'} \langle P_{a',i} \rangle_s | + | \pi_\theta(a'|s) \langle P_{a',i} \rangle_s | \right] \quad (60)$$

$$\leq \sum_i \langle P_{a,i} \rangle_s + \sum_{a',i} \pi_\theta(a'|s) \langle P_{a',i} \rangle_s \quad (61)$$

$$\leq 1 + \max_{a'} \sum_i \langle P_{a',i} \rangle_s \quad (62)$$

$$\leq 2 \quad (63)$$

where we made use of the triangle inequality in the first inequality, the positivity of $\langle P_{a,i} \rangle_s$ and $\pi_\theta(a'|s)$ in the second inequality, and the normalization constraint of $\{P_{a,i}\}_i$ in the third and fourth inequalities.

Gevrey condition of value functions

In this section, we investigate the smoothness of the value function, in terms of the smoothness of the policy. More precisely, we prove the following lemma:

Lemma 26. Let $\pi_\theta$ be a parametrized policy with a bounded smoothness parameter $D$, defined in Eq. (20). Let $M = (S, A, P, R, |R|_{\text{max}}, T, \gamma)$ be an MDP as defined in Def. 4 with $T \gamma \geq 2$. Then the value function $V_{\pi_\theta}(s_0)$ associated to the policy $\pi_\theta$ in $M$, as a function of the policy parameters $\theta$, satisfies the Gevrey conditions of Def. 12 for $\sigma = 0, M = \frac{4 |R|_{\text{max}}}{1 - \gamma}$ and $c = DT^2$. 

As a first step, we observe that we can use the Markovian nature of an MDP to describe the value function as the limit of a sequence of improving approximations, by iteratively increasing the time horizon at which we evaluate the MDP. More precisely, we define inductively, for all states \( s \in S \) and time horizons \( t \geq 0 \),

\[
V_{\pi_\theta}^{(t+1)}(s) = \sum_{a \in A} \pi_\theta(a|s) \left[ R(s, a) + \gamma \sum_{s' \in S} P(s'|s, a)V_{\pi_\theta}^{(t)}(s') \right],
\]

where for the induction basis, we use \( V_{\pi_\theta}^{(0)}(s) = 0 \), for all states \( s \in S \). We easily check that the value function at time horizon \( T \in \mathbb{N} \cup \{\infty\} \) of an MDP, \( V_{\pi_\theta}(s) \), is indeed given by letting \( t \) go to \( T \) in the above definition.

This recursive definition of approximations to the value function provides us with a convenient handle on its derivatives. In particular, for all integers \( k, t > 0 \) and sequences \( \alpha \in [d]^k \), where \( d \) is the number of parameters of \( \theta \), i.e., \( \theta \in \mathbb{R}^d \), we obtain that

\[
\partial_{\alpha} \left[ V_{\pi_\theta}^{(t+1)}(s) - V_{\pi_\theta}^{(t)}(s) \right] = \gamma \partial_{\alpha} \left[ \sum_{a \in A} \pi_\theta(a|s) \sum_{s' \in S} P(s'|s, a)(V_{\pi_\theta}^{(t)}(s') - V_{\pi_\theta}^{(t-1)}(s')) \right].
\]

Since the value function with time horizon \( t = 0 \) vanishes, we can express the partial derivatives at any given time horizon \( t \) as the telescoping sum

\[
\partial_{\alpha} V_{\pi_\theta}^{(t)}(s) = \sum_{t' = 0}^{t-1} \partial_{\alpha} \left[ V_{\pi_\theta}^{(t'+1)}(s) - V_{\pi_\theta}^{(t')} (s) \right].
\]

The main idea of this section is to expand the expression on the right-hand side in the above equation, using the recursive characterization provided in Eq. (64).

We start by defining some shorthand notation:

**Definition 27.** Let \( \mathcal{M} = (S, A, P, R, |R|_{\text{max}}, T, \gamma) \) be an MDP, and \( \pi_\theta \) be a policy parametrized by \( \theta \in \mathbb{R}^d \). Let \( V_{\pi_\theta}^{(t)} \) be its value function with horizon \( t > 0 \), and for all \( k, t > 0 \), let

\[
g(k, t) = \max_{s \in S, \alpha \in [d]^k} \left| \partial_{\alpha} \left[ V_{\pi_\theta}^{(t+1)}(s) - V_{\pi_\theta}^{(t)}(s) \right] \right|, \quad \text{and} \quad U(k, t) = \sum_{t' = 0}^{t-1} g(k, t').
\]

We observe that

\[
|\partial_{\alpha} V_{\pi_\theta}^{(t)}(s)| \leq \sum_{t' = 0}^{t-1} \partial_{\alpha} \left[ V_{\pi_\theta}^{(t'+1)}(s) - V_{\pi_\theta}^{(t')} (s) \right] \leq \sum_{t' = 0}^{t-1} g(k, t') = U(k, t),
\]

and hence to bound the smoothness of (the approximations to) the value function, it suffices to find a good upper bound on \( U(k, t) \). The previous definition already foreshadows that the resulting expression explicitly depends on the smoothness of the policy through the parameter \( D \).

In order to upper bound \( U(k, t) \), we first find an expression that upper bounds \( g(k, t) \), which is the objective of the following lemma.

**Lemma 28.** Let \( \mathcal{M} = (S, A, P, R, |R|_{\text{max}}, T, \gamma) \) be an MDP, and \( \pi_\theta \) be a policy parametrized by \( \theta \in \mathbb{R}^d \). Let \( V_{\pi_\theta}^{(t)} \) be its value function with horizon \( t > 0 \). For all \( k \in \mathbb{N} \), let \( \Lambda_k \) be the set of all partitions of \( k \), where every partition \( \lambda \in \Lambda_k \) is a multiset of positive integers that
sums to \( k \). By \( \{ \lambda \} \), we denote the set of elements in \( \lambda \), i.e., without repetition. We let \( \# \ell(\lambda) \) be the number of occurrences of \( \ell \) in the multiset \( \lambda \), and let \( \# \lambda = \{ \# \ell(\lambda) : \ell \in \{ \lambda \} \} \) be the multiset of occurrences in \( \lambda \). For all non-negative integers \( k, t \), we have

\[
g(k, t) \leq \gamma^t |R|_{\max} \left( \sum_{\lambda \in \Lambda_k} \binom{k}{|\lambda|} \binom{|\lambda|}{\# \lambda} \left( \frac{t+1}{|\lambda|} \right) \prod_{\ell \in \lambda} D_\ell \right)
\]

**Proof.** We give a combinatorial argument. To that end, let \( k, t \geq 0 \) be integers, and let \( \alpha \in [d]^k \) be a finite sequence of indices with respect to which we want to compute the partial derivative of \( V_{\pi_\theta}^{(t)} \). The main idea is to apply the product rule to the expression on the right-hand side of Eq. (64).

In particular, by repeatedly substituting the right-hand side of Eq. (64) into itself, we obtain that there are \( t + 1 \) probabilities \( \pi_\theta(a|s) \) to which we can associate any given index of \( \alpha \). Thus, we count the number of occurrences where the distribution of indices in \( \alpha \) across the \( t + 1 \) different factors forms the partition \( \lambda \in \Lambda_k \). We call this number \( c_\lambda \), and we indeed observe that all these terms are upper bounded by \( \prod_{\ell \in \lambda} D_\ell \), which means that it remains to prove that

\[
c_\lambda = \binom{k}{|\lambda|} \binom{|\lambda|}{\# \lambda} \left( \frac{t+1}{|\lambda|} \right).
\]

Observe that we must first choose which factors to assign any derivative to at all, which can be done in \( \binom{t+1}{|\lambda|} \) ways. Then, we must decide how many derivatives we are going to assign to each of the selected factors, which can be done in \( \binom{\# \lambda}{\ell} \) ways. Finally, we must distribute the \( k \) derivatives among the groups, which can be done in \( \binom{k}{|\lambda|} \) ways. This completes the proof.

Now that we have found an expression that upper bounds \( g(k, t) \), we can use it to upper bound \( U(k, t) \) as well. This is the objective of the following lemma.

**Lemma 29.** Let \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, P, R, |R|_{\max}, T, \gamma) \) be an MDP, and \( \pi_\theta \) be a policy parametrized by \( \theta \in \mathbb{R}^d \). Let \( V_{\pi_\theta}^{(t)} \) be its value function with horizon \( t > 0 \). For all non-negative integers \( k, t \) such that \( \gamma \geq 2/t \), we have

\[
U(k, t) \leq \frac{2|R|_{\max}}{1 - \gamma} \cdot (\gamma D t^2)^k.
\]

**Proof.** By plugging in the bound derived in Lemma 28, we obtain directly that

\[
U(k, t) = \sum_{t'=0}^{t-1} g(k, t') \leq \sum_{t'=0}^{t-1} \gamma^{t'} |R|_{\max} \sum_{\lambda \in \Lambda_k} \binom{k}{|\lambda|} \binom{|\lambda|}{\# \lambda} \left( \frac{t'+1}{|\lambda|} \right) \prod_{\ell \in \lambda} D_\ell.
\]

First, for all \( \lambda \in \Lambda_k \), we observe that the final product can be upper bounded as

\[
\prod_{\ell \in \lambda} D_\ell = \prod_{\ell \in \lambda} (D_\ell^{1/\ell})^\ell \leq \prod_{\ell \in \Lambda} D_\ell^\ell = D^k.
\]

Next, we can swap the summations in Eq. (66), and after rewriting we obtain

\[
U(k, t) \leq |R|_{\max} D^k \sum_{r=1}^k \sum_{k_1, \ldots, k_r \in \mathbb{N}} \binom{k}{k_1, \ldots, k_r} r! \gamma^r \left( \frac{t'+1}{r} \right).
\]

(67)
We now focus on the final summation in the above expression. First, we observe that if \( t < r \), then all the binomial coefficients evaluate to 0, and therefore the summation as a whole vanishes as well. Thus, the only terms in the above expression that are non-zero are those where \( r \leq t \), which means that we can change the upper limit of summation in the outermost summation to \( \min(k, t) \). We can take at least \( r \) factors of \( \gamma \) out, and as such obtain

\[
\sum_{t'=0}^{t-1} \gamma^{t'} \binom{t'+1}{r} = \gamma^r \sum_{t'=0}^{t-r-1} \gamma^{t'} \binom{t'+r+1}{r} \leq \gamma^r \sum_{t'=0}^{t-r-1} \gamma^{t'} \leq \frac{\gamma^r t'}{(1-\gamma)^{r+1}}.
\]

Plugging this expression back into Eq. (67) yields

\[
U(k, t) \leq |R|_{\text{max}} D k \sum_{r=1}^{\min(k, t)} (\gamma t)^r \sum_{k_1, \ldots, k_r \in \mathbb{N}} \binom{k}{k_1, \ldots, k_r} = \frac{|R|_{\text{max}} D k}{1-\gamma} \sum_{r=1}^{\min(k, t)} (\gamma t)^r r!.
\]

In the summation on the right-hand side, the last term is by far the biggest. We can show this crudely by observing that for all \( a \geq 2 \),

\[
\frac{1}{n^a a^n} \sum_{r=1}^{n} a^r = \sum_{r=1}^{n} \left( \frac{1}{a} \right)^r \leq \sum_{r=0}^{n-1} \left( \frac{1}{2} \right)^r \leq 2.
\]

Thus, by setting \( n = \min(k, t) \), and \( a = \gamma t \), we obtain that

\[
U(k, t) \leq \frac{2 |R|_{\text{max}} D k}{1-\gamma} \cdot (\gamma D t^{2})^k.
\]

This completes the proof.

Lemma 26 then follows immediately from this lemma and Eq. (65) for \( t = T \).

### G Classical complexity of numerical gradient estimation

In this Appendix, we analyze the complexity of a classical numerical gradient estimation algorithm that relies on the same smoothness conditions of the value function as the quantum algorithm. More precisely, we show the following lemma:

\[ \textbf{Lemma 30.} \text{ Let } \pi_\theta \text{ be a parametrized policy that can be used to interact with an MDP, and that has a bounded smoothness parameter } D, \text{ defined in Eq. (20). The gradient of the value function corresponding to this policy } \nabla_\theta V_{\pi_\theta}(s_0) \text{ can be evaluated to error } \varepsilon \text{ in the } \ell_\infty \text{-norm, using}
\]

\[
\tilde{O} \left( d \left( \frac{D T^2 |R|_{\text{max}}^2}{\varepsilon (1-\gamma)} \right)^2 \right)
\]

\[ \text{length-}T \text{ episodes of interaction with the environment using a classical numerical gradient estimator.} \]

To prove this lemma, we consider a central-difference method that, compared to a simple finite-difference method, can exploit more evaluations of a function \( f \) and bounds on its higher-order derivatives to evaluate \( f'(x) \) with higher precision. We perform an error analysis of this method and calculate its query complexity for functions \( f \) that cannot be evaluated exactly but only through Monte Carlo estimation (such as value functions).
G.1 Central difference numerical differentiation

Suppose that we can evaluate a function \( f : \mathbb{R} \rightarrow \mathbb{R} \) that is \( k \) times differentiable at some point \( x \in \mathbb{R} \), with \( f^{(k-1)} \) continuous on some interval around \( x \). For \( \delta \in \mathbb{R} \) such that \( x + \delta \) is in this interval, Taylor’s theorem (with the Lagrange formulation of the remainder) gives us:

\[
f(x + \delta) = f(x) + f'(x)\delta + \frac{f''(x)}{2!}\delta^2 + \ldots + \frac{f^{(k-1)}(x)}{(k-1)!}\delta^{k-1} + \frac{f^{(k)}(\xi)}{k!}\delta^k
\]

for a \( \xi \in [x, x + \delta] \).

For \( k = 2 \) specifically, this expression becomes:

\[
\begin{align*}
    f(x + \delta) &= f(x) + f'(x)\delta + \frac{f''(\xi_+)}{2!}\delta^2, \\
    f(x - \delta) &= f(x) - f'(x)\delta + \frac{f''(\xi_-)}{2!}\delta^2,
\end{align*}
\]

for some \( \xi_+, \xi_- \in [x, x + \delta] \).

The central difference method for numerical differentiation uses the following formula, derived from the expressions above:

\[
f'(x) = \frac{f(x + \delta) - f(x - \delta)}{2\delta} + \frac{f''(\xi_+) - f''(\xi_-)}{4}\delta.
\]

When a bound \( C_2 \) for \( f'' \) is known on the interval \( [x - \delta, x + \delta] \), the remainder term can be bounded by

\[
| R_k | \leq \frac{C_2\delta}{2}.
\]

The method can be generalized to use higher order derivatives (up to some \( k \in \mathbb{N} \)), such that \( f'(x) \) is now of the form

\[
f'(x) = \sum_{l=-m}^{m} a_l^{(2m)} \frac{f(x + l\delta)}{\delta} + \sum_{l=-m}^{m} a_l^{(2m)} \frac{f^{(k)}(\xi_l)}{k!}\delta^{k-1}
\]

for \( m = \left\lfloor \frac{k-1}{2} \right\rfloor \) and where

\[
a_l^{(2m)} = \begin{cases} 
    1 & \text{if } l = 0, \\
    \left(\frac{(-1)^{l+1}(m)!}{(k+m+l)!(m-l)!}\right)^2 & \text{otherwise.}
\end{cases}
\]

G.2 Bounding the errors

When a bound \( C_k \) for \( f^{(k)} \) is known on the interval \( [x - m\delta, x + m\delta] \), the remainder term \( R_k \) can be bounded by

\[
|R_k| \leq \sum_{l=-m}^{m} a_l^{(2m)} k^l \frac{C_k}{k!} \delta^{k-1} \leq 2m^k C_k \delta^{k-1}
\]

where the last inequality comes from Theorem 3.4 in [8].

In order for \( |R_k| \leq \frac{\varepsilon}{2} \), we then need

\[
\delta \leq \frac{k^{k\xi}}{4m^k C_k}.
\]
We take
\[
\delta = \frac{2}{e} \left( \frac{\varepsilon}{4C_k} \right)^{1/k}
\]
(78)
\[
\leq \left( 2\pi k \right)^{\frac{1}{k}} \frac{k}{m} \left( \frac{\varepsilon}{4C_k} \right)^{1/k}
\]
(79)
\[
\leq \left( \frac{\sqrt{2\pi k (\varepsilon/k)^k}}{4m^k C_k} \right)^{1/k}
\]
(80)
\[
\leq \sqrt{\frac{k^4 \varepsilon}{4m^k C_k}}
\]
(81)
\[
\leq \sqrt[4]{k} \frac{k^4 \varepsilon}{4m^k C_k}
\]
(82)

Moreover, we are interested in the case where \( f \) cannot be evaluated exactly, but rather when we have access to random samples whose expectation value is \( f(x) \) (and are bounded by \( C_0 \)). If we want to estimate each \( f_l, l = -m, \ldots, m \), to precision \( \varepsilon \) (such that we get their sum to precision \( \varepsilon \)), it is sufficient to estimate each \( f(x+\ell \delta) \) to precision \( \varepsilon \delta \). From Lemma 25, we have that this requires a total number of queries (or samples) that scales as

\[
\tilde{O} \left( \sum_{i=-m}^{m} \left( \frac{C_0 k a_i^{(2m)}}{\varepsilon^2 \delta} \right)^2 \right) \leq \tilde{O} \left( \left( \frac{C_0 k}{\varepsilon^2 \delta} \right)^2 \sum_{i=-m}^{m} a_i^{(2m)} \right)
\]
(83)
\[
\leq \tilde{O} \left( \left( \frac{C_0 k}{\varepsilon^2 \delta} \right)^2 \left( 1 + 2 \sum_{l=1}^{m} \frac{1}{l} \right) \right)
\]
(84)
\[
\leq \tilde{O} \left( \left( \frac{C_0 k}{\varepsilon^2 \delta} \right)^2 \left( 3 + 2 \log(m) \right) \right)
\]
(85)
\[
\leq \tilde{O} \left( \left( \frac{C_0 k}{\varepsilon^2 \delta} \right)^2 \right)
\]
(86)

where the first two inequalities follow from \( a_0^{(2m)} = 1 \) (Eq. (75)) and \( |a_l^{(2m)}| \leq \frac{1}{l}, l \in \{-m, \ldots, m\}\setminus\{0\} \) (Theorem 3.4 in [8]), and the third inequality follows from a simple upper bound on harmonic numbers.

Combining Eqs. (78) and (86), we find that a total of

\[
\tilde{O} \left( \left( \frac{C_0 k}{\varepsilon} \left( \frac{C_k}{\varepsilon} \right)^{1/k} \right)^2 \right)
\]
(87)

queries are sufficient to estimate \( f'(x) \) to precision \( \varepsilon \).
G.3 Application to value functions

In the case of value functions, we have $C_k = \frac{2|R|_{\text{max}}}{1 - \gamma} (DT^2)^k \forall k \in \mathbb{N}$ (see Lemma 26). Therefore, we can choose

$$k = \log \left( \frac{2|R|_{\text{max}}}{\varepsilon (1 - \gamma)} \right)$$

(88)

and use the identity $x^{1/\log(x)} = e^{\log(x)/\log(x)} = e$, such that, from Eq. (87):

$$\tilde{O} \left( d \left( \frac{DT^2|R|_{\text{max}}}{\varepsilon (1 - \gamma)} \right)^2 \right)$$

(89)

queries are sufficient to estimate the gradient $\nabla_\theta V_\pi$ to $\varepsilon$ precision in the $\ell_\infty$-norm. The multiplicative factor $d$ comes from the fact that we need to estimate each of the $d$ coordinates of the gradient independently.