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As the world continues its rapid technological evolution, the role of computer programming education has become increasingly pivotal in shaping the future of our societies. The landscape of computer programming education is undergoing profound changes driven by advancements in technology, shifts in pedagogical approaches, and the growing demand for digital skills. As educators, researchers, and practitioners, we find ourselves confronted with new challenges and opportunities that call for a deep exploration of generative tools and their potential to revolutionize the teaching and learning of computer programming.

In this edition of ICPEC, we are excited to delve into a theme that not only reflects the current state of the field but also guides its future trajectory: “Generative Tools and the Future of Teaching-Learning in Computer Programming.”

Generative tools encompass a diverse array of technologies, from code generation frameworks to interactive development environments and automated assessment systems. These tools hold the promise of enhancing both the efficiency and effectiveness of programming education. With their ability to produce code, offer instant feedback, and facilitate collaborative learning, generative tools can empower students and educators alike to engage with programming concepts more deeply and creatively.

However, we must also confront a series of complex questions and challenges:

- How do generative tools impact students’ problem-solving skills and their understanding of fundamental programming concepts?
- What are the ethical considerations surrounding the use of automated assessment systems and code generation tools in educational contexts?
- How can educators best integrate generative tools into their curricula to promote a balanced approach between automation and conceptual mastery?
- What new paradigms of teaching and learning emerge as a result of incorporating generative tools, and how do these paradigms reshape the traditional classroom dynamics?

In addition to generative tools, this edition of ICPEC also highlights new trends, paradigms, and tools that are redefining the landscape of computer programming education. From the rise of interdisciplinary approaches that bridge programming with other fields, to the exploration of alternative programming paradigms and languages, we will explore the rich tapestry of possibilities that lie ahead.

We extend our deepest gratitude to the dedicated individuals who have contributed to making ICPEC 2023 a reality, from the organizing committee to the presenters and attendees. Your passion and commitment are the driving forces behind the success of this conference.

Ricardo Alexandre Peixoto de Queirós
Mário Paulo Teixeira Pinto
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Abstract

Practice and assessment in introductory programming courses are typically centered on problems that require students to write code to produce specific outputs. While these exercises are necessary and useful for providing practice and mastering syntax, their solutions may not effectively measure the learners’ real understanding of programming concepts. Misconceptions and knowledge gaps may be hidden under an exercise solution with correct outputs. Furthermore, obtaining answers has never been so easy in the present era of chatbots, so why should we care (much) about the solutions? Learning a skill is a process that requires iteration and failing, where feedback is of utmost importance. A programming exercise is a means to build up reasoning capabilities and strategic knowledge, not an end in itself. It is the process that matters most, not the exercise solution. Assessing if the learning process was effective requires much more than checking outputs.

I advocate that introductory programming learning could benefit from placing more emphasis on assessing learner comprehension, over checking outputs. Does this mean that we should not check if the results are correct? Certainly not, but a significant part of the learning process would focus on assessing and providing feedback regarding the comprehension of the written code and underlying concepts. Automated assessment systems would reflect this shift by comprising evaluation items for such a purpose, with adequate feedback. Achieving this involves numerous challenges and innovative technical approaches. In this talk, I present an overview of past and future work on tools that integrate code comprehension aspects in the process of solving programming exercises.
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1 Do programming learners fully understand their code?

Studies have shown that programming assignments that are successfully solved do not necessarily have a matching learner confidence [13, 11], while a significant number of students may struggle to explain their own code [15]. In other words, a learner’s ability to write a correct solution to a problem does not imply mastery of the underlying concepts, algorithms, and programming primitives. Despite reaching solutions that work, the learner may hold misconceptions [7, 18] about the written code. Even if a learner did not cheat and actually wrote the code, the latter could have been obtained through tinkering and trial-and-error until reaching a working solution. In my experience as a programming instructor, I often get surprised when a third-year student almost graduating cannot interpret rather elementary aspects of program execution and errors. (I ask myself: How did the student reach this point without understanding these matters? Systematically hammering out programs until they work as expected?)
Shifting Programming Education from Exercise Outputs Toward Comprehension

These days we have just reached the era of chatbots capable of correctly solving most introductory programming assignments [8]. These systems, such as the popular ChatGPT\(^1\), not only solve problems but also have a generative nature that allows them to output different solutions for those, with accompanying detailed explanations. Until now one could easily find code snippets for typical programming problems by browsing the Web. However, the learner had to make at least a minimal effort regarding the interpretation and integration of the search. With the advent of the latest chatbots, that effort is reduced to the minimum possible – copy and paste the problem statement. Furthermore, there are barely any constraints regarding the written or programming language. This implies that one may easily pass an online programming exam blindly, just using the outputs of chatbots. Some solutions will fail or not be optimal, but the overall score is likely to be positive. Therefore, obtaining solutions has never been so easy, and this is likely to remain as such.

If just reading solutions would be adequate to learn to program, chatbots would not even be necessary, and students simply would be provided with a bundle of problem statements and corresponding solutions.\(^2\) Most programming exercises are “classical”, for which thousands of solutions exist out there. The ease of obtaining solutions implies that they lose their value. However, the real benefit of solving a programming exercise is not reaching a solution, but rather the process of developing it – the problem interpretation, the strategy to approach it, how to express it, handling common errors and bugs that will occur, and in turn, their interpretation and strategy to overcome those. If a learner obtains immediate working solutions without going through this process and just focuses on checking whether they meet the desired outcome, will certainly acquire weaker skills. In analogy with natural languages, it is like training to write sentences by modifying existing ones, but not being able to express oneself by writing on a blank sheet.

Even in a pre-chatbot era, overreliance on automatic assessment systems could lead to an “autograder insanity” phenomenon [5], where students replace the task of testing their own solutions with highly frequent resubmissions to the system until they obtain a high score. Not imposing limits and/or penalties for overusing the submission system may incentivize a trial-and-error and tinkering approach to problem-solving. I believe this is a poor educational practice, because one may reach a solution with high quality, but not fully understand all aspects that characterize it as such. While in a small programming exercise against an autograder a trial-and-error tactic may suffice to reach a working solution, in real settings that strategy may be highly inefficient due to aspects pertaining to state space size, system complexity, and development settings.

Access to (reliable) information is generally perceived as beneficial. Still, I argue that the absence of learning strategies that are adapted to this new reality may hinder programming learning processes (and other subjects). Struggling students will likely use the means at their disposal to overcome their difficulties, especially when they are considered legitimate. I believe that if the activities for fulfilling programming course requirements remain focused on obtaining solutions, the widespread use of chatbots might lead to a shallow acquisition of programming skills.

---

\(^1\) [https://chat.openai.com/](https://chat.openai.com/)

\(^2\) Worked examples [4] are an effective learning means, but their aim is not to replace deliberate practice.
How can courseware help to improve program comprehension?

I believe that the instructional design of programming courses could place more emphasis on assessing the learner’s comprehension of programming concepts, algorithms, and code understanding while downplaying the accomplishment of reaching a solution that produces the expected outputs. In this perspective, an exercise would not be completed until some assessment of program comprehension is carried out. My hypothesis is that deemphasizing solution outputs will, to some degree, shift the learners’ attention and learning time to understanding.

A possible approach to assess code understanding is to pose questions about learners’ code [16]. Given that having a human tutor to carry out this role systematically for each individual learner is likely not to be feasible in practice due to instructor availability and cost, such an approach would better scale using automated assessment systems. A recent survey [17] concluded that such systems generally do not comprise this sort of meta-cognition feedback on the submitted code solutions. Jask [21] is a research prototype capable of generating question-answer pairs about Java code against methods. Our early experiment with introductory programming students revealed a high failure rate (> 60%) on questions involving program dynamics (e.g., variable tracing, call stack) [21], while their solutions were producing the expected outputs. Another study with questions on JavaScript [14] has revealed similar failure rates and found that students that repeatedly fail these questions are more likely to drop out. The results confirm that correct exercise solutions do not imply an understanding of the inner workings of programs. This fragility may become evident as problems and algorithms get more complex, but that was not yet evaluated.

Questions about learners’ code could be applied in a post-submission fashion in an automated assessment system, where a learner would face questions about the submitted code solution. Upon submitting a solution, the system could also ask questions about other solutions for the same exercise from other students. This would lead the learner to carry out code comprehension tasks related to the same matter, possibly strengthening the related skills by having to interpret similar or different solutions.

Questions about learners’ code may be posed at different moments and target different concerns. For example, an inquisitive code editor [10] may prompt questions to learners when the written code reveals a hypothetical misconception, fostering users to reflect on their code. Another possibility for asking questions is during debugging (when errors occur) [1], leading users to reflect on the cause of the errors (instead of trying something else straight away).

Another form of assisting programming learners during exercise solving is by providing feedback and appropriate hints. When a learner cannot progress in an exercise the first temptation might be to look for the solution somewhere else, such as a chatbot. However, in their current form, chatbots may straightly provide a complete solution. As discussed earlier, this may cause the learner to go through the exercise with minimal reflection, despite that chatbots are also capable of outputting detailed explanations of the provided solutions. Jinter [9] is a system to provide fine-grained hints for progressing and receiving feedback in programming exercises. Instead of providing straight answers, the hints attempt at leading the learner to a viable path, while demanding some reflection. Other approaches have focused on providing feedback for improving the code, for instance, with respect to code quality [2] and refactoring [12].

Following a different research line – educational programming environments (e.g., Ville [19], BlueJ [6], Thonny [3], PandionJ [20]) – I postulate that the programming environments themselves could improve their role in program comprehension. Namely, by providing
Shifting Programming Education from Exercise Outputs Toward Comprehension

additional insights that would be otherwise unnoticeable or of difficult access, such as providing facilities for users to: see execution history, ask questions about program behavior, trace output to program statements, detail error explanations and location, and present information about execution performance (time and memory). Hypothetically, the absence of available information to help understand what went wrong in a program incentivizes a learner to search for other forms of overcoming the problem.

To conclude, chatbots have the potential of being a fabulous aid to programming learners that are stuck in their progress. The great novelty of chatbots relates to their immediacy and conversational nature, while they do not provide anything that is not explained elsewhere. Programming education will have to adapt to this new reality, but I argue that educators should not overvalue chatbots as if they were a silver bullet – in the end, one still has to understand how programs work. Time will tell how chatbots affect the learning processes of programming.

References


Abstract

Software security is an important topic that is gaining more and more attention due to the rising number of publicly known cybersecurity incidents. Previous research has shown that one way to address software security is by means of a serious game, the CyberSecurity Challenges, which are designed to raise awareness of software developers of secure coding guidelines. This game, which has been proven to be very successful in the industry, makes use of an artificial intelligence technique (laddering technique) to implement a chatbot for human-machine interaction.

Recent advances in machine learning led to a breakthrough, with the implementation of ChatGPT by OpenAI. This algorithm has been trained in a large amount of data and is capable of analysing and interpreting not only natural language, but also small code snippets containing source code in different programming languages. With the advent of ChatGPT, and previous state-of-the-art research in secure software development, a natural question arises: to which extent can ChatGPT aid software developers in writing secure software?

In this paper, we draw on our experience in the industry, and also on extensive previous work to analyse and reflect on how to use ChatGPT to aid secure software development. Towards this, we run a small experiment using five different vulnerable code snippets. Our interactions with ChatGPT allow us to conclude on advantages, disadvantages and limitations of the usage of this new technology.
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Introduction

According to ISO 25000 [16], one aspect of software development is security. Software security has been gaining much attention over the last decade due to the increasing number of cybersecurity incidents that are caused by poor software development practices. As a consequence, industrial standards such as IEC 62.443 mandate the implementation of a secure software development life cycle, to address and lower the number of vulnerabilities in products and services. The development of secure software is not only an important topic for the industry (e.g. in critical infrastructures), but it is also an important subject taught in many engineering and informatics courses at several universities.

There are several known methods to improve the quality of software. Among others, some of these methods include: performing secure code reviews, usage of static application security testing (SAST), and employment of security testing techniques such as unit testing, penetration testing, and fuzzing. These methods to improve software security are generally based on the fact that software should comply to a set of secure coding guidelines; secure coding guidelines are policies aimed at minimizing vulnerabilities and bugs in software. One way to ensure that software follows secure coding guidelines is by means of the usage of static application security testing tools. However, not all secure coding guidelines are decidable [3], i.e. there exist some secure coding guidelines for which no theoretical Turing Machine (TM) can be constructed such that, given some source code the TM identifies compliance or non-compliance to the guideline. As a result from this theoretical perspective, an immediate problem is raised: full automation of secure coding is not possible. Software developers are ultimately responsible for the security of the code they write. However, in a 2019 survey with more than 4000 software developers from the industry, Patel [21] has shown that more than 50% of them cannot recognize vulnerabilities in source code.

A way to address this problem is to raise awareness of secure coding among software developers. Similar to Patel, in [11], Gasiba has shown that industrial software developers’ lack awareness of secure coding guidelines. He extended the work by Hänsch et al. to the field of secure coding, defining secure coding awareness in three dimensions: perception, protection, and behavior.

The recent advances in technology, in particular in Machine Learning (ML), allow new techniques to be used to assist software developers to write secure code. In [8], Gasiba et al. have shown that artificial intelligence can be used to raise awareness of software developers. The authors devised an intelligent coach by means of an artificial intelligent technique - the laddering technique - which is mostly used in chatbots [22]. The intelligent coach, which allowed Human-Machine interaction (HMi) in a controlled environment (the Sifu platform), was shown to be very successful to raise awareness of secure coding guidelines of software developers in the industry.

In this paper, we extend previous work by exploring the usage of ChatGPT [19] as a means of HMi. ChatGPT, which was released in November 2022, is built on top of the GPT-3 family of large language models, and was developed by the American research laboratory OpenAI. The language model has been fine-tuned with both supervised and reinforcement learning techniques.

Given the authors’ experience, previous work, as also the theoretical limitations inherent to the secure coding field, this work aims to broaden the understanding on the extent ChatGPT can aid software developers to write secure code. This work seeks to understand to which extent ChatGPT can recognize vulnerabilities in source code, and to which extent ChatGPT can rewrite code to eliminate the present security vulnerabilities. The reason the...
authors have chosen ChatGPT for experimentation, as opposed to other existing generative models (in particular models trained for cybersecurity), is the fact that, to the best of our knowledge, not only is ChatGPT available to the wide public, but also allows to maintain a conversation while remembering previous requests and answers. Therefore, we achieve the present study by means of interactions with ChatGPT based on five exercises taken from the serious game CyberSecurity Challenges (CSC), and analysis of the answers in terms of secure coding. In the present work, we also reflect on the usage of ChatGPT and similar technologies as a means to teach software developers to write secure code, both in academia and also in the industry.

This work provides a valuable insight to both industry practitioners, but also to researchers, by giving an overview of the advantages, disadvantages but also limitations of using Human-Machine interactions as a means to raise awareness of secure coding. This paper also opens the doors and gives a first step towards a new and rich field of research: using Machine Learning algorithms and generative AI to raise awareness of secure coding by means of HMi.

In Section 2 we present related work that was used as basis for our research. In Section 3 we describe the setup and experiment that we used to address our research question. Section 4 presents the result as the outcome of our experiments. A discussion and reflection on the obtained results is provided in Section 5. Finally, Section 6 concludes the paper and gives an outline of future work.

## 2 Related Work

Several previous work was used as a basis for the current publication. Industrial security standards such as ISO/IEC 62.443 [15] motivate the work. In particular, the 4.1 part of the standard describes the implementation of processes to address the life cycle of secure software development. One important aspect that the standard mandates is the establishment of several secure coding practices, e.g. the implementation of secure coding guidelines during the development of software. Some influential secure coding guidelines are provided by the Open Web Application Security Project (OWASP) in the form of Top-10 rules [18], and the secure coding guidelines provided by the Software Engineering Institute of the Carnegie Mellon University [5]. A further cybersecurity standard widely used in the industry is given by the MITRE corporation in form of Common Weakness Enumeration [6].

One way to address IT security is given by the German BSI Grundschutzkatalog [4] standard, which recognizes serious games as a means to raise awareness of IT security. A serious game, as defined by Dörner et al. [7], is a game that is developed with a purpose that is not only entertainment. Gasiba et al. have developed a game with the purpose to raise awareness of software developers of secure coding guidelines. This game (the CyberSecurity Challenges) is based on a platform which the authors called Sifu [8, 11], and has been shown to motivate software developers to think about security. In their game, the player is presented with a secure coding challenge containing software vulnerabilities. The player interacts with an intelligent coach, which is a software component that implements an artificial intelligence (AI) engine, in order to solve the challenge. The goal of the intelligent coach is to provide hints to the players on the reasons why software is not compliant to secure coding rules. The game is played through several interactions with the intelligent coach, until a solution to the given challenge is considered acceptable by the AI algorithm. The criteria for an acceptable solution includes: (1) initial vulnerability present in the challenge is removed, (2) no additional vulnerabilities are introduced, and (3) the code respects the desired semantics, i.e. behaves as expected. The AI mechanism implemented in the Sifu platform makes use of the chatbot laddering technique [22]. The hints that are provided to the player are thus given in an increasing level of clarity and exactness.
Although there exist other ways to increase software security, e.g., by means of static application security testing tools, our work focuses on the human factor. We motivate our choice by the fact that secure coding is a topic that cannot be fully solved by means of automation [13, 20, 2]. In [1], Acar et al. discuss how software developers search for advice for their coding activities, and conclude that software developers need assistance to understand this advice. Additionally, in 2019, Patel [21] conducted a large-scale study with over 4000 software developers. One of the results of his survey shows that more than half of software developers cannot recognize vulnerabilities in source code. Similar results were obtained by Gasiba et al. [9, 10].

Recent work has been published on the usage of machine learning algorithms to detect security vulnerabilities in source code. Harrer et al. [14] studied two feature extraction methods for C/C++ code and use this to build a control flow graph and to determine if the code contains vulnerabilities or not, without classifying them. In [23], Tang et al. extend previous work by not only looking for the presence of vulnerabilities, but also in classifying them according to MITRE’s Common Weakness Enumeration (CWE) [6]. While previous approaches dealt with the C and C++ programming languages, Louati et al. extended this work for the C# programming language in [17]. To the best of our knowledge, all previous work show good indicators that machine learning is adequate to detect and classify vulnerabilities in software.

One machine learning algorithm that is currently raising lots of interest in the research community is the ChatGPT. ChatGPT is a language model developed by OpenAI that uses machine learning to generate human-like text. It is trained on a large dataset of text from the internet and is capable of understanding and responding to natural language inputs. It can be used for a wide range of tasks such as language translation, question answering, and text completion.

Not only is the algorithm based on machine learning, but its implementation allows a natural dialog between man and machine. ChatGPT processes queries from users, which are written in English, and compute an answer in a conversational way. ChatGPT not only processes the answer based on the current query, but also based on previous queries. Although it is mostly trained for natural languages, it can also interpret programming languages, such as C and C++. In the present work, we use this feature to conduct an interactive dialog with the algorithm based on five challenges from the CSC game.

3 Experiment

To setup our experiment, we selected five different challenges from the CyberSecurity Challenges, based on C/C++, and contained in the Sifu platform. Table 1 shows a summary of the selected challenges, and the corresponding CWE identifier. These challenges were chosen based both on the prevalence of the programming errors, but also based on practical experience in teaching cybersecurity from the authors’. The authors’ used the 2023 January 13 version of ChatGPT, which is based on the GPT-3 training data.

The first challenge contains code of a C function that has a standard buffer overflow vulnerability. The buffer overflow in this challenge is evident through the usage of the strcpy function. The function in the second challenge, which is developed in C++, contains vulnerability based on undefined behavior. Depending on the compiler, the implemented function can produce different results. The third challenge makes use of a vulnerable C function, the gets function. Due to the problems that this function can cause, it has been deprecated and removed in the C11 standard. The fourth challenge corresponds to code that
Table 1 Selected Challenges from Sifu Platform, According to CWE ID.

<table>
<thead>
<tr>
<th>ID</th>
<th>Vulnerability</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CWE-121</td>
<td>Stack-Based Buffer Overflow</td>
</tr>
<tr>
<td>2</td>
<td>CWE-758</td>
<td>Reliance on Undefined, Unspecified, or Implementation-Defined Behavior</td>
</tr>
<tr>
<td>3</td>
<td>CWE-242</td>
<td>Use of Inherently Dangerous Function</td>
</tr>
<tr>
<td>4</td>
<td>CWE-190</td>
<td>Integer Overflow or Wraparound</td>
</tr>
<tr>
<td>5</td>
<td>CWE-208</td>
<td>Observable Timing Discrepancy</td>
</tr>
</tbody>
</table>

contains an integer overflow vulnerability. The integer overflow can be triggered by calling the function with large integer values. Finally, the fifth and last chosen challenge contains a side-channel leakage vulnerability. The information leakage occurs due to the fact that the function performs string comparison and the running time depends on its inputs. The last chosen challenge is more typical in embedded systems.

Listing 1 Vulnerable Code Snippet Containing CWE-208.

```c
int is_equal(const char* a, const char* b, size_t len) {
    for (size_t i = 0; i < len; i++) {
        if (a[i] != b[i])
            return 1;
    }
    return 0;
}
```

Listing 1 shows the source code corresponding to the fifth challenge. The problem with the code is that, the for loop will break depending on the contents of the input `a` and input `b`. Whenever the first difference is found, the for loop breaks and the function results 1. If both vectors contain the same values, the for loop will take the longest time to run, dependent on the length of the vectors. In the Sifu platform, the user is also given the information that the input `a` and `b` are of the same length, and that this length is equal to `len`.

For this example, the desired answer from the player corresponds to the code shown in listing 2. In this listing, the function does not return immediately when the first unequal values are observed. The run time of the function will be constant, and only dependent on the length of the vectors. Since the returned value of the comparison does not depend on the contents of the input vectors `a` and `b` but only on their length, no information is leaked by running the algorithms, i.e. an attacker able to manipulate one of the inputs cannot gain information about the other input by means of the time the algorithm takes to run.

Listing 2 Desired Challenge Solution.

```c
int is_equal(const char* a, const char* b, size_t len) {
    if (a == NULL || b == NULL) return -1;

    int result = 0;
    for (size_t i = 0; i < len; i++) {
        result ^= a[i] ^ b[i];
    }
    return result;
}
```
Figure 1 shows how the interaction was carried out with ChatGPT. For each challenge, a different code snippet $S$ containing vulnerable code is provided. To test the algorithm, the author conducted several human interactions with the ML algorithm, for each code snippet $S$, corresponding to the five chosen challenges.

![Figure 1 Interaction with ChatGPT.](image)

<table>
<thead>
<tr>
<th>Nr</th>
<th>Question</th>
<th>Expected Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is the vulnerability present in the following code snippet $S$</td>
<td>Correct vulnerability identification</td>
</tr>
<tr>
<td>2</td>
<td>What is the corresponding CWE number?</td>
<td>CWE number according to table 1</td>
</tr>
<tr>
<td>3</td>
<td>Please fix the code</td>
<td>Correct fix of the code</td>
</tr>
<tr>
<td>4..15</td>
<td>There is still a vulnerability in the code, please fix it</td>
<td>Improved code</td>
</tr>
<tr>
<td>&gt;15</td>
<td>The code contains vulnerability XXX, please fix it</td>
<td>Improved code</td>
</tr>
</tbody>
</table>

The strategy to ask questions was the following. In the first question, we ask ChatGPT to identify the vulnerability by name. Since ChatGPT is verbose, we expected it to output a description of the problem. In the second question, we wanted to get the CWE number corresponding to the vulnerability to test if it matches our design. The design of both of these questions has the goal to identify how ChatGPT can support a software developer in finding and understanding secure code problems.

In the next phase (i.e. starting with question 3), we asked ChatGPT to fix the code, based on its previous answers. Our expectation is that the fixed code will correctly address the challenge vulnerability. We also carried out additional questions (4..14), where we claimed to ChatGPT that there were additional vulnerabilities and that ChatGPT should fix them. The goal of this last question was to determine how far could the algorithm could detect further problems and iteratively improve the code. Finally, on the sixteenth question, we claimed to ChatGPT that the code contained the intended vulnerability, and that ChatGPT should fix it.

The experiments were carried out through the online interface of ChatGPT on the 15th January 2023. It consisted of a total of 43 interactions with the ChatGPT user interface, corresponding to 5 for CWE-121, 5 for CWE-758, 5 for CWE 242, 11 for CWE-190, and 17 for CWE-208. The version of ChatGPT reported in the user interface was “ChatGPT 9 Jan Version”.

### 4 Results

Table 3 shows a summary of the challenges and their corresponding identified vulnerability by ChatGPT. Since the CWE identified by ChatGPT was not matching exactly the CWE from the challenge, we decided to compare the solution based on the proximity of the answer.
from ChatGPT. We concluded that, for the first three challenges, the vulnerabilities that were identified were corresponding to a specialization of the problem. While the challenge CWE considered the general case, ChatGPT was more precise in its findings. Therefore, we concluded that the answer from ChatGPT was acceptable in those circumstances.

Table 3: Vulnerabilities Identified by ChatGPT.

<table>
<thead>
<tr>
<th>ID</th>
<th>Designed Challenge Vulnerability</th>
<th>ChatGPT Identified Vulnerability</th>
<th>Assessment is Acceptable?</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CWE-121</td>
<td>CWE-120</td>
<td>YES</td>
<td>Correctly identified that buffer overflow occurs due to copying string</td>
</tr>
<tr>
<td>2</td>
<td>CWE-788</td>
<td>CWE-835</td>
<td>YES</td>
<td>Correctly identified an infinite loop due to undefined behavior</td>
</tr>
<tr>
<td>3</td>
<td>CWE-242</td>
<td>CWE-121</td>
<td>YES</td>
<td>Technically correct assessment, but failed to identify that gets is deprecated</td>
</tr>
<tr>
<td>4</td>
<td>CWE-786</td>
<td>CWE-835</td>
<td>NO</td>
<td>Assessment of problem misses the major issue, in favor of minor detail</td>
</tr>
<tr>
<td>5</td>
<td>CWE-208</td>
<td>CWE-121</td>
<td>NO</td>
<td>While technically correct, the assessment is wrong due to missing context</td>
</tr>
</tbody>
</table>

For the fourth and fifth challenge (CWE-190 and CWE-121), ChatGPT did not correctly identify the problem with the code. For the CWE-190 challenge, ChatGPT found another problem, which although correct, was not the major problem with the code. Since the major problem with the code was not identified, we decided not to accept ChatGPT’s solution. For the CWE-208 challenge, ChatGPT completely missed the problem. Even though we asked several times (4..15) to find and fix vulnerabilities in the code, ChatGPT could not identify it. In the 16th iteration, we told ChatGPT that the code had the CWE-208 vulnerability and that ChatGPT should solve fix the code.

Due to the interesting nature of this special case, we present the solution from ChatGPT at question 16. Listing 3 shows the solution presented by ChatGPT. In this case, ChatGPT used the CRYPTO_memcmp from OpenSSL to solve the problem.

Listing 3: ChatGPT Solution to CWE-208 Challenge (using OpenSSL).

```c
#include <openssl/crypto.h>

int is_equal(const char* a, const char* b, size_t len) {
    if(a == NULL || b == NULL) return -1;
    size_t a_len = strlen(a, len);
    size_t b_len = strlen(b, len);
    if (len == 0 || len > a_len || len > b_len) {
        len = a_len < b_len ? a_len : b_len;
    }
    if (a[a_len] != '\0' || b[b_len] != '\0') {
        return -1;
    }
    return CRYPTO_memcmp(a, b, len);
}
```

Since we were not expecting that ChatGPT would use an external library, on iteration 17 we asked ChatGPT to provide us with a solution without using OpenSSL. The answer from ChatGPT is presented in Listing 4.

Listing 4: ChatGPT Solution to CWE-208 Challenge (without using OpenSSL).

```c
int is_equal(const char* a, const char* b, size_t len) {
    if(a == NULL || b == NULL) return -1;
    size_t a_len = strlen(a, len);
    size_t b_len = strlen(b, len);
    if (len == 0 || len > a_len || len > b_len) {
        len = a_len < b_len ? a_len : b_len;
    }
```
if (a[a_len] != '\0' || b[b_len] != '\0') {
    return -1;
}

int result = 0;
for(size_t i = 0; i < len; i++) {
    result |= a[i] ^ b[i];
}
return result;

In this listing, we can see that the desired solution (see listing 2) is present in the code. However, additional tests are performed in relation to the length of the input arrays, which are unnecessary, given the context in which the function is used. Furthermore, ChatGPT has assumed that both inputs represent a string and therefore tests for the case that the inputs are null-terminated. We note that these modifications to the source code introduced by ChatGPT change the semantic of the function.

5 Discussion

According to our experience in teaching secure coding in the industry, and as a result of the interactions taken with ChatGPT, we can conclude that this ML algorithm has a very high potential to be used to assist software developers in writing secure code. In more than 60% of the code that we provided to ChatGPT, it was able to correctly identify the problem with the source code, and to provide a good fix. This was very surprising since, as briefly discussed in the introduction, the problem of secure coding leads to non-decidable problems. We hypothesize that the reason for this success has to do with the fact that the code snippets that were supplied to ChatGPT were relatively small (i.e. less than 40 lines of code). Further investigations would be needed on the efficiency of ChatGPT in identifying software vulnerabilities in large code basis.

Another surprise was the fact that the explanations about the problems contained in the challenges was matching very well with the actual problem. ChatGPT’s explanation was not only 3/5 of the time correct, but it was also precise in the identification and explanation of the problem. We see this as a clear advantage for ChatGPT as a teaching tool. Nevertheless, due to the fact that only a small number of snippets were tried, and that the code snippets were small in size, more investigation needs to be carried out to fully understand the usage of ChatGPT for teaching purposes.

Another point that surprised us was the fact that, not only could ChatGPT interpret the code, but could also suggest fixes to it. In particular, some of the code fixes suggested by ChatGPT could be considered to be creative. This is a clear indicator of how advanced the implementation of the algorithm is.

However, several limiting factors have also been found while interacting with ChatGPT. We were surprised of how good the model is, but we also found limitations to its use, as it is lacking on some aspects. In the following we summarize the major aspects that we found that can limit the usage of this technology:

Missing Context. ChatGPT lacks the context in which the code is being used. This can lead to superfluous corrections and bug fixes which are not necessary due to the boundary conditions

Change Semantics. One major problem that was identified in the fourth challenge was that the solution given by ChatGPT changed the semantic of the code in a very subtle way; this means that code before fixing and after fixing can behave slightly different. This
can be a strong deterrent factor to use this technology in practice (e.g. for safety-critical systems). Changes in the code should be semantic-preserving and ChatGPT currently does not guarantee this.

**Code Complexity.** Code produced by ChatGPT has the potential to have more computational complexity than the original (vulnerable) code. This can potentially introduce computational inefficiencies, which is a critical aspect for real-time systems.

**Code Maintainability.** Code produced by ChatGPT lacks maintainability characteristics, e.g. due to increased complexity or missing comments.

**Limited Learning.** ChatGPT has been tuned with data up to 2021. This means that potential new threats and vulnerabilities that have been found since then might not be well processed by the system. Further investigations would need to be carried out to test the algorithm in this circumstances.

**Learning Interference.** ChatGPT can learn from user interactions. For the algorithm to be used in a professional environment (especially in safety-critical systems and critical infrastructures), some protections need to be added such that the algorithm behind ChatGPT cannot learn incorrect data and therefore does not give bad answers.

Combining our experience, previous research, and our experiment with ChatGPT, we conclude with a reinforcement of the conclusions done in [8], and in [11]. In particular, we reinforce the conclusion that using an AI/ML engine can be an excellent approach for teaching and raising awareness of secure coding in software. Further research could integrate ChatGPT into the Sifu platform to further validate the approach with real-world scenarios and software developers in the field.

This work shows the potential that ChatGPT has to be used not only as a teaching tool, but also as a tool to assist professional software developers in the industry. We think that the tool can can assist software developers to think outside the box and find creative new solutions to complex problems. One example of the usage of generative AI technology to assist software developers write code is GitHub’s Copilot [12]. However, as per conclusions on the present work, while Copilot can help software developers write code faster, further investigation is needed to understand the extent to which this software development model can introduce or eliminate the introduction of vulnerabilities in software.

Additionally, careful reflection and care must be carried out when using AI models in an industrial environment, since the model can potentially learn also from input which is provided to it. This could potentially lead to serious leakages of information to the wide public, e.g. on software weaknesses in the products and services offered by the company. Therefore, according to our experience, we consider in-house usage of AI for assisting software development to be the appropriate means to use the technology in an industrial context.

Finally, we would like to reflect on the possible usage of ChatGPT as a means to understand the output of SAST tools. Our experience has shown that software developers do not always understand the output that is provided by SAST tools and, therefore, cannot recognize the corresponding vulnerability in software. We think that ChatGPT could be used to analyse the result of these tools and to aid software developers to understand this output and therefore to write better code. However, further research is needed to validate this point.

In conclusion, we would like to highlight a further possible problem which is related to software plagiarism. ChatGPT learns from many different sources (containing many different types of software licenses) and summarizes the output of these while processing the answers to the questions. One potential problem and danger of using ChatGPT is the fact that, since it can produce code that is equal to some random source, or may be considered derivative work, this could lead to potential legal problems.
Our experience and previous research has shown that AI-based technologies can be used to effectively raise awareness of software developers, both in an industrial setting and also in the academia. Nevertheless, while we observe good indicators for ChatGPT as a tool to teach cybersecurity, we are not entirely convinced that this is the case, especially for the industry, as not only the answers provided by the model can be partially wrong, it is not clear the status of the copyright infringement of the provided solutions.

To wrap-up our final conclusions, we add a text generated by ChatGPT itself:

*ChatGPT is not able to fix code or help developers write secure code. While it is able to understand and respond to natural language inputs related to coding and cybersecurity, it does not have the capability to understand or execute code. It can provide general information and suggestions based on the information it has been trained on, but it cannot guarantee that the suggestions will be accurate or complete. Additionally, ChatGPT is not able to identify or fix specific vulnerabilities in code.*

While ChatGPT can be a useful tool for developers, it should not be relied upon as a sole solution for ensuring the security of code. Developers should use a combination of techniques, such as threat modeling, penetration testing, and code review, to identify and fix vulnerabilities in their code. Additionally, it is important for developers to stay informed about the latest threats and vulnerabilities, and to follow secure coding practices.

### 5.1 Threats to Validity

The present work is based on the ChatGPT version from January 13, 2023, with the training model GPT-3. As the model is being rapidly improved, part of our results might not be reflected in later versions of the improved model. This can potentially limit or invalidate part of the conclusions in the present work. While the authors believe that the generative AI technology will experience a significant improvement, leading to potential better results as those hereby presented, we also claim that there are fundamental theoretical limitations that will certainly impose limits to its usefulness and practical applicability.

### 6 Conclusion

Software security is not only an important topic of software development, it has been gaining much attention over the last years. The reason for this, is the fact that there is an increasing number of cybersecurity incidents taking place that have negative consequences for society in general. A possible root-cause of cybersecurity incidents is related with poor coding practices. Therefore, to reduce the number of incidents, software developers should know and employ best practices while developing software. These practices are generally taught either in the university, or during an internal training in the industry.

In this paper, we look at the potential of using Machine Learning algorithms to both assist software developers to write secure code, but also as a tool to raise awareness of secure coding. Previous work has shown that artificial intelligence techniques can be successfully used to train software developers in secure coding guidelines. This paper presents a preliminary exploration of the usage of ChatGPT to raise secure coding awareness. Our work follows not only from the experience of the authors, but also on their extensive work in the field. In this paper, we reflect on the advantages and disadvantages of the usability of ChatGPT or similar algorithms and show that, while ChatGPT has a clear potential to be used as an aid to software development, there are some limitations to its usage. In further work, the authors would like to integrate ChatGPT with CyberSecurity Challenges – a serious game to raise awareness of secure coding guidelines of software developers in the industry. Our preliminary research presented in the present work lead us to expect good results of this integration.
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1 Introduction

Augmented Reality (AR) is a technology that has often been associated with the world of entertainment and gaming[8]. However, in recent years, its has gained more attention for its educational purposes and has started to being used as a Learning Resource (LR)[2]. The use of an AR in an educational environment gives students new tools and possibilities that a normal, tradition classroom cannot give, thus making their new learning experiences less stale and mundane, creating opportunities for new AR tools to be created.

Computational Thinking (CT) is the thought process that going into formulating problems and the solution for them and its an essential skill to have in the 21st Century[9]. CT enceal a range of concepts that define what it is, such as algorithmic thinking, decomposition, patter recognition and abstraction. One of the core concepts of CT is abstraction, that involves focusing on the essential features of a problem or system while ignoring irrelevant details, but it can be a challenging concepts to grasp, specially for students learning any new concepts that doesn’t have a concrete representation and that may cause confusions and misconceptions between students.

Since AR displays computer generated information onto the real world, it is possible to the same with abstract concepts, displaying them in a virtual environment that students could visualize and interact with them in a way that isn’t possible in tradition ways, thus being an important technology to be used when teaching in the modern world.
Language-Specific Code Simulation with a Mobile using AR (LCSMAR) is a mobile application with AR where students can develop their own pieces of code in an imperative language that then can be visualized in AR environment step-by-step, thus visualizing the execution of the code, the changes to the variables and data structures in real-time. This approach aims to help students understand the underlying functionalities of basic data structures, such as lists, queues and stacks and how to manipulate them in a correct way, while at the same time visualizing and learning how they work.

In this article, we present the development of a AR-based Learning Resource called LCSMAR (Section 5) after discussing in detail its architecture and desired functionalities Section 4). Before that the main areas of research involved in this project, Computational Thinking and Augmented Reality, are discussed in Sections 2 and 3 respectively. Section 6 closes the paper.

2 Computational Thinking

As defined by Wing [9], Computational Thinking is the thought process that goes into formulating problems, being a collection of skill based on the principles of Computer Science, therefore being one of the most essential skills of the 21st century.

It is a very important skill that, such as reading or writing, must be taught to the younger population at an early age, in order to allow them to develop the necessary skills, not only for CS but also for other areas of science, being mainly focused on the aspect of systematizing, representing, analyzing and problem solving skills.

Just like any other skill, it is important to develop and training it and to do so it is needed specialized tools and LR to help teachers thought their students to develop CT.

One of the ways to effectively train CT is through the use of Learning Resources (LR) that, as the name suggests, are tools designed to assist teachers teaching and students learning. These resources, which can either be physical or digital devices, allow students to not only gain knowledge during classes but also allow them to develop said knowledge, therefore making the learning experience interesting, appealing and modern, thus stimulating their interests in acquiring new skills [3].

In order to train CT it is necessary to use LR to develop this thought process. As CT requires a wide range of different skill sets, including abstraction and problem decomposition (Figure 1), it is crucial to have appropriate resources to develop each one of these skills, facilitating students’ development of CT skills. These tools must be easy to understand and to use but also must have high potential for students to develop their skills.

There are two main kinds of LRs: plugged or virtual resources that must be used with electronic equipment and devices such as smartphones and cameras and unplugged resources that don’t. Each one of these types offer different advantages that depend on the environment that they are being used.

The initiative CS Unpluggedhttps://www.csunplugged.org/en/ is a collection of many different unplugged activities like card games, puzzles and challenges that aim to build the ground work necessary for students to dive into Computer Science (CS). This initiative not only provides materials for student to learn concepts about CS but also provides teachers with content to teach during classes, thus providing students with a favourable environment to develop and train their CT skills.

One plugged LR that’s very widely known and used in the work is Scratch ([7]) that is used to introduce student to programming and also to CT. There is a big community around Scratch, where students can share their creations with other students around the world, as well as tinker and modify other’s projects to learn how they work. This tool allows students
to use blocks of code that can be used interchangeably to make their own creation, while developing and using computer programming concepts such as conditionals, loops and events, while at the same time that they develop CT related skills.

Analyzing the success and impact that Scratch has in students, where they get motivated and interested in developing their own applications and games, it’s possible to conclude that unplugged activities have the power to make students more engaged in learning, showing a need for new pieces of technology that provide students with material to learn new sets of skills, starting with CT.

Thus there is a need for new and innovative LR that allow students to learn new concepts and skills that are easy and intuitive to use, while at the same time being effective at delivering its promise of teaching and engaging students.

3 Augmented Reality

Virtual Environment (VE) technologies are becoming more prominent in our world, becoming a key technology for the near future and already having a lot of uses in our society, helping and enhancing our daily tasks.

One of the most popular and used VE technologies is Augmented Reality, being one of the spectrums of the Mixed Reality continuum, as presented by [6]. When using VR the user is completely immersed in a fully virtual environment, separate from the real world, through the use of head-mounted displays and sensory devices, while when using AR devices, the user experiences the real world enhanced by information generated by these devices, adding digital information to the real world. While VR provides a complete virtual experience, AR allows for a mix between real and virtual world.

AR is the enrichment of a real environment by bringing virtual information into the world using technological devices, providing users with computer generated texts, images and/or virtual objects that are superimposed in the real objects that they see, bridging these distinct worlds [1]. AR aims to explore the use of vision and hearing in these environments but it is not exclusive to these senses, as presented by Azuma [1], where all the others senses, such as tact and smell can also be used and explored.
To take advantage of AR, there are multiple types of devices available to be used that can be subdivided in the following categories. Firstly, head-mounted displays (HMD) are designed to be worn on the head and a projection is displayed in the user’s field of view. This type of AR is mainly used in an industrial setting where worked need hand-free access to information. Secondly, handheld devices that are much more portable than the one above since it can be used with the help of a smartphone to display, using the phones cameras, AR information superimposed into the real world. Lastly, using spatial displays, the computer generated information can be displayed directly into the real world without the need for any display. Some examples of these kinds of displays are video-projector or holograms, allowing the virtual world to extend to a wider amount of people simultaneously.

Even tho that at first sight AR look more like a piece of entertainment over anything else, it is a very useful tool to help teachers and students at the same time. With AR its possible to captivating the students attention and motivation while at the same time promoting their own development of skills. The work of [4], CodeCubes, is a game with an AR interface developed to teach scientific principles of computational thinking. In order to solve the tasks, students need to explore, experiment, and interact with CodeCubes putting to practice the trial-and-error method. This approach aims at introducing basic programming concepts to children through experimentation. It combines physical paper cubes with AR technology for teaching basic programming concepts.

Another tool that uses AR in the objective to teach students is the work of [5], stating that programming is an effective way to promote the development of CT, presenting a tangible programming tool that utilizing AR technology for kids, helping them create their own programs by positioning programming blocks and executing code with a mobile device. Through this, kids can learn fundamental programming concepts, such as parameters, loop logic, debug and so on. Following the authors’ tests in children, they found that they were engaged and enjoying the game, indicating that these tools are conducive for them to understand several computer concepts. The authors also realized that children are more likely to ignore feedbacks that are received through plain text.

**4 Architecture**

The developed Learning Resource consist of two main components (Figure 2, each serving a unique purpose and important role in the environment of the system.

The first component Language-Specific Code Interpreter that’s written in Python and utilizes the Lark library to do so. This component is responsible for analyzing and interpreting code in a custom imperative language. This library was chosen because it is very flexible and
powerful parsing library for Python, allowing to create the custom imperative language with ease, making it an ideal choice for the project. This component take the code that a user writes, analyzes and executes it and create information that will be transmitted through a Qr-Code and then processed by the second component in the mobile app.

The second component is an AR mobile app that utilizes the Vuforia AR software. In order to gather the processed information from the first component, the ZXing library is used in order to read the generated Qr-Code, which will then be processed in order to layout the initial virtual environment, where the users can see the execution of their written code step by step. The choice to use Vuforia as the AR platform for the mobile app was driven by the fact its a robust piece of software that allows for easy development of AR based programs.

In order to create the Virtual Environment a the AR mobile app uses the data created by the Interpreter in order to display the statement in the AR scene. This data represents a JSON with all the necessary information to be able to advance the code step-by-step while at the same time allow for the user to step back into the execution of the code, only needing to follow the flow of information represented in the JSON itself, thus being a solution not very computationally intensive.

One of the key goals of this project it to develop and AR app that is able to create a tool that can be used in schools that is both easy to use and highly intuitive while also being engaging for the user allowing them to easily visualize the execution of the code they’ve written step-by-step. The interface was designed to be as easy to use as possible with a clear and simple interface to navigate. Creating an engaging experience was one of the main priorities during the development of the app, with the objective of creating visual that are easy to understand while at the same time being engaging. Despite being able to use HMD displays to take advantage of AR, we decided to stick with the use of smartphones for the fact that they are easier to use, more accessible, an already build-in camera and many students already have one, so it can be used by a larger number of the population.

In order to transmit information from one component to another, many solutions where considered to do so, but the one that made more sense was through the use of QR Codes. QR Codes are two-dimensional barcodes that can easily be read by smartphones. They can store any type of information from links to website, product details, etc, but can also save binary data that then can be used. So with their help, its possible to transmit information from one component to another with the need to setup additional infrastructure. Since QR Codes have a limited amount of data that can be stored, in order to fit the most amount of data in it as possible, the instructions generated by the interpreter component are compressed before being transformed into a QR Code, thus allowing to storage large amounts of data into it.

5 LCSMAR

The developed LR, as said before, is divided into two components, the first one, the interpreter, it takes the code that the students write in a imperative programming language, interprets it and generates information that can then be used by the second component to lay-out the execution of the code written in a AR environment.

In order to make these two components more independent from each other by not creating a direct way of communication between them, there was a need to find another possible way to transmit information from one component to another, and to do so we used QR Codes, since they are easy to generate and scan, and can be read by almost every modern smartphone. Thus, by using QR Codes there is no need to create server making it an LR that can be used without the need for an internet connection.
The main focus of this project was developing an AR application that is easy to use, engaging, appealing and that allowed students to understand better how their code works and how to manipulate and use data structures. Some of the features of the developed application are, visualizing the written code, advancing or stepping back each line of code, see the changes that occur in each variable and data structure, know if the current line of code is inside a conditional block, knowing if the condition is either true or false and know if a line is inside a cycle.

The first step to use this LR is to write the code that will generate a QR Code, that then can be read using the mobile phone. To do so, the users will write their code in a web-browser based application that is able to generate the QR Code thanks to the information generated by the Interpreter (Figure 3).

Figure 3 Web App where students can write their code.
After reading the generated QR Code, the starting scene is generated, with the starting variables and the empty data structures, which can then be advanced step by step using the UI. The piece of code 1 will be used to show the features of the AR application. The code puts the numbers between 1 and 10 in a corresponding List of either even or odd numbers, and then it calculates the sum of each, storing these values in their corresponding variable. In the Figure 4 the variables and their states can be seen represented in the blue cubes, that have the name of the variable as well as its state.

![Figure 4](image)

**Figure 4**  Code execution representing a for cycle.

When the code reaches the for cycle a new block appear representing it, showing the loop condition. In a similar way a block that represents the if condition can either be red (Figure 5) when the condition is false or green if the condition is true.

![Figure 5](image)

**Figure 5**  Code execution representing an if condition.

As the code is executed the content of each data structure changes, adding more blocks to each one, representing each element as can be seen in the Figure 6.

Then inside a while loop (Figure 7) that is represented by another colored block, the elements of each data structure will be removed from them and then they are added to the respective variable, thus calculating the sum of the numbers.

This LR allow for students to have a different approach into learning how code works and the intricacies that are the manipulation and use of data structures. By using a variety of teaching methods and tools, such as visual aids, interactive exercises, and real-world examples, students can gain a deeper understanding of the concepts and develop problem-solving skills that they can apply in their future careers. Additionally, a well-designed LR can help students stay engaged and motivated throughout the learning process, which can improve their overall retention and mastery of the material.
6 Conclusion and Future Work

In this article, we have presented LCSMAR, an innovative LR that uses AR to enhance students’ understanding of important programming concepts and data structures. We have described the two main components of LCSMAR: the interpreter, which generates information about the code written by students; and the AR application, which uses the information generated by the previous component to lay out the execution of the code in an AR environment. At the best of our knowledge, this approach is new and can pave the way to the development of original tools to help the learning process enabling the production of nice visualizations of formal specifications or programs provided at the input. We believe that we can aid Programming teachers to improve the success of their courses. The initial development phase of LCSMAR focused on creating an easy-to-use, engaging, and visually appealing AR application that allows students to visualize step-by-step the execution of his source program emphasizing the data structures manipulation.

While the tests conducted in classrooms have shown promising results, we plan to conduct further experiments with students and educators to refine and improve LCSMAR. By incorporating feedback from users, we aim to create an effective and comprehensive learning resource that can be used to teach programming and data structures in a more engaging and interactive way.
LCSMAR here discussed is a component of a bigger project that aims at the creation of AR-based Learning Resource to train Computational Thinking. Our idea is to define a strategy to develop in a systematic way, guided by the description of the skills to train, such kind of tools.
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Abstract

The paper discusses an ongoing project that aims to enhance the UX of teachers while using e-learning systems. Specifically, the project focuses on developing the teacher’s user interface (UI) for Agni, a web-based code playground for learning JavaScript. The goal is to design an intuitive UI with valuable features that will encourage more teachers to use the system. To achieve this goal, the paper explores the use of a headless Content Management System (CMS) called Strapi. The primary research question the paper seeks to answer is whether a headless CMS, specifically Strapi, can provide a good UX to teachers. A usability evaluation of the built-in Strapi UI for content creation and management reveals it to be generally consistent and user-friendly but challenging and unintuitive to create courses with programming exercises. As a result, the decision was made to develop a new teacher’s UI based on the existing Agni UI for students in an editable version. Once the development is complete, a new usability evaluation of the fully developed teacher’s UI will be conducted with the Strapi UI evaluation as a baseline for comparison.
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1 Introduction

Learning programming can be challenging for beginners. Winslow [13] noted that many novice programmers might know the syntax and semantics of individual statements but struggle with combining these features into valid programs. His and other studies [11, 3] have emphasized the importance of practice through exercises, which is most effective with immediate feedback. However, it is impossible for teachers to manually provide immediate feedback for every exercise. Automated assessment systems for programming exercises emerged as a solution, freeing teachers to focus on students needing additional support.
While there are e-learning systems that offer the ability to create and manage courses with automated assessment, many of them were designed to focus on the UX of students and less on the teacher’s UX, which can result in fewer teachers utilizing them.

This paper presents the design and development of a UI to manage and author course contents with automated assessment for Agni, a code playground for learning JavaScript. Previously, Agni consisted only of a UI for students. The course contents were saved in configuration files without the ability to alter or create them through an interface. The main objectives for the UI are 1) a good user experience for teachers; 2) an effective way of creating, adapting, and managing course contents with automated assessment; 3) a repository of exercises with the possibility of extending it with other repositories and 4) allowing for sequencing the course content.

The idea was to use a headless CMS to achieve the goal. This offers the flexibility to use a separate UI for displaying the content (in our case, the Agni Student UI) without being tied to a specific model, as with traditional CMSs. Also, headless CMSs provide a UI to manage and create the contents, which the teachers could use. Strapi was selected for this task. However, a usability evaluation showed that the UI for creating and managing content was generally consistent and user-friendly but challenging and unintuitive for creating course content with programming exercises. This, and the inability to customize the UI, led to the decision to develop a new UI for the teachers. The design approach was to leverage the Agni student’s UI and make it editable. This means having input fields instead of text boxes, for example, for lesson names, and adding missing functionalities, such as the addition of new modules. The work is ongoing, and once development is complete, a usability evaluation of the fully developed teacher’s UI will be conducted and assessed its effectiveness with the previous evaluation as a benchmark.

The remainder of this paper is organized as follows. Section 2 presents the state of the art, covering user experience and existing programming virtual learning systems (VLEs). The following section describes the main parts of the user interface, a presentation of the data model, and a subsection about the API. The evaluation method and evaluation of Strapi’s UI are presented in Section 4. The final section summarizes the paper’s contributions and highlights future work.

2 State of The Art

The field of programming VLEs is constantly evolving, with emerging trends and innovations shaping how students interact, and teachers create programming courses. This section starts with a general review of UX and explores teachers’ UX in VLEs, analyzing their features and missing potentials.

2.1 User Experience

According to ISO 0241 – 210, the definition of UX is “A person’s perceptions and responses that result from the use or anticipated use of a product, system or service.”. However, the concept of UX encompasses various aspects, leading to multiple possible definitions, dynamic concepts, and theoretical models, including aesthetics, usability, effectiveness, pleasure-based, and emotional experience. [4, 1, 6] provide more detailed information about the different concepts and challenges related to UX.

When designing a UI, authors agree that the focus must be on the user’s needs rather than solely relying on the designer’s perspective. Therefore, evaluation is crucial to gain insights into the user’s experience. There are several evaluation methods, including questionnaire-based evaluation, such as the User Experience Questionnaire (UEQ) by Martin Schrepp,
Bettina Laugwith, and Theo Held [5], or a questionnaire based on the 10 usability heuristics for User Interface Design described by Jakob Nielsen in [7]. These heuristics include visibility of system status, match between system and real world, user control and freedom, consistency and standards, error prevention, recognition rather than recall, flexibility and efficiency of use, aesthetic and minimalist design, help users recognize/diagnose and recover from errors, and help and documentation. Other evaluation methods are explained in more detail in [2, 8].

2.2 System Review

Various systems are available to assist teachers in creating and managing programming courses, including Udemy, Mooshak 2, and Moodle. Typically, the course content is structured within one or two levels, consisting of modules and lessons where teachers can create materials and exercises.

The most common exercises with automated assessment are multiple-choice quizzes and programming exercises, supported by many systems such as Udemy, Mooshak 2, and Coderbyte. The correctness of the student’s code for programming exercises is being evaluated dynamically. This means that predefined test cases run on the code to verify its correctness and efficiency and give immediate feedback to the student. The tests can be divided into dynamic and static testing [12]. Static testing refers to tests for which the code does not have to run, for example, checking for expression usage or code design. On the other hand, dynamic testing is performed on code execution. Unit tests are an example of dynamic tests. Most e-learning systems with automated assessment only support the creation of dynamic tests that can either be introduced with an input and wanted output field or a file for the teacher to write the whole code for unit tests. Other helpful features, such as an exercise repository, are often missing [10].

Sequencing the course content is another interesting feature. It can be based on time conditions, where the teacher can define a date or number of weeks/days after which the students can work on specific content. Alternatively, content can be sequenced based on the progress of exercises. Mooshak 2, for example, supports the sequencing of all content based on time and exercises completed.

Although these functionalities are important, they lose their impact with an unintuitive UI. The majority of systems involve a strategy of “form filling”, where the interface consists of pairs of field names and inputs to declare the data of the contents. Some systems, such as Udemy, support the visualization of the created content in a student’s view to see how it will appear. Moodle’s teacher UI is more similar to an editable version of the Student UI with additional functionalities, such as adding lessons and declaring metadata.

3 System Design

Agni is a web-based code playground designed for learning JavaScript and providing students with a user-friendly interface for programming courses with exercises that are being evaluated automatically. However, a crucial feature was missing - a dedicated interface for teachers to create, manage, and customize the course content, along with a backend system to independently store them. Previously, the content was saved in configuration files with no interface for editing or creation.

To address this issue, Strapi, a headless CMS, was chosen as the solution for content management. Strapi offers both a user-friendly interface and an API for quickly creating a data model and managing/creating content. The API supports CRUD (Create, Read, Update, Delete) operations and can be customized using hooks. Strapi provides three types
of data structures: single types, collection types, and components. Single types and collection types have an API endpoint and can be created and edited independently. Components are reusable structures that can be used in different collections and single types.

While Strapi’s UI for content management was initially considered a hypothesis for teachers to create and manage content, a usability evaluation (explained more in Section 4) revealed that it was generally consistent and user-friendly but challenging and unintuitive for creating course content with programming exercises. Additionally, the lack of customization options in the UI led to the decision to develop a new UI to ensure a better UX for the teachers. The design of this UI, the data model to support it, and the API for the communication between the UI and the server will be explained in the following subsections.

3.1 User Interface

The teacher’s UI consists of two main parts: class management and content management. The former is to import, create, and manage students and their work, which is not fully developed yet, and the latter is to create and modify courses with their materials. To ensure a positive UX for teachers and provide an intuitive interface for creating and editing courses, the Agni student’s UI was transformed into an editable version (see Figure 1). This approach enables teachers to see exactly what they are modifying and how it will look to students. Currently, the system only supports course creation.

Figure 1 displays a screenshot of the UI in the state of editing or creating a course. It is divided into three panels. The left panel is a navigation menu. The right panel shows buttons for actions on the middle panel, such as save the course or exit. The middle part is the main panel where teachers are able to see the different courses, classes, etc., and edit them. In the main panel of Figure 1, the editable Agni student interface for creating or editing courses can be seen. In order to make the student UI editable, text fields, such as module name and lesson description, were transformed into input fields. Additionally, buttons add functionalities, such as creating or deleting lessons, exercises, and other elements. Furthermore, the edit icons in the menu open dialog boxes to introduce information, such as conditions for when a student can work on a lesson that the student cannot see directly in the UI.

Figure 1 UI while editing or creating a course.
3.2 Data Model

The data model for the content created by teachers and viewed by students is illustrated in Figure 2. It has been implemented in Strapi and can be divided into two substructures: one for managing the classes, which teachers can access in the class management navigation, and the other for managing courses and their contents, which teachers can access in the content management navigation.

A Course is composed of Modules, which contain Lessons, that can include multiple Expositive and Evaluative contents. Expositives are used to present information to students and can be in the form of PDF files or video files. Evaluatives, on the other hand, are exercises that can be in the form of multiple-choice quizzes or programming exercises. To automatically evaluate these programming exercises, teachers can create Tests with input, expected output, type (log, expression, metric, function), and subtype (error for expression, occurrences, and lines for metric) parameters. This provides teachers with a quick way to create different types of tests without having to write complex code for unit tests. In order to sequence Modules and Lessons, they contain conditions with fields named “afterWeek” to specify after which week the student can work on a Module or Lesson, and “afterPercDone” to define a percentage of completed exercises after which the student can progress.

Occurrences, Classes, Students, and Statuses, form the structure for managing classes. Occurrences are linked to a Course and have a start date, determining when students can start accessing the Course. The “afterWeek” condition for Modules and Lessons is based on this start date. Classes and Students have fields for declaring delays that may occur during the year. The grade and solution to a programming exercise done by the student are saved in the Status.

Course, Expositive, Evaluative, and Question were chosen as collection types for easy reuse and individual editing. Similarly, Occurrence, Class, Student, and Status were chosen as collection types for quick and convenient access and creation.

![Figure 2 Main parts of the Data Model.](image)

3.3 API

Strapi offers a RESTful API as the primary means for communication between UI and server. The API supports the full range of CRUD operations, including creating, reading, updating, and deleting content within collection types. These operations can be customized to the
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specific needs of individual collection types through hooks. Additionally, the API supports a wide range of query parameters, which can be utilized to filter, sort, and paginate data within requests.

To optimize performance and reduce communication between the UI and server, the possibility of creating multiple instances of collection types with one request was implemented. Furthermore, the creation of a complete course structure encompassing different collection types, such as Course, Evaluatives, Expositives, and Questions, with one request was developed.

The API is secured using Strapis’ built-in user-permission plugin, in which user roles were created for students and teachers. This plugin allows the customization of permissions for each collection and request type, depending on the user’s role. For instance, only teachers are authorized to create content. When teachers create content, the author’s identity is also saved in the data structure. This enables the declaration of permissions for modifying or getting content created by other teachers. For example, can they only access the data of their students. As for the students, the API enables them to access only their course, with the modules and lessons viewable contingent on the conditions established by the teacher.

4. Validation

The evaluation is an essential part of creating a UI with a good UX. Strapi’s UI, which was the first idea for the teachers, was evaluated using a satisfaction questionnaire. Since the result was not satisfactory, the decision was made to develop a new UI for the teacher. The work is ongoing, and after finishing it, a satisfaction evaluation will be done with the previous evaluation used as a baseline for comparison and evaluating progress. The evaluation methodology, results of the Strapi UI evaluation, and its conclusion will be presented next.

4.1 Evaluation Methodology

The evaluation was done using a satisfaction questionnaire based on the ten usability heuristics for User Interface Design from Jakob Nielsen [7]. These are visibility of system status, match between the system and the real world, user control and freedom, consistency and standards, error prevention, recognition rather than recall, flexibility and efficiency of use, aesthetic and minimalist design, help users recognize/diagnose and recover from errors, and help and documentation. These ten heuristics and additional the easiness of learning, speed, and reliability of functions and tasks that the system wants to solve were evaluated with multiple questions on a five-point Likert scale (1 - Never, 2 - Almost Never, 3 - Regular, 4 - Almost always, 5 - Always). The questionnaire also included an overall classification of the system on a five-point scale (1 - Bad, 2 - Insufficient, 3 - Sufficient, 4 - Good, 5 - Very Good) and text fields to describe strong points, weak points, and improvement suggestions. Before completing the questionnaire, the respondents were required to carry out typical tasks performed by a professor, such as creating courses, reusing course materials, and associating them with students. Following Jakob Nielsen’s proposal [9], five computer science master students from the University of Porto were selected to evaluate Strapi’s UI, as this number is sufficient to identify the majority of usability issues.

4.2 Results Strapi UI

Figure 3 shows the evaluation heuristics with its average mean score and standard deviation of their questions. Many of them leading to a positive spectrum, especially speed, consistency, and emphasis, with a mean score of about 4, were evaluated positively. On the other hand,
flexibility, easiness, reliability, and overall classification, with a medium score of 2, 2.2, 2.9, and 2.8, respectively, were evaluated negatively. As strong points were mentioned, easy creation of a Course with Modules and Lessons, excluding Expositives and Evaluatives, and also the generally easy-to-use and fast UI. Weak points described were the need to create collection types like Course, Expositive, Evaluative, and Question individually and only after that being able to associate them with each other, which is unintuitive and time-consuming. The lack of a help system, a landing page without helpful information, and no explanation of some fields were also critiqued. A tutorial was added as an improvement suggestion.

The overall more positive evaluation of the 10 usability heuristics for Strapi’s UI was expected due to it being one of the positive aspects of why people use Strapi. However, the Strapi UI is too generic for the specific necessities of managing programming courses. Different collection types can only be created separately, which makes the creation of a whole course time-consuming and not effective. Also, the inability to create a hierarchy of collection types or define different sizes for fields makes it difficult to organize and use the space in an efficient way. This led to the conclusion that the Strapi UI is not sufficient to achieve the objective of a good UX for the teacher. Nevertheless, the API and database can be used due to the ability to customize using hooks.

While students provided valuable insights into the UX, selecting teachers as respondents for the evaluation would have been more appropriate. Teachers possess a deeper understanding of the specific needs and requirements associated with their role within the system.

<table>
<thead>
<tr>
<th>Category</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Visibility</td>
<td>3.25</td>
<td>0.94</td>
</tr>
<tr>
<td>2. Compatibility</td>
<td>3.17</td>
<td>0.82</td>
</tr>
<tr>
<td>3. Freedom</td>
<td>3.14</td>
<td>0.73</td>
</tr>
<tr>
<td>4. Consistency</td>
<td>3.94</td>
<td>0.87</td>
</tr>
<tr>
<td>5. Prevention</td>
<td>3.11</td>
<td>0.48</td>
</tr>
<tr>
<td>6. Emphasis</td>
<td>3.93</td>
<td>0.59</td>
</tr>
<tr>
<td>7. Flexibility</td>
<td>2</td>
<td>0.80</td>
</tr>
<tr>
<td>8. Aesthetics</td>
<td>3.25</td>
<td>0.43</td>
</tr>
<tr>
<td>9. Help to Users</td>
<td>3.2</td>
<td>0.53</td>
</tr>
<tr>
<td>10. Help with documentation</td>
<td>3.25</td>
<td>1.04</td>
</tr>
<tr>
<td>11. Easiness</td>
<td>2.25</td>
<td>1.12</td>
</tr>
<tr>
<td>12. Speed</td>
<td>4.2</td>
<td>0.49</td>
</tr>
<tr>
<td>13. Reliability</td>
<td>2.91</td>
<td>1.19</td>
</tr>
<tr>
<td>14. Classification</td>
<td>2.8</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Figure 3 Strapi’s UI evaluation results.

5 Conclusion and Future Work

This paper highlights the advancements made in the development of a UI with a good UX and useful functionalities for teachers to manage and create courses. One of the main contributions of this paper is the examination of whether a headless CMS, specifically Strapi, can adequately serve this purpose. The usability evaluation indicated it to be too generic and not flexible for effectively creating and managing programming courses.

Furthermore, the paper presents a promising approach to leverage the Agni student’s UI and make it editable by having input fields instead of text boxes and adding missing functionalities, such as the addition of lessons for the teacher. The UI communicates with the customized API of Strapi to create and manage the contents of the data model.
In future work, features such as the reuse of exercises will be implemented. The possibility to import external contents, especially exercises, as well as the design and implementation of the class managing part, including the import and creation of students, will be finished. After that, a final evaluation of the UI will be conducted using the Strapi UI evaluation as a benchmark for comparison and evaluation of the progress.
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Abstract
Malicious actors can cause severe damage by exploiting software vulnerabilities. In industrial settings, where critical infrastructures rely on software, handling these vulnerabilities with utmost care is crucial to prevent catastrophic consequences. For this purpose, a cybersecurity awareness platform called Sifu was created. This platform automatically assesses challenges to verify its compliance to secure coding guidelines. Using an artificial intelligence method, an interactive component provides players with solution-guiding hints. This paper presents an improved version of the Sifu platform, which evolves the tool in the following aspects: architecture, data model and user interface. The new platform separates the server and client-side using a REST API architecture. It also accommodates an intrinsic and richer layer of gamification, which explores the concept of game rooms at an organizational and gamification level. Finally, it offers an improved interactive training experience for individuals and organizations through a responsive and intuitive single-page web application.
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1 Introduction

In an increasingly interconnected world, the importance of cybersecurity awareness cannot be overstated. The rapid proliferation of digital technologies and increased cyber threats demand proactive measures to safeguard critical infrastructures. As malicious actors continue to exploit software vulnerabilities, there is a need for practical and effective cybersecurity awareness training that gives individuals and organizations the knowledge and skills to defend against cyber threats. In [3], the Sifu platform was introduced. This platform aims to increase cybersecurity awareness of software developers on secure coding. The Sifu platform, embedded in cybersecurity challenge (CSC) events, is a successful artifact among industrial software developers. CyberSecurity Challenges is a game that targets software developers and was inspired in the Capture-the-Flag (CTF) type of game. In CTF games, the participants...
are presented with challenges related to cybersecurity in a competitive environment. Upon solving the challenges, the players earn points. The player or team with the most points wins the game.

However, the Sifu platform needs a consolidated gamification aspect and cannot easily be used as a stand-alone application (i.e., separated from CSC events). An improved Sifu platform was developed to address these issues, which we call SifuV2. The new platform profits from the authors’ long experience with the original Sifu platform, players’ feedback on user experience, and the author’s experience in designing gamified applications. The newly evolved platform can empower individuals and organizations in the battle against cyber risks.

This paper aims to introduce the new features and capabilities of this web-based cybersecurity awareness platform based on architecture, data model, and user interface. In the architecture facet, this new version separates client and server through an API complying with REST (Representational State Transfer). The importance of REST architectures lies in their ability to provide scalable, interoperable, and flexible systems that can easily integrate with other services. By adhering to REST principles, developers can build robust, distributed, and easily maintainable software systems that meet the demands of modern web and mobile applications. The second facet is the data model, which adds a new layer of gamification, exploring the concept of game rooms both from an organizational perspective and to gamify the environment. Including gamification elements, such as quizzes, challenges, and rewards, enhances user engagement and motivation, transforming cybersecurity education into an enjoyable and immersive experience.

Additionally, the platform was changed to provide an improved user experience through an intuitive user interface. Here, learners can access a rich array of interactive training modules and engaging videos through a responsive single-page web application.

In the subsequent sections of this paper, we will explore related work, in particular, other web-based cybersecurity awareness platforms. In section 3, we present the evolved platform’s architecture, and enumerate the data model changes regarding the previous version. Additionally, we introduce the new user interface. In the last section, the contributions of this article to the scientific community are presented, and future work is briefly discussed.

2 Related Work

Table 1 and Table 2 depict currently available cybersecurity awareness training platforms. These platforms typically offer a combination of training modules, phishing simulations, knowledge assessments, and reporting capabilities to help organizations educate their employees about cybersecurity threats and promote a culture of security awareness. Among these, we can find the following training platforms:

- **Cybrary**: offers a wide range of cybersecurity courses, which covers various topics such as network security, ethical hacking, and incident response. This platform is offered as a free or as a paid version. The platform includes the option to earn cybersecurity certifications.

- **Hack The Box**: a platform offering a range of realistic virtual machines for penetration testing practice. It provides challenges and labs allowing participants to test their skills in a controlled environment. Access to some machines and features requires a paid subscription, but a free option is also available.

---

1 https://www.cybrary.it
2 https://www.hackthebox.eu
TryHackMe\textsuperscript{3}: is a platform that teaches cybersecurity through interactive and gamified content. It offers various rooms with different themes and difficulty levels. Each room includes practical exercises, challenges, and walkthroughs to help players learn and practice cybersecurity concepts.

PentesterLab\textsuperscript{4}: provides online courses and hands-on labs specifically designed for web application security. Their courses cover web penetration testing, network security, and secure coding. They offer a mix of free and paid content, with interactive labs for skill practicing.

OverTheWire\textsuperscript{5}: is a platform that offers a series of interactive war games designed to teach and practice cybersecurity skills. Each game focuses on a specific area of cybersecurity, such as e.g. basic Linux command-line skills and cryptography. The challenges’ difficulty gradually increase, allowing the player to improve their skills progressively.

Root-me\textsuperscript{6}: is a platform that offers a wide range of challenges and labs covering various cybersecurity topics, including web security, network security, reverse engineering, and more. It provides a hands-on approach with practical activities to reinforce players’ understanding and skills.

CTFtime\textsuperscript{7}: while not a training platform, this website aggregates information about existing Capture The Flag (CTF) competitions that take place worldwide.

Evaluating each platform based on the organization’s needs and requirements is essential before deciding which to use. In [4], the authors provide guidelines on selecting CTF games to address industrial software developers. Employing a set of well-defined criteria facilitates the comparison of tools, allowing one to make an informed decision and choose the most suitable web-based platform for specific cybersecurity needs. It also provides a structured approach to assess the strengths and weaknesses of each tool, making it easier to identify the best fit for any specific use case.

Predefined criteria were selected and applied to compare cybersecurity tools effectively. The results are presented in two tables according to their pricing models: Table 1 with those that offer both free and paid models (or exclusively paid) and Table 2 with the free tools.

\textbf{Table 1} Comparison of paid cybersecurity tools.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Cybrary</th>
<th>Hack The Box</th>
<th>TryHackMe</th>
<th>PentesterLab</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>2015</td>
<td>2017</td>
<td>2018</td>
<td>2013</td>
</tr>
<tr>
<td>OS/Proprietary</td>
<td>Proprietary</td>
<td>Online Platform</td>
<td>Online Platform</td>
<td>Online Platform</td>
</tr>
<tr>
<td>User Experience</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Course Catalog</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Course Topics</td>
<td>Various</td>
<td>Ethical Hacking</td>
<td>Ethical Hacking</td>
<td>Penetration Testing</td>
</tr>
<tr>
<td>Challenge Types</td>
<td>N/A</td>
<td>CTF</td>
<td>CTF</td>
<td>N/A</td>
</tr>
<tr>
<td>Certification</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Gamification</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Automatic Eval.</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Collaboration</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

\textsuperscript{3} https://tryhackme.com
\textsuperscript{4} https://pentesterlab.com
\textsuperscript{5} https://overthewire.org
\textsuperscript{6} https://www.root-me.org
\textsuperscript{7} https://ctftime.org
Table 2 Comparison of free cybersecurity tools.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>OverTheWire</th>
<th>Root-me</th>
<th>CTFtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>2002</td>
<td>2004</td>
<td>2008</td>
</tr>
<tr>
<td>OS/Proprietary</td>
<td>Online Platform</td>
<td>Online Platform</td>
<td>N/A</td>
</tr>
<tr>
<td>User Experience</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Course Catalog</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Course Topics</td>
<td>Networking/Security</td>
<td>Challenges/CTF</td>
<td>Challenges/CTF</td>
</tr>
<tr>
<td>Challenge Types</td>
<td>Challenges/CTF</td>
<td>Challenges/CTF</td>
<td>Challenges/CTF</td>
</tr>
<tr>
<td>Certification</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Gamification</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Automatic Eval.</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Collaboration</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Since currently available tools have different pricing models, ranging from free to paid options, this criteria allows users to choose a platform that fits their budget and financial constraints.

All the covered platforms offer a comprehensive course catalog covering various aspects of cybersecurity. This indicates that there are abundant learning opportunities available across different platforms. The tools also cover various course topics, including ethical hacking, penetration testing, networking/security, and challenges/capture the flag. While there is a large variety in the subjects offered, a quality assessment of these is outside the scope of the present work. We refer the reader to [4] for further discussions.

Cybrary is the only platform that offers certifications upon completion of their courses. This is beneficial for individuals looking to enhance their credentials and showcase their skills in the cybersecurity field.

Regarding gamification, Hack The Box, Cybrary, and TryHackMe incorporate several gamification features which can enhance engagement and motivation. The former offers simulations with avatars and narrative scenarios to throw users into classic cyber hacks. The others include gamification features typically found in PBL (Points/Badges/Leaderboards) gamified applications. In terms of collaboration, Cybrary, TryHackMe, Root-me, and CTFtime have collaborative challenges/missions that require teams to work together to accomplish a common goal. In this realm, most tools also offer social features, such as discussion chats and forums, which allows participants to share ideas and build relationships, enhancing collaboration and promoting a sense of community.

Finally, as indicated by the checkmarks, most tools strive to provide a positive user experience. This suggests that they are designed considering usability and accessibility, making it easier for learners to navigate and engage with the platforms.

SifuV2

Sifu [3] is an open-source web-based platform for cybersecurity awareness that challenges users to fix the source code of a project containing vulnerabilities. User submissions are automatically accepted if the source code complies with secure coding guidelines, does not have known or additional vulnerabilities, and performs the desired tasks. To this end, the analysis of the proposed solution submitted by a user involves several tools (e.g., SonarQube [9], CodeChecker [2], and various unit testing tools) acting on different phases of the analysis, static and dynamic. An intelligent coach processes the result of such analysis to complement the result presented to the learner with a hint.
SifuV2 keeps both the original automated assessment module and the intelligent coach module, which are the central components of Sifu. However, it reformulates the server and client sides. In particular, it separates both by adopting a REST (Representational State Transfer) API architecture on the server side. The REST API is then connected to the front end by a single-page application (client). The REST API is implemented using Flask [8] and is supported with a PostgreSQL database. The following subsections present the significant changes present in the second version of Sifu, which concentrate on the data model and user interface.

### 3.1 Data Model

Sifu v2 aims to redesign the previous version [3] to accommodate an intrinsic and richer layer of gamification rather than only awarding points for correctly solving a challenge presented in an external leaderboard and giving the platform a more formative direction. To this end, it explores the concept of game rooms from an organizational and gameful perspective. Firstly, rooms represent checkpoints of the learning path a player must complete before proceeding to another. Lastly, rooms display the active players solving the challenges simultaneously, track the best performers using a leaderboard, and reward players on successful completion.

Consequently, the data model has been re-implemented to achieve these goals. The most important model components are the following.

**User** represents both administrators and players. Each player has experience points, levels, badges, medals, and a wallet containing coins. Moreover, they have a public profile containing the username, avatar, level, medals, and badges.

**Room** has a set of generally related challenges to be solved (e.g., the same vulnerability or project). Platform administrators create rooms that can be either of the type: “open”, “accessed by invite”, or “locked by password/access code”. Completing a room gives the player one or more rewards, possibly unlocking another room directly (i.e., providing an access code) or indirectly (i.e., achieving a level of experience that enables access to the room). Each room has an internal leaderboard sorted in descending order by the number of solved challenges and, in case of tie, in ascending order of shortest solving time. Furthermore, players can also create duel rooms by using coins. These rooms are open to a limited amount of players, who should pay an established entry fee and run until one of the participants finalizes all challenges. Such participant collects the sum of coins paid by all participants.

**Challenge** is the educational unit of Sifu. The traditional Sifu challenges are projects that contain one or more vulnerabilities, which ask the player to rewrite the code keeping the same functionality but eliminating existing vulnerabilities and following secure coding guidelines and secure software development best practices. Quizzes are the other type of challenge supported in Sifu. Challenges contain all information and necessary files for the presentation of the task to the player as well as its evaluation by the automated assessment module and hint generation by the artificial intelligence coaching module. Although challenges can only be accessed through rooms, a pre-association to a room is not mandatory. Challenges left disconnected are randomly selected for duel rooms when these are started. Any challenge can reward the player on completion, independently of the room.

**Hint** belongs to a challenge and defines the name, description, and cost (in coins) of the hints generated by the intelligent coach, according to its priority in the ranking of secure coding guidelines, as presented in Gasiba et al. [5]. Actual hints are generated on players’ request, and they can opt to buy or not the hint.
Leaderboard holds the name, sorting metric (e.g., points and coins), context (global or room-scoped), and reset interval of the leaderboards. Being on top-3 of a leaderboard awards the player a medal at each reset.

**Reward** is a virtual item given to a player for completing a room or challenge or leveling up. SifuV2 includes four types of rewards, namely coins, experience points, badges, and access codes. For the first two, an amount should be set.

**Question and Answer** enable players to submit clarification requests about challenges and administrators to answer them, respectively.

### 3.2 User Interface

The user interface (UI) is a single-page web application developed in Vue 3 with TypeScript, using Tailwind CSS [6] – a utility-first CSS framework packed with several classes that can be composed to build any design directly from the markup. An additional free and open-source Tailwind CSS component library – daisyUI [10] – has been applied to obtain a more characteristic design line. The UI colors, with dark and light themes, follow the company’s brand guidelines. Non-authenticated users share the views for registration, email verification, request a password reset, reset password, and signing in. These pages are identical, containing a dojo background, a light/dark theme switch on the screen’s bottom-left, and a centered card with the corresponding form. Authentication/authorization is based on access and refresh JSON Web Tokens (JWTs); the former is part of the managed state, whereas the latter is stored in local storage. The global state is managed through Vuex [1], a state management pattern. The library serves as a centralized store for all the components in an application, with rules ensuring that the state can only be mutated predictably.

Logged-in users are either administrators or players, each having its separate SifuV2 environment. The administration side works similarly to a content management system and, thus, has much in common with the characteristic UIs of those systems. A top navigation bar with a toggleable menu on the left, the notifications icon, and the user avatar on the right. The content area has a paginated data table with an associated search box (right) on resource listing views, while the details view has the associated resource form. The administrators set up all the content available to the players, including the creation of the rooms, the association of challenges to them, and the definition of rewards delivered on the successful completion of such challenges. Moreover, they are also able to consult the submissions, profiles, leaderboards, and all player activity, as well as to clarify doubts sent by players about a challenge. Figure 1 shows the Activity Log view (i.e., listing view of the events of Sifu v2 users) after clicking the zoom-in button to check the details of an evaluated submission.

The player’s dashboard consists of a grid of cards corresponding to rooms. Each card contains the room name and description, an indication of the status relative to the authenticated user, and deck-like visualization of the avatars of at most three randomly selected users who are active in the room (with an indication of the total active users in the room). The player can search a specific room using the search box and hide/show open, closed, completed, and locked rooms. One distinctive aspect of the player environment is that the navigation bar is located on the left rather than on top. This navigation bar can be collapsed to prevent distraction and give extra space.

The Challenge Solving view in Figure 2 has the look and feel of a traditional (simple) code editing application. On the left, the workspace files are presented as a file tree. On the bottom is a simple console emulator where the learner can run several predefined commands and see their outcome (e.g., `submit` to send code for evaluation). The content area has a code
editor based on Monaco Editor [7], the editor that powers Visual Studio Code, displaying the contents of the active file and tabs for other opened files. On the top of the screen are buttons (from left to right) to change editor settings, report the challenge, reset workspace files, and submit the current files for evaluation. A vital component of this view is the Sifu Master. This animated avatar interacts with the player, providing guidance through hints (when explicitly requested) or presenting the UI tour. The avatar is a CSS3 animated SVG, which can be moved to any position on the screen, with several animations executed depending on the action performed, including looking right/left, blinking right/left eye, waving right/left arm, boiling hat, talk, panic, greeting with the arm, celebrate, angry, and wind on beard and mustache.
4 Conclusion

Cybersecurity awareness is more and more inevitable in this digital world. The need for professionals with the required knowledge and skills to defend against cyber threats is a top priority in big companies and any digitalized company.

This paper presents the second version of Sifu, a re-design of a cybersecurity open-source system with automated assessment and coaching into a gamified web-based cybersecurity training platform. In addition to gamifying the platform, SifuV2 implements the server-side to adhere to more scalable, interoperable, and flexible web development standards and a new user interface with a cleaner, more attractive, interactive, and independent design. The changes to the interface reflect the author’s experience in the field and the design of gamified platforms.

We expect to conduct an online open experiment to evaluate this platform’s usability and learning effectiveness in future work. These aim to demonstrate that this platform can improve the cybersecurity awareness of participants while having a smooth and engaging experience.
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1 Introduction

Teaching computer programming is a complex task that requires a deep understanding of programming concepts, problem-solving skills, and, as in any other domain, a lot of practice. However, traditional approaches to teaching programming often fail to engage learners, leading to high dropout rates and low learning outcomes [15, 2].

In order to address this issue, new approaches have emerged, such as gamification and educational escape rooms, with the aims to make learning programming more engaging, effective and fun. Gamification involves using game design elements and mechanics in non-game contexts, such as education, to enhance motivation, engagement, and learning outcomes. On the other hand, educational escape rooms are immersive learning environments that simulate real-world scenarios, requiring learners to solve puzzles, complete tasks, and collaborate with others to achieve a common goal [7].
By combining gamification and educational escape rooms, educators can create an interactive and dynamic learning experience that caters to the diverse needs of learners. By using gamification elements and mechanics (e.g. points, badges, leaderboards), educators build a sense of achievement and recognition for learners, while also fostering healthy competition and collaboration. Additionally, educational escape rooms provide an engaging way for learners to apply their programming knowledge in a practical setting, enhancing their problem-solving skills and critical thinking skills.

In this paper, we present a study on the use of gamified educational escape rooms (GEER) to foster the teaching-learning process of computer programming based on the User Type Hexad Taxonomy of Andrzej Marczewski [10]. For each user type profile, a set of gamification elements and mechanics are provided and applied in case studies related with the computer programming domain. The contribution of this work is to guide the design process of educational escape rooms in any domain by considering the needs, expectations, and motivations of different user types.

The rest of the article is structured in three sections: the second section presents related work on educational escape rooms, user type taxonomies and gamification frameworks. The following section present a GEER framework based on the User Type Hexad Taxonomy. Hence, for each user type profile a set of gamification components are assigned and deployed in a specific case study within the realm of the computer programming domain. Finally, the contributions of this article to the scientific community are presented as well as the future work.

2 Related work

This paper aims to present a study on the use of GEER to promote computer programming learning, based on Andrzej Marczewski’s Hexad taxonomy of user types [10]. The work seeks to identify the most suitable gamification components for each user profile. With these ideas in mind, this section explores the concepts of educational escape rooms, gamification and user type taxonomies in order to give a richer context to the selected educational approaches, in order to overcome students’ difficulties in the computer programming learning.

2.1 Gamification

With the growing demand for computer programming professionals, teaching programming has become increasingly important at different educational levels. Gamification has proven to be a promising approach to make learning programming more attractive for students. Gamification is defined as the use of game elements and mechanics in non-game contexts in order to increase user motivation in several activities [6].

By applying gamification to teaching programming, educators can create a more engaging and challenging environment, making the learning process more interesting. Gamification frameworks, such as Octalysis [4] and Hexad [10], can be used to guide the gamification design process and ensure that the chosen game components are aligned with educational goals and, most important, with the student preferences [13].

In fact, some research stated the effectiveness of gamification in teaching programming. A recent study by Cai et al. [3] presented a systematic review of the literature on gamification in education, showing that gamification can lead to significant improvements in student performance and engagement with content. Furthermore, the use of games and gamification elements in programming education can contribute to the development of cognitive skills, such as critical thinking and problem solving [12].
2.2 Educational Escape Rooms

Educational escape rooms are immersive learning environments that simulate real-world situations in which students work in teams to solve problems and complete tasks in a limited amount of time. These escape rooms, typically used for entertainment games, have been adapted for educational purposes as a way to engage students in learning in an interactive and playful way. This approach has received attention from educational researchers, who have investigated how educational escape rooms can be used to promote learning of specific content and develop skills such as teamwork, problem-solving, decision-making, and critical thinking [7].

Some studies have shown that educational escape rooms can be effective in engaging students and enhancing their cognitive and social skills [12]. Moreover, the use of gamification elements in educational escape rooms can further increase student engagement [3].

However, the design and implementation of educational escape rooms can be challenging for educators. Not only for the lack of knowledge on this domain as well the selection of the best tools to do it. Regardless of the tooling set, the most important is that the experience provides students with an interesting and meaningful challenge, which in turn promote the acquisition of specific knowledge and skills in students [9]. It is also necessary that educational escape rooms are carefully planned, so that the proposed tasks and challenges are aligned with the desired learning objectives [14].

2.3 User types taxonomies

User types taxonomies are frameworks that classify users based on their psychological profiles and behavioral tendencies. These frameworks have been widely used in various fields, including human-computer interaction and marketing, to help designers understand their target audience and create more engaging and effective products [11]. One of the most well-known user type taxonomy is the Hexad framework [10] developed by Andrzej Marczewski, which categorizes users into six types based on their motivations and preferences in software applications:

- **Achievers**: users who seek mastery, completion, and recognition of their accomplishments;
- **Socializers**: users who seek social interaction, collaboration, and feedback from others;
- **Philanthropists**: users who seek to help others, contribute to a cause, and make a positive impact;
- **Free Spirits**: users who seek novelty, freedom, and self-expression;
- **Players**: users who seek competition, challenge, and rewards;
- **Disruptors**: users who seek to break the rules, challenge authority, and explore alternative solutions.

Other popular user type taxonomies include the Bartle Taxonomy of Player Types [1], the Self-Determination Theory of Motivation [5], and the Big Five Personality Traits [8]. These frameworks provide valuable insights into how users interact with software applications and can enrich the design process to create more personalized experiences.

3 GEER framework

This section presents a framework for GEER based on the user type Hexad taxonomy (Figure 1). For each identified user profile, we present the most suitable gamification components and apply them in a specific computer programming case study comprising a storyline and a gameplay.
3.1 Achiever – Cybercrime Investigation

The Achiever is motivated by competition and achievement. They are likely to enjoy an escape room scenario that involves a race against the clock, where they can compete against other teams to see who can escape the room fastest. The room could have multiple paths to escape, allowing the Achiever to choose the most challenging path to prove their skills.

For the achiever user type the most important gamification elements are:
- Challenges and quests to encourage mastery and accomplishment;
- Progress bars and badges to track accomplishments;
- Leaderboards to foster competition and drive motivation.

The case study chosen for this user type is a Cybercrime Investigation. In this story, the user is a detective investigating a cybercrime. The suspect has locked the detective in their own office, and the user should escape the room to continue their investigation and catch the suspect.

In terms of gameplay, the room is designed to look like a typical detective’s office, with clues and puzzles hidden throughout the room related to the cybercrime investigation. The puzzles are designed to test the player’s knowledge of computer programming concepts, such as coding languages, data structures, and algorithms. For example, one puzzle could involve decoding a message written in a programming language, while another could require the player to debug a code snippet.

In order to add a competitive element to the achiever profile, the room could have multiple paths to escape, each with increasing levels of difficulty. The user can choose the most challenging path to prove their skills and compete against other users who have completed the room. The room could have a leaderboard displaying the fastest escape times and highest scores, encouraging users to come back and beat their previous records.

3.2 Socializer – Hackathon

The Socializer is motivated by social interaction and collaboration. They would enjoy an escape room scenario that requires teamwork and communication, with puzzles that can only be solved through cooperation. The room could have a theme that encourages socializing, such as a murder mystery or a haunted house, to make the experience more immersive.
For the socializer user type the most important gamification elements are:

- Collaborative and social challenges that promote teamwork;
- Interactive leaderboards that allow for social comparison and recognition;
- Community features such as forums, chats, and social media integration (likes, following friends and sharing resources).

In order to apply some of these elements the case study will be a Hackathon. In this story, the user is a member of a team participating in a hackathon, a collaborative programming competition. The team has been locked in a room and must escape before the time runs out in order to submit their project and win the competition.

The room is designed to look like a typical hackathon workspace, with computer workstations and programming equipment scattered throughout the room. The puzzles are designed to test the player’s knowledge of computer programming concepts, such as coding languages, data structures, and algorithms, but also require teamwork and communication to solve. For example, one puzzle could require the player to share their screen with a team member and work together to debug a code snippet, while another could involve coordinating multiple players to input different pieces of code into a shared program. To encourage socializing, the room could also have elements such as a shared whiteboard or a chat system, where players can collaborate and communicate with each other.

Overall, the hackathon theme would make the experience more immersive and exciting, while the collaborative puzzles would promote socializing and teamwork.

### 3.3 Philanthropist – Humanitarian Aid

The philanthropist is motivated by helping others and making a positive impact. They would enjoy an escape room scenario that involves solving puzzles for a good cause, such as finding a cure for a disease or stopping a disaster from occurring. The room could be designed to look like a laboratory or research facility to reinforce the sense of purpose.

For the philanthropist user type the most important gamification elements are:

- Charitable donation or volunteerism opportunities as rewards for achievement;
- Sharing or promoting positive social impact on social media;
- Offering virtual gifts.

In order to apply some of these elements the case study will be a Humanitarian Aid. In this story, the user is a member of a team tasked with providing humanitarian aid in a crisis-stricken region. However, the aid shipment has been blocked and the player must escape the room to find a way to get the aid through and help those in need.

In this case study, the room is designed to look like a logistics office, with maps, shipping records, and other aid-related documents scattered throughout the room. The puzzles are designed to test the player’s knowledge of computer programming concepts, such as coding languages, data structures, and algorithms, but also require problem-solving and critical thinking skills.

For example, one puzzle could require the player to analyze shipping records and optimize delivery routes using algorithms, while another could involve debugging a program used to track the shipment.

To promote philanthropy, the room could also have elements such as a live feed showing images and videos of the crisis-stricken region, and information about the impact that the aid will have on the local population.
Overall, the humanitarian aid theme would make the experience more emotionally engaging, while the programming puzzles would promote critical thinking and problem-solving skills.

3.4 Free Spirit – Virtual Reality Adventure

The Free Spirit is motivated by creativity and self-expression. They would enjoy an escape room scenario that allows them to use their imagination to solve puzzles, with a variety of open-ended challenges that can be tackled in different ways. The room could have a theme that allows for self-expression, such as an art gallery or a music studio.

For the free spirit user type the most important gamification elements are:
- Creative challenges that allow for self-expression and experimentation;
- Non-linear or open-ended gameplay that encourages exploration and discovery;
- Self-guided quests that allow players to set their own goals and direction.

For this type of user the case study selected is related with a Virtual Reality Adventure. Here, the user is a virtual reality game developer who has been transported into their own game world by a glitch. The user must escape the game world by solving programming puzzles and fixing the code in order to return to the real world.

The room is designed to look like a virtual reality environment, with futuristic technology and gaming equipment. The puzzles are designed to test the player’s knowledge of computer programming concepts, but also require creativity and imagination. For example, one puzzle could involve programming a character to navigate through a maze-like environment, while another could require the player to design and code a new game feature on the spot. To promote free-spiritedness, the room could have elements such as open-ended puzzles that can be solved in multiple ways, or a “sandbox” programming environment where the player can experiment and create without limitations.

Overall, the virtual reality theme would make the experience more exciting, while the programming puzzles would promote problem-solving and critical thinking skills in a fun and imaginative way.

3.5 Player – Hacking Adventure

The player user type is motivated by the thrill of the game and the experience of playing. They would enjoy an escape room scenario that is designed like a video game, with a clear objective and challenges that gradually increase in difficulty. The room could have a futuristic or sci-fi theme, with high-tech gadgets and special effects to enhance the gaming experience.

The Player type feels comfortable with the following gamification elements:
- Point systems and rewards for achievements;
- Unlockable content and in-game purchases for added benefits;
- Competitive gameplay with leaderboards and multiplayer options.

In this realm, a hacking adventure was the case study selected. The user is a hacker who has been recruited by a secret organization to complete a series of hacking challenges. The user must escape the room by solving programming puzzles and completing hacking tasks in order to prove their skills and earn the organization’s trust.

The room is designed to look like a hacker’s lair, with computer workstations and hacking tools. The puzzles are designed to test the player’s knowledge of computer programming concepts, but also require quick thinking and problem-solving skills. For example, one puzzle could require the player to hack into a computer system using a specific programming
language, while another could involve decoding a complex encryption algorithm. To promote the player’s motivation for competition and rewards, the room could have elements such as a leaderboard showing the player’s progress and a reward for completing all the challenges.

### 3.6 Disruptor – Cybersecurity Breach

The disruptor user type is motivated by the desire to challenge the status quo and push boundaries. This user type seeks to break down existing barriers and explore new possibilities, often by challenging conventional wisdom and advocating for change.

In this profile, users will be satisfied with the following gamification elements:

- Challenging gameplay that requires strategic thinking and creativity;
- Unique and unconventional gameplay elements that break from traditional game design;
- Risk-taking opportunities, such as high-stakes challenges or timed events.

In this storyline, the user is a cybersecurity expert who has been called in to investigate a major security breach at a government agency. The user must escape the room by solving programming puzzles and detecting vulnerabilities in the agency’s computer systems in order to prevent further damage and restore security.

The room is designed to look like a government agency’s computer center, with advanced technology and equipment related to cybersecurity investigations. The puzzles are designed to test the player’s knowledge of computer programming concepts, but also require strategic thinking and creativity. For example, one puzzle could require the user to analyze a system’s code and detect any vulnerabilities, while another could involve creating a program to block a hacker’s access. To promote disruptive thinking, the room could have elements such as fake news articles or social media posts related to the security breach displayed on the walls. The puzzles could be designed to encourage users to think creatively and outside the box, challenging them to find innovative solutions to the problems they encounter.

### 4 Conclusion

This study has demonstrated the potential of gamified educational escape rooms as a valuable tool for enhancing the teaching-learning process of computer programming. By using a user type taxonomy, the study has identified the motivations, preferences, and needs of different user profiles and provided case studies that illustrate the successful implementation of gamification elements and mechanics for each profile.

The results of this study have practical implications for the design and implementation of educational escape rooms in any domain. By considering the unique characteristics of each user type, designers and educators can create tailored gamification experiences that are engaging, effective, and inclusive. Overall, this paper contributes to the growing body of research on gamification in education and highlights the importance of user-centered design in the development of educational technologies.
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Abstract

Formative assessment aims to increase student understanding, instructor instruction, and learning by providing feedback on students' progress. The goal of this systematic review is to discover trends on formative assessment techniques used to support computer programming learners by synthesizing literature published between 2013 and 2023. 17 articles that were peer-reviewed and published in journals were examined from the initial search of 197 studies. According to the findings, all the studies were conducted at the higher education level and only a small number at the secondary school level. Overall, most studies found that motivation, scaffolding, and engagement were the three main goals of feedback, with less research finding that metacognitive goals were the intended outcomes. The two techniques for facilitating formative feedback that were used most frequently were compiler or testing based error messages and customised error messages. The importance of formative feedback is highlighted in the reviewed articles, supporting the contention that assessments used in programming courses should place a heavy emphasis on motivating students to increase their level of proficiency. This study also suggests a formative assessment that employs an adaptive strategy to evaluate the ability level of the novice students and motivate them to learn programming to acquire the necessary knowledge.
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1 Introduction

Any course in a higher education institution worldwide that is concerned with software development requires programming modules. By introducing syntax and semantics, these modules aim to impart fundamental knowledge of programming languages [58]. Novice programmers are those taking their first computer programming courses or those with no prior programming experience. Independent components of programming will increase the difficulties of novices [42, 32]. Novice programmers are unable to interpret program code and have a lack of understanding of programming principles [27]. Although the computer science courses are in high demand, introductory programming modules frequently have dropout and failure rates as high as 50% [36, 34]. These modules play an important role to make them comfortable in continuing their education in computing [46]. Their interest in programming will rise once pedagogical methods motivate their confidence, and dropout rates will reduce [36].
An essential component of education that promotes learning is assessment [48]. Additionally crucial for assisting and motivating their programming abilities are assessment and feedback [57]. Formative assessment aims to increase student understanding, instructor instruction, and learning by providing feedback on students’ progress[12]. Formative programming assessment system evaluates student program submissions and provides timely feedback [42]. The impact of feedback on learning and assessment is significant [55]. Formative feedback is information given to a student with the goal of changing their way of thinking or acting to enhance learning [50]. Formative assessment is one of the approaches for effective programming learning [53]. To ensure that students receive the correct results, the assessment and feedback systems must examine the programs’ small aspects and point out any areas where mistakes were made by the students. Beyond assessment, it increases novice programmers’ self-confidence and metacognitive awareness [41, 49, 29]. Additionally, checking a participant’s knowledge depending on their prior attempts during the assessment process is referred to as adaptive assessment [39]. It varies from typical assessment in that each participant receives a separate set of questions instead of everyone receiving the same set of questions [56]. This enables everyone to assess the knowledge at their own pace and helps in assessing each element of the topic. While some systematic reviews have been undertaken on automated assessments in computer programming, this study is interested in knowing whether formative assessment is used to scaffold or encourage novice programmers as feedback is essential to learning programming. It also examines any assessment system that makes use of an adaptive strategy.

2 Related Works

Recent systematic literature reviews on assessment systems for programming courses tend to concentrate on how useful they are for automatic assessment techniques [24, 40, 20] or on the kind of feedback generated by assessment tools for evaluating programming languages or programming paradigms [25, 9, 28]. Further, other research reviews examined the assessment process, finding that it was primarily concentrated on advanced courses [35] or other computing subjects [16]. Studies that use automatic assessment programming as a pedagogical strategy typically focus solely on teaching and learning and do not examine findings on inspiring or motivating novices. In summary, there are no studies that concentrate on the formative assessment of introductory programming courses and no research reports that motivate novice programmers. Since motivation, scaffolding, and metacognitive support are important for learning programming modules, this research therefore examines formative assessment methods in these areas.

Research Questions

This review of formative assessments for introductory programming is guided by the following research questions:

- RQ1: What is the purpose of the formative feedback techniques for programming languages learning?
- RQ2: What is the nature of the formative feedback techniques for programming languages learning?
- RQ3: Does the assessment method prioritize helping novices and influencing their programming learning?
Table 1 Key Search Terms.

<table>
<thead>
<tr>
<th>Key Concepts</th>
<th>Search Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Programming</td>
<td>“novice computer programmers” or “computer programming” or “programming skills” or “first year computer programming” or “programming concepts” or “introductory programming” or “automated system” or “Automated assessment”</td>
</tr>
<tr>
<td>Formative Assessment</td>
<td>“formative feedback” or “error correction” or “learner confidence” or “learner efficacy” or “adaptive assessment” or “computer programming assessment system”</td>
</tr>
</tbody>
</table>

3 Research Methodology

More study, according to [14], is necessary to fully understand the inquiry process (formative assessment) that takes place in a programming learning environment. In order to better comprehend the current state of research, this study will examine recent articles that were released between 2013 and 2023. This study used this time frame of the last 10 years because the review topic is only applicable to contemporary studies [37]. This research was guided by the following PICO question: “The impact of formative feedback to motivate novices in learning introductory programming”. The What Works Clearinghouse Procedures and Standards Handbook, Version 4.0, from the U.S. Department of Education’s Institute of Education Sciences served as the process [33]. The five stages were as follows: (a) creating the review methodology; (b) locating pertinent literature; (c) screening studies; (d) reviewing articles; and (e) reporting findings. This study follows these stages to systematically review the literature.

3.1 Data Sources and Search Strategies

The terms “Formative assessment” and “Computer programming” were broadly entered into databases using the Title, Keyword, and Abstract search functions to look for published publications between the years 2013 and 2023. Table 1 shows the alternative terms for the key terms in the search. Academic Search Complete, ERIC Library, ACM, IEEE and Science Direct were the databases combined. This research used search engines like Google Scholar, ResearchGate, and Academia to find manuscripts [22]. Additionally, core conferences in computer education such as SIGCSE, CompEd, ITiCSE, UKICER and ICPEC are taken into account. 197 articles were found in the initial search results since 1998. Based on the inclusion and exclusion criteria, these papers were evaluated at the title, abstract, and full text levels. 17 articles were produced as a result out of 22, and they were coded for the systematic review. As they concentrated on basic computer science, summative assessment, or gaming techniques rather than clearly focusing on introductory programming, formative assessment, or evaluation approaches, 5 articles were eliminated [51, 54, 43, 21, 15].

3.2 Inclusion and Exclusion Criteria

Each study must meet these screening requirements to be considered for this systematic review: Computer programming and formative assessment are the article’s primary foci, and its publication dates range from 2013 to 2023. Its publication type is original research from peer-reviewed journals, and its research methodology includes both quantitative and qualitative approaches with a clear methods section and results presentation. Its language
Table 2 Inclusion and Exclusion Criteria.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timeframe</td>
<td>2013–2023</td>
<td>Prior to 2013 the focus in literature prior to this time was primarily on plagiarism.</td>
</tr>
<tr>
<td>Language</td>
<td>English</td>
<td>Non-English</td>
</tr>
<tr>
<td>Access</td>
<td>Full-text availability only</td>
<td>Only titles or abstracts available</td>
</tr>
<tr>
<td>Sample</td>
<td>Novice programmers</td>
<td>Programming languages, Web design, model development, advanced programming, visual or scratch programming</td>
</tr>
<tr>
<td>Type of publication</td>
<td>Peer-reviewed, original research, conference papers</td>
<td>Content that was not peer-reviewed or original</td>
</tr>
<tr>
<td>Focus of literature</td>
<td>Presenting findings that help design an enhanced formative assessment system for novice programmers (what works and doesn’t work, and why).</td>
<td>Studies that present findings on summative assessment. Systems designed for gifted programmers.</td>
</tr>
</tbody>
</table>

is English, and its emphasis on formative assessments that are being used to support their programming learning. If a research study did not satisfy one or more of the inclusion requirements that shows in Table 2, it was excluded.

4 Data Coding

Content analysis was used to find categorical themes from narrative data used to inform research focus and feedback strategy. In order to draw logical conclusions, content analysis aims to organize and interpret the data collected [6, 26]. The data gathering method across all research was formative or automated assessment. All studies took place in either a higher education or secondary context. All of the research was carried out globally, primarily in Northern America and Europe.

4.1 Formative Feedback Purpose: (RQ1)

Using the main subcategories of formative feedback found in the chosen publications, authors expand the following categories as they are interrelated in achieving learning goals [1].

4.1.1 Scaffold

The term “scaffolding” describes how an assessment plan might lead students through the steps of a larger project, with the teacher acting as an experienced leader who offers advice along the way [44]. The design of an assessment can scaffold the steps of a larger project by asking students to complete the steps so they can receive formative feedback in between [19].

4.1.2 Motivation

A student’s motivation is defined as their “willingness, need, desire, and necessity to engage in and be successful in the learning process” [52]. The two main categories of motivational factors are intrinsic and extrinsic [2]. Self-motivation is another name for intrinsic motivation, which is the strong desire to learn a subject. Extrinsic motivation occurs when actions are
Table 3 Purpose of formative feedback.

<table>
<thead>
<tr>
<th>Instructional strategies</th>
<th>#</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaffolding</td>
<td>5</td>
<td>[17][5][45][8][29]</td>
</tr>
<tr>
<td>Motivation</td>
<td>6</td>
<td>[19][38][4][3][23][31]</td>
</tr>
<tr>
<td>Engagement</td>
<td>4</td>
<td>[18][7][11][13]</td>
</tr>
<tr>
<td>Metacognitive/ Self-efficacy</td>
<td>2</td>
<td>[29][49]</td>
</tr>
</tbody>
</table>

taken to satiate an outside demand or receive an outside-imposed reward. Instead of just enjoying the activity or engaging in it for its own sake, they may be performed for their instrumental benefit.

4.1.3 Metacognitive and Self-efficacy

Understanding how to learn, participating actively, and reflecting on that engagement is defined as metacognition [10]. An individual’s belief in their own ability to do well is known as self-efficacy [2]. For successful learning programming, metacognition and self-efficacy are crucial abilities [30].

4.1.4 Engagement

Engagement promotes learning and forecasts students’ success [1]. It is a multidimensional meta-construct with elements of behavior, emotion, and cognition. Formative assessment helps students become more engaged in their learning and that makes them more confident in the subject [47].

4.2 Nature of Formative Feedback: (RQ2)

Authors distinguish between the studies using feedback techniques tailored to engage students in learning programming as follows:

4.2.1 Assessment Approach

This defines the assessment approaches to generate the feedback such as, self-assessment, peer assessment, (semi-) automated assessment on programming assignment.

4.2.2 Feedback Types

It defines what type of feedback the tool or system provides such as, standard error messages, customised error messages, testing report or grades.

4.2.3 Feedback Mechanism

It defines how the feedback is generated to notify such as unit testing, test cases, verification and validation, guided instructions or directions of tests.
Table 4 Nature of formative feedback.

<table>
<thead>
<tr>
<th>#</th>
<th>Studies</th>
<th>Assessment approaches</th>
<th>Feedback types</th>
<th>Feedback Mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>[5, 13, 17, 4]</td>
<td>Automatic</td>
<td>Test case reports w/grade</td>
<td>Automated testing</td>
</tr>
<tr>
<td>1</td>
<td>[18]</td>
<td>Automatic</td>
<td>Unit test results</td>
<td>Automated testing</td>
</tr>
<tr>
<td>2</td>
<td>[31, 53]</td>
<td>Peer</td>
<td>Customised error messages</td>
<td>Peer (Lecturer/fellow) feedback</td>
</tr>
<tr>
<td>1</td>
<td>[29]</td>
<td>Self</td>
<td>Customised error messages</td>
<td>Rubric-based</td>
</tr>
<tr>
<td>3</td>
<td>[19, 38, 8]</td>
<td>Automatic</td>
<td>Standard error messages</td>
<td>Compiler</td>
</tr>
<tr>
<td>1</td>
<td>[49]</td>
<td>Peer</td>
<td>Customised error messages</td>
<td>Guided inquiry</td>
</tr>
<tr>
<td>2</td>
<td>[23, 7]</td>
<td>Semi-Automatic</td>
<td>Customised error messages</td>
<td>Feedback about code quality</td>
</tr>
<tr>
<td>1</td>
<td>[45]</td>
<td>Semi-Automatic</td>
<td>Customised error messages</td>
<td>Manual feedback</td>
</tr>
</tbody>
</table>

5 Results

5.1 Purpose of Formative Feedback (RQ1)

In order to determine the aim and different kinds of formative feedback strategies for learning programming languages, authors examined the relevant research studies in order to get the answers to the research questions. Overall, the majority of studies found that motivation, scaffolding, and engagement were the purposes of feedback, with metacognitive purposes being recognized in fewer studies (see Table 3). In general, the goal of all these studies is to inspire students who are learning programming at various levels.

5.2 Feedback Strategies (RQ2)

Automated assessment was more commonly employed to generate feedback rather of using other approaches. Customised error messages were provided for facilitating formative feedback that were most frequently used in addition to automated testing results and compiler-based standard error messages. They were customised by peer, manual feedback and rubric-based feedback. Guided inquiry, feedback on the quality of the code, and chatbot interaction are among the assessment mechanisms (see Table 4). In general, most systems offer customized error messages to help students comprehend the errors they committed.

5.3 Novices’ Support (RQ3)

All of these studies generally aim to motivate students learning programming at different stages. This analysis found that, with the exception of one, no studies have focused especially on novices [45]. The assessment system that aids novices, however, makes use of Teaching Assistants’ (TA’s) feedback rather than automatic feedback [45]. As a result, no automatic formative feedback is primarily emphasizing novices to encourage their learning programming.
Formative assessment systems offer automatic formative feedback to students who submit their solutions or programs. These systems use various technologies to provide this feedback. Students can receive automatic formative feedback based on automated unit and system tests in this system if the code is valid [18]; otherwise, they receive error messages so they can change it. This system tested how well formative feedback connects with students of diverse backgrounds and showed how it facilitated their learning of programming. Another system [17] employed laboratory exercises were accompanied by automated test cases created by the lecturer using solely free software testing tools that match industry standards in order to provide students with formative feedback as they were working. The immediate feedback and continued efforts to close the performance gap between actual and expected performance were lauded by the students, and the efficacy was determined to be successful [17].

The autoCOREctor, a tool for automated student-centered assessment, was created to be easily connected with learning management systems (LMSs)[5]. It encourages the development of a problem-statement scaffold for programming assignments and a straightforward test set with test cases to assist teachers in using it in diverse situations. Regarding the codes they entered, which they must attempt several times to pass, students receive grades and feedback. Because of this, the autoCOREctor’s feedback was helpful, easy to understand, helped students improve their assignments, and increased their motivation. The work’s drawback was that it was unclear whether it would be helpful for novice programmers or the introductory programming module.

A study looked at Algo+ and EPFL, two automated evaluation methods for online introductory programming courses [8]. Based on the discrepancy between the supplied program and the referent solution that is the closest match, Algo+ delivers comments. This distinction clarifies to the learner the processes to follow in order to arrive at the correct response. The feedback given by the EPFL grader is based on test cases and a check style process. The generated feedback educates students about the test case successes and failures by displaying the program’s result and the anticipated output. The student’s understanding of why the programs don’t provide the right responses even though they are syntactically correct is improved by the feedback on the most well-liked incorrect programs.

Incorporating online coding tasks into formative assessment is examined in an article to determine its practicality and efficacy [4]. Positive results from the experimental investigation back up the use of online coding environments in introductory programming and algorithm courses. It argues that formative rather than summative assessments enhance the learning process for students. As tutoring systems, chatbots have been used in a variety of settings. A system aims to use chatbots to teach basic CS concepts while increasing work completion and engagement among students, especially female students [7]. Because they produce formative feedback immediately at the task level and use the input to guide students toward learning programming, chatbots are useful tools for formative feedback.

Another formative assessments technique is that formative evaluation is combined with automatic source code verification and validation feedback [3]. With the use of this system, formative assessments will be able to provide feedback on the verification outcomes. When errors are discovered during the automatic verification phase, students will be given a report, enabling them to both fix the errors and gain a deeper understanding of the code. Similar system evaluated a library for automated assessments created especially for static analysis [11]. The lecturer can personalize exercises, reuse verification, and modify the lesson for each student using the library. It showed how flexible feedback on verification helps students identify inefficient and incorrect code fragments and encourages them to adopt good programming techniques.
Guided inquiry learning (GIL), an illustration of an inductive collaborative learning strategy. Students are expected to complete the learning objectives and provide their peers and the instructor comments on the problem [31]. It showed how receiving peer feedback improved their programming skills. Another system that used formative evaluation based on peer code review caused students’ programming abilities to consistently improve [53]. Peer code review and inspection is an effective strategy to ensure the high quality of a software by methodically examining the source code. With the use of peer feedback, the students were able to identify and correct their errors. Similarly, a study looked at how students in introductory courses who are not majoring in computer science respond to evaluation situations [45]. The automatic evaluation system was utilized with TA’s support. Because of this, the manual’s (TA’s) input was useful but not always practical to access.

A framework for understanding the what, why, and how of formative assessment of introductory programming in K–12 computer science was developed in order to answer the overall need for understanding formative assessment [19]. Thus, CS research on assessment design and programming learning, particularly student misconceptions, has an impact on the formative assessment questions’ design [19]. Another study focused on how repeat questions can give students rapid feedback by using an internet platform called HERA [38]. It argues that the formative feedback was important and helpful for computational thinking [38]. According to another study [23], suggestions about unit length, unit complexity, and code duplication were the most beneficial to students. While this feedback does not help with the assignment, it enhances understanding [23].

A study [29] looked at the role of self-assessment in computer programming. Interest in learning is developing as a result of self-efficacy. The results of this study indicate that formative self-assessment may improve students’ performance in an introductory programming course. Exercises in self-assessment with a rubric might be beneficial for first-year students. It was found that students who got comprehensive feedback on their learning were more motivated than those who merely got a rubric-based evaluation. According to this study, however, it was discovered that the self-assessment intervention had a practically significant impact on students’ performance on programming projects. Another study [49] looked at the effects of open-ended assessment on students learning introductory programming in terms of performance and self-efficacy. Students who routinely completed the open-ended versions had higher average self-efficacy scores and assignment marks, though not by a statistically significant amount.

Because they can accommodate an endless number of students and submissions, Automated Testing and Feedback (ATF) systems were examined in this study to meet the demand [13]. The learning process can be completed by the student by submitting a novel answer and promptly receiving feedback. Feedback can address syntax errors, output accuracy, code performance, and if the code adheres to instructions exactly. The engagement and learning behaviors of learners in massive open online course (MOOCs) are examined in this study. This study found that code feedback is one of the most crucial aspects of MOOCs for programming and that there might be a positive trend toward ATF users getting better grades.

7 Conclusion

This systematic review revealed that most systems used customised feedback for formative assessment which adds more scaffolding to support learners’ progression to the next level [13, 19]. In these systems, if the code is correct, students can receive automatic formative
feedback based on automated unit and system tests; if not, they receive error messages to fix it out [18, 5]. Students praised the quick feedback and the ongoing drive to decrease the performance gap between actual and intended performance, and the efficacy was rated successful [17]. The study’s positive findings support the use of formative assessments for introductory programming courses, and it makes the case that formative rather than summative assessments improve student experience [4]. Verifier generated feedback enabled the students to recognize and fix the errors using verification techniques [11, 3]. Students’ programming skills steadily increased because of formative assessment based on peer code review [53, 31]. When an automated assessment system was incorporated with manual feedback, the result was more beneficial, but it was not always realistically accessible [45]. Self-efficacy has attracted growing interest in learning. The findings of this study suggest that formative self-assessment may enhance students’ performance in a course on basic programming [49]. It was discovered that students who received granular feedback during their learning were more motivated than those who only received evaluation using a rubric and open-ended questions [29]. The positive is all these studies found the formative feedback (customised or standard error messages) were helpful to motivate, scaffold, engage or self-assess the learners in learning programming [23, 7, 29, 49, 45].

7.1 Limitations

However, only a few studies focused on novice learners and introductory programming [29, 45, 8]. There is no clear evidence that these formative assessments were helpful in motivating specifically the novice learners in programming assignments. By showing the result of the program that was submitted and the anticipated output, the generated feedback instructs students about the test case’s success or failure [8]. The work’s limitation was that it did not say whether it was useful for novice programmers who were just starting out or the introductory programming module [5]. Another limitation is that all these systems assess the same questions to all students. It does not support students with different abilities. Adaptive techniques are used in formative assessment to achieve its goals [56]. When a student provides an erroneous response to a question, the system can progressively lead the student through a discovery process that results in the proper solution, breaking down complex concepts one step at a time [35]. When students fail, it aids in providing assistance and encourages personalised learning [59].

7.2 Implications

This study provides an overall analysis of the formative assessment that underpins the programming module in various educational settings. For several factors, including scaffold, motivation, self-confidence, and engagement, enormous amounts of evidence was discovered. The utilization of feedback techniques and student participation in formative assessment, we discovered, had an impact. The findings of this review also suggest that several variables may have an impact on the various formative assessment strategies. To better assist novice programmers in learning programming, formative assessment needs to improve how it presents error messages. We could not find any research that addressed formative assessment or the use of feedback, despite the fact that these elements are probably crucial for inspiring novice learners. There is also less support for several criteria including adaptive strategy, purely because fewer research have looked into them. As a conclusion, this study recommends on how to use an adaptive strategy in the process of formative assessment, in order to especially motivate novices and boost their knowledge and confidence. Therefore, this study’s next work
will design a formative assessment system that uses the adaptive strategy with enhanced error messages to evaluate the ability level of the novice students and motivate them to learn programming to acquire the necessary knowledge.
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Abstract
Assessment is a crucial element of the educational process, but traditional pen-and-paper tests have limitations in promoting active learning and engagement. To address this challenge, the use of online gamification platforms has increased. In this context, this study explores the effectiveness of Kahoot! for assessment exercises (AE) in higher education. These experiments occurred over three years, included five courses with computer science subjects and had 507 participants. Overall, 97.04% of students achieved a grade higher than ten, and only four failed. The results show that Kahoot! can promote engagement, motivation, and learning outcomes, and its use is well-received by students – 78.70% of students enjoyed this approach, and only 8.68% of participants disliked it. The study’s findings provide valuable insights into using Kahoot! as Student Response System for testing in higher education, with implications for developing new and innovative approaches to assessment and evaluation.
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1 Introduction
Assessment is a critical component of the educational process, and the type of tests used is essential to its effectiveness. Traditional pen-and-paper tests are frequently utilised in higher education but have limitations. Engaging students and promoting active learning is a significant challenge. To address this issue, online platforms such as Kahoot! have been developed to provide an interactive and engaging environment for assessment. Online platforms in higher education emphasise the importance of incorporating active learning techniques into teaching to promote deeper understanding and engagement [17]. Active learning has been shown to have numerous benefits, including increased motivation, engagement, and better academic performance [12]. Online platforms like Kahoot! have the potential to facilitate active learning by providing an interactive and engaging environment for assessment.

Although alternatives arise, professors still focus on traditional learning with tests/exams and distrust the efficiency of new approaches/solutions. To solve it, the TechTeach paradigm [17] was created to turn classes more attractive and engaging using emerging techniques and technologies. In this context, some new experiences were performed to overcome the stigma created by online assessments. Using interactive tools (e.g. Mentimeter, VoxVote, Kahoot!, among others) in higher education Assessment Exercises (AE) can result in better engagement, higher motivation, and improved learning outcomes than traditional pen-and-paper tests. AE can include different types, such as tests, mini-tests, or exams.
This study explores a new assessment strategy proposed by professors and evaluates the effectiveness of an online platform – Student Response Systems (SRS) – for higher education AE. The traditional focus of testing students’ knowledge with complex questions has shifted to promoting active learning by assessing whether students have assimilated the basics. The goal is to develop students’ ability to understand the foundational concepts and enable them to comprehend problems and identify possible solutions. Professors summarise the matter during the test, explaining the answers and highlighting the most critical aspects. The assessment paradigm must change. With the abundance of platforms available, such as Google, Bing, or ChatGPT, professors can focus on teaching students how to find the information they need rather than memorising it.

This new approach was introduced in 2020/2021, and since then, Kahoot! has been used to assess knowledge from over 500 individual AE. These experiments were performed in various courses with computer science subjects, including civil engineering (CIV), Textile Engineering (TEXT), Applied Maths and Statistics (ESTAP), Data Science (DS) and Engineering and Management of Information Systems (EGSI). This work aimed to assess the feasibility of using Kahoot! to evaluate students’ knowledge and promote active learning. This article presents the results of several experiments and discusses the implications of the authors’ findings for using online platforms in higher education assessment.

This paper is structured into seven sections. The first section, Introduction, presents the goal of the work and the relevant background information. The second section, Background, provides an explanation of some key concepts. The third section, Materials and Methods, outlines the methodologies and tools used in this case study. The fourth section presents the approach and gamification rules. The fifth section, Case Study, presents the experiments and results. The sixth section, Discussion, analyzes the results in detail. Finally, the last section, Conclusion, summarizes the study’s main findings and provides recommendations for future research.

2 Background

This section presents the main topics of the work and some similar works.

2.1 Academic Assessments

Academic assessments have been an essential aspect of education for centuries, providing a means of evaluating student learning and ensuring that educational goals are being met. Over time, assessment practices have evolved to include a range of methods, including standardized tests, essays, projects, and presentations, among others [4, 5, 19].

However, the traditional approach to assessment has been criticized for its emphasis on high-stakes testing, which can create a culture of fear and anxiety among students and limit their ability to learn and grow. In response, alternative assessment methods that emphasize formative assessment, feedback, and student engagement have been proposed and implemented in various educational settings [5, 9].

One of the emerging alternative assessment methods is using gamification and online platforms, such as Kahoot!, in higher education assessments. These platforms have been found to enhance student engagement, motivation, and learning outcomes and provide instructors with real-time feedback on student performance [10, 6].

As the field of education continues to evolve, assessments will remain an integral part of the learning process. The ongoing development and adoption of innovative assessment practices, including gamification and online platforms (e.g. Student Response Systems), will undoubtedly continue to shape the future of education and improve student outcomes.
2.2 TechTeach

TechTeach is a new approach to enhancing student engagement in the classroom by using technology [17]. The authors describe it as combining various digital tools and approaches, such as Gamification, Bring Your Own Device (BYOD), B-learning or project and team-based learning to enhance student engagement. In the context of this work, Gamification and BYOD can be highlighted. Gamification is a different way to assess students, where professors can use the students’ actions to give points. BYOD consists of using personal devices (e.g. computer or smartphone) in classes to interact with the subject or do practical exercises. TechTeach suggests that using technology in classrooms can effectively improve education quality and enhance students’ learning experience [18].

2.3 Student Response Systems

Student Response Systems (SRS), also known as classroom response systems or clickers, are technology-based tools that enable instructors to engage and assess students in real-time during lectures or presentations. These systems allow students to respond to questions or prompts using handheld devices, such as clickers or mobile devices, and the responses are collected and displayed instantly for both the instructor and students to see [7].

2.4 Similar Works

Student Response Systems have become increasingly popular in higher education for their potential to facilitate active learning and engagement. One such platform is Kahoot!, a game-based learning platform that allows instructors to create quizzes and interactive activities that students can access via their devices.

Kahoot! has been used in various educational contexts, including primary, secondary, and higher education. In higher education, Kahoot! has been used as a tool for formative assessment, student engagement, and promoting active learning. Studies have shown that Kahoot! can improve learning outcomes and increase student motivation and engagement. [15, 13].

Several studies have evaluated the effectiveness of Kahoot! for testing in higher education. For example, Al-Busaidi et al. [1] evaluated the use of Kahoot! as a formative assessment tool in a medical school course and found that students were highly motivated and engaged with the platform. Similarly, study [16] found several works using Kahoot to engage and assess students. Other studies have compared Kahoot! to traditional pen-and-paper tests. For example, Chiang et al. [8] compared the effectiveness of Kahoot! and pen-and-paper tests in English as a foreign language class and found that Kahoot! resulted in higher scores and greater engagement.

Furthermore, a study by Hunsu and Adesope (2016) [14] conducted a meta-analysis of research on clicker use in higher education and found that clickers positively impacted student engagement, academic achievement, and overall learning outcomes.

While Kahoot! has shown promise as a tool for testing in higher education, it is not without limitations. For example, Kahoot! quizzes are typically short and may not be suitable for more complex topics. Additionally, Kahoot!’s gamification elements may not be appealing to all students.

Other systems similar to Kahoot! have also been used for testing in higher education. For example, Socrative and Quizlet have been used to assess student knowledge and promote active learning [2]. Like Kahoot!, these platforms provide an interactive and engaging environment for assessment.
In summary, Kahoot! and SRS have shown potential as tools for testing in higher education. Studies have demonstrated their effectiveness in promoting engagement, motivation, and learning outcomes. However, further research is needed to explore their use in more complex topics and to determine their effectiveness over the long term.

3 Material and Methods

This article follows the case study methodology, a qualitative research method involving a detailed investigation of a particular phenomenon or event [20]. The case study methodology typically involves several phases: design, data collection, analysis, and interpretation [3]. The case study consisted in following phases and tasks:

- **Design:**
  - Creation of the exercise and AE based on the course’s learning objectives and curriculum
  - Planning of questions and strategies used in the exercises
  - Definition of rules for calculating grades
  - Design of students’ opinion questions to assess their perception of the Kahoot! platform for testing in higher education

- **Implementation:**
  - Administration of the designed exercise and AE to students using the Kahoot! platform
  - Collection of data on students’ performance and grades according to the predefined rules
  - Use of students’ opinion questions to assess their perception of the Kahoot! platform for testing

- **Analysis:**
  - Examination of collected data using various statistical methods, such as descriptive statistics and regression analysis
  - Determination of relationships between students’ performance and the Kahoot! platform for testing
  - Analysis of students’ opinion responses using thematic analysis to identify any recurring themes or patterns in their feedback [3]

- **Interpretation:**
  - Interpretation of results to draw conclusions and make recommendations for the use of Kahoot! in higher education testing
  - Comparison of findings with existing literature on the topic
  - Discussion of implications of the results in the broader context of higher education testing

This study follows the case study methodology to provide an in-depth analysis of the use of Kahoot! as an SRS for testing in higher education. By collecting and analyzing data on students’ performance and perception of the platform, this study aims to contribute to the growing body of research on the use of online platforms for testing in higher education. The case study methodology is well-suited for exploratory research in real-world settings [11], making it an ideal approach for this study.

4 Approach

This section presents the new assessment approach designed (design phase of case study methodology) and then tested with the case study.
4.1 Gamification model

The Gamification model enhances a narrative that can be highlighted. It is a key aspect of this approach. The students must know the rules before starting each AE.

1. Students should have previous contact with the tool used (e.g. VoxBot, Kahoot! or other) and must test all question types before the AE start (e.g. short, true or false, multiple choice, among others).
2. All questions must have all details easily identified - question value (bonus), type and timing, left time, number of questions missing, and possible answers.
3. The questions of each AE should only address the fundamentals and essential subjects.
4. Questions must be designed according to the basic knowledge that students must have in their professional work. Subjects that a typical worker needs to use Google or similar should be avoided. However, it must be part of a question if they need to know something before using Google.
5. Each participant can answer the AE using BYOD: smartphone, computer or tablet.
6. The system should incorporate a cut-off value that allows for the exclusion of certain questions. For instance, if the percentage of correct answers to a particular question is low, it indicates that the question may be poorly formulated or that the professor may have been ineffective in explaining the corresponding content. In such cases, the final assessment should not include the question.
7. The Evaluation criteria should consider quickness and rightness. Each question is timed, so if a student answers with a response time inside of Q3 answers time, he receives 100%; otherwise, he receives a percentage according to the average time.
8. If a question is relevant, it should have double points (200%)?
9. Quick students with correct answers (higher than the average) can receive a bonus.
10. The question’s time varies according to the typologies and complex level.
11. In case multiple answers are allowed, if students hit at least 50% of cases, they receive some points; otherwise, they have 0.

The professor can add or consider different ideas; however, they must be explained at the beginning of the subject.

4.2 Rules

The guidelines for the assessment exercise were developed as part of the TechTeach paradigm and considered a set of specific factors, including

- **Type of questions**: true and false; multiple choice; short answer; ordering
- **Time limited**: 10s, 30s, 60s, and 90s
- **Valuation**: normal and double
- **Knowledge**: essential and must have
- **Evaluation criteria**: quickness (quartiles and average time), rightness
- **Types of exercises**: simple and quick questions, code with variables or images.
- **Questions number**: 25-30 (a ratio from each matter taught) - Many questions allow crossing all matters addressed and show if students know all the basics.

This approach evaluates critical knowledge, and the AE class can be used for reviewing purposes. After the students answer each question, the professor should explain the question and respective answers to the class, ensuring that the key knowledge of the subject is not forgotten.

Strategies like questions with short time, bonuses and others can be used to avoid copy. Students are instigated to answer quickly with their knowledge; otherwise, time elapses, and they will not respond on time.
A case study was designed and implemented to test this approach over the last three years.

## 5 Case Study

This case study started in 2020 and followed some TeachTeach guidelines [17], including gamification [18] and bringing your own device (BYOD), which was presented in Section 4. Since 2020, 507 students participated in this study and used Kahoot! to perform their exercises. The study was applied in several subjects (courses), including:

- **Introduction to Programming**
  - Courses: Civil, Textile, Applied Statistics and Maths, Data Science
  - Academic Year: 1st
- **Web Programming**
  - Course: Information Systems
  - Academic Year: 2nd and 3rd

### 5.1 Implementation

The following list presents the implementation phase and shows some questions that exemplify the rules explained in section 4.2. The list includes the question, its type, the defined answering time, and the available answer choices.

(A) **Question**: What is the “not equal to” symbol in Em Gaddys?
- **Question type**: short answer
- **Time-limited**: 30 sec
- **Solution**: <>

(B) **Question**: Which of the following loops (figure 1) is a “while” loop?

![Figure 1 Example of While Loop and IF.](image)

- **Time-limited**: 30 sec
- **Question type**: Quiz
- **Answers**:
  (a) A
  (b) B
  (c) None of the above
(C) **Question:** What does a compiler do?
- **Time-limited:** 30 sec
- **Question type:** Quiz
- **Answers:**
  1. Translates the source code instructions into Assembly language instructions
  2. Translates Assembly language instructions into corresponding binary code
  3. Prepares the object code to be loaded into memory and executed
  4. Examines, decodes, and executes each instruction of the source code line by line

(D) **Question:** What is the value of a[5] in figure 2?

![Figure 2](image)

**Figure 2** Example of array.

- **Question type:** Type answer
- **Time-limited:** 30 sec
- **Solution:** 45

(E) **Question:** How many columns does Bootstrap’s grid system have?
- **Question type:** Type answer
- **Time-limited:** 20 sec
- **Possible Solutions:**
  1. 12
  2. Twelve
  3. Twelve

(F) **Question:** Order the following options in order to validate the code of figure 3

```javascript
window.onload = pageLoad;
// when the page is loaded, sets up event handlers
function pageLoad() {
  var computeButton = document.getElementById("compute");
  computeButton.onclick = compute;
}

// Multiplies two numbers typed into input boxes on the page
// and displays the result in a span on the page.
function compute() {
  var A = document.getElementById("num1");  // fetch the 2 numbers
  var input1 = document.getElementById("num1");
  var B = document.getElementById("num2");
  var C = input1.value + input2.value;  // compute result
  answer.D = result;
}
```

**Figure 3** An example of code with missing details.

- **Question type:** Ordering
- **Time-limited:** 90 sec
- (a) input1
- (b) answer
- (c) result
- (d) innerHTML
5.2 Analysis of the results

During the case study, which started in the academic year 2020/2021, seven distinct exams were conducted using Kahoot!, the platform for testing in higher education. These exams were administered in multiple courses. 2020/21 was the team’s first year in this subject, and the team started by experimenting with this approach, so it was not possible to compare the results with traditional methods (pen & paper) yet. Regarding the results, three types of performance data were evaluated: quickness, rightness, and exercise relevance. The quickness of the students’ responses was measured using quartiles and average time, while rightness was calculated based on the number of correct answers. The exercise relevance was classified as a normal or double point.

In this case study, a cut-off was defined, i.e., the lower number of correct answers to each question ranged between five and twelve per cent. So, questions where the number of rightness was lower than the cut-off were removed.

To understand students’ opinions about this evaluation approach, the two last questions of each EA are:
1. Q1 – How challenging was the examination?
2. Q2 – Did you approve this model?

Figure 4 depicts students’ opinions about the difficulty of the exam. As observed, more than 50% of the students considered it hard or very hard.

Figure 5 illustrates the students’ approval of this exercise model. Of the total number of students surveyed, 78 approved of this model, while only 9 did not want this type of exercise.
The following image (Figure 6) shows the distribution of student grades. As can be observed, this method resulted in only four students (0.78%) failing (grade R) and 2.96% receiving a negative rate of less than 10. Furthermore, the results indicate that this method efficiently avoids too high grades. Conscientiously, we can understand that none of the students can know everything a professor teaches, so they hit answer all the questions. So, only 15 students (2.96%) achieved a grade between eighteen and twenty.

![Figure 6 Results distribution.](image)

Another interesting analysis pertains to students’ perceptions of the assessment exercises (Figure 7), broken down by course. While generally, all courses expressed approval of this approach, certain courses such as CIVIL (>60%) demonstrated the highest level of approval (i.e., 'Yes, I enjoyed it')

![Figure 7 Approved opinion By Course.](image)

The same analysis can be performed based on students’ perceptions of the difficulty of the assessment exercise (Figure 8). Overall, the assessment exercise was perceived as difficult or very difficult by the students across all courses, with a minimum of 50% of students rating it as such.

![Figure 8 Difficulty perception by Course.](image)
Another potential avenue for further research is using pivot tables to analyze and compare students’ opinions and grades across different courses.

Figure 9 presents the minimum (min), maximum (max), and average grades grouped by students’ approval of the approach and their perception of the AE difficulty. This figure crosses user expectations, perceptions and the achieved results. For instance, in the Civil course, students who enjoyed the AE and found it challenging achieved grades ranging from 8.30 to 15.18. Students who enjoyed the mechanism but considered it difficult could achieve good grades.

In another analysis, EGSI students who may approve this mechanism and consider the exam easy had a minimum grade of 9.18 and a maximum grade of 17.03 with an average of 14.07. Globally, those who considered the AE easy achieved better grades than others.

Curiously, some students who enjoyed the mechanism did not achieve positive grades, which means the agent is correct, but they must study more to achieve better results. This analysis can provide valuable insights into the relationship between students’ opinions, perceived difficulty, and their academic performance in different courses.

<table>
<thead>
<tr>
<th>Row Labels</th>
<th>Min of RESULT</th>
<th>Max of RESULT</th>
<th>Average of RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIVIL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maybe</td>
<td>12.38</td>
<td>12.81</td>
<td>12.52</td>
</tr>
<tr>
<td>hard</td>
<td>11.38</td>
<td>12.81</td>
<td>12.10</td>
</tr>
<tr>
<td>very/hard</td>
<td>12.16</td>
<td>12.16</td>
<td>12.16</td>
</tr>
<tr>
<td></td>
<td>12.67</td>
<td>12.67</td>
<td>12.67</td>
</tr>
<tr>
<td>very/hard</td>
<td>12.67</td>
<td>12.67</td>
<td>12.67</td>
</tr>
<tr>
<td>Yes, I enjoyed it</td>
<td>8.30</td>
<td>15.18</td>
<td>11.83</td>
</tr>
<tr>
<td>easy</td>
<td>12.09</td>
<td>13.32</td>
<td>12.57</td>
</tr>
<tr>
<td>hard</td>
<td>8.30</td>
<td>15.18</td>
<td>11.75</td>
</tr>
<tr>
<td>very/easy</td>
<td>10.78</td>
<td>12.74</td>
<td>11.84</td>
</tr>
<tr>
<td>very/hard</td>
<td>8.82</td>
<td>14.11</td>
<td>11.66</td>
</tr>
<tr>
<td>Yes, I was interesting</td>
<td>9.40</td>
<td>14.45</td>
<td>11.68</td>
</tr>
<tr>
<td>hard</td>
<td>9.40</td>
<td>14.45</td>
<td>11.76</td>
</tr>
<tr>
<td>very/hard</td>
<td>11.27</td>
<td>11.47</td>
<td>11.37</td>
</tr>
<tr>
<td>OG</td>
<td>10.03</td>
<td>17.61</td>
<td>14.41</td>
</tr>
<tr>
<td>Maybe</td>
<td>12.67</td>
<td>14.30</td>
<td>13.48</td>
</tr>
<tr>
<td>hard</td>
<td>12.67</td>
<td>14.30</td>
<td>13.48</td>
</tr>
<tr>
<td>No</td>
<td>14.48</td>
<td>14.93</td>
<td>14.71</td>
</tr>
<tr>
<td>easy</td>
<td>14.48</td>
<td>14.93</td>
<td>14.71</td>
</tr>
<tr>
<td>Yes, I enjoyed it</td>
<td>10.63</td>
<td>16.58</td>
<td>14.07</td>
</tr>
<tr>
<td>easy</td>
<td>12.31</td>
<td>12.31</td>
<td>12.31</td>
</tr>
<tr>
<td>hard</td>
<td>10.63</td>
<td>16.58</td>
<td>14.28</td>
</tr>
<tr>
<td>Yes, I was interesting</td>
<td>11.19</td>
<td>17.61</td>
<td>14.66</td>
</tr>
<tr>
<td>easy</td>
<td>12.93</td>
<td>17.61</td>
<td>15.22</td>
</tr>
<tr>
<td>hard</td>
<td>11.93</td>
<td>17.32</td>
<td>14.54</td>
</tr>
<tr>
<td>very/hard</td>
<td>11.19</td>
<td>11.59</td>
<td>11.39</td>
</tr>
<tr>
<td>EGI</td>
<td>8.81</td>
<td>18.43</td>
<td>14.56</td>
</tr>
<tr>
<td>Maybe</td>
<td>9.78</td>
<td>17.03</td>
<td>13.92</td>
</tr>
<tr>
<td>easy</td>
<td>9.78</td>
<td>17.03</td>
<td>14.07</td>
</tr>
<tr>
<td>hard</td>
<td>10.36</td>
<td>16.79</td>
<td>14.72</td>
</tr>
<tr>
<td>very/easy</td>
<td>13.26</td>
<td>16.94</td>
<td>15.87</td>
</tr>
<tr>
<td>very/hard</td>
<td>11.51</td>
<td>14.55</td>
<td>12.94</td>
</tr>
<tr>
<td>No</td>
<td>8.96</td>
<td>17.32</td>
<td>13.09</td>
</tr>
<tr>
<td>easy</td>
<td>10.10</td>
<td>17.32</td>
<td>13.53</td>
</tr>
<tr>
<td>hard</td>
<td>9.07</td>
<td>16.41</td>
<td>12.96</td>
</tr>
<tr>
<td>very/easy</td>
<td>15.53</td>
<td>15.53</td>
<td>15.53</td>
</tr>
<tr>
<td>very/hard</td>
<td>8.96</td>
<td>16.82</td>
<td>12.93</td>
</tr>
<tr>
<td>Yes, I enjoyed it</td>
<td>8.81</td>
<td>17.93</td>
<td>15.98</td>
</tr>
<tr>
<td>easy</td>
<td>9.72</td>
<td>17.89</td>
<td>15.27</td>
</tr>
<tr>
<td>hard</td>
<td>10.71</td>
<td>17.53</td>
<td>14.61</td>
</tr>
<tr>
<td>very/easy</td>
<td>14.65</td>
<td>17.47</td>
<td>16.66</td>
</tr>
<tr>
<td>very/hard</td>
<td>8.81</td>
<td>17.26</td>
<td>14.30</td>
</tr>
<tr>
<td>Yes, I was interesting</td>
<td>8.83</td>
<td>18.43</td>
<td>14.94</td>
</tr>
<tr>
<td>easy</td>
<td>8.83</td>
<td>18.26</td>
<td>15.05</td>
</tr>
<tr>
<td>hard</td>
<td>9.29</td>
<td>17.62</td>
<td>13.95</td>
</tr>
<tr>
<td>very/easy</td>
<td>16.71</td>
<td>18.43</td>
<td>17.39</td>
</tr>
<tr>
<td>very/hard</td>
<td>11.86</td>
<td>17.32</td>
<td>15.00</td>
</tr>
</tbody>
</table>

**Figure 9** Students grades by opinions.
6 Discussion

The case study results provide valuable insights into the use of Kahoot! as a Student Response System for testing in higher education. In the interpretation phase, it was observed that these findings could inform the development of new and innovative approaches for assessment and evaluation in this context, contributing to ongoing efforts to improve the quality of education and student learning outcomes.

Naturally, non-technical courses, such as DS, ESTAP, and Textile, rated the assessment exercise as challenging (hard or very hard), which is understandable given their knowledge base in non-computing subjects. It ranged from 63.33% at DS and textile at 85.71%. The students still approved the assessment exercise as a valid test mechanism. Interestingly, EGSI students had varying opinions, with 42.50% rating the assessment exercise as easy and 42.75% rating it as hard.

Furthermore, students’ opinions about the difficulty of the AE had little impact on their results. For instance, some students who found it hard achieved good results, whereas some who found it easy achieved lower results. However, better results were achieved by students who approved of this approach.

Most students highlighted the importance of explaining each question after their end. According to them, it allowed them to understand what they failed and improve their understanding of the subject matter.

Overall, the study’s results were very positive, with 97.04% of the students achieving a grade higher than ten and only 4 out of 507 failing. Globally, the students approved the assessment exercise, with a 78.70% approval rating, and only 8.68% of participants disliked it.

7 Conclusion

The study demonstrates the effectiveness of Kahoot! as an SRS for assessment exercises in higher education. The use of Kahoot! resulted in high levels of student engagement, motivation, and learning outcomes. The majority of students achieved a grade higher than 10, with only 4 out of 507 failing. Additionally, 78.70% of participants approved the approach, while only 8.68% disapproved. This high approval rate suggests that students found the use of Kahoot! to be a valuable and effective tool for testing in higher education.

The results of this study have important implications for the development of new and innovative approaches to assessment and evaluation in higher education. Kahoot! and other gamification platforms have the potential to transform traditional methods of assessment, promoting active learning and engagement. The findings of this study also highlight the importance of providing students with real-time feedback and explaining the correct answers after the assessment exercises, which can improve their understanding and performance.

By incorporating interactive and engaging assessment exercises like Kahoot! into their teaching practices, instructors can promote active learning and provide students with a more engaging and rewarding educational experience. The study can help professors interested in adopting a game-based learning platform in their teaching practices.

This experiment will continue in the future, and distinct types of questions will be added to further explore the potential of Kahoot! and other gamification platforms in higher education assessment. Further, this approach will also be compared with other existing and having the same goal and explored using different tools. Finally, the team will explore the possibility of comparing results using digital with non-digital methods.
A New Approach to Perform Individual Assessments
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1 Introduction

With technological advancements, computer programming education has become increasingly important in recent years, and along with it, the need for effective methods of teaching programming languages has become a priority.

A large part of the students have a lot of difficulties and consequent low approval rates in introductory computer programming courses, much because of the lack of motivation and attention inside and outside the classes [21]. To overcome those difficulties, students need to
practice frequently solving problems with an increasing complexity. On account of that, one of the major challenges faced by teachers is creating a large number of unique programming exercises that address different levels of difficulty. One possible way to help solve these issues is the development of a system for automatic generation of programming exercises based on Natural Language Processing (NLP) and Artificial Intelligence (AI) techniques capable of generating text and source code. In this paper we present and discuss the preliminary results of a research project focused on the analysis of ML models for text and code generation, aiming at building a generator for programming exercises.

This paper starts with a review at how programming exercises are usually constructed (Section 2), followed by a discussion on modern approaches for text and code generation (Section 3). Then, case studies regarding different generation mechanisms are presented, with the subsequent analysis and discussion of their results (Section 4). Finally, it is presented a summary of the paper and our main contribution, as well as a proposal of a road map for the future construction of a website that automatically generates computer programming exercises (Section 5).

2 Classification and Characterisation of Programming Exercises

Programming exercises are the key object of study for this project. It is then essential to gather the most used formats and understand their common characteristics to group them by type, aiming to automatically create them. In this way it is possible to avoid creating exercises that are unfamiliar to students and teachers.

2.1 Exercise Types

Listed below are some of the most common types of exercises in programming courses, gathered and adapted from the study published in [28]. It is important to note that, although there are additional taxonomies and categories, such as the ones proposed in [4, 26, 23], the former was chosen as it better resembles the structural nature of the exercises to be generated. The purpose in gathering such a variety of types is to present different challenges to students, on several themes. While some types are frequently used in open-ended questions, each one of these types can be adapted to multiple-choice formats, where students must select the correct answer from a list of options. This adaption is not trivial though, since it is necessary to generate not only the correct option, but also a set of incorrect ones.

Seven types were collected:

1. **Code from Scratch**: Students receive a blank sheet to write down the complete solution to a problem. Something that is easy for teachers to prepare, but also presents quite a lot of difficulties to those who are being evaluated. Listing 1 contains an example of a simple exercise that asks to write a function in Python.

   **Listing 1** Example of *Code from Scratch* type exercises.

   ```python
   # Write a program in Python that reverses a string.
   Input: "cool"
   Output: "looc"
   ```

2. **Code Completion**: To solve this type of problem the students are provided with a sample code containing some blanks to fill. There are usually two approaches: one in which an important part of the code is missing and it is necessary to fill it with the correct statements; and another whose blanks must be filled with values for which the program returns a given output. Listing 2 contains an example in which it is necessary to complete the condition in a selection statement in the body of a certain function in Python whose purpose is described.
3. **Code Improvement**: Another approach consists in providing students a complete snippet of code that solves a given problem which should be improved. These improvements may have as objective improving the performance or reducing lines of code. Listing 3 contains an exercise in which it is proposed to rewrite a function in Python to a reduced version.

**Listing 3** Example of Code Improvement type exercises.

Rewrite the following code snippet in order to make it smaller, maintaining its functionality.

```python
my_list = list(range(1,100))
res = 0
i = 0
while i < len(my_list):
    if my_list[i] % 3 == 0:
        if my_list[i] % 2 == 1:
            res += my_list[i]
    i += 1
return res
```

4. **Bug Finding**: As the name suggests, in this type of exercise the students must find in code purposefully added bugs without correcting them *per se*. This type of exercise is used to check if students attained the first step of learning to program, that is to be capable of interpreting the code written by others in terms of the syntax or semantics of the language used. Listing 4 contains an exercise in which it is asked to identify bugs in a function and explain in a few lines why they are bugs.

**Listing 4** Example of Bug Finding type exercises.

Identify the bug(s) present in the following code sample.

```python
def my_function(n):
    a = 1
    my_list = [1,2,3]
    if n > 3:
        return a + b
    else:
        return a + my_list[3]
```

5. **Debugging and Fixing**: Interestingly, if the two previous types of exercises are mixed together, the result is also quite common, in which students must rewrite a source code that contains bugs. It is necessary not only to detect them, but also to fix the code.

6. **Code Interpretation**: As the name suggests, in this type of exercise the student has to interpret a given code snippet. There are many possibilities for what is asked, such as: describing its behaviour, identifying its goals, reporting the evolution of a variable’s value throughout its execution, etc. Listing 5 contains an exercise in which it is asked to describe what a given function does.

**Listing 5** Example of Code Interpretation type exercises.

Describe the behaviour and the goal of the following function.

```python
def my_function(str):
    if len(str) < 2:
        return ''
    return str[0:2] + str[-2:]
```
7. **Output or State Prediction:** Finally, and in a more traditional format, the students are asked to find out either the output of the program, or the value of a variable at the end or during its run-time. This ends up being very similar to what was discussed in the last item, as it is necessary to analyse and interpret the provided code to obtain the correct solution. Listing 6 contains an exercise where it is asked to indicate what value a function call returns.

![Listing 6](image)

**Example of Output or State Prediction type exercises.**

Indicate what the following function returns as an output.

```python
def my_function(n):
    my_list = []
    for i in range(n):
        my_list.append(i*i)
    return my_list
my_function(3)
```

### 2.2 Exercise Components

It is important to understand the components that make up a programming exercise in order to effectively design and create them. There are usually three main components that need to be considered:

- **Problem Statement:** Initial component containing text that is presented to the student. It explains the context and parameters of the problem, and the type of answer they must provide. It can be lengthy if the topic needs an introduction or concise and objective if it only requires the essential instructions for solving the problem. It is important to provide enough information to solve the problem, specially when the domain is unknown to the student.

- **Code:** Most programming exercises contain a section dedicated to code snippets. This section may vary in form, containing whole programs, snippets with blanks to be filled, and correct or erroneous versions to be analysed of fixed. The purpose of this component is to support the Problem Statement to establish a basis for solving the problem.

- **Answer field or options:** There are two usual possibilities for the answer section, either a designated space or an area embedded in another component. The former includes a blank space where students are free to write whatever they want, or a list of available options to choose from. The latter usually consists of blank spaces embedded in the Code component, visually identifying where the students must fill in their answers.

While not a component in itself, the evaluation of the students' answers must be taken into account. Its complexity may vary depending on the type of the exercise, ranging from a direct verification of the correct option, to more sophisticated mechanisms, such as a set of tests performed on the code that the student has written. Although, some characteristics of the answers present a qualitative nature that prevents its automatic evaluation, such as code sophistication and legibility.

In summary, understanding the components of a programming exercise is crucial to design effective exercises. These components can vary depending on the type of exercise and its objectives.

### 3 Text Generation

Natural Language Generation (NLG) is a sub-field of Natural Language Processing (NLP) that involves building systems capable of producing coherent and useful text in multiple languages [24]. NLG systems are used to create chatbots, translate text, and generate
complex articles and stories [6]. This process involves taking input data, such as keywords or a set of facts, and transforming them into meaningful output text. Reiter and Dale [25] identified six tasks that are essential for NLG, still present in current models:

1. **Content Determination**: Deciding what information should be included in the text under construction;
2. **Discourse Planning or Text Structuring**: Defining in which order information will be presented and the structure of such presentation;
3. **Sentence Aggregation**: Grouping information into sentences;
4. **Lexicalization**: Deciding which words and phrases should be chosen to express the required information;
5. **Referring Expression Generation**: According to Reiter and Dale [25], it consists of “selecting the words and phrases to identify domain objects”;
6. **Linguistic Realisation**: Combining all words and phrases by applying grammatical rules to produce a text which is syntactically and orthographically correct.

This type of system can be built using different architectures, being the most common the three-stage pipeline, also proposed by Reiter and Dale [24]. The pipeline includes text planning, sentence planning, and linguistic realisation. In text planning, content determination and discourse planning are combined to decide what information to include and how to structure it. In sentence planning, sentence aggregation, lexicalization, and referring expression generation are combined to select words and phrases and group them into sentences. Finally, in linguistic realisation, grammatical rules are applied to produce a syntactically and orthographically correct text.

### 3.1 Models

Natural Language Processing (NLP) is a sub-field of Artificial Intelligence (AI) that focuses on the interaction between computers and human language [13]. Machine Learning algorithms have been developed and trained using text data to perform various natural language tasks such as text prediction and generation [17]. This section will explore some of the most commonly used and successful NLP models, as well as other generation systems.

**Recurrent Neural Networks (RNNs)**

Neural Networks are a subset of Machine Learning that are inspired by the structure and function of the human brain. They are used to classify and cluster data, and consist of layers of artificial neurons that send data to each other. The output of these neurons is determined by weights and threshold values, and training data is used to improve their accuracy over time [11].

One type of neural network architecture that is well-suited for processing sequential data, such as text, is Recurrent Neural Networks (RNNs). RNNs have feedback connections that allow them to incorporate information from previous time steps or observations into their current output. This makes them effective at modelling dependencies between elements in a sequence to predict the next one [12].

- **Long Short-Term Memory (LSTM) networks**: A type of RNN that is particularly well-suited for modelling long-term dependencies in sequential data, such as natural language text. LSTM networks are able to “remember” important information from the past for extended periods of time, by using state cells, making them ideal for generating coherent and realistic text [9]. For example, in the paper [15], the authors trained a LSTM on a dataset of Shakespearean plays was able to generate text that was difficult to distinguish from human-written equivalents.
Seq2seq models: Have been widely used for NLP tasks that involve the generation of an output sequence based on an input sequence. Seq2seq models consist of an encoder and a decoder (each one a model with neural network architecture), which process the input and output sequences. One of their key advantages is the ability to handle variable-length input and output sequences [8]. Seq2seq models can be implemented using various types of neural network architectures, although RNNs are the most common. For example, in the article [29], the authors use a Seq2seq model with an RNN architecture to generate translations from one language to another.

In conclusion, Recurrent Neural Networks, such as Long Short-Term Memory networks and Seq2seq models are among the most commonly used and successful NLP models at the moment. They are able to effectively process sequential data, such as natural language text, and generate coherent and realistic output.

Transformers

Transformers consist in a type of neural network architecture that was first described in an article by Vaswani et al. [30], which has been effective in NLP tasks. The capacity of transformers to model long-range dependencies between words in a sentence or text is one of its most important features. This is done by utilising self-attention mechanisms, which give the network the ability to weigh the importance of the different words or tokens in the input based on how they relate to other words or tokens. Transformers are thus well suited for tasks that require a thorough comprehension of the context and semantics of a particular text. Some of the most popular and successful transformer models are:

- **Generative Pre-training Transformer (GPT):** Transformer-based language model developed by OpenAI [19], that has been widely used for natural language processing tasks such as text generation. It uses unsupervised learning to pre-train a large neural network on a massive dataset of text, discovering “hidden patterns or data groupings without the need for human intervention” [14], and then fine-tunes the network on a smaller dataset of labeled text for a specific task. GPT-3 is the third generation of GPT models, which was introduced in 2020 [5] and. This model are significantly larger and more powerful than its predecessor models, since it is trained on 175 billion parameters (over ten times the size of GPT-2) and requires very little fine-tuning on a task-specific dataset to achieve good performance on a wide range of NLP tasks. OpenAI also launched GPT-3.5, an upgrade for this model, and a new version, GPT-4 [20], which is even more powerful (100 trillion parameters). ChatGPT is a well-known application of GPT that is specifically designed for conversational language understanding and generation, trained on conversational data [18].

It is worth noting that, as GPT-3 is an unsupervised model, it is vulnerable to biases present in its training dataset, and may generate texts that reflect them.

- **BERT:** Transformer-based language model that was developed by Google in 2018 [7] and, in similar form to GPT, it also uses unsupervised learning to train a neural network on a large dataset of text. The main difference between GPT and BERT is that BERT is a masked language model, trained to predict missing words in a sentence rather than the next word, as GPT does. This makes the text generated by BERT less likely to diverge from the original context of the input. In one study, researchers used BERT to generate news articles that were evaluated by human annotators, who found them comparable in quality to those written by humans [34].
4 Case Studies and Results

This section introduces some case studies to explore different implementations of up-to-date text generation models. The outcomes are then analysed in order to assess some of the most commonly used mechanisms and how they can be improved for the generation of programming exercises.

4.1 OpenAI API

OpenAI has made available APIs to GPT-3 and GPT-3.5 models. Using an access token it is possible to make requests by sending a prompt with a certain maximum number of tokens, which will be answered with the generated text. Each of these models has some variations: some are applied to simpler and faster tasks while others are used for more complex text generation. Despite its technical capacity and current popularity, there is an important tangential disadvantage: the API is not completely free. After a gracing period of three months, there are monetary usage fees for the different OpenAI models, which despite appearing minimal (GPT-3.5 is 0.002$ per 1K tokens) may become a problem in an academic context with a lot of tests. Beyond that, for actual implementation in harsher socioeconomic contexts, it might become a dividing criteria that opposes the already slow-paced democratisation of science and education, while concurrently enlarging the technological gap between world-wide communities.

In the context of generating programming exercises, this tool presents satisfactory results. By making requests with the type of the exercise, theme or more concrete characteristics, such as the mandatory use of a language structure or construct, it is possible to obtain complete exercises, including their corresponding answers. The only disadvantage that was realised about the quality and effectiveness of the results is the possible incoherence derived from the lack of context of the model, that is, it may produce correct text, but outside the scope of the problem in question. To improve this, OpenAI also provides the option of fine-tuning, in which the model is further trained with a shorter dataset to perform a specific task. By fine-tuning GPT, it would be possible to obtain faster and more adequate results, in the sense that the exercises and their parts would be in accordance with a pre-defined structure and better contextualised with the domain in question.

Figure 1 shows the generation of a programming exercise from a prompt, in which the latest GPT-3.5 model was used (text-davinci-003). The model was configured using parameters recommended in the OpenAI documentation. As can be seen, the result for a...
Source:

```python
prompt = "Exercise
Instructions:
Write a Python program to reverse a string.
Code:"""
model.generate(prompt=prompt, max_length=500, temperature=0.3, top_p=0.9)
```

Output:

```python
Instructions:
Write a Python program to reverse the binary representation of a given integer.
Code:
def test(n):
    return int(bin(n)[::-1][:-2], 2)
```

Figure 2 Example of a programming exercise generation using a finetuned GPT-2 model.

relatively small input is quite satisfactory and there are a lot of possible generations for the same input. The potential is clearly enormous with regard to the type, structure, subject and difficulty of the exercises.

### 4.2 Finetuning GPT-2

Among GPT models, it is possible to work with older versions for free. There are even libraries such as aitextgen [33] that provide the possibility to finetune the GPT-2 model from a dataset. Using PyTorch and TensorFlow (machine learning libraries), it is possible to improve the performance of a specific task within text generation. However, this version is not as powerful as the most recent ones, since it was trained with 100 times fewer parameters, which makes the results not as adequate. Furthermore, it does not provide as much flexibility in order to perform different text generation tasks (question answering, summarization, text classification and so on) [27]. The fact that there is no remote access to use and train GPT-2 makes it free, but also requires all processes to be done locally, demanding a significantly greater use of computational resources. Figure 2 displays the output of an attempt that was made to finetune GPT-2 from a dataset consisting of a list of 300 Python basic exercises taken from the W3 Resource website [31].

As GPT-2 is not prepared to answer requests, but to complete text, the dataset was modified in order to define the structure of the exercise as Problem Statement and Code. When analysing the result obtained for the provided prompt, it can be seen that the model was not able to generate according to the predefined Problem Statement and, with that, generated another text with some similarities, maintaining the structure, but incoherently and out of the context.

The quality of the results is not the one that is expected and this is mainly due to the small size of the dataset. The model to be trained with this dataset took about 1 hour, which implies that, with a dataset of adequate size, it would require spending a huge amount of time.
Source:

```python
keytotext_model.predict(['delete', 'list', 'odd numbers'])
```

Output:

```
Write a function to delete odd numbers from a list.
```

Figure 3 Example of a Problem Statement component generation using the trained keys-to-text model.

4.3 Key-to-Text

The `keytotext` library [2] was used in the attempt to generate the Problem Statement component of an exercise, which implements a model that receives keywords as input and generates sentences. It is based on the Text-to-Text Transfer Transformer (T5) model, a transformer-based language model developed by Google’s AI team that employs sequence-to-sequence (Seq2Seq) pre-training and uses a fine-tuning approach to perform a variety of NLP tasks [22]. The T5 model is one of the largest transformer-based language models to date, with 11 billion parameters.

The `keytotext` library simplified the process of fine-tuning the original model to work with computing programming exercises generation. Using the Mostly Basic Python Problems (MBPP) dataset from Google Research [1], which consists of 1000 programming problems designed to be solvable by entry level programmers, the model was fine-tuned to perform in a contextualised and efficient way. In order to train the model to generate exercise Problem Statement from keywords, a field with the three most relevant keywords that represent the text of each exercise was included in the dataset. The NLTK platform [3] was used to accomplish this, since it has numerous libraries and functionalities for working with natural language, such as RAKE that can extract and sort words from a given text by importance.

By applying this method of text generation to the context of the programming exercises, it was possible to obtain satisfactory results. It should be noted that, as the model was trained with a trio of keywords for each text, it will lose its efficiency if provided with a different quantity of keywords.

As illustrated in Figure 3, the results are quite satisfactory and coherent within the context of the dataset provided. Sometimes, the generated text does not correspond to what the user expects, but it manages to make sense according to the words entered. This provides a wider variety of exercises helping in the creative process.

4.4 CodeT5

`CodeT5` [32] builds on the T5 architecture, but incorporates source code-specific knowledge to endow the model with better code understanding. It was trained on the CodeSearchNet dataset, which consists of millions of lines of code written in popular programming languages such as Python, Java, and JavaScript, as well as popular frameworks and libraries such as TensorFlow, React, and Django [10]. This enables the model to generate code that is not only syntactically but also functionally correct and efficient. It was tested using one of the checkpoints of this model (`CodeT5-large-ntp-py`) which was trained on millions of Python source code files from GitHub (GCPY - Python Github Code Dataset) [16].

The source shown in Figure 4 requested from the model a function in Python with substantial complexity, including string manipulation and the use of a repetition structure (loop). The model produced code that performs what was requested in an optimised way. However, being a somewhat computationally demanding mechanism, it required significant time to load and generate the corresponding code.
Function that counts the frequency of each character in a string.

def count_characters(string):
    char_freq = {}
    for char in string:
        char_freq[char] = char_freq.get(char, 0) + 1
    return char_freq

Figure 4 Example of code generation using CodeT5.

Despite using a constant string as input to the model in Figure 4 (variable txt, used for exemplification purposes only), the real test was conducted by linking the output of the keytotext model to the input of CodeT5, creating a pipeline that generated not only the Problem Statement, but also the Code for that specific exercise directly.

4.5 Summary

After the review and implementation of NLP/ML methods that can be integrated into a tool for automatic generation of programming exercises, it was possible to analyse various approaches, comparing advantages and disadvantages between them.

As drawbacks, the price may be seen as a barrier for public and free implementations, while computational resources required by some implementations, such as GPT-3, also incur in initial costs to infrastructure construction and maintenance. These factors are undoubtedly important in order to choose which approach to adopt for the implementation of an exercise generator. Another aspect that should obviously be discussed is the quality of the generated exercises, in terms of lexical, syntactic and semantic correctness and overall coherence to the input parameters.

The initial approach to generate a complete exercise (problem statement, code snippet and answer options), using theme and type as inputs, required an advanced model (GPT-3). This raised three problems:

- Implementing such a system on an ordinary machine is quite complicated, as it requires resources that common computers do not have, making this process very slow or even unattainable;
- The need to use costly APIs would present a financial strain that could be unsustainable in the medium or long term;
- Creating a system dependent on an Internet connection could lead to communication failures and reliability issues.

The approach of generating the components of an exercise separately has proven to be more efficient, as it lies upon the use of simpler models. The first component was generated by the keytotext library in tandem with the MBPP dataset, resulting in a fully constructed and comprehensible problem statement. In turn, this problem statement was then fed to the CodeT5 model in order to generate the second component of the exercise, namely the source code snippet. Besides other models with higher complexity were tested, this approach – used to generate around 100 exercises – demonstrated equally capable results to GPT-3, with approximately 80% rate of success in generating comprehensible and coherent exercises.
5 Conclusion

The investigation and exploration reported in this paper contributed to establish a panorama on how to automatically generate computer programming exercises, using acceptable NLP and ML mechanisms to construct both the Problem Statement and its accompanying Code. A prototype for the system that implements these mechanisms has been developed and tested, in order to pave the way to the final semi-automatic exercise generator we intend to build.

Future works in this project include a compiler to a Domain Specific Language (DSL) that has been designed to facilitate the exercises generation process, templates to automatically create different versions of the Problem Statement and Code, and user interfaces to create new templates and retrieve lists of exercises. In that way teachers and students will benefit from our system, getting different and challenging problems to practice and test their programming abilities.
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1 Introduction

In the context of the academic domain, Learning Analytics (LA) has grown rapidly, with a large volume of special editions of scientific journals in education, psychology, computing and social sciences focused on this topic. Due to its recent use, the organization of its fundamental concepts, theories, techniques, methods, approaches, applications and strategies has been structured for its development in several fields of action.

Since the emergence of digital teaching and learning platforms, which support educational processes, it has been possible to monitor the behavior of students and teachers in a broad and detailed way, offering a range of precision and prediction to the effectiveness of learning. And, in this context, new computational and interactional techniques are being created to absorb all the issues that involve it, from statistical results, purely, to issues such as ethics and privacy [17, 4, 11].

The field of Learning Analytics is attractive as a result of the possibility of using large volumes and a variety of data that enhance the vision of substantial improvements in teaching and learning practices, in an optimized and scalable way [9, 12].
As Clow [4] exposes, the exponential availability of data on learning activities in digital environments, with an approach centered on quantitative metrics, contributes to the understanding of educational processes that, in the context of the analysis, offers a broad view for teachers to use its resources, conceptions and teaching methods more effectively, providing better results.

Indeed, the field of Learning Analytics has been developing in a society permeated by the power of algorithms, mathematical approaches, advanced conditions of technological information processing equipment and data analysis methods, impacting education management and the process assessment as a foundation for the epistemological assumptions of pedagogical practices [8, 6].

2 Indicators for Learning Analytics

As the field of Learning Analytics is very recent, indicators of learning behavior in virtual learning environments with some degree of standardization have not yet been determined, to be used in the development of learning analyzes [12, 16].

Using a group concept mapping (GCM) approach, a tool available online, [16] create five dimensions of qualitative indicators for use in Learning Analytics assessments: a) objectives (awareness, reflection, motivation, behavioral change); b) learning support (perceived usefulness, recommendation, classification of activities, detection of students at risk); c) measures of learning and outcomes (comparability, effectiveness, efficiency, usefulness); d) data aspects (transparency, data standards, data ownership, privacy); and, e) organizational aspects (availability, implementation, training of educational stakeholders, organizational change).

In another study, Maraza-Quispe et al. [12] use a quantitative approach to propose indicators of learning behavior in virtual environments, to efficiently develop analytical learning processes, aiming at more effective predictions about learners’ performance, decision-making and optimization of learning processes. They are: a) preparation for learning; b) progress along the course; c) learning resources; d) interaction in the forums; and, e) assessment of resources.

3 Data Visualization

Data visualization aims to provide ways to graphically represent collections of data. There are several ways to visualize and represent data, which go back to the first forms of information representation, such as maps, graphs and other graphics[18]. Data visualization technology acts as a cognitive aid to understand what you want to report, and it is a device that allows you to visualize nuances laid out only in the form of raw data in an understandable way. In this way, these techniques facilitate research, add meaning, capture information, collaborative discoveries and assist in the process of discovery and identification of elements.

Although clarity, objectivity and the ability to allow logical reasoning between data represent an aspect of data visualization, the reliability of the database and the reality it represents has a clear value relationship with visualization capabilities [13, 2, 3]. However, the data cannot speak for themselves, requiring the interlocutors to articulate variables for them in the discourse, from which the expected inferences of the reader can be generated. This work, sometimes attributed to data journalists, sometimes to researchers, condenses, aggregates, cuts or adjusts data so that it can be analyzed and disseminated. According to
his ongoing project, with the advent of big data and the democratization of data visualization, it has become essential that executives and business analysts have the power to choose the information that is relevant to them [18].

The neutrality of the graphical representation agents as authors of the information and the neutrality of the elements that previously develop data acquisition patterns and variables are usually analyzed as much as the information provided by these agents. Therefore, just as the possibility of improving the comprehensibility of quantitative information through cognitive sources is widely discussed, it is essential to discuss the magnitude of biases that can be aggregated within the same source of information and the aspects that affect its reliability in projects of data visualization [2].

New ways of presenting data make it possible to instantly find insights that can now be displayed anywhere in the world. Thus, new data visualization tools and techniques address an old problem where knowledge is seen as synonymous with power, but having too much information can be counterproductive [18].

4 Methodological Procedures

For the development of the indicators model, this work was based on a qualitative analysis of approaches that use data visualization and business intelligence in projects focused on Learning Analytics. Therefore, a scope review was carried out using the acronym PCC (Population, Concept and Context).

The population was stipulated as being “indicators in Learning Analytics”, the concept as “data visualization techniques” and the context as “technologies in higher education”. As a research period, references published between 2012 and 2023 were sought, performing the search with the string “learning analytics” AND (“data visualization” OR “indicators”). The research sought to integrate several sources of publications about educational technology, for which the search used the LearnTechLib, Google Scholar and Web of Science databases and resulted in 1655 records.

Considering the only exclusion criteria is articles not related to the research question of this work, an exploratory qualitative research was carried out, focusing on the mapping of initiatives in Learning Analytics and data visualization. All articles that did not present relevant proposals on the use of visualization of learning analytics data and that were applicable to the teaching environment of programming in e-learning were excluded, in the end, 7 articles were selected.

5 Results and Discussions


The indicators to compose the dashboard proposed in this work were based on the works of Khuzairi et al. [7], Phillips et al. [15], Essa and Ayad [5] and Ali et al. [1]. These works served as a reference for defining the variables that will serve as a basis for viewing and
classifying the educational data that will be displayed on the dashboard. Based on the works by Song [19], Paiva et al. [14] and Khuzairi et al. [7], data visualization strategies and navigation modes between data contexts (data drilling) were developed.

As a result of the research, four main indicators were mapped, raised in the literature that would be able to provide visualizations that would facilitate the process of learning analytics in programming teaching. Accesses to the System: indicator that measures the number of accesses to the system that the user made, regardless of the actions carried out in the educational system, only their accesses.

Resources Accessed: indicator referring to the amount of resources accessed within the educational system, compared to the amount of resources available.

Performed Activities: indicator that measures the amount of activities carried out in the system, comparing with the amount of activities available, without taking into account their mistakes and successes, only the performance.

Performance in Activities: indicator that measures errors and successes in activities available in the system.

The indicators of “Accesses to the System”, “Resources Accessed” and “Performed Activities” are important to measure the performance of programming students because, according to Phillips et al.[15], students with too much access to educational resources tend to be very effective in balancing your study commitments, contributing to your performance. In this way, on the contrary, when the student does not access the educational resources on the e-learning platform, his programming learning is compromised. The act of accessing or not accessing educational resources and the platform is not the main indicator of success or failure of the programming student. For Macarini et al.[10], for example, counting any student interaction with the platform may be enough to predict early failure of programming students.

However, it is an indicator that contributes to the visualization of the learning analytics data about the student’s commitment. “Performance in Activities” is the main indicator of student performance success to be visualized. This indicator, along with the three other indicators, make up the gauge visualization strategy in the proposed dashboard.

Based on the mapped indicators, a proposal for data visualization of these indicators was developed based on the “BI Dashboard” visualization style, with contextual visualizations, enabling data drilling by class and by students. Visualizations will be plotted in bar, pie and line graphs (Figure 1).

On the upper left side, the first data drill option appears, where the user can access views by class, in the example of Figure 1, the performance of the indicators in the class of “Object-Oriented Programming – 23948203-1” is displayed. The teacher will be able to browse the information of their classes and the educational manager will be able to access the data of all classes.

Just below, on the left side, the second data drill option is displayed, which allows the teacher to choose which student he would like to visualize his performance. The teacher or manager can group one or more students to obtain their average performance.

In the visualization graphs, it will be possible to observe the student’s performance in the activities carried out, where from a bar graph, their assertiveness can be measured against the expected context. In the next pie chart, the teacher will be able to easily visualize the percentage of available resources that the user has accessed, the same happens with the next pie chart, which visualizes the percentage of activities carried out by the student. Just below, the line graph displays the number of accesses to the system in the historical series and a gauge with the student’s classification.
The student rating scale is displayed in a gauge at the lower right corner (Figure 2). The gauge is based on the algorithm by Phillips et al [15], which uses the four indicators mapped in this work to specify the student’s level of involvement within the course. This algorithm, based on the indicators, classifies the student in ascending order in the following terms: non-user, random, single-use, accidental, free-time, inserted, constant user, well-intentioned, engaged and conscious, the latter being the student with the highest ranking against the algorithm.
Conclusion

With the development of the proposed Learning Analytics data visualization model applied to programming teaching, it was possible to observe that the literature presents several approaches that facilitate the development of new approaches for the analysis of educational data from the actions already carried out and mapped fundamentally in online educational and learning management systems.

In this way, the present work presented a form of data visualization based on existing approaches in the literature capable of facilitating the analysis of the performance of classes and of specific students from contextual visualizations with data drilling navigation.

Initiatives aimed at simplifying quantitative symbologies from raw data in infographics, which are capable of composing strategies that facilitate the understanding of information for the appropriate target audience, can be of great contribution to the most diverse sectors, especially in education. Teachers and educational managers having access to simplified graphical views, which allow a quick understanding of the current status of certain students or classes, can dedicate more time to other activities, since they will no longer need to look for reports of grades, accesses and activities on several screens, since that a dashboard like the one proposed here is able to quickly inform those involved about the current performance of the selected sample.

As a way of continuing the work developed based on this, it is suggested that further research be carried out on the proposed model, implementing its dashboard in programming teaching institutions that have systems capable of retrieving information on indicators from educational databases.
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Abstract
Web programming education is an important component of modern computer science curricula. Assessing students’ web programming skills can be time-consuming and challenging for educators. This paper introduces Webpal, an automated assessment tool for web programming exercises in entry-level courses. Webpal evaluates web applications coded in HTML, CSS, and Javascript, and provides feedback to students. This tool integrates with Virtual Learning Environments (VLEs) through an API, allowing the creation, storage, and access to exercises while assessing student attempts based on the created exercises. The evaluation process comprises various subcomponents: static assessment, interface matching, functional testing, and feedback management. This approach aims to provide feedback that helps students overcome their challenges in web programming assignments. This paper also presents a demo showcasing the tool’s features and functionality in a simulated VLE environment.
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1 Introduction

The internet is a crucial resource for learning and researching nowadays, enabling teachers and students to access and share information. In the 1990s, Virtual Learning Environments (VLEs) were introduced to aid education, making it easier to share knowledge and provide feedback to students [10]. Evaluating students’ programming abilities can be challenging since most exercises have an uncountable number of solutions. Moreover, since students must complete many programming tasks, it can burden teachers to assess them all [2]. This challenge increases in the automated assessment of web applications since these often use a combination of programming and markup languages, such as HTML, CSS, and JavaScript. Additionally, events in web applications do not follow a predetermined sequence and may occur randomly. As a result, conventional black-box methodologies that rely on test cases to assess student performance are inadequate for analyzing web interfaces and graphical user interfaces.
Automated Assessment of Simple Web Apps

To address these issues, this paper introduces a tool under development called Webpal (WEB Programming Assessment for Learning) that allows teachers to automatically assess basic web programming skills involving HTML, CSS, and JavaScript. While there are many tools and frameworks available to automate the assessment of various programming languages, there is a need for more solutions for web page evaluation. This work aims to develop an npm package that integrates with VLEs and assists in the automated assessment of web programming assignments and is capable of providing incremental feedback to the students about their attempts. The paper is structured as follows. Chapter 2 provides an overview of the current state of the art on tools and algorithms comparable to Webpal. Chapter 3 describes the Webpal architecture, features, and evaluation process. Lastly, Chapter 4 summarizes the significant contributions and highlights potential future directions for research in this area.

State of the Art

In this study, we introduce a tool for evaluating basic web applications, specifically involving HTML, CSS, and JavaScript. To the best of our knowledge, no equivalent tools exist that can offer an automated assessment within these distinct programming languages. As such, our analysis focuses on tools that embody attributes relevant to our project, particularly those relating to interface and functional assessments. It is noteworthy that most of the prevailing literature in the interface assessment domain seems to come from the early 2000s, with a predominant emphasis on tools developed in Java.

Douce, Livingstone, and Orwell [3] reviewed various automated assessment tools and pointed out some advantages and disadvantages. On the positive side, since assessing programming assignments is laborious, these tools can reduce teachers’ work, allowing them to concentrate on more critical tasks, such as clarifying CS and programming concepts. Also, computers are less likely to fail if configured correctly, while humans are error-prone. On the other hand, there are many restrictions on what can be assessed automatically, and the feedback provided by these tools needs to be revised for educational reasons [11].

In 2010, Ihantola et al. [6] presented a literature review of the current systems for automatically assessing programming assignments from 2006 to 2010. The authors recommended that new automated assignment systems should explain clearly how the tool functions and that the security of these systems should get more consideration. They also suggested that automated assessment tools should be open-source to avoid scattering, emphasized the need to integrate automated assessment into virtual learning environments, and identified the assessment of web applications as an area for future research.

It’s possible to identify two types of assessment for programming assignments:

- **Dynamic Assessment** assesses a program by executing it. It requires a secure sandbox environment that doesn’t interfere with the host’s computer integrity. It’s possible to check the program functionality by comparing the result with test data sets or its efficiency by monitoring execution-related activities such as execution time and memory usage [2].

- **Static Assessment**, contrarily to dynamic, assesses programming code without executing it. Adequate software code doesn’t just guarantee proper execution; other critical elements must be considered, such as coding style and code smells, to check if the code contains the correct syntax. It can also check for plagiarism in the source code [2, 1, 9, 16].
2.1 Interface Assessment

In 2006, Gray and Higgins [5] introduced an approach to grading GUIs by analyzing the hierarchical relationship among interface components. This method extracts data from graphical elements and uses dynamic class loading in object-oriented programming languages to retrieve information about the interface’s object structure. Then, a file specifies the required actions and objects to test and grade assignments.

Štěpánek and Šimková [17] described three algorithms for comparing the internal structure of HTML trees to detect duplicate interfaces (phishing) and assist in education. The first algorithm counts the number of occurrences of each element in a tree. The second algorithm calculates a ratio representing the percentage of reference paths in the compared interface. The third algorithm identifies the largest possible subtree in both interfaces and calculates a ratio between them.

Thackston [15] noted in 2020 that only some tools are available to grade web assignments. The author proposed a method that uses XPath queries to automate the assessment of HTML files. Although XPath has the potential for automatic evaluation, the author reported limitations in flexibility, incomplete coverage, and grading difficulties when the assignment is partially correct.

Leal and Primo [12] proposed a web interface matching algorithm that uses element mapping to identify and compare elements from different interfaces. This method extracts original and derived properties from the Document Object Model (DOM) API, reflecting spatial relationships between elements. The authors suggested refining the algorithm and extending it to evaluate interfaces visually and functionally, along with creating an incremental feedback manager.

2.2 Functional Assessment

Sztipanovits et al. [14] proposed an application to assess the functionality of web graphical user interfaces (GUIs). This solution requires a list of URL hosting submissions with the interfaces to evaluate and an Excel document defining the inputs and test cases.

The js-assess online playground [7] is a tool that automatically assesses Javascript programming exercises. It is a serverless tool that runs inside a Javascript engine and combines an online editor with libraries to evaluate functionality, style, programming errors, and software metrics. js-assess can evaluate Javascript functionality, style, programming errors, and software metrics, being unable to assess interfaces and styling. Due to the lack of a server, feedback cannot be stored, making it useful only for self-studying. This tool has a collection of assignments available and is implemented in pure HTML and Javascript, facilitating the integration of js-assess into any web page. The authors highlighted the importance of researching how Javascript should be taught, the libraries that should be used, and where Javascript should be introduced to students.

Mirshokraie [8] proposed an automated technique to generate test cases for individual Javascript functions and DOM event sequences, which focused on developing efficient and practical tests for JS web applications. The approach consists of a three-step process that involves dynamically exploring the application to deduce a test model, generating test cases, and creating test assertions automatically using mutation testing. The technique uses specific mutation operators to identify common JS programming errors and analyze only the application’s necessary code. The study results showed that the generated tests covered an average of only 68.4%, demonstrating that this method is not particularly interesting in generating tests for web applications.
WebWolf [13] is a framework for automatically evaluating introductory web programming exercises. This tool can load web pages, find and inspect elements, click links, and perform unit testing. Teachers can create JUnit-like Java programs to test websites by writing test methods to simulate user inputs on the page and make assertions to compare the student’s result with the expected output. However, WebWolf requires knowledge of Selenium’s WebElement and the specification of IDs on web elements, which is not ideal. The authors concluded that this framework significantly reduces grading time compared to manual grading and has the potential for automated assessment.

2.3 Feedback Manager

There is a lack of information on systems incorporating incremental feedback managers. ProtoAPOGEE [4] is an automated grading system that aims to guide students and enhance faculty productivity by providing informative and iterative feedback through failed unit testing. The tool comprises three modules: project specification, automatic grading, and grading report viewer. The system requires teachers to know the Ruby programming language to write scripts. One challenge of providing detailed feedback to students was the need for teaching staff to write lengthy descriptive messages about errors. ProtoAPOGEE addresses this issue by generating an animation demo for each failed test case, providing a step-by-step guide on how the student failed a particular requirement. Teachers can also provide textual hints to assist students during the assignment. The tool can provide feedback at two levels: a summary report and detailed feedback for each requirement and test case.

3 Webpal

Webpal automates the evaluation process for web programming exercises in beginner-level courses. It assesses web applications coded in HTML, CSS, and Javascript, and provides immediate non-repetitive feedback to students. It consists of an independent module responsible for managing the entire tool, from file parsing to assessment and feedback generation. Webpal interacts with VLEs via an API, enabling the creation, storage, and access to exercises and assessing student attempts based on created exercises. The evaluation process encapsulates several subcomponents, including the analysis of the submission structure, code syntax verification, generation of a paired array of HTML elements from both the solution and attempted interfaces, and element mapping for functional testing. The latter employs chai/mocha tests provided during the exercise creation to evaluate the attempted web application. Each process can yield messages for the feedback generation manager, who processes these messages to provide the most helpful feedback for assisting students in overcoming their challenges.

![Figure 1 Webpal architecture.](image-url)
3.1 Webpal API

The Webpal API provides a collection of functions for managing and evaluating web development exercises. These functions include:

- `createExercise(exerciseData, testData, assignment)`: Returns a unique identifier after creating an exercise using the provided exercise data, test data, and assignment information.

- `getExerciseData(id)`, `getExerciseTestData(id)`, `getExerciseAssignment(id)`: Each function fetches specific information about an exercise using its unique identifier.

- `getAllExercises()`: Returns a list of all existing exercises.

- `deleteExercise(id)`: Deletes an exercise using its unique identifier.

- `evaluateAttempt(exerciseID, attemptData, PORT, previousFeedback)`: Evaluates an exercise attempt and returns the feedback.

The exercise and attempt data follow a structured JSON format where each submission consists of an array of objects. Each object includes two main properties: the filename and code. The filename is a string that represents the name of the file being submitted, while the code contains the actual content of the file, such as HTML, CSS, or JavaScript code. The test data, represented by a string of Mocha tests written in JavaScript, is used to evaluate the functionality of a learner’s submission. Presently, Webpal assesses one HTML file per submission, including linked CSS and JavaScript files. Our future goal is to enable the evaluation of multiple pages per student submission. Webpal is deployed as an npm package, which simplifies its integration in existing JavaScript-based systems, and requires a server to execute.

3.2 Static Assessment

A preliminary step of Webpal `evaluateAttempt` function involves static evaluation. Three npm packages\(^1\) are used for validating code syntax for each file type. For HTML, html-validator is employed, which validates HTML using Nu HTML Checker or html-validate. For CSS, w3c-css-validator is used, taking advantage of the W3C public CSS validator. Finally, JSHINT identifies JavaScript errors and suggests better coding practices in JS. Static assessment helps to pinpoint issues before executing the evaluator, providing feedback about these problems without requiring Webpal to run the evaluator entirely, enriching students’ understanding of their solution, and teaching them ways to produce more interoperable code.

3.3 Browser Emulation

Evaluating interfaces requires web page emulation to determine the relationships and positions of elements. Alternative approaches, such as jsdom and cheerio, were considered, which attempt to implement and emulate web standards on the server side. While these tools manage and verify relationships between HTML elements, they cannot simulate element positions. Webpal employs Playwright, a web testing and automation framework that runs headless browser instances, providing accurate results through the use of an actual web page. Another similar framework is Puppeteer, but it’s older and lacks certain features, such as cross-browser support. The express npm package is used to serve files, offering a simple

\(^1\) [https://www.npmjs.com/](https://www.npmjs.com/)
solution for routing individual web pages and websites. Webpal examines the extensions of the specified files and express serves the HTML files locally on a port selected by the VLE. If CSS and JS files are imported into an HTML page, express will serve them. This dynamic routing approach enables the creation of various evaluators using different ports simultaneously.

3.4 Evaluation

The HTML/CSS processing component is responsible for processing attempt and solution HTML files, creating two tree structures representing HTML elements and associated CSS styles. This is achieved through a recursive traversal of elements and their children, ensuring all nested components are processed and included. The comparison and evaluation processes are simplified by utilizing a list of elements. Comparisons between elements and their properties are based on the Leal and Primo web interface matching algorithm [3]. This algorithm examines spatial relationships, styling, and textual content, resulting in a computed match score for each element pair within the attempt and solution trees. Pairs with the highest match scores are then selected. Subsequently, the functional testing component generates a mapping based on the best pairs, connecting the original IDs of the solution elements to their corresponding attempt element IDs. This mapping updates the functional test data provided initially (JS file with chai/mocha written tests), facilitating the automated testing of the attempt web page.

3.5 Feedback Manager

This module comprises a class that handles outputs sent by the request validation, static assessment, and functional testing modules. The Webpal execution follows a specific order, so it doesn’t need complete execution if errors are encountered in the first steps of its pipeline. First, the student’s attempt is checked against the predefined JSON schema to ensure it follows the required format. If the solution doesn’t corroborate with the necessary structure, Webpal generates a feedback message highlighting this problem. Next, the static assessment module performs a syntax validation on the student’s code. If any syntax errors are detected, a feedback message related to that error is generated. After the static evaluation and the HTML tree generation, the functional testing module tries to map the HTML elements of the student’s attempt to the solution’s HTML elements. The student is advised to review their HTML structure and element relationships if Webpal cannot find any correspondence between the two sets of elements. Finally, the functional testing module evaluates the functionality of the student’s code, generating feedback for any failed tests.

3.6 Webpal Playground

The Webpal Playground is a demo created in Vue.js to showcase the features and functionality of Webpal, emulating a simplified Virtual Learning Environment. The demonstration consists of two pages: Playground and Backoffice. It is complemented by a backend server running on Node.js using the Webpal API. The Playground is the primary interface for students to interact with and explore Webpal. On this page, students can select from a list of available exercises and work on them using a built-in code editor. The code editor is divided into three sections for HTML, CSS, and Javascript, allowing students to edit and preview their work in real-time. It’s also possible to check the solution output on this page. Students can execute and submit their code to be evaluated by clicking the “Execute” button. When
the code is submitted, Webpal evaluates the attempt and provides feedback to the student. The feedback is displayed in the “Feedback Log”, which records all feedback messages along with their timestamps. The Backoffice is designed for exercise management. Teachers can create new exercises on this page by providing an assignment name, exercise file names and code, and chai/mocha tests to evaluate the student’s code. Once an exercise is submitted, a success message is displayed, and the exercise is added to the list of available exercises in the Playground. The backend server utilizes the Webpal API to handle various tasks, such as creating, deleting, and fetching exercises, as well as evaluating student attempts. This server communicates with the frontend pages using HTTP requests and responses. Figure 2 illustrates the demonstration interface, presenting a scenario where two feedback messages are generated in response to two distinct attempts made by a student.

![Figure 2 Webpal playground demonstration.](image)

4 Conclusion and Future Work

In this paper, we presented Webpal, an automated assessment tool for web programming exercises in introductory-level courses. Webpal focuses on evaluating student submissions coded in HTML, CSS, and Javascript, providing incremental feedback. The tool integrates with VLEs through an API. This work’s main contribution is an approach to assess the main aspects of simple web applications through static evaluation, interface matching, and functional testing. This approach also ensures that students receive valuable feedback to improve their programming skills and address the challenges they face in their assignments. Another contribution of this work was the development of an npm package that simplifies integration with VLEs and will serve as a base for validating this approach. There are several potential future directions for research in this field. It would be beneficial to extend the capabilities of Webpal to cover more advanced web programming assignments, such as multi-page web applications, or develop plugins to integrate directly with platforms like Moodle or Blackboard. The next steps include validating Webpal by integrating it into a code playground to evaluate the effectiveness of Webpal in terms of student learning outcomes and satisfaction to get insights of its impact. Comparing the performance of students using Webpal against traditional assessment methods could help establish the benefits of automated web programming assessment.
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Abstract

This paper describes Haskelite, a step-by-step interpreter for a small subset of Haskell. Haskelite is designed to help teach fundamental concepts of functional programming, namely: evaluation by rewriting; definition of functions using pattern-matching; recursion; higher-order functions; and on-demand evaluation. The interpreter is implemented in Elm and compiled to JavaScript, so it runs on the browser and requires no installation.

This is on-going work and has yet to be fully evaluated; we present some initial experience in the classroom and highlight some points for improvement.
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1 Introduction

Functional programming has been taught in many universities as part of the Computer Science undergraduate curricula since the 1980s as attested by the steady tradition of textbooks available [2, 4, 9, 20, 1, 15]. Interest in functional programming is also increasing by the adoption of functional features in more mainstream languages, e.g. Java, Kotlin, Swift and Rust. Indeed, the ACM CS Curricula recommendation of August 2022 has increased the functional programming component from 3 to 4 hours relative to the CS2013 edition. However, educators have reported several beginner difficulties while learning functional programming, namely with the evaluation model [19], understanding type error messages [16, 21] or due to an incorrect perception of functional languages being only useful for academic problems [3, 14].

This paper describes Haskelite, a step-by-step interpreter for a small subset of Haskell [17]. Haskelite is designed to help with the first of the above problems, namely: understanding evaluation by rewriting; definition functions using pattern-matching and recursion; higher-order functions and on-demand evaluation. We focus on a restricted subset of Haskell covering these fundamental concepts. The Haskelite interpreter is implemented in Elm [6, 5] and compiled to JavaScript [10], so it runs on the browser and requires no installation. The source code is available at https://github.com/pbv/haskelite and a demo is available at https://pbv.github.io/haskelite/.

Haskelite is not intended to replace a full language implementation (so that students are not discouraged by learning only a “toy” language). It can nonetheless be useful for teachers and students to explain concepts and clarify misunderstandings.
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Figure 1 Haskelite interpreter embedded on a web page.

2 Design

2.1 Goals and motivation

The functional paradigm that we want to teach is well presented in the Bird and Wadler’s classic textbook [2]: “Programming in a functional language consists of building definitions and using the computer to evaluate expressions. The primary role of the programmer is to construct a function to solve a given problem. (...) The primary role of the computer is to act as an evaluator or calculator.” (emphasis added). In principle, this notion of computation by evaluation should be familiar to university students from high-school algebra; in practice, we have noted that students repeatedly experience difficulties:

1. There is a jump in complexity going from numerical expressions (as is done in high-school) to expressions with algebraic data types such as pairs and lists;
2. When defining functions by pattern matching, it is common for students to either miss necessary cases (e.g. the empty list) or to add redundant ones (e.g. special cases for lists of one or two elements);
3. Understanding recursive definitions requires transitioning from thinking by extension (e.g. viewing a list as a sequence of values [1,2,3,4]) to thinking inductively (e.g. viewing a list as the nested application of constructors 1: (2: (3: (4: []))));
4. Reasoning about termination also requires thinking inductively about “what is getting smaller” at each step of the recursion;
5. Reasoning about non-terminating processes (like lazy lists) also requires thinking (co-)inductively about transformations that consume or produce a few elements at a time.

Such difficulties can be overcome by diligently working out calculations on paper, but this often requires individual motivation and sometimes assistance by the teacher. The design goal for Haskelite is to help expedite this learning process by automating the calculation steps. Moreover, it should also allow the student to quickly change the expression and/or definitions and re-try the evaluation, hopefully improving his or her’s understanding.
2.2 User interface

Haskelite is a JavaScript application embedded in a web page. The user interface starts in 
editing mode, allowing students to type in equations defining functions and an expression.
The editor provides feedback for parsing and type errors (see Figure 1). It is also possible for
the instructor to prepare pages with filled-in expressions and definitions, so that the student
is given particular examples to try.

Clicking the evaluate button switches to evaluation mode: the current expression is shown
and the student can advance one step at a time; each evaluation step is either a primitive
operation (e.g. arithmetic) or the application of a student function definition (or one from the
Prelude of built-in functions). Previous evaluation steps are shown and a tool-tip highlights
the justification for each step (see Figure 2). The student can also move backwards to
previous steps.

Evaluation steps are justified as either primitive operations, one of the program’s equations
or an equation for a built-in Prelude function (such as sum). Using equations to justify
evaluation steps serves two purposes: firstly, it connects the computation to the student’s
code; secondly, it helps prepare for the final topic of the course, which introduces proofs of
program properties using equational reasoning and induction. This should help transition
from evaluations with concrete values to proofs with variables that stand for arbitrary values.

2.3 Examples

We now present some examples of evaluations using Haskelite, highlighting possible uses in
functional programming classes.

2.3.1 Structural recursion over lists

One of the early examples of recursion over lists to to (re)define the sum function that adds
all values in a list:

\[
\text{sum } \[] = 0 \quad \text{-- base case} \\
\text{sum } (x:xs) = x + \text{sum } xs \quad \text{-- recursive case}
\]

Haskelite can be used to exemplify evaluation of this function with some arbitrary lists. After
this we can ask the students to define an analogous function to compute the product of all
values a list. A frequent mistake is to define the base case incorrectly:
product [] = 0    -- base case (WRONG)
product (x:xs) = x * product xs -- recursive case

Trying this in the Haskell interpreter gives only the final result (0); using Haskelite students can observe where the computation goes wrong:

\[
\text{product [1,2,3] = 1*(product [2,3]) = 1*(2*(product [3])) = 1*(2*(3*(product []))) = 1*(2*(3*0)) = 1*0 = 0.}
\]

The student’s reaction might be to implement a less general solution where the base case is a list of a single value:

\[
\text{product [x] = x}
\]
\[
\text{product (x:xs) = x * product xs}
\]

This will, however, not work for the empty list; it is then possible for the teacher to compare with the sum function and relate the value of base case with the neutral element of operation in order to introduce the more general solution:

\[
\text{product [] = 1}
\]
\[
\text{product (x:xs) = x * product xs}
\]

### 2.3.2 Intercalating values

As a second example, consider the exercise: Define a recursive function \texttt{intersperse} that intercalates a value between successive elements in a list. For example: \texttt{intersperse 0 [1,2,3]} should be \([1,0,2,0,3]\).

This function requires a more complex recursion pattern because we need to distinguish whether the list has at least two values. The following attempt has a mistake in the recursive case:

\[
\text{intersperse a [] = []}
\]
\[
\text{intersperse a [x] = [x]}
\]
\[
\text{intersperse a (x:y:xs) = x:a:y:intersperse a xs}
\]

-- WRONG: should be x:a:intersperse a (y:xs)

Again evaluating the test case yields the following trace:

\[
\text{intersperse 0 [1,2,3] = 1:(0:(2:((intersperse 0 [3]))) = 1:(0:([2,3])) = 1:([0,2,3]) = [1,0,2,3].}
\]

From this trace it should be easier to understand why the definition is wrong: each recursion step should remove only a single element from the list.
2.3.3 Mapping over an infinite list

As a final example, consider mapping the function that multiplies by 3 over the infinite list \([1,2,3,...]\). This illustrates both higher-order functions (\texttt{map}) and on-demand evaluation of infinite lists:

\[
\begin{align*}
\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [1..] \\
\text{map} \ (\lambda x \rightarrow (3 \times x)) \ (1: [2..]) \\
((\lambda x \rightarrow (3 \times x)) \ (1): (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [2..])) \\
(3 \times 1): (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [2..]) \\
3: (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [2..]) \\
3: ((\lambda x \rightarrow (3 \times x)) \ (2): (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [3..])) \\
3: ((3 \times 2): (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [3..])) \\
3: (6: (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [3..])) \\
3: (6: (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ (3: [4..]))) \\
3: (6: (((\lambda x \rightarrow (3 \times x)) \ 3): (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [4..]))) \\
3: (6: (3 \times 3): (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [4..])) \\
3: (6: (9: (\text{map} \ (\lambda x \rightarrow (3 \times x)) \ [4..])))
\end{align*}
\]

Evaluation will not terminate; instead the resulting list is also infinite but new elements are produced one at a time, so that the process is still algorithmic.

3 Implementation

3.1 Technical details

Haskelite was developed in the Elm programming language [6, 5], which compiles to JavaScript and runs in a web browser. No server-side software is required: the parsing, type-checking and evaluation all run in the web browser. Listing 1 illustrates the embedding of a Haskelite interpreter in an HTML page to evaluate the sum of squares example.

The techniques used are well-known: parsing is done using a parser combinator library\(^1\), type-checking implements the standard Hindley-Milner system [7] and evaluation is done by a naïve rewriting engine using substitutions. The later choice is adequate: the focus is on the ability to easily relate the evaluation to the student’s code (i.e. which equation is chosen) and efficiency is not critical for small programs and data sizes that a student is likely to use while learning.

The performance is perfectly adequate: the minified JavaScript bundle is only about 70KB of size, which is quite small by today’s web page standards and parsing, type checking and evaluation of small programs appear instantaneous. Moreover, scalability to a large number of students is ensured because evaluation occurs in the clients’ browsers.

---

\(^1\) https://package.elm-lang.org/packages/elm/parser/latest/
3.2 Limitations

Haskell is a large language with a rich syntax and many extensions. Currently Haskelite supports only a very limited subset of Haskell:

- the only basic values are integers and booleans;
- the only structured data types are tuples and lists;
- definitions are by equations only (no case-expressions) and do not support guards (i.e. inline conditions);
- no support for user defined data types;
- no support for list comprehensions;
- no support for type classes.

Another important technical detail is that Haskelite implements a call-by-name evaluation strategy rather call-by-need (i.e. lazy evaluation), meaning that sub-expressions whose results would be shared in a lazy implementation will be re-computed in Haskelite. This is done to present each evaluation step as a simple expression; the alternative would be to expose an implementation using graph reduction, which would obfuscate the presentation. Due to the purely functional semantics, this change in evaluation strategy does not change the final result, only the number of evaluations steps required.

4 Related work

*Helium* is a special compiler and interpreter developed at the Utrecht University for teaching a subset of Haskell [13]. Its principal focus is on producing better messages for beginners, particularly type errors. This system appears to no longer be maintained\(^2\).

The Glasgow Haskell Compiler includes an interactive mode (GHCi) that can run programs using an imperative-style debugger, allowing setting break points, inspecting the values of variables and single-stepping execution [8]. It exposes Haskell’s lazy evaluation mechanism, e.g. showing function arguments as partially evaluated expressions; thus it is intended more for experienced programmers than beginners.

*Python tutor* is a web site that allow visualizing the execution of Python, JavaScript, C, C++ and Java programs [12, 11]. The computational model is strictly imperative: the program state is visualized as pointer to the current instruction and the current values of variables in scope.

\(^2\) As of April 2023, the *Hackage* database reports the last successful build in 2015: [https://hackage.haskell.org/package/helium](https://hackage.haskell.org/package/helium)
There is a long tradition of teaching languages based on the functional programming language Scheme; DrScheme (now DrRacket) is an IDE for programming used for teaching which include a graphical debugger. This allows setting breakpoints, inspecting variables and step-by-step execution. There is even a web-based version [23]. However, Scheme does not encourage the reasoning by pattern-matching and equations that we are interested in teaching [22].

Haskelite was inspired by the Lambda lessons page built by Jan Paul Posma and Steve Krouse [18]. Lambda lessons allows step-by-step evaluation of simple definitions over lists and integers. The desire to extend this work lead to rewriting the interpreter from JavaScript into Elm.

5 Experience and further work

We started using Haskelite in the spring semester of 2022 and in only 2023 was the type-checker added. The interpreter has been used both in lectures and practical classes as soon as pattern matching and recursion are introduced.

The experience in practical classes is that students are keen to try out examples to clarify their understanding. Sometimes they will even try to use Haskelite as a debugger for larger programs (which will not work due to the limited language supported). We have not yet conducted any empirical validation of its application.

Nonetheless, there are already a number of directions for improvement that we have identified:
- adding more basic types to the language (e.g. strings and characters) would increase the range of examples that can be tried;
- similarly, adding support for user-defined datatypes would allow using it to explore more complex patterns of recursion, e.g. over tree-like data structures;
- the current user-interface side is not optimized for responsiveness in mobile devices; improving this should be relatively simple;
- there is currently no persistent state: expressions and definitions entered are lost each time the user closes the web page; adding the possibility of saving and loading programs using browser storage, or exporting links to share with others could be interesting in a classroom setting.

References

Haskellite: A Step-By-Step Interpreter for Teaching Functional Programming


A Systematic Review of Teacher-Facing Dashboards for Collaborative Learning Activities and Tools in Online Higher Education

Tiago Romão
University of Trás-os-Montes e Alto Douro, Vila Real, Portugal
Universidade Aberta, Lisbon, Portugal
INESC TEC, Porto, Portugal

Pedro Pestana
Universidade Aberta, Lisbon, Portugal
CITAR, UCP, Porto, Portugal

Leonel Morgado
LE@D, CIAC, & CEG, Universidade Aberta, Lisbon, Portugal
INESC TEC, Porto, Portugal

Abstract
Dashboard for online higher education support monitoring and evaluation of students’ interactions, but mostly limited to interaction occurring within learning management systems. In this study, we sought to find which collaborative learning activities and tools in online higher education are included in teaching dashboards. By following Kitchenham’s procedure for systematic reviews, 36 papers were identified according to this focus and analysed. The results identify dashboards supporting collaborative tools, both synchronous and asynchronous, along categories such as learning management systems, communication tools, social media, computer programming code management platforms, project management platforms, and collaborative writing tools. Dashboard support was also found for collaborative activities, grouped under four categories of forum discussion activities, three categories of communication activities and four categories of collaborative editing/sharing activities, though most of the analysed dashboards only provide support for no more than two or three collaborative tools. This represents a need for further research on how to develop dashboards that combine data from a more diverse set of collaborative activities and tools.

1 Introduction
Online learning has grown in public interest in the last few years, largely due to the COVID-19 pandemic [34]. A popular online pedagogical strategy is collaborative learning, where students interact with each other and in groups, typically seeking consensus on a learning topic [35].

Although monitoring students’ online collaborative activities makes teaching more effective, as in face-to-face learning [45], and even though many collaborative tools have some kind of monitoring functionalities, most teachers and tutors are discouraged of doing so. The main reason for this is that such monitoring requires devoting substantial time and effort, as it is primarily a manual task [41].
Learning dashboards support online teaching by automating the extraction and analysis of data on students’ interactions within collaborative tools used in online learning. However, most collaborative activities dashboards are student-facing, to assist in students’ self-regulation or help students’ improve their own learning outcomes, unlike learning dashboards in general, which are mostly teacher-oriented [50].

To support teacher monitoring, and consequently support pedagogical orchestration, teacher-oriented dashboards for collaborative learning contexts need to consider students’ interaction data, known as collaborative activities indicators [3]. These may include forum participation, sentiment analysis, document editing or audio-visual conferencing, among significant diversity of online collaborative learning activities [41]. Interaction data may be extracted both from synchronous or asynchronous tools, learning management systems (LMS), and as other pieces of software, such as communication or collaborative writing tools [1, 31]. In this study, we identify which collaborative tools and what collaborative activities are supported by indicators in current teacher-facing dashboards, in the context of online higher education.

To achieve this objective, we applied Kitchenham’s procedure for systematic reviews to answer two research questions: RQ1: “Which collaborative tools are supported by online higher education teaching dashboards?” and RQ2: “What indicators about collaborative activities are provided in online higher education teaching dashboards?”

2 Background

2.1 Dashboards

A dashboard is “a visual display of the important information needed to achieve one or more goals, consolidated and arranged on a single screen” [54].

In educational contexts, these are typically known as Learning Dashboards, aggregating indicators about individual learners or groups, the learning processes, and the learning context, regardless of their target users being students (as with StepUp! [48] and STEMscopes [39]), teachers (with dashboards like GradeCraft [25], or GLASS [36]), program chairs (e.g. [19]; [57]), administrators (e.g. LADA dashboard [23]) or educational researchers (e.g. moocRP [50]). Learning dashboards aim to support decision-making by educational context participants, as well as support students’ motivation and prevent dropout [33].

2.2 Collaborative Learning

Collaborative learning is defined as two or more people working together toward a shared learning goal [28], a context where “learners have the opportunity to converse with peers, present and defend ideas, exchange diverse beliefs, question other conceptual frameworks, and are actively engaged”, including by editing or improving artefacts, either directly or indirectly [28].

Collaborative learning, within the context of online learning, involves collaborative tools, either synchronous or asynchronous. These may be communication tools, such as Discord (2015), Slack (2013), Skype (2003) or Zoom (2011), discussion tools like blogs or forums, collaborative writing tools such as Google Docs (2006), Microsoft Office 365 (2011) or Zoho (2005), social networking/media sharing tools including Facebook (2004), Twitter (2006), Youtube (2005) or Prezi (2009), source code management tools like Github (2008) or Gitlab (2011), project management tools such as Asana (2011) or Trello (2011), and learning management systems (LMS), e.g. Moodle (2002), Blackboard (1997) and Canvas (2011) [1, 31].
Collaborative learning activities are actions, tasks or exercises that enable collaborative learning, commonly grouped as synchronous, asynchronous or blended, and classified as discussion activities (with indicators such as sentiment analysis) involving forum participation, interaction, or rating, communication activities like instant messaging, audio-visual conferencing or emails and collaborative editing or development of activities such as document editing, programming code submission, file sharing or project management [3, 31].

Monitoring students online collaborative activities makes teaching more effective by checking their learning process, the access and review of learning resources or by keeping track of their contributions and their quality [45]. Often this is a manual task that involves substantial time and effort [41].

3 Research Methods

The goal of this systematic literature review is to identify which collaborative tools and activities are currently supported by indicators in online higher education teaching dashboards. The framework that we applied was Kitchenham’s systematic reviewing procedures [32].

Kitchenham’s procedures have three main phases: the planning of the review, where the need for the review is stated and the review protocol is developed; the research questions and strategy used to search primary studies, which includes the search query or terms, which databases or journals and conference proceedings to include, study selection criteria, study quality assessment and data extraction strategy; and conducting the review, where the search for the research studies is carried out, the studies quality assessment is performed and the data extraction and synthesis is executed.

In this systematic review our research questions are: RQ1: “Which collaborative tools are supported by online higher education teaching dashboards?” and RQ2: “What indicators about collaborative activities are provided in online higher education teaching dashboards?”.

The Population of this systematic review, under Kitchenham’s procedure for the planning stage, are online higher education teaching staff (professors, teaching assistants, etc.), the Intervention target are the learning dashboards, the Comparison criterium for inclusion is the dashboards’ usage, and the Outcome items are dashboard indicators about students’ collaborative activities and collaborative tools from which those indicators are collected. Finally, the Context is online higher education.

3.1 Selection Process

The search query used was a combination of the keywords “online learning”, “dashboard”, “collaborative tools”, “activities indicators” and their synonyms. The search process was conducted with the Publish or Perish software (available from https://harzing.com/resources/publish-or-perish) [24] using Google Scholar’s database to look for the search terms in articles’ titles and keywords.

We chose Google Scholar for this search process since nearly all citations found in other databases like Web of Science and Scopus were also found in Google Scholar’s database and also that a substantial amount of unique citations were not found in these other databases [38]. However, since Google Scholar also includes less reputable sources, this required close scrutiny for reliability during the exclusion process.
3.2 Exclusion Process

In the exclusion process, duplicated articles were excluded. Then, because of the rapid evolution associated with social media, instant messaging and online learning collaborative tools, we considered only articles from the most recent 10 years, considering they represent 71% of all found articles, as shown in Figure 1, and some of the most used collaborative application were only launched recently, such as Discord in 2015, Slack in 2013, and Teams in 2017.

![Figure 1](image.png)

Afterwards, the titles and abstracts of the articles were analysed and those that were not relevant or did not make reference either to dashboards or to online higher education or to collaborative activities indicators were also excluded.

Finally, a more in-depth analysis was made by examining the entirety of the remaining articles. We excluded those not addressing teacher-facing dashboards (9 articles) or online higher education (14 articles), i.e. not meeting the the Population, Intervention or Context of this systematic review. We also excluded articles which did not mention collaborative platforms or indicators (62 articles).

As shown in Figure 2, a total of 981 articles were identified: 940 articles from the search queries and 41 from other serendipitous sources. From the selection process, 365 articles were found to be duplicates, 134 articles were more than 10 years old, 312 articles did not make reference either to dashboards, to online higher education or to collaborative activities indicators, based on the title or abstract. All these were excluded. There were 12 articles written in languages that the researchers are unable to read, i.e. neither in Portuguese, English, French, nor Spanish, and 122 articles that did not meet the selection criteria, resulting in 36 articles that were analysed for this systematic review (see Table 1).

4 Results and Discussion

As a result of the search process, both synchronous and asynchronous collaborative tools were used as analysis categories. These include communication tools, discussion tools, collaborative writing tools, social networking/media sharing tools, source code management tools, project management tools, and learning management systems [1, 31].
We extracted elements from the final corpus of papers and subjected them to thematic content analysis, performing coding and theme development, leading to the following results.

Regarding RQ1, “Which collaborative tools are supported by online higher education teaching dashboards?” we found that that the collaboration tools most used as data sources for online higher education teaching dashboards were learning management systems (and mainly Moodle), followed by social networking/media tools and collaborative writing tools (see Figure 3), appearing in 28 of the 36 articles.

The analysis categories utilised to achieve the second research question, RQ2: “What indicators about collaborative activities are provided in online higher education teaching dashboards?”, were collaborative learning activities such as discussion activities, communication activities and collaborative editing or development of activities [3, 31]. The discussion activities identified were forum participation, rating, and networking (mainly on LMS forums); the communication activities refer to synchronous communication, such as audio-visual conferencing, asynchronous communication (like email) or both synchronous and asynchronous communication using live chat or instant messaging by the use of tools like Slack or Discord.

The results regarding the collaborative activities’ indicators identified in the articles were mostly related to characterising LMS forum discussion activities, referenced in 31 articles of the total corpus, followed by indicators on live chat/instant messaging or other communication activities, and by indicators on collaborative editing or development of activities (see Figure 4).
Table 1 Overview of collaborative tools used in the dashboards from the reviewed articles.

<table>
<thead>
<tr>
<th>Articles</th>
<th>LMS</th>
<th>Source code management tool</th>
<th>Social network/media tools</th>
<th>Project management tools</th>
<th>Collaborative writing tool</th>
<th>Async. comm. tools</th>
<th>Sync. comm. tools</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>19</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>40</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>43</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>45</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>46</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>47</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>50</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results on teaching dashboard indicators about collaborative activities in online higher education, were identified in the articles. These were mostly related to characterising LMS forum discussion activities, as referenced in 31 articles of the whole corpus of 36 articles. These provide relevant knowledge about student’s interactions, namely by messages sentiment analysis and forum interaction networks. However, the asynchronous nature of forums does not provide the full dynamics of how students are communicating and collaborating with their peers. Particularly low in occurrences where indicators on project management, file sharing, submission of programming code, audio-video conferencing and email communication. Regarding this kind of collaborative learning indicators, we find there is a lack of research and possible future research is needed and encouraged. The least used collaborative tools as data sources in the teacher-facing learning dashboards were source code management tools, synchronous and asynchronous communication tools, and project management tools.

Regarding collaborative tools, most dashboards mainly used data from learning management systems exclusively and, to some extent, social network/media sharing tools or collaborative writing tools. By doing so, knowledge available from these dashboards is
somewhat restricted to the more strict or formal communication in the LMS and ignores other data sources, such as live chat/IM platforms or source code management tools. Thus, a more dynamic overview of the collaborating interaction between students is being ignored.

**Figure 3** Collaborative tools used in online higher education teacher-facing dashboards, by type.

In this systematic review, we identified a relationship between collaborative tools and collaborative activity indicators. The collaborative editing or development activities mostly take places in collaborative writing tools, project and source code managements tools, whereas discussion activities predominantly are carried out on the LMS. Regarding communications activities, email communication and live chat/IM, these take place in asynchronous communication tools, except for audio-video conferencing, which is synchronous in nature.

**Figure 4** Collaborative activities indicators identified in online higher education teaching dashboards.
5 Conclusions

In this study we identify which collaborative tools and activities are the source of indicators utilised in online higher education teaching dashboards.

The low occurrence of dashboard support for collaborative activities on asynchronous tools such as Slack or Discord is surprising, considering that none of the few indicators found in those categories used these collaboration tools as data sources, even though such collaboration tools are very popular among online higher education students, leveraging their social media-like features, and their combination of group and private messaging [47, 52]. A possible reason could be the pedagogical approach implemented in the institutions or a possible lack of knowledge or training on the part of the lecturers, something that was observed during the emergency online learning due to COVID-19 pandemic [45].

Additionally, several indicators on collaborative activities refer only to a single collaborative tool, notwithstanding that these indicators could be also implemented with data extracted from other data sources, in order to get a better understanding of student activity and interaction. An example of this is sentiment analysis, participation statistics, and interaction network indicators, which are mostly applied to LMS forum data, even though they could also use data from other collaborative tools, such as Slack or Discord, whereas live chat/IM communication activities indicators could also be applied to direct messages featured in most LMS.

We propose that future research efforts explore the challenges and opportunities of leveraging indicators about online collaborative learning activities taking place in the collaboration tools more frequently used in recent years, seeking to contribute to better understanding of collaborative learning in online contexts. This better understanding, in turn, is key to supporting better collaborative education and deploying collaborative learning.
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In this paper I report and reflect on a concrete experience with changing an introductory programming course from being based on “classical lectures” to being based on live coding with active learning. The experiment is built on learnings found in the literature and the pedagogical theories of scaffolding, think-pair-share and teaching as facilitation of learning. I reflect on the students’ reaction to the experiment, the difficulty of the active learning, how to keep time, coverage of learning objectives, the degree of improvisation and student involvement. The experiment was well received by the students, and I report also on the feedback. My hope is that educators who want to introduce live coding with active learning will be able to draw inspiration from my preparation of, execution of and reflections on the experiment.
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1 Introduction

In the fall of 2020, I taught the 5 ECTS course “Imperative Programming” (IMPR) with ~35 students at the first semester of the Software BSc education of Aalborg University Copenhagen (AAU CPH). For the lectures, a large seminar room was booked. In 2021 I would teach this course again – this time with ~55 students. The course material consists of a book [4], a set of video lectures for each week and a set of exercises for each week. The videos were prepared by my colleague Kurt Nørmark for his version of the course which runs on Aalborg University’s campus in Aalborg.

In 2020, each of my lectures in the seminar room consisted of some of the following parts:

- Classic lectures where I go through a number of slides to teach a curriculum.
- General feedback on a hand-in.
- Answers to questions from the videos.
- Live coding where the students see me write a program live in the seminar room.

I will focus here on the classical lecture and live coding. In my lectures, the “classic lecture” part took up a majority of the time. However, it frustrated me that I would often end up repeating the points that had already been taught in the video lectures. Some students also pointed this redundancy out to me in their feedback. On the other hand, I enjoyed particularly the live coding part because this gave the students a chance to see the concepts and theory that they had learnt about in the videos being applied to construct a program. Several students also told me that they learnt a lot from seeing a program being constructed.
One can also ask the question: What value can the lectures bring which videos cannot? With a traditional view of lectures where the active lecturer delivers knowledge to the passive students like a jug pouring water into a mug, the answer would be “Not much”. However, if we abandon this view, we see opportunities. When the students and teacher are in the same room it gives opportunities for active learning, immediate feedback and interaction.

With this in mind I decided to conduct an experiment in which my lectures would largely abandon the classical presentation of slides and instead expand the live coding. Additionally, I would try to have the students be active during the lecture and give them immediate feedback. One can discuss whether the word “lecture” can describe this approach, but for the lack of a better word I will keep using it for the remainder of this paper.

The rest of the paper is organized as follows: Section 2 states the problem considered. Section 3 presents the related work about live coding that the present paper builds on. Section 4 presents the concept of the experiment. Section 5 explains which pedagogical theories the experiment is based on. Section 6 explains how I prepared, presented, executed and continuously adapted the experiment. Section 7 reflects on the experiment. Section 8 presents my ideas for further experimentation. Section 9 discusses the feedback on the experiment that I got from the students. Lastly, Section 10 draws a conclusion on the experiment.

2 Pedagogical problem

Based on the above motivation I have formulated the following problem: “In the context of the course IMPR at AAU CPH, how can I teach programming using live coding and active learning?” I addressed the problem by experimentation in IMPR during the fall of 2021. In this paper I explain the experiment and reflect on how it went, and how I could go further with it.

3 Live coding

I am not the first to teach programming using live coding, and I draw inspiration for my experiment from many sources [5, 20, 15, 3, 12, 2], but in particular from Nederbragt, Harris, Hill and Wilson [9], Raj, Patel, Halverson and Halverson [13] and an example from the digital education platform Future Learn [7].

Nederbragt, Harris, Hill and Wilson [9] list ten quick tips for live coding. I list the tips here in italic, and explain the ones that are not self-explanatory:

1. Go slowly.
2. Mirror your learner’s environment. The setup that you use on the computer should be as similar as possible to that of the students.
3. Be seen and heard. You should not sit down behind a screen and hide. It is better to stand up and be seen and heard.
4. Use the screen(s) wisely. You should make sure that what you put on the screen can actually be seen, and therefore you should ensure that the font is big enough and the contrast strong enough e.g.
5. Avoid distractions. A main point here is to close programs that might give disturbing notifications during the lecture.
6. Use illustrations – Even better, draw them.
7. Stick to the lesson material.
8. *Embrace your mistakes.* When (not if) you make mistakes while live coding, you should explain the mistake to the students. In this way they will actually learn what to do when they end up in the same situation instead of just being confused.

9. *Get real-time feedback and provide immediate help.* The idea here is to let the students give real time feedback on whether they manage to follow along. Another point is to have a good ratio between students, teaching assistants and teachers.

10. *Turn learners into co-instructors.* Let the students be part of the process of writing the program by letting them give suggestions. You should also give the students a chance to discuss and put what they have learnt into words.

The authors also provide links to a video of a real world example of live coding [21], a (constructed) example of a teacher breaking most of the rules above [10], and an example of the same teacher following these rules [11].

Raj, Patel, Halverson and Halverson [13] explain the role of live coding in introductory programming. They point out a number of advantages:

- **Incremental coding.** Programmers do not sit and write a whole program before they run it. Rather they will change back and forth between writing the program and trying it out. Thus, the program is built incrementally. In slide presentations this will not be clear to the students because they will just see a perfect program “magically” appear on a slide.

- **Breaking down the problem.** Incremental coding can be done by breaking down the problem into smaller parts that can be solved individually. Live coding can illustrate this to the students.

- **Making thinking visible.** With live coding, the teacher has the chance to make thinking visible by expressing what thoughts go into building the program.

- **Modelling, Scaffolding and Fading.** Live coding presents an opportunity to do Modelling, Scaffolding and Fading. The authors see the modelling stage as the part where the teacher writes a program. They see the scaffolding stage as the part where the students have to solve an exercise based on what was learnt. They see the fading stage as when the students have to do homework exercises without scaffolds.

The digital education platform Future Learn gives a small example of how one could do live coding to teach lists [7]. They give examples of how one can run the program often, ask questions to students, illustrate concepts and talk about errors in the program. I have also drawn inspiration from this example.

4 Concept

I present here my concept for the reorganized lectures of the fall of 2021:

- **Introduction with slides**
- 1st half
  - Live coding by Anders
  - Exercise in pairs for the students
  - Discussion of a solution
- 2nd half
  - Live coding by Anders
  - Exercise in pairs for the students
  - Discussion of a solution
- Small presentation with slides

The total time for this is ~2 hours. I gave the students 15 minutes to solve the exercises in pairs. After the lecture follows ~2 hours of group exercises in the same way as in 2020.
5 Pedagogical theory

I will now explain the pedagogical theory behind the experiment. A recent survey by Rodrigues, Monteiro and Osório [14] identifies methodologies for teaching programming. Of these my experiment draws on active learning and peer programming, but also takes inspiration from the flipped classroom (via video lectures) and is situated in an educational program oriented towards Problem-Based Learning. It also relies on teaching in the lecture room – not as traditional classes with a slide deck, but rather by applying the learnings from the aforementioned papers on live coding and a number of other didactic tools explained below.

One can see teaching as facilitation of learning rather than mere delivery of knowledge. As written in the beginning, I see live coding with active learning as a way to do this. Of course, there is still knowledge that has to be delivered such as “What is a type?” and “How does an if-statement work?” but using live coding with active learning I explore a different way to facilitate the students’ learning of this knowledge than delivering it through a presentation.

Another pedagogical theory is that of scaffolding [22, 19], and as Raj, Patel, Halverson and Halverson [13] explained, live coding presents an opportunity to apply this principle. In the exercises in pairs the students have to program something that is similar to what they have just seen me program. Thus, the program I have just written can be seen as a scaffolding for the exercise. However, in contrast to Raj, Patel, Halverson and Halverson’s way to do live coding [13] my concept fades the scaffolds away in several stages rather than “just” in a set of home exercises. When the students arrive at the group exercises there will be less of a scaffold – these exercises are typically more challenging and are not preceded by a very similar example. There is still a scaffold however, namely the course material and the availability of the teacher and teaching assistant. Additionally due to the Aalborg PBL (Problem-Based Learning) model [16, 17, 18, 6, 1] used on the education program, the students will also use what they have learnt in their semester project. The 10 ECTS semester project module on the first semester consists of the students finding and delimiting a problem and programming a solution to it as a program in C. The project is done in groups of size approximately 7. Each group has a supervisor who is either a teacher employed by the university or hired externally. The problems that the students face in their semester projects are less structured than exercises, and the only scaffolding is the students’ supervision meetings.

A last pedagogical tool I will consider is “Think, pair, share” [8] in which lectures are broken up by pair exercises in which the students are given a question to think about, then pair up to talk about and lastly to share with the other participants. The methodology is generic and so I had to adapt it to the specific topic of live coding.

6 The experiment

From the third week of the semester and forward, I conducted my experiment. For each week this consisted of preparing and executing that week’s live coding and exercises. In this section of the paper, I first explain my experiment as conducted in the third week and then I will explain how the experiment continued during the following weeks. In the following section, I will then give my reflections on the experiment.
6.1 Preparation

The third lecture’s topic was logical expressions, if statements and switch statements. In my preparation I took a look at the learning objectives for that lecture and chose which ones of them I wanted to cover. I decided to cover logical expressions and if statements, but to leave out switch statements from the live coding. My reasoning was that it would simply be too much to also cover the switch statements and thus this part of the learning objectives would instead be covered “only” by the book, the videos and the exercises. Hereafter, I came up with 2 programs that illustrated respectively logical expressions and if statements. I then tried to write these programs as a practice. I also wrote a manuscript that contained the “plan” for writing the programs, i.e., how I would break it down into smaller parts and also suggestions for questions I could ask the students. Lastly, I made a minimalistic set of slides.

6.2 Presenting the experiment

In the “Introduction with slides” for this first run of the experiment, I presented and motivated the experiment to the students. I motivated live coding as a modern way to teach programming with the following advantages:

- The students see not only programs but also the process of constructing them.
- The students learn the thought process used to construct a program.
- The students see programs with mistakes and how these are repaired.

Furthermore, I argued that one of the learning objectives of the course is to program with the learnt knowledge, and that live coding could be a way to facilitate the students in achieving this objective.

After this presentation of the experiment, I asked the students if they were up for trying this and they agreed (by nodding and/or saying yes).

6.3 Execution

During the live coding I used large font sizes and also streamed the screen to the students’ computers using Microsoft Teams. I did the streaming without sound, because the concept is that this is something we do in the seminar room. The motivation for streaming the screen was that everyone should be able to see what I code no matter where they sit in the room.

As shown in section 4, the concept of the lectures consists of two largely identical “halves” and therefore I will only explain the first of these. The first “Live coding by Anders” consisted of me programming a rock-paper-scissor game. During the development I asked the students questions and they also asked questions for me. The questions I asked were rather open, namely collecting suggestions on how we could split the program into smaller parts that we could then solve. Several students came up with suggestions.

In the first exercise in pairs, the students had to write an expression characterizing a draw in the game. During the 15 minutes where the students were working on this, I replied to their questions when they asked. After the exercise in pairs, I asked if anyone wanted to share a solution by uploading it to Microsoft Teams. Several pairs raised a hand, and I picked one. When they had uploaded it, I walked through it so that the rest of the students would also understand it. Then I pointed to a number of things that could be improved and showed how this could be done.

At the end of the lecture, I did an evaluation using an online form.
6.4 Continuing the experiment

In the following weeks I continued and adapted the experiment. I made a number of changes such as:
- adjusting the difficulty of the exercises in pairs
- using the black board and slides for illustrations
- doing mistakes in the programming on purpose
- asking more closed questions compared to open questions.

The changes were based on reflections that I will discuss in the following section.

7 Reflection on the experiment

I will now give my reflections on the experiment.

7.1 The students’ reaction

The students understood the motivation for the experiment and were ready to “play along”. Several students were also happy to give suggestions to my questions of how we could write the program. The students asked questions when there was something they did not understand, and they also remarked when they saw me make mistakes in my programming. During the exercises in pairs the students worked on them actively. The feedback I got from my survey was positive. It seemed that I had hit a good level of difficulty for the exercises in pairs, and feedback for the live coding was positive.

7.2 Bonus exercises in pairs

When preparing the exercises in pairs, I had to consider the difficulty. Since the exercises have a length of 15 minutes, they have to be quite easy to be possible to finish within this time limit. I asked the students for feedback on the difficulty of the exercises. The feedback indicated that I managed to hit a spot where most student thought the difficulty level was just right, some thought it was too easy and some thought it was too hard. I also got personal feedback from some students that it was too easy for them. A challenge when teaching introductory programming is that students do not start with the same experience. There are students who meet up with no experience in programming, while others have experience from either hobby programming or from having computer science as a subject in high school. In order to also give these students a challenge I decided to introduce also bonus exercises. The idea was to include an optional objective for each of the exercises. My experience was, as hoped, that some students only did the normal exercises while others could also manage to do the bonus exercises. The only disadvantage I see with having bonus exercises was that when we discuss the solutions together, students would often submit solutions that solved also the bonus exercises, and perhaps this could confuse the ones who did only the normal ones.

7.3 Difficulty

Another observation was of a subset of the students that had followed along with my live coding, completed the exercises in pairs during the lecture, but then at the group exercises really struggled to apply what they had been taught. At the group exercises I got the impression that they had managed to solve the exercises in pairs largely by copying what I had done and adapting it, but without really getting an understanding of what was going on.
I therefore wanted to change my exercises in pairs to avoid this problem. For this reason, I increased the difficulty of the future exercises in pairs. I made sure that each exercise had a small “twist” on what I presented in the live coding. E.g., in the lecture about structs, my live-coding example had structs where all values of fields were given as user input, whereas for the exercises in pairs, I required some of them to be calculated.

### 7.4 Keeping time

A challenge is to keep the time plan for each lecture. I set off 15 minutes for the students to finish the exercises in pairs and 5 for us discussing a solution. However, during the 15 minutes I would sometimes get a question in the last minute, and a dilemma was whether to help the student or to continue the lecture. If we were ahead of schedule and my impression was that most of the other students could use more time to work on the exercise I would just go ahead and help the student. In case we were not on schedule I would have to tell the student that I did not have time to help.

Another dilemma is that keeping the time can sometimes clash with Nederbragt, Harris, Hill and Wilson’s [9] tip of going slowly. Sometimes I simply did not have the time to go as slowly as I would have liked. Of course, I could have extended the lecture at expense of the group exercises, but this also has drawbacks.

### 7.5 Learning objectives

Related to the dilemmas of keeping time is the question of how many learning objectives to cover during a lecture. In the classical lectures with slides that I did in 2020 I could cover a lot! With slides I could introduce new concepts, example programs etc. at a high pace at the click of a button or the blink of an eye. However, if the students see many things at the blink of an eye how much do they really learn? Live coding forced me to cut down a lot on how many learning objectives I could cover in each lecture. The consequence was that I covered less, but I did it more thoroughly.

This was not without consequences though. As mentioned for the lecture on logical expressions, if statements and switch statements, I decided to not cover switch statements in the live coding. As a consequence, some students were confused in the lecture on loops, when I used a switch statement. Because of this experience, I decided to start every lecture by listing to the students which part of the week’s learning objectives were covered by the live coding, and which parts I expected them to learn from the videos, book and group exercises.

### 7.6 Sticking to the plan

Another challenge was when the students answered my open questions about how the program could be split into parts. The challenge was that they sometimes came up with a suggestion that was good, but that I had not prepared. Then I was in the dilemma of deciding between following what I had planned or the suggestion. I decided to compliment the student for their idea but to still follow my plan. Even if a student’s idea is good from a programming perspective, it might not illustrate certain parts of the language that the students have to learn. In these cases, my choice to carry on with my plan seemed to me to be the right one. In another case however, I decided to carry on where it might have been better to follow the student’s idea because in that particular case there would have been no loss with respect to what had to be learnt, and the student’s idea was actually better than mine.
7.7 Mistakes

Based on Nederbragt, Harris, Hill and Wilson’s [9] tip of embracing mistakes, I did exactly that. Whenever there was a mistake, I would explain to the students what the mistake was and how we could fix it. The only downside of doing this is that it can take time to do, but I would say that it is worth it. I also experimented with doing mistakes on purpose. In a lecture on random numbers, I tried to make a program where I “forgot” to call the srand function on purpose. This meant that students would not only see a slide telling them to remember this function, but that they also saw in practice what happened if they forgot it. At the group exercises I was happy to see many students remember to call that function, but there were also students who still forgot it. I think this shows that for some students it is not enough to be told about the problem and to see someone else experience it. They need to experience it themselves. Therefore I would say that this shows the value of the group exercises.

7.8 Illustrating problematic programs

In 2020 I included in my lectures a part where I would, with consent, discuss during the lecture some, anonymous, program that the students had handed in. I tried to pick a program that was not perfect, and then I showed the students what could be improved. In the new concept I instead discussed the programs that the students did during the lecture. A problem here was that often only the students with a strong grip of the material would share their solution, and there would often not be much to say about these, since they were close to perfect. In the later lectures, however, some students were brave enough to volunteer with less perfect programs. These were more interesting to discuss because there was more to say about them. I will also point out that when I received these kinds of programs, I made sure to compliment them – in all cases the students were on the right track and I believe that the students should be rewarded for sharing a solution like this, no matter what state it is in.

7.9 Students as co-instructors

Nederbragt, Harris, Hill and Wilson’s [9] give the tip of having students be co-instructors. In my lectures I saw this happening especially during the exercises in pairs. When the students work in pairs, students who understand the topic can help clear things up for those who don’t, and additionally they get a chance to put their knowledge into words. From a logistical point of view, it also makes a lot of sense. In the lectures I am one teacher for ~50 students. In the group exercises we are one teacher and one teaching assistant for ~50 students. If I can facilitate the course such that students help each other, then the ratio is much better. I saw this happening during the exercises in pairs. However, there were also some students who preferred to work alone here, even though that was not the intention. In some of the lectures I tried talking to them about it during the exercises in pairs. Some then decided to find someone to work with, while others decided to keep working alone. Among those who decided to find someone to work with, I then saw them in the next lecture working alone again. But if this can help some of them to work in pairs then it is probably worth it.

7.10 Scalability

The following year, 2022, I taught the course again, but I was allowed to teach the course, in the same time slot, for also another educational program with ~40 students. Thus ~95 students started on the course that year. Because of this I was allowed to have two student
teaching assistants for the group exercises instead of only one. My experience was that the course scaled to the larger size without problems. In particular, the active learning part of the course gives all students the chance to be active during the lecture rather than only the ones who are brave enough to ask during the lecture or to answer one of my questions to the audience.

8 Possibilities for further experimentation

I see a number of possibilities for further experimentation with teaching introductory programming using live coding and active learning. I will explain and reflect on them here.

8.1 Variations on the exercises in pairs

In the exercises in pairs, I used a concept where the students work in pairs for 15 minutes. One can easily try out variations where they work for longer or shorter time in bigger or smaller groups. Another interesting idea could be to have the pairs meet other pairs to discuss their solutions. They could then look at pros and cons or to perhaps build a solution consisting of the best ideas of both solutions. The challenge with these opportunities is that one has to keep in mind both the time that they cost at expense of other activities and to which extent the facilities in the seminar rooms allow them to be possible. If the students sit on rows, then how can two pairs realistically meet up? In a seminar room that could perhaps work by having half of the pairs turn their chair, but in an auditorium it would not work.

8.2 Extending live coding with active learning

In the 2021 iteration of the course, I did 2 hours of live coding with active learning followed by 2 hours of group exercises. An idea could be to extend the live coding to cover the full 4 hours. A challenge when doing live coding is that it takes time and I struggle to cover several learning objectives; more time could make it possible to cover more. I have also experienced that some few students leave after the live coding, and this could be a way to circumvent that problem. I do also see a number of negative aspects of this idea. Firstly, it removes the amount of time that is spent in the project groups and thus time where the group is bonded together. I think this would be a shame. Of course, one could have the students work in their groups during the lecture instead of the pairs, but unfortunately the facilities in the seminar rooms are not fit for that. Secondly, if we see the group exercises as a part of the course where the scaffolding is (partially) removed then one could also fear that abolishing this part would hinder the students’ learning.

8.3 Going off script

As discussed during the reflection, I largely avoided going off script during the live coding. I would like to explore what happens if I tried changing this habit. I suspect that the more I involve the students in the live coding, the more they will be active, and thus the more they will learn. One can also ask what the point is for me to ask them what we can do next if I am not willing to follow their suggestions.

8.4 Illustrating problematic programs

As discussed during the reflection, it was more interesting to discuss a problematic program than a “perfect” one. Therefore I am wondering what opportunities there are for getting students to submit programs that are less than perfect. An idea could be to encourage it
verbally during the lecture. Or a way could be to have all pairs submit a solution anonymously, and then I could look at them during a pause and pick out an interesting one to discuss. In this way it would not require bravery on behalf of the students to submit a solution.

9 Feedback from the students

In several of my lectures I asked the students for feedback on the lecture they had just experienced. I asked for quantitative feedback on the difficulty of the exercises in pairs and qualitative feedback on the lecture as a whole. In each of these I got replies from between 19 and 34 students. The general picture on the difficulty of the exercises in pairs was that I hit a good difficulty – there was a good spread between the students finding it easy, in between and difficult. In Appendix A, I list some of the concrete thing that students liked about the live coding as well as some things they thought could be improved.

In addition, I also asked for feedback on the course as a whole in the last lecture. Here I got 33 replies. In the quantitative feedback, the students answered that they learnt a lot, were encouraged to participate actively, were motivated by the activities and liked the course. They also claimed to get a lot out of my (limited) presentation of slides, the live coding and the exercises during the lecture. All replies except 2 claimed to get a lot out of my feedback on a pair’s solution to an exercise during the lectures. In Appendix B, I list some of the concrete thing that students liked about the live coding as well as some things they thought could be improved. In Appendix C, I have put bar charts for the quantitative feedback.

All in all, the feedback on this experiment from the students has been very positive – much, much more than I would have hoped for. When running the course again in the fall of 2022 for a larger audience the feedback was again very positive.

10 Conclusion

In the fall of 2021, I taught programming using live coding with active learning. I see this as an improvement over my previous approach where the emphasis was on teaching with slides. However live coding with active learning presented a number of challenges with respect to e.g. finding the right difficulty for the exercises, keeping time, coverage of learning objectives and illustrating problems in programs. The experiment was well received by the students. I see many opportunities for further experiments on the concept. It is my hope that teachers in programming can draw inspiration for their own teaching from my experiment, reflections and experiences.
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A  Qualitative feedback from feedback form at the end of a number of lectures

Here is my summary of some concrete things that students mentioned they liked about the approach:

- Following along and understanding the live coding without prior coding experience.
- Live coding and active learning can be seen as “programming by practice”.
- Getting a chance to experiment with the code.
- Working in pairs gave a chance to learn from someone with more experience.
- The exercises in pairs as a way to be included in what is happening.

Here is my summary of some concrete suggestions for improvements:

- The live coding could be more detailed.
- One of the early lectures was quite easy.
- The tempo can be too high, which can encourage just copying what the lecturer was typing without understanding it.
- One could more often involve students in coming up with what to do next when live coding.
- Show an animation of what was happening while the lecturer was coding instead of doing it afterwards.

B  Qualitative feedback from feedback form at the end of the course

In the qualitative feedback, the students were positive about the live coding. Here is my summary of some concrete things that students liked about the approach:

- The live coding involves the students.
- The live coding shows the students how to build a program from scratch and not only the theory of programming.
- The live coding is engaging.
- The live coding made the content clearer and easier to implement.
- The live coding showed how to use the content in practice.

Here is my summary of the suggestions of what students thought could be better in the live coding:

- The lecturer could explain more of the thoughts that go into the programming.
- The tempo during the live coding can be too high for them to type along.
- The tempo during the live coding can sometimes be too high for students to understand what is going on.
### Quantitative feedback from feedback form at the end of the course

- **I learnt a lot in this course.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **The teaching encourages me to participate actively.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **The teaching activities motivated me to work actively with the material.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **All in all I think the course is good.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **I learnt and got a lot out of it when Anders presented slides.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **I learnt and got a lot out of it when Anders did live coding.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **I learnt and got a lot out of it when we had to write programs in pairs during the lectures.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.

- **I learnt and got a lot out of it when Anders gave feedback on a solution to the exercises in pairs.**
  
  - 5: Agree completely
  - 4: Agree mostly
  - 3: Agree somewhat
  - 2: Agree slightly
  - 1: Disagree completely
  - X: Didn't participate.