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Abstract
This paper focuses on the enhancement of computer programming exercises generation to the benefit of both students and teachers. By exploring Natural Language Processing (NLP) and Machine Learning (ML) methods for automatic generation of text and source code, it is possible to semi-automatically construct programming exercises, aiding teachers to reduce redundant work and more easily apply active learning methodologies. This would not only allow them to still play a leading role in the teaching-learning process, but also provide students a better and more interactive learning experience. If embedded in a widely accessible website, an exercises generator with these Artificial Intelligence (AI) methods might be used directly by students, in order to obtain randomised lists of exercises for their own study, at their own time. The emergence of new and increasingly powerful technologies, such as the ones utilised by ChatGPT, raises the discussion about their use for exercise generation. Albeit highly capable, monetary and computational costs are still obstacles for wider adoption, as well as the possibility of incorrect results. This paper describes the characteristics and behaviour of several ML models applied and trained for text and code generation and their use to generate computer programming exercises. Finally, an analysis based on correctness and coherence of the resulting exercise statements and complementary source codes generated/produced is presented, and the role that this type of technology can play in a programming exercise automatic generation system is discussed.
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1 Introduction

With technological advancements, computer programming education has become increasingly important in recent years, and along with it, the need for effective methods of teaching programming languages has become a priority.

A large part of the students have a lot of difficulties and consequent low approval rates in introductory computer programming courses, much because of the lack of motivation and attention inside and outside the classes [21]. To overcome those difficulties, students need to
practice frequently solving problems with an increasing complexity. On account of that, one of the major challenges faced by teachers is creating a large number of unique programming exercises that address different levels of difficulty. One possible way to help solve these issues is the development of a system for automatic generation of programming exercises based on Natural Language Processing (NLP) and Artificial Intelligence (AI) techniques capable of generating text and source code. In this paper we present and discuss the preliminary results of a research project focused on the analysis of ML models for text and code generation, aiming at building a generator for programming exercises.

This paper starts with a review at how programming exercises are usually constructed (Section 2), followed by a discussion on modern approaches for text and code generation (Section 3). Then, case studies regarding different generation mechanisms are presented, with the subsequent analysis and discussion of their results (Section 4). Finally, it is presented a summary of the paper and our main contribution, as well as a proposal of a road map for the future construction of a website that automatically generates computer programming exercises (Section 5).

2 Classification and Characterisation of Programming Exercises

Programming exercises are the key object of study for this project. It is then essential to gather the most used formats and understand their common characteristics to group them by type, aiming to automatically create them. In this way it is possible to avoid creating exercises that are unfamiliar to students and teachers.

2.1 Exercise Types

Listed below are some of the most common types of exercises in programming courses, gathered and adapted from the study published in [28]. It is important to note that, although there are additional taxonomies and categories, such as the ones proposed in [4, 26, 23], the former was chosen as it better resembles the structural nature of the exercises to be generated. The purpose in gathering such a variety of types is to present different challenges to students, on several themes. While some types are frequently used in open-ended questions, each one of these types can be adapted to multiple-choice formats, where students must select the correct answer from a list of options. This adaption is not trivial though, since it is necessary to generate not only the correct option, but also a set of incorrect ones.

Seven types were collected:

1. **Code from Scratch:** Students receive a blank sheet to write down the complete solution to a problem. Something that is easy for teachers to prepare, but also presents quite a lot of difficulties to those who are being evaluated. Listing 1 contains an example of a simple exercise that asks to write a function in Python.

   ```python
   def reverse_string(input):
       return input[::-1]
   print(reverse_string('cool'))
   
   Output: "looc"
   ```

2. **Code Completion:** To solve this type of problem the students are provided with a sample code containing some blanks to fill. There are usually two approaches: one in which an important part of the code is missing and it is necessary to fill it with the correct statements; and another whose blanks must be filled with values for which the program returns a given output. Listing 2 contains an example in which it is necessary to complete the condition in a selection statement in the body of a certain function in Python whose purpose is described.

   ```python
   if condition:
       # Some code
   else:
       # Some code
   ```

   Output: "Some code"
3. Code Improvement: Another approach consists in providing students a complete snippet of code that solves a given problem which should be improved. These improvements may have as objective improving the performance or reducing lines of code. Listing 3 contains an exercise in which it is proposed to rewrite a function in Python to a reduced version.

```
Listing 3 Example of Code Improvement type exercises.
Rewrite the following code snippet in order to make it smaller, maintaining its functionality.

```python
my_list = list(range(1,100))
res = 0
i = 0
while i < len(my_list):
    if my_list[i] % 3 == 0:
        if my_list[i] % 2 == 1:
            res += my_list[i]
    i += 1
return res
```

4. Bug Finding: As the name suggests, in this type of exercise the students must find in code purposefully added bugs without correcting them *per se*. This type of exercise is used to check if students attained the first step of learning to program, that is to be capable of interpreting the code written by others in terms of the syntax or semantics of the language used. Listing 4 contains an exercise in which it is asked to identify bugs in a function and explain in a few lines why they are bugs.

```
Listing 4 Example of Bug Finding type exercises.
Identify the bug(s) present in the following code sample.

```python
def my_function(n):
    a = 1
    my_list = [1,2,3]
    if n > 3:
        return n + b
    else:
        return a + my_list[3]
```

5. Debugging and Fixing: Interestingly, if the two previous types of exercises are mixed together, the result is also quite common, in which students must rewrite a source code that contains bugs. It is necessary not only to detect them, but also to fix the code.

6. Code Interpretation: As the name suggests, in this type of exercise the student has to interpret a given code snippet. There are many possibilities for what is asked, such as: describing its behaviour, identifying its goals, reporting the evolution of a variable’s value throughout its execution, etc. Listing 5 contains an exercise in which it is asked to describe what a given function does.

```
Listing 5 Example of Code Interpretation type exercises.
Describe the behaviour and the goal of the following function.

```python
def my_function(str):
    if len(str) < 2:
        return ''
    return str[0:2] + str[-2:]
```
7. **Output or State Prediction:** Finally, and in a more traditional format, the students are asked to find out either the output of the program, or the value of a variable at the end or during its run-time. This ends up being very similar to what was discussed in the last item, as it is necessary to analyse and interpret the provided code to obtain the correct solution. Listing 6 contains an exercise where it is asked to indicate what value a function call returns.

<table>
<thead>
<tr>
<th>Listing 6</th>
<th>Example of Output or State Prediction type exercises.</th>
</tr>
</thead>
</table>
| def my_function(n):
  my_list = []
  for i in range(n):
    my_list.append(i*i)
  return my_list
| my_function(3) |

### 2.2 Exercise Components

It is important to understand the components that make up a programming exercise in order to effectively design and create them. There are usually three main components that need to be considered:

- **Problem Statement:** Initial component containing text that is presented to the student. It explains the context and parameters of the problem, and the type of answer they must provide. It can be lengthy if the topic needs an introduction or concise and objective if it only requires the essential instructions for solving the problem. It is important to provide enough information to solve the problem, specially when the domain is unknown to the student.

- **Code:** Most programming exercises contain a section dedicated to code snippets. This section may vary in form, containing whole programs, snippets with blanks to be filled, and correct or erroneous versions to be analysed of fixed. The purpose of this component is to support the Problem Statement to establish a basis for solving the problem.

- **Answer field or options:** There are two usual possibilities for the answer section, either a designated space or an area embedded in another component. The former includes a blank space where students are free to write whatever they want, or a list of available options to choose from. The latter usually consists of blank spaces embedded in the Code component, visually identifying where the students must fill in their answers.

While not a component in itself, the evaluation of the students’ answers must be taken into account. Its complexity may vary depending on the type of the exercise, ranging from a direct verification of the correct option, to more sophisticated mechanisms, such as a set of tests performed on the code that the student has written. Although, some characteristics of the answers present a qualitative nature that prevents its automatic evaluation, such as code sophistication and legibility.

In summary, understanding the components of a programming exercise is crucial to design effective exercises. These components can vary depending on the type of exercise and its objectives.

### 3 Text Generation

Natural Language Generation (NLG) is a sub-field of Natural Language Processing (NLP) that involves building systems capable of producing coherent and useful text in multiple languages [24]. NLG systems are used to create chatbots, translate text, and generate
complex articles and stories [6]. This process involves taking input data, such as keywords or a set of facts, and transforming them into meaningful output text. Reiter and Dale [25] identified six tasks that are essential for NLG, still present in current models:

1. **Content Determination**: Deciding what information should be included in the text under construction;

2. **Discourse Planning or Text Structuring**: Defining in which order information will be presented and the structure of such presentation;

3. **Sentence Aggregation**: Grouping information into sentences;

4. **Lexicalization**: Deciding which words and phrases should be chosen to express the required information;

5. **Referring Expression Generation**: According to Reiter and Dale [25], it consists of “selecting the words and phrases to identify domain objects”;

6. **Linguistic Realisation**: Combining all words and phrases by applying grammatical rules to produce a text which is syntactically and orthographically correct.

This type of system can be built using different architectures, being the most common the three-stage pipeline, also proposed by Reiter and Dale [24]. The pipeline includes text planning, sentence planning, and linguistic realisation. In text planning, content determination and discourse planning are combined to decide what information to include and how to structure it. In sentence planning, sentence aggregation, lexicalization, and referring expression generation are combined to select words and phrases and group them into sentences. Finally, in linguistic realisation, grammatical rules are applied to produce a syntactically and orthographically correct text.

### 3.1 Models

Natural Language Processing (NLP) is a sub-field of Artificial Intelligence (AI) that focuses on the interaction between computers and human language [13]. Machine Learning algorithms have been developed and trained using text data to perform various natural language tasks such as text prediction and generation [17]. This section will explore some of the most commonly used and successful NLP models, as well as other generation systems.

**Recurrent Neural Networks (RNNs)**

Neural Networks are a subset of Machine Learning that are inspired by the structure and function of the human brain. They are used to classify and cluster data, and consist of layers of artificial neurons that send data to each other. The output of these neurons is determined by weights and threshold values, and training data is used to improve their accuracy over time [11].

One type of neural network architecture that is well-suited for processing sequential data, such as text, is Recurrent Neural Networks (RNNs). RNNs have feedback connections that allow them to incorporate information from previous time steps or observations into their current output. This makes them effective at modelling dependencies between elements in a sequence to predict the next one [12].

- **Long Short-Term Memory (LSTM) networks**: A type of RNN that is particularly well-suited for modelling long-term dependencies in sequential data, such as natural language text. LSTM networks are able to “remember” important information from the past for extended periods of time, by using state cells, making them ideal for generating coherent and realistic text [9]. For example, in the paper [15], the authors trained a LSTM on a dataset of Shakespearean plays was able to generate text that was difficult to distinguish from human-written equivalents.
**Seq2seq models**: Have been widely used for NLP tasks that involve the generation of an output sequence based on an input sequence. Seq2seq models consist of an encoder and a decoder (each one a model with neural network architecture), which process the input and output sequences. One of their key advantages is the ability to handle variable-length input and output sequences [8]. Seq2seq models can be implemented using various types of neural network architectures, although RNNs are the most common. For example, in the article [29], the authors use a Seq2seq model with an RNN architecture to generate translations from one language to another.

In conclusion, Recurrent Neural Networks, such as Long Short-Term Memory networks and Seq2seq models are among the most commonly used and successful NLP models at the moment. They are able to effectively process sequential data, such as natural language text, and generate coherent and realistic output.

**Transformers**

Transformers consist in a type of neural network architecture that was first described in an article by Vaswani et al. [30], which has been effective in NLP tasks. The capacity of transformers to model long-range dependencies between words in a sentence or text is one of its most important features. This is done by utilising self-attention mechanisms, which give the network the ability to weigh the importance of the different words or tokens in the input based on how they relate to other words or tokens. Transformers are thus well suited for tasks that require a thorough comprehension of the context and semantics of a particular text. Some of the most popular and successful transformer models are:

- **Generative Pre-training Transformer (GPT)**: Transformer-based language model developed by OpenAI [19], that has been widely used for natural language processing tasks such as text generation. It uses unsupervised learning to pre-train a large neural network on a massive dataset of text, discovering “hidden patterns or data groupings without the need for human intervention” [14], and then fine-tunes the network on a smaller dataset of labeled text for a specific task. GPT-3 is the third generation of GPT models, which was introduced in 2020 [5] and. This model is significantly larger and more powerful than its predecessor models, since it is trained on 175 billion parameters (over ten times the size of GPT-2) and requires very little fine-tuning on a task-specific dataset to achieve good performance on a wide range of NLP tasks. OpenAI also launched GPT-3.5, an upgrade for this model, and a new version, GPT-4 [20], which is even more powerful (100 trillion parameters). ChatGPT is a well-known application of GPT that is specifically designed for conversational language understanding and generation, trained on conversational data [18].

It is worth noting that, as GPT-3 is an unsupervised model, it is vulnerable to biases present in its training dataset, and may generate texts that reflect them.

- **BERT**: Transformer-based language model that was developed by Google in 2018 [7] and, in similar form to GPT, it also uses unsupervised learning to train a neural network on a large dataset of text. The main difference between GPT and BERT is that BERT is a masked language model, trained to predict missing words in a sentence rather than the next word, as GPT does. This makes the text generated by BERT less likely to diverge from the original context of the input. In one study, researchers used BERT to generate news articles that were evaluated by human annotators, who found them comparable in quality to those written by humans [34].
Source:

```python
prompt = "Create a programming exercise in Python about string manipulation and write the answer."
exercise = openai.Completion.create(engine="text-davinci-003",
                                        prompt=prompt, temperature=0.7, max_tokens=500, top_p=1,
                                        frequency_penalty=0, presence_penalty=0)
```

Output:

Write a program to print out the last three characters of a string.

```python
# Answer:
string = input("Enter a string: ")
length = len(string)
last_three_chars = string[length - 3:]
print(last_three_chars)
```

Figure 1 Example of a programming exercise generation using GPT-3.5.

4 Case Studies and Results

This section introduces some case studies to explore different implementations of up-to-date text generation models. The outcomes are then analysed in order to assess some of the most commonly used mechanisms and how they can be improved for the generation of programming exercises.

4.1 OpenAI API

OpenAI has made available APIs to GPT-3 and GPT-3.5 models. Using an access token it is possible to make requests by sending a prompt with a certain maximum number of tokens, which will be answered with the generated text. Each of these models has some variations: some are applied to simpler and faster tasks while others are used for more complex text generation. Despite its technical capacity and current popularity, there is an important tangential disadvantage: the API is not completely free. After a gracing period of three months, there are monetary usage fees for the different OpenAI models, which despite appearing minimal (GPT-3.5 is 0.002$ per 1K tokens) may become a problem in an academic context with a lot of tests. Beyond that, for actual implementation in harsher socioeconomic contexts, it might become a dividing criteria that opposes the already slow-paced democratisation of science and education, while concurrently enlarging the technological gap between world-wide communities.

In the context of generating programming exercises, this tool presents satisfactory results. By making requests with the type of the exercise, theme or more concrete characteristics, such as the mandatory use of a language structure or construct, it is possible to obtain complete exercises, including their corresponding answers. The only disadvantage that was realised about the quality and effectiveness of the results is the possible incoherence derived from the lack of context of the model, that is, it may produce correct text, but outside the scope of the problem in question. To improve this, OpenAI also provides the option of fine-tuning, in which the model is further trained with a shorter dataset to perform a specific task. By fine-tuning GPT, it would be possible to obtain faster and more adequate results, in the sense that the exercises and their parts would be in accordance with a pre-defined structure and better contextualised with the domain in question.

Figure 1 shows the generation of a programming exercise from a prompt, in which the latest GPT-3.5 model was used (text-davinci-003). The model was configured using parameters recommended in the OpenAI documentation. As can be seen, the result for a
relatively small input is quite satisfactory and there are a lot of possible generations for the same input. The potential is clearly enormous with regard to the type, structure, subject and difficulty of the exercises.

4.2 Finetuning GPT-2

Among GPT models, it is possible to work with older versions for free. There are even libraries such as aitextgen [33] that provide the possibility to finetune the GPT-2 model from a dataset. Using PyTorch and TensorFlow (machine learning libraries), it is possible to improve the performance of a specific task within text generation. However, this version is not as powerful as the most recent ones, since it was trained with 100 times fewer parameters, which makes the results not as adequate. Furthermore, it does not provide as much flexibility in order to perform different text generation tasks (question answering, summarization, text classification and so on) [27]. The fact that there is no remote access to use and train GPT-2 makes it free, but also requires all processes to be done locally, demanding a significantly greater use of computational resources. Figure 2 displays the output of an attempt that was made to finetune GPT-2 from a dataset consisting of a list of 300 Python basic exercises taken from the W3 Resource website [31].

As GPT-2 is not prepared to answer requests, but to complete text, the dataset was modified in order to define the structure of the exercise as Problem Statement and Code. When analysing the result obtained for the provided prompt, it can be seen that the model was not able to generate according to the predefined Problem Statement and, with that, generated another text with some similarities, maintaining the structure, but incoherently and out of the context.

The quality of the results is not the one that is expected and this is mainly due to the small size of the dataset. The model to be trained with this dataset took about 1 hour, which implies that, with a dataset of adequate size, it would require spending a huge amount of time.
Source:

```python
keystotext_model.predict(['delete', 'list', 'odd numbers'])
```

Output:

Write a function to delete odd numbers from a list.

**Figure 3** Example of a Problem Statement component generation using the trained keys-to-text model.

### 4.3 Key-to-Text

The `keytotext` library [2] was used in the attempt to generate the Problem Statement component of an exercise, which implements a model that receives keywords as input and generates sentences. It is based on the Text-to-Text Transfer Transformer (T5) model, a transformer-based language model developed by Google’s AI team that employs sequence-to-sequence (Seq2Seq) pre-training and uses a fine-tuning approach to perform a variety of NLP tasks [22]. The T5 model is one of the largest transformer-based language models to date, with 11 billion parameters.

The `keytotext` library simplified the process of fine-tuning the original model to work with computing programming exercises generation. Using the Mostly Basic Python Problems (MBPP) dataset from Google Research [1], which consists of 1000 programming problems designed to be solvable by entry level programmers, the model was fine-tuned to perform in a contextualised and efficient way. In order to train the model to generate exercise Problem Statement from keywords, a field with the three most relevant keywords that represent the text of each exercise was included in the dataset. The NLTK platform [3] was used to accomplish this, since it has numerous libraries and functionalities for working with natural language, such as RAKE that can extract and sort words from a given text by importance.

By applying this method of text generation to the context of the programming exercises, it was possible to obtain satisfactory results. It should be noted that, as the model was trained with a trio of keywords for each text, it will lose its efficiency if provided with a different quantity of keywords.

As illustrated in Figure 3, the results are quite satisfactory and coherent within the context of the dataset provided. Sometimes, the generated text does not correspond to what the user expects, but it manages to make sense according to the words entered. This provides a wider variety of exercises helping in the creative process.

### 4.4 CodeT5

`CodeT5` [32] builds on the T5 architecture, but incorporates source code-specific knowledge to endow the model with better code understanding. It was trained on the CodeSearchNet dataset, which consists of millions of lines of code written in popular programming languages such as Python, Java, and JavaScript, as well as popular frameworks and libraries such as TensorFlow, React, and Django [10]. This enables the model to generate code that is not only syntactically but also functionally correct and efficient. It was tested using one of the checkpoints of this model (`CodeT5-large-ntp-py`) which was trained on millions of Python source code files from GitHub (GCPY - Python Github Code Dataset) [16].

The source shown in Figure 4 requested from the model a function in Python with substantial complexity, including string manipulation and the use of a repetition structure (loop). The model produced code that performs what was requested in an optimised way. However, being a somewhat computationally demanding mechanism, it required significant time to load and generate the corresponding code.
Defining a function that counts the frequency of each character in a string:

```python
def count_characters(string):
    char_freq = {}
    for char in string:
        char_freq[char] = char_freq.get(char, 0) + 1
    return char_freq
```

Despite using a constant string as input to the model in Figure 4 (variable `txt`, used for exemplification purposes only), the real test was conducted by linking the output of the `keytotext` model to the input of `CodeT5`, creating a pipeline that generated not only the Problem Statement, but also the Code for that specific exercise directly.

### 4.5 Summary

After the review and implementation of NLP/ML methods that can be integrated into a tool for automatic generation of programming exercises, it was possible to analyse various approaches, comparing advantages and disadvantages between them.

As drawbacks, the price may be seen as a barrier for public and free implementations, while computational resources required by some implementations, such as GPT-3, also incur in initial costs to infrastructure construction and maintenance. These factors are undoubtedly important in order to choose which approach to adopt for the implementation of an exercise generator. Another aspect that should obviously be discussed is the quality of the generated exercises, in terms of lexical, syntactic and semantic correctness and overall coherence to the input parameters.

The initial approach to generate a complete exercise (problem statement, code snippet and answer options), using theme and type as inputs, required an advanced model (GPT-3). This raised three problems:

- Implementing such a system on an ordinary machine is quite complicated, as it requires resources that common computers do not have, making this process very slow or even unattainable;
- The need to use costly APIs would present a financial strain that could be unsustainable in the medium or long term;
- Creating a system dependent on an Internet connection could lead to communication failures and reliability issues.

The approach of generating the components of an exercise separately has proven to be more efficient, as it lies upon the use of simpler models. The first component was generated by the `keytotext` library in tandem with the MBPP dataset, resulting in a fully constructed and comprehensible problem statement. In turn, this problem statement was then fed to the CodeT5 model in order to generate the second component of the exercise, namely the source code snippet. Besides other models with higher complexity were tested, this approach – used to generate around 100 exercises – demonstrated equally capable results to GPT-3, with approximately 80% rate of success in generating comprehensible and coherent exercises.
5 Conclusion

The investigation and exploration reported in this paper contributed to establish a panorama on how to automatically generate computer programming exercises, using acceptable NLP and ML mechanisms to construct both the Problem Statement and its accompanying Code. A prototype for the system that implements these mechanisms has been developed and tested, in order to pave the way to the final semi-automatic exercise generator we intend to build.

Future works in this project include a compiler to a Domain Specific Language (DSL) that has been designed to facilitate the exercises generation process, templates to automatically create different versions of the Problem Statement and Code, and user interfaces to create new templates and retrieve lists of exercises. In that way teachers and students will benefit from our system, getting different and challenging problems to practice and test their programming abilities.
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