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Abstract

We relate various complexity measures like sensitivity, block sensitivity, certificate complexity for multi-output functions to the query complexities of such functions. Using these relations, we provide the following improvements upon the known relationship between pseudo-deterministic and deterministic query complexity for total search problems:

- We show that deterministic query complexity is at most the third power of its pseudo-deterministic query complexity. Previously, a fourth-power relation was shown by Goldreich, Goldwasser and Ron (ITCS’13).
- We improve the known separation between pseudo-deterministic and randomized decision tree size for total search problems in two ways: (1) we exhibit an \(\exp(\Omega(n^{1/4}))\) separation for the \(\text{SEARCHCNF}\) relation for random \(k\)-CNFs. This seems to be the first exponential lower bound on the pseudo-deterministic size complexity of \(\text{SEARCHCNF}\) associated with random \(k\)-CNFs. (2) we exhibit an \(\exp(\Omega(n))\) separation for the \(\text{APPROXHAMWT}\) relation. The previous best known separation for any relation was \(\exp(\Omega(n^{1/2}))\).

We also separate pseudo-determinism from randomness in \(\text{AND}\) and \((\text{AND}, \text{OR})\) decision trees, and determinism from pseudo-determinism in \(\text{PARITY}\) decision trees. For a hypercube colouring problem, that was introduced by Goldwasser, Impagliazzo, Pitassi and Santhanam (CCC’21) to analyze the pseudo-deterministic complexity of a complete problem in \(\text{TFNP}^{dt}\), we prove that either the monotone block-sensitivity or the anti-monotone block sensitivity is \(\Omega(n^{1/3})\); Goldwasser et al. showed an \(\Omega(n^{1/2})\) bound for general block-sensitivity.
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1 Introduction

The question of whether randomness adds computational power over determinism, and if so, how much, has been a question of great interest that is still not completely understood. Naturally, the answer depends on the computational model under consideration, but it also depends on the type of problems one hopes to solve. One may wish to compute some function of the input, a special case being decision problems where the function has just two possible values. There are also search problems, where for some fixed relation \(R \subseteq X \times Y\) and an input \(x \in X\), one wishes to find a \(y \in Y\) that is related to \(x\); i.e. \((x, y) \in R\). If every \(x \in X\) has at least one such \(y\), we have a total search problem defined by \(R\), the \(R\)-search problem. In the context of (total) search problems, a nuanced usage of randomness led to the beautiful notion of pseudo-determinism; see [7]. A function \(f\) solves the \(R\)-search problem if for every \(x\), \((x, f(x)) \in R\). A randomized algorithm which computes such an \(f\)
with high probability is said to be a pseudo-deterministic algorithm solving the $R$-search problem. Thus a pseudo-deterministic algorithm uses randomness to solve a search problem and almost always provides a canonical solution per input.

The original papers introducing pseudo-determinism examined both polynomial-time algorithms and sublinear-time algorithms; in the latter case, the computational resource measure is query complexity. In [8], a maximal separation was established between pseudo-deterministic and randomized query algorithms; $\Omega(n)$ vs $O(1)$. Very recently, in [9], this separation was revisited. The separating problems in [8] do not lie in the query-complexity analogue of NP (nondeterministic polylog query complexity, or polylog query complexity to deterministically verify a solution, TFNP$^{dt}$). This is a very natural class of search problems, and in [9], an almost-maximal separation between randomized and pseudo-deterministic search is established for a problem in this class. The problem in question is SearchCNF: given an assignment to the variables of a highly unsatisfiable $k$-CNF formula, to search for a falsified clause; this problem is very easy for randomized search ($O(1)$ queries), and solutions are easily verifiable. Theorem 7 of [9] establishes that for unsatisfiable $k$-CNF formulas on $n$ variables with sufficiently strong expansion in the clause-variable incidence graph (in particular, for most random $k$-CNF formulas), the corresponding search problem has pseudo-deterministic complexity $\Omega(\sqrt{n})$, even in the quantum query setting. In [9], the size measure of decision trees in the pseudo-deterministic setting was also studied. Lifting the query separation using a small gadget, a strong separation between randomized size and pseudo-deterministic size was obtained: SearchCNF problem on random $k$-CNFs lifted with 2-bit XOR has randomized size $O(1)$ but require pseudo-deterministic size $\exp(\tilde{\Omega}(\sqrt{n}))$.

Taking this study further, Theorem 3 of [9] shows that the promise problem PromiseFIND1, of finding a 1 in an $n$-bit string with Hamming weight at least $n/2$, is in a sense complete for the class of search problems that are in TFNP$^{dt}$ and have efficient randomized query algorithms. By relating this search problem to a certain combinatorial problem concerning colourings of the hypercube, and by using the lower bound for SearchCNF, a lower bound of $\Omega(\sqrt{n})$ on the pseudo-deterministic complexity of PromiseFIND1 is obtained (Theorem 14 and subsequent remark in [9]). The colouring problem on hypercubes states that any proper coloring of the hypercube contains a point with many 1s and with high block sensitivity. In [9], a point with block sensitivity $\Omega(\sqrt{n})$ is proven to exist (Theorem 14), and a point with block sensitivity $\Omega(n)$ is conjectured to exist (Conjecture 16).

Our contributions

1. We improve upon the known relationship between pseudo-deterministic query complexity and deterministic query complexity for total search problems: We show that deterministic query complexity is at most the third power of its pseudo-deterministic query complexity. (Previously a fourth-power relation was shown in [8].)

2. We improve the known separations between pseudo-deterministic and randomized decision tree size in two ways: (1) an $\exp(\Omega(n^{1/4}))$ separation for the SearchCNF relation for random $k$-CNFs (the $\exp(\Omega(n^{1/2}))$ separation in [9] is only for the lifted formulas $k$-CNF composed with XOR), and (2) an $\exp(\Omega(n))$ separation for the APPROXHAMEWT relation (the previous best separation for any relation was $\exp(\Omega(n^{1/2})))$.

3. We separate pseudo-deterministic and randomized query complexity in AND and (AND, OR) decision trees, and show that deterministic and pseudo-deterministic complexity are polynomially related in these models, up to polylog$n$ factors. In the PARITY decision tree model, we observe that deterministic and pseudo-deterministic query complexities are well separated.
(4) For the hypercube colouring problem posed in [9], we prove that either the monotone block-sensitivity or the anti-monotone block sensitivity is $\Omega(n^{1/3})$; previously an $\Omega(n^{1/2})$ bound was known but only for general block-sensitivity.

**Significance, context, and techniques**

We now describe each of our contributions, with surrounding context, in more detail.

For Boolean functions, randomized and deterministic query complexities are known to be polynomially related by the classic result of Nisan [14]. Since deterministic query lower bounds are often easy to obtain using some kind of adversary argument, this provides a route to randomized query lower bounds for Boolean functions. For search problems, however, there is no such polynomial relation. Note that separating pseudo-determinism from randomness requires a lower bound against randomized query algorithms that provide canonical solutions. Such algorithms compute multi-output functions (following nomenclature from [9]) as opposed to Boolean functions. Thus what is required is randomized query lower bounds for multi-output functions. For such functions, too, lower bounds for deterministic querying are often relatively easy to obtain. And again, as for Boolean functions, deterministic and randomized query complexity for multi-output functions are known to be polynomially related; in [8] (Theorem 4.1(3)), the authors show that the deterministic query complexity is bounded above by the fourth power (as opposed to cubic power for Boolean functions) of the randomized complexity. They also show that it is bounded above by the cubic power times a factor that depends on the size of the search problem’s range. We revisit these relations, and further tighten them to a cubic power relation. Thus for search problems, deterministic query complexity is bounded above by the cubic power of its pseudo-deterministic query complexity; Theorem 3.2. We show this by relating various complexity measures like sensitivity, block sensitivity, certificate complexity for multi-output functions to their query complexities; Theorem 3.1.

Using the recent result from [4] that derandomized the size measures for total Boolean functions, we establish a polynomial relationship between the log of pseudo-deterministic size and the log of deterministic size, ignoring polylog factors in the input dimension; Theorem 4.3. This gives us another way to separate randomized size from pseudo-deterministic size: any total search problem which is easy with randomization but difficult for deterministic search will lead to a separation between pseudo-deterministic size and randomized size; one such problem is $\text{SearchCNF}$ on suitably expanding $k$-CNF formulas. In [9], it was shown that $\text{SearchCNF}$ for such formulas lifted by small gadgets like XOR, has large pseudo-deterministic size complexity. There are known situations where the complexity of a formula and its lift by small gadgets widely vary in search problems. For instance, it was known that proving the unsatisfiability of formulas corresponding to Tseitin lifted by a small gadget should be hard in cutting planes proof system [6]. The popular belief was that such hardness extends to even uplifted Tseitin formulas. In a breakthrough work [5], this belief was proven false! However, we are able to obtain an $\exp(\tilde{\Omega}(n^{1/4}))$ lower bound on the pseudo-deterministic size complexity for $\text{SearchCNF}$ with unlifted random $k$-CNF formulas, in contrast to the bounds from [9]. As far as we know, this is the first exponential lower bound on the pseudo-deterministic size complexity of $\text{SearchCNF}$ for random $k$-CNF formulas. Like Tseitin formulas, determining the complexity of random $k$-CNF formulas in various models remains an important theme of current research.

We also show, see Theorem 4.5, that any completion of the promise-problem $\text{APPROXMaj}$ by a total Boolean function, requires large randomized decision tree size. Observing that this promise-problem is “embedded” in the $\text{APPROXHamWt}$ search problem, we obtain an $\exp(\Omega(n))$ separation between the pseudo-deterministic and randomized size complexity of $\text{APPROXHamWt}$, in Theorem 4.6.
The more general query models we consider are those of AND (OR) decision trees, abbreviated as ADT’s (ODT’s), where each query is a conjunction of variables, (AND, OR) decision trees, where each query is either a conjunction or a disjunction of variables, and PARITY decision trees, where each query reports the parity of some subset of variables. These models obviously generalize decision trees, and are more powerful in the deterministic setting, appear naturally in contexts like combinatorial group testing and other contexts. More recently, they have been advocated by [11] as a meaningful intermediate model between query and communication complexity. For AND and (AND, OR) decision trees, we show that pseudo-determinism is still separated from randomness; Theorems 5.3 and 5.6. To show the former, we relate randomized query complexity for multi-output functions in this model to monotone block sensitivity. To show the latter, we note that a recently proved result from [4] relating depth in (AND, OR) trees and size in ordinary trees for Boolean functions, also holds for multi-output functions. Furthermore, using other results from [4] that derandomized the AND and (AND, OR) decision trees for total Boolean functions, we observe that pseudo-determinism and determinism are polynomially related in these settings, ignoring polylog factors; Theorems 5.4 and 5.7. For PARITY decision trees, in contrast, we observe that determinism is separated from pseudo-determinism; Theorem 5.8. There is no polynomial relation between these two complexity measures. In this setting, we do not know whether pseudo-determinism is separated from randomness.

Finally, we revisit the hypercube coloring problem from [9]. There, the existence of a point with large Hamming weight and block-sensitivity $\Omega(\sqrt{n})$ is established, using the previously established lower bound for SearchCNF. We give a completely combinatorial and constructive argument to show that a point with large Hamming weight and block-sensitivity $\Omega(n^{1/3})$ exists, Theorem 6.3. While we seemingly sacrifice stronger bounds in the quest for simplicity, our algorithm actually proves something that is stronger in a different way, and hence our result is perhaps incomparable with that of [9]. The difference is that we identify many sensitive blocks that are all 1’s, or many sensitive blocks that are all 0’s. In other words, we show that the monotone (or anti-monotone) block sensitivity is $\Omega(n^{1/3})$. Monotone block sensitivity was used recently, first by [12] and then by [4], to prove query complexity lower bounds for ADT’s. In particular, our result implies that every function that solves PromiseFIND1, requires large depth to be implemented by either randomized ADT’s or by randomized ODT’s. We believe that this could be strengthened to show that such solutions are always hard for randomized ADTs ¹. Proving such a result is an interesting open problem.

Related work

For Boolean functions, the relations between many complexity measures and query complexity has been studied extensively in the literature. A consolidation of many known results appears in [2] as well as in [10].

Organisation of the paper

In Section 3 we establish the relationships between various measures for multi-output functions, and establish the polynomial relation between pseudo-deterministic and deterministic query complexity for search problems. In Section 4 we establish relations between pseudo-deterministic size and deterministic size. Section 5 discusses the complexity of search problems

¹ Note that there are solutions that are easy for ODTs, even deterministically. For instance, a binary search can be implemented to find efficiently the first occurrence of a 1.
We use standard notation and terminology in the paper, which we briefly explain here. For example, we write $\text{wt}(x)$ for $|x|_0$, the number of 1-bits of $x$. In the context of randomized/distributional query measures, we assume write $\text{wt}(x)$ for $|x|_1$. To sample uniformly from a set $S$, we write $\sim_u S$. For $B \subseteq [n]$ and $b \in \{0,1\}$, $b_B$ is the $n$-bit string that equals $b$ at positions in $B$ and 1 elsewhere.

For a multi-output function $f : \{0,1\}^n \rightarrow [m]$ and input $x \in \{0,1\}^n$, we use the following measures, which are natural extensions from the Boolean case, to capture different aspects of its complexity: $s(f,x)$ counts the number of input bits at $x$ that can be flipped to change the output of $f(x)$; $bs(f,x)$ is the maximum integer $r$ for which there exist $r$ disjoint sensitive blocks of $f$ at $x$ (where $f$ is sensitive to block $B$ on input $x$ if $f(x) \neq f(x \oplus 1_B)$); $C(f,x)$ is the minimum number of input bits required to uniquely identify the output of $f(x)$. Maximizing over all inputs gives $s(f)$, $bs(f)$, and $C(f)$, the sensitivity, block sensitivity, and certificate complexity of $f$, respectively. We also use sensitivity and block sensitivity measures that only allow flipping either 0s or 1s. A set $B \subseteq [n]$ is a sensitive $b$-block of $f$ at input $x$ if $x_i = b$ for each $i \in B$, and $f(x) \neq f(x \oplus 1_B)$. The $b$-block sensitivity of $f$ at $x$, denoted $bs_b(f,x)$, is the maximum integer $r$ for which there exist $r$ disjoint sensitive $b$-blocks of $f$ at $x$. The b-sensitivity of $f$ at $x$, $s_b(f,x)$, is the number of sensitive $b$-bits of $x$. Maximizing over all inputs gives $s_b(f)$, and $bs_b(f)$, the $b$-sensitivity and $b$-block sensitivity of $f$, respectively.

Note that $s_b(f)$ and $bs_b(f)$ are the same as the monotone sensitivity and monotone block sensitivity used in [12] to study AND-decision trees.

For a search problem $S$, a (deterministic) decision tree $T$ computing $S$ is a binary tree with internal nodes labelled by the variables and the leaves labelled by $y \in Y$. It evaluates an unknown input $x$ by traversing the tree based on variable queries. The label of the leaf reached must belong to $S(x)$. The depth of a decision tree $T$ is the length of the longest root-to-leaf path, and its size is the number of leaves. The deterministic query size complexity of $S$, denoted by $D^d(S)/D\text{Size}^d(S)$, is defined to be the minimum depth/size of a decision tree that computes $S$.

A randomized query algorithm decision tree $A$ is defined by a distribution $D_A$ over deterministic decision trees. It evaluates an input $x$ by randomly selecting a tree $T$ from $D_A$ and outputting the label of the leaf reached by $T$ on $x$. The algorithm is considered to compute $S$ with error at most $\epsilon$ if, for every $x$, the probability that $A(x)$ belongs to $S(x)$ is at least $1 - \epsilon$. The depth/size complexity of the randomized decision tree is determined by the maximum depth/size among all decision trees in the distribution's support. The randomized query size complexity of $S$ with error $\epsilon$, denoted by $R^d_\epsilon(S)/R\text{Size}^d_\epsilon(S)$, is the minimum depth/size of a randomized decision tree that computes $S$ with error $\epsilon$. For a probability distribution $D$ over the domain of $S$, the $(D,\epsilon)$-distributional query size complexity of $S$, denoted by $D^d_\epsilon(S)/D\text{Size}^d_\epsilon(S)$, is the minimum depth/size of a deterministic decision tree that gives a correct answer on $1 - \epsilon$ fraction of inputs weighted by $D$. When we drop $\epsilon$ from the subscript of a randomized/distributional query measures, we assume $\epsilon = 1/3$.

A multi-output function $f : \{0,1\}^n \rightarrow [m]$ solves $S$, denoted by $f \in_s S$, if for every $x \in \{0,1\}^n$, $(x,f(x)) \in S$. A pseudo-deterministic query algorithm for a search problem $S$, with error $1/3$, is a randomized decision tree that computes some multi-output function.
that solves $S$ with error at most $1/3$. The pseudo-deterministic query complexity of $S$, denoted by $psD_{\text{th}}(S)$, is equal to $\min_{f \in S} R_{\text{th}}(f)$, and pseudo-deterministic size complexity of $S$, denoted by $psD_{\text{Size}}(S)$, is equal to $\min_{f \in S} R_{\text{Size}}(S)$. Note that randomized query algorithms for $S$ do not necessarily output a canonical value with high probability, only a value $y$ such that $(x, y) \in S$ with high probability.

Known results that we use

- **Proposition 2.1** ([15]). For a search relation $S$, $R_{\text{th}}(S) = \max_D D_{\text{th}}(S)$ and $R_{\text{Size}}(S) = \max_D D_{\text{Size}}(S)$.
- **Proposition 2.2** ([14, 10, 2]). For any Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$,
  1. $s(f) \leq b_s(f) \leq C(f) \leq s(f) b_s(f)$.
  2. $s(f) \leq 3R_{\text{th}}(f)$.
  3. $C(f) \leq D_{\text{th}}(f) \leq O(f^2)$.
  4. $D_{\text{th}}(f) \leq O(f) b_s(f)$.
  5. $D_{\text{th}}(f) = O((D_{\text{th}}(f))^3)$.

- **Proposition 2.3** (restated from [8]). For a search relation $S$,
  1. $D_{\text{th}}(S) \leq \left(psD_{\text{th}}(S)\right)^3$. [Restated from Theorem 4.1(3) in [8]]
  2. $D_{\text{th}}(S) \leq \left(psD_{\text{th}}(S)\right)^3 \ell_S(n)$, where $\ell_S(n)$ is the number of bits required to represent the range of $S$. [Restated from Theorem 4.1(3) in [8]]

- **Proposition 2.4**.
  1. (Corollary 4.2 in [8]) For the relation $\text{APPROXHAMWT} = \{(x, v) : \text{wt}(x) - v \leq n/10\}$, $psD_{\text{th}}(\text{APPROXHAMWT}) = \Omega(n)$ and $R_{\text{th}}(\text{APPROXHAMWT}) = O(1)$.
  2. (Theorem 4 in [9]) For the relation $\text{PromiseFIND1} = \{(x, i) : \text{wt}(x) \geq |x|/2 \land x_i = 1\}$, $psD_{\text{th}}(\text{PromiseFIND1}) = \Omega(\sqrt{n})$ and $R_{\text{th}}(\text{PromiseFIND1}) = O(1)$.

- **Proposition 2.5**. For $F$ a random 3-CNF formula on $n$ variables with $m = \Theta(n)$ clauses sampled from $\mathbb{Z}_m^{3n}$, with probability $1 - o(1)$, $F$ is unsatisfiable and furthermore,
  1. $R_{\text{th}}(\text{SearchCNF}(F)) = O(1)$.
  2. $D_{\text{th}}(\text{SearchCNF}(F)) = \Omega(n)$. (From [13, 1])
  3. $D_{\text{Size}}(\text{SearchCNF}(F)) = \exp(\Omega(n))$. (From [1])

3 Relating measures for multi-output functions

We show the analogs of Proposition 2.2 for multi-output functions. The idea is to do the necessary modifications to the analogous results in the Boolean function case. For the proof, we refer the reader to the full version of our paper [3].

- **Theorem 3.1**. For a function $f : \{0, 1\}^n \rightarrow [m]$, the following relations hold.
  1. $C(f) \leq s(f) b_s(f)$.
  2. $s(f) \leq b_s(f) \leq 3R_{\text{th}}(f)$.
  3. $C(f) \leq D_{\text{th}}(f) \leq O(f^2)$.
  4. $D_{\text{th}}(f) \leq 2C(f) b_s(f)$.
  5. $D_{\text{th}}(f) = O((D_{\text{th}}(f))^3)$.

Using the above, we can now improve the bounds from Proposition 2.3 for search problems. One $psD_{\text{th}}(S)$ factor from item 1 there can be removed, as also the $\ell_S(n)$ factor in item 2.
Theorem 3.2. For any total search problem $S$, $D^M(S) = O((psD^M(S))^3)$.

Proof. For total search problem $S$, let $\tilde{f}$ be a function solving $S$, with $psD^M(S) = R^M(\tilde{f})$. Then, using Theorem 3.1(5), we obtain
\[ D^M(S) = \min_{f \in S} D^M(f) \leq D^M(\tilde{f}) \leq O((R^M(\tilde{f})^3) = O((psD^M(S))^3). \]

4 Pseudo-deterministic size vs deterministic size

In this section, we establish a polynomial relationship, up to polylog $n$ factors, between the logarithm of pseudo-deterministic size and the logarithm of deterministic size for total search problems, Theorem 4.3. We also improve the separation between pseudo-deterministic and randomized size, Theorem 4.6.

Recently it was shown in [4] that for total Boolean functions, the logarithms of deterministic size and the logarithms of randomized size are polynomially related, ignoring a polylog factor in input size. Using the relation from Proposition 4.2 as the “hypothesised function” in Proposition 4.1(2), we obtain the following result, relating the log of deterministic size and the log of pseudo-deterministic size for search problems.

Proposition 4.1. In a query model $M$, let $D^M(DSize^M)$, $R^M(RSize^M)$ and $psD^M(psDSize^M)$ denote the query complexity (size complexity, respectively) in the deterministic, randomized and pseudo-deterministic settings. Then,

1. If for some monotonic function $q : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ and every total Boolean function $f : \{0,1\}^n \to \{0,1\}$, $D^M(f) \leq q(R^M(f),n)$, then for any total search problem $S \subseteq \{0,1\}^n \times [m]$, $D^M(S) = O(q(psD^M(S),n) \cdot \min(\log m, psD^M(S)))$.

2. If for some monotonic function $q : \mathbb{R} \times \mathbb{N} \to \mathbb{N}$ and every total Boolean function $f : \{0,1\}^n \to \{0,1\}$, $\log DSize^M(f) \leq q(\log RSize^M(f),n)$, then for any total search problem $S \subseteq \{0,1\}^n \times [m]$, $\log DSize^M(S) = O(q(\log psDSize^M(S),n) \cdot \min(\log m, \log psDSize^M(S)))$.

Proof Sketch. We give a proof sketch for the second statement. For search problem $S$ with $psDSize^M(S) = s$, let function $\tilde{f}$ solve $S$ with $RSize^M(\tilde{f}) = s$ witnessed by a randomized tree $T$. For $k = \lfloor \log m \rfloor$, define the Boolean functions $f_1, f_2, \ldots, f_k$ where $f_i(x)$ extracts the $i$th bit in the $k$th digit representation of $f(x)$. Then for each $i \in [k]$, $RSize^M(f_i) \leq RSize^M(\tilde{f}) = s$; simply relabel the leaves of $T$ appropriately. By the hypothesised relation for Boolean functions, for each $i \in [\lfloor \log m \rfloor]$, $\log DSize^M(f_i) \leq q(\log RSize^M(f_i),n) \leq q(\log s,n)$. Let $T_i$ be a deterministic tree achieving this size bound. By composing the trees $T_1, T_2, \ldots, T_k$ and suitably relabelling the leaves with elements from $[m]$, we obtain a deterministic tree for $\tilde{f}$ of size $(2^{q(\log s,n)})^k$. With careful analysis, we can get $\min(\log m, \log psDSize^M(S))$ in place of $k$ in the exponent.

Recently it was shown in [4] that for total Boolean functions, the logarithms of deterministic and randomized size are polynomially related, ignoring a polylog factor in input size.

Proposition 4.2 ([4, Theorem 3.1(b)]). For a total Boolean function $f : \{0,1\}^n \to \{0,1\}$,
\[ \log DSize^M(f) = O((\log RSize^M(f))^4 \log^3(n)). \]

Using the relation from Proposition 4.2 as the “hypothesised function” in Proposition 4.1(2), we obtain the following result, relating the log of deterministic size and the log of pseudo-deterministic size for search problems.
Theorem 4.3. For a total search problem \( S \subseteq \{0, 1\}^n \times [m] \), we have
\[
\log \text{DS}^{dt}(S) = O(\log^4 \text{psDSize}^{dt}(S) \cdot \log^3(n) \cdot \min(\log m, \log \text{psDSize}^{dt}(S))).
\]

In [9] (Theorem 22), a separation was established between pseudo-deterministic and randomized size for a SearchCNF problem, defined on suitably expanding kCNF formulas lifted with 2-bit XOR gadgets. It was shown that the randomized size complexity of this problem is \( O(1) \), while the pseudo-deterministic size complexity is \( \exp(\Omega(\sqrt{n})) \). We obtain a similar (but weaker) separation for the SearchCNF problem without any lifting, by putting together Proposition 2.5(Item 3) and Theorem 4.3.

Corollary 4.4. For \( F \) a random 3-CNF formula on \( n \) variables with \( m = cn \) clauses sampled from \( F_{m,n}^3 \), with probability \( 1 - o(1) \), \( F \) is unsatisfiable and
\[
\text{psDSize}^{dt}(\text{SearchCNF}(F)) = \exp(\Omega(n^{1/4}/\log n)).
\]

Since \( \text{RSize}^{dt} \) of \( \text{SearchCNF} \) on random 3-CNF formulas is \( O(1) \) w.h.p (see Proposition 2.5(Item 1)), we get a separation between \( \text{RSize}^{dt} \) and \( \text{psDSize}^{dt} \), albeit not as strong as [9]. However, Theorem 4.3 allows us to conclude that any total search problem separating randomized and deterministic size will yield a separation between \( \text{RSize}^{dt} \) and \( \text{psDSize}^{dt} \).

We now improve the separation between randomized and pseudo-deterministic sizes, from \( O(1) \) vs \( \exp(\Omega(\sqrt{n})) \) as shown in [9], to \( O(1) \) vs \( \exp(\Omega(n)) \). To achieve this, we focus on the \( \text{APPROXHAMWt} \) problem. For this problem, a linear depth separation between randomized and pseudo-deterministic algorithms is already known from [8] (see Proposition 2.4). By using a 1-bit indexing gadget, we can lift the depth separation in \( \text{APPROXHAMWt} \) to an exponential size separation, as was done in [9, Theorem 22]. (The 1-bit indexing gadget replaces each variable \( x \) by the function \( \text{SEL}(x^a, x^b, x^c) = 1 \) if \( x^a = 1 \) then \( x^b \) else \( x^c \).) In the rest of this section, we show that the exponential size separation between randomized and pseudo-deterministic algorithms can also be achieved using \( \text{APPROXHAMWt} \) itself without the lift. It is easy to see that the randomized size of \( \text{APPROXHAMWt} \) is \( O(1) \). We show that its pseudo-deterministic size is \( \exp(\Omega(n)) \). To this end, we establish that every solution to \( \text{APPROXHAMWt} \) embeds a hard boolean function whose randomized decision tree size is exponential in the input size. This hard function is a completion of the promise problem Approximate Majority, \( \text{APPROXMAJ} \).

\( \text{APPROXMAJ} \) is a promise problem (i.e. partial Boolean functions; certain bit strings are promised to never appear as inputs) where the task is to compute the majority of the given bit string. The promise is that the fraction of bits set to 1 in the input is either at least \( 3/4 \) or at most \( 1/2 \). A completion of \( \text{APPROXMAJ} \) is a total Boolean function that extends \( \text{APPROXMAJ} \) arbitrarily on the non-promised inputs. We show that every solution to \( \text{APPROXHAMWt} \) embeds some completion of \( \text{APPROXMAJ} \), and that the randomized decision tree size of every completion of \( \text{APPROXMAJ} \) is exponential in the input size.

Theorem 4.5. For the promise problem (partial boolean function) \( \text{APPROXMAJ} \),
\[
\text{APPROXMAJ}(x) = \begin{cases} 
0 & \text{if } |x| \leq n/2 \\
1 & \text{if } |x| \geq 3n/4
\end{cases},
\]

every completion \( f \) of \( \text{APPROXMAJ} \) has \( \text{RSize}^{dt}(f) = \exp(\Omega(n)) \).

The proof of Theorem 4.5 is based on a corruption argument and follows the template for proving randomized decision tree size lower bounds in [4, Theorem A.7]. This argument is essentially due to Swagato Sanyal, and we thank him for allowing us to include it here. Before we see its proof, let us use it to establish an exponential separation between randomized and pseudo-deterministic size for \( \text{APPROXHAMWt} \).
Theorem 4.6. Let $S$ be the search problem $\text{APPROXHAMWT} = \{(x, v) \in \{0, 1\}^n \times \{0, 1, ..., n\} : \text{wt}(x) - v \leq n/10\}$, where $\text{wt}(x)$ is the Hamming weight of $x$. Then $\text{RSize}^\text{dt}(S) = O(1)$, while psDSize$^\text{dt}(S) = \exp(\Omega(n))$.

Proof. The Hamming weight of a string can be estimated within a small ($\theta(n)$) additive error by querying a constant number of variables uniformly at random and outputting the scaled-up fraction of 1’s seen in the queried bits. Thus $\text{RSize}^\text{dt}(S) = O(1)$.

To show a pseudo-deterministic size lower bound, we need to show that any function that solves the $\text{APPROXHAMWT}$ problem must have randomized decision tree of size $\exp(\Omega(n))$. Let $f$ be any function solving the $\text{APPROXHAMWT}$ problem. The total Boolean function $\tilde{f} : \{0, 1\}^n \to \{0, 1\}$ defined as $\tilde{f}(x) = 1$ iff $f(x) > 6n/10$ is a completion of $\text{APPROXMAJ}$. Given a randomized decision tree that computes $\tilde{f}$, we can relabel the leaves appropriately to obtain a randomized decision tree that computes $\tilde{f}$. Using Theorem 4.5, we conclude that $\text{RSize}^\text{dt}(f) \geq \text{RSize}^\text{dt}(\tilde{f}) = \exp(\Omega(n))$. □

Proof of Theorem 4.5. Let $f$ be any completion of $\text{APPROXMAJ}$. Our strategy is to construct a hard distribution $D$ on the inputs $\{0, 1\}^n$ such that $\text{DSize}^\text{dt}_{D, 1/3}(f) = \exp(\Omega(n))$, and then use Yao’s minmax principle (see Proposition 2.1) to conclude that $\text{RSize}^\text{dt}(f) = \exp(\Omega(n))$. To define the hard distribution, we start by introducing some terminology. For an input $x \in \{0, 1\}^n$, let $S^1_x = \{ i : x_i = 1 \}$ and $S^0_x = [n] \setminus S^1_x$. We say that $x$ is 0-sensitive if all the 0s in $x$ are sensitive with respect to $f$. For $x \in \{0, 1\}^n$, we define the set of extreme upward neighbors of $x$ as $\text{EUN}(x) = \{ y : S^1_x \subseteq S^1_y, f(x) = f(y) \text{ and } y \text{ is 0-sensitive} \}$. With this terminology in place, we can define the hard distribution as follows:

1. Let $\text{rep} : \{0, 1\}^n \to \{0, 1\}^n$ be a function which maps $x \in \{0, 1\}^n$ to an arbitrary input from $\text{EUN}(x)$. Define $\mu_0$, a distribution over $f^{-1}(0)$ as follows: Sample an $x$ of Hamming weight $n/2$ uniformly at random, and output $\text{rep}(x)$.
2. Define $\mu_1$, a distribution over $f^{-1}(1)$, as follows: Sample an $x$ according to $\mu_0$, an index $i$ uniformly at random from $S^0_x$, and return $x \oplus 1_{(i)}$.
3. Our hard distribution $D$ is $(\mu_0 + \mu_1)/2$ i.e. with probability 1/2 return a sample from $\mu_0$, and with probability 1/2 return a sample from $\mu_1$.

We show below that $\text{DSize}^\text{dt}_{D, 1/10}(f) = \exp(\Omega(n))$. Let $T$ be a deterministic decision tree computing $f$ correctly on at least $9n/10$-probability mass when the input is sampled according to $D$. Since $D$ samples with probability 1/2 from $\mu_0$ and with probability 1/2 from $\mu_1$, $T$ must be correct on at least 4/5-th mass of $\mu_0$ as well as at least 4/5 mass of $\mu_1$. Let $L_0$ be set of all 0-labelled leaves (0-leaves) in $T$. Let $\rho_0$ and $\rho_1$ be the $\mu_0$ and $\mu_1$ mass captured by 0-leaves respectively; i.e.,

$$\rho_0 = \sum_{v \in L_0, x \sim \mu_0} \text{Pr}[x \text{ reaches } v]; \quad \rho_1 = \sum_{v \in L_0, x \sim \mu_1} \text{Pr}[x \text{ reaches } v].$$

As discussed above, $\rho_0 \geq 4/5$ and $\rho_1 \leq 1/5$.

For a leaf $v$, let $Z_v$ denote the set of indices of variables fixed to zero on the path leading to $v$ and $E_v(x)$ denote the event that the input $x$ reaches leaf $v$. We will show that 0-paths with small $|Z_v|$ together capture at most 2/5 of the $\mu_0$ mass, and 0-paths with large $|Z_v|$ individually capture exponentially small $\mu_0$ mass. Thus to ensure that $\rho_0$ is large enough, there must be many 0-leaves.

1. (0-paths with few 0’s). Firstly, we show that 0-paths which see less than $[n/8]$ 0’s must capture no more than 2/5-th mass of $\mu_0$, i.e.,

$$\rho_0^0 = \sum_{v \in L_0, |Z_v| < [n/8]} \text{Pr}[x \text{ reaches } v] \leq 2/5.$$
This follows from the sensitivity property of $\mu_0$. Specifically, each $y$ in the support of $\mu_0$ has a Hamming weight less than $3n/4$, and since all the 0s in $y$ are sensitive, each $y$ in the support of $\mu_0$ has 0-sensitivity of at least $n/4$. Therefore, if a 0-path has not observed many 0s, the corresponding leaf will also capture a significant amount of $\mu_1$ mass. Formally, consider a subcube $Q$ corresponding to a 0-leaf with less than $[n/8]$ variables fixed to 0. Due to the sensitivity property of $\mu_0$, each $x$ supported by $\mu_0$ has at least $n/4$ sensitive 0s. Hence, any $x$ supported by $\mu_0$ that lies in $Q$ has at least half of its total 0s unfixed. By flipping any of these 0s, we obtain an input supported by $\mu_1$ that still lies in $Q$. Therefore,

$$1/5 \geq \rho_1 \geq \sum_{v \in L_0} \Pr_{x \sim \mu_1} [E_v(x)] = \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x) \oplus 1_{(i)}]$$

$$\geq \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x) \text{ and } i \notin Z_v] = \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x)] \Pr_{x \sim \mu_0} [i \notin Z_v | E_v(x)]$$

$$\geq \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x)] \cdot \left(\frac{|S^0_v| - n/8}{|S^0_v|}\right) \geq \frac{1}{2} \cdot \left(\sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x)]\right) = \frac{1}{2} \rho_0.$$

(In the last inequality, we use the fact that $|S^0_v| > n/4$.) Hence $\rho_0 \leq 2/5$.

2. (0-paths with lots of 0’s). Secondly, we show that a 0-path which sees more than $[n/8]$ 0’s can capture at most $\kappa = \exp(-\Omega(n))$ of $\mu_0$ mass. Consider a leaf $v$ labelled 0 such that the path leading to $v$ fixes $t \geq [n/8]$ variables to 0; $|Z_v| = t \geq n/8$. Let $S_{n/2}$ be all strings of Hamming weight $n/2$. We have

$$\kappa = \Pr_{y \sim \mu_0} [y \text{ reaches } v] = \Pr_{x \sim \mu_0} [\text{rep}(x) \text{ reaches } v]$$

$$\leq \Pr_{x \sim \mu_0} [S^1_{n/2} \cap Z_v = \emptyset] \leq \Pr_{x \sim \mu_0} [S^1_{n/2} \cap Z_v = \emptyset] \quad \text{(because } S^1_x \subseteq S^1_{\text{rep}(x)})$$

$$\leq \left(\frac{n/2}{n/2}\right)^{\left(\frac{n/2}{n/2}\right)} = \left(\frac{7n/8}{n/2}\right)^{\left(\frac{n/2}{n/2}\right)} \leq \left(\frac{7}{8}\right)^{\left(\frac{n/2}{n/2}\right)} = 2^{-\Omega(n)}.$$

With these two observations, we can now obtain the desired lower bound.

$$\frac{4}{5} \leq \rho_0 = \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x)] = \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x)] + \sum_{v \in L_0} \Pr_{x \sim \mu_0} [E_v(x)]$$

$$\leq 2/5 + \kappa \times \text{(number of 0-leaves)}.$$

Hence the number of 0-leaves is at least $2/(5\kappa) = \exp(\Omega(n))$. △

5 More general decision trees

A variable is queried at each node of a decision tree. Generalising the class of permitted queries gives rise to many variants of decision trees that have been considered in different contexts. In this section, we consider three such classes.

- **And-decision trees (ADT):** queries are restricted to And of non-negated variables.
- **(And, Or)-decision trees:** queries are restricted to And or Or of variables.
- **Parity-decision trees (PDT):** queries are restricted to Parity of variables.
We denote the deterministic, pseudo-deterministic and randomized query complexity in each of these types of trees as \((D^{\wedge, dt}, \text{psD}^{\wedge, dt}, R^{\wedge, dt})\), \((D^{\wedge, \vee, dt}, \text{psD}^{\wedge, \vee, dt}, R^{\wedge, \vee, dt})\), and \((D^{\wedge, \neg dt}, \text{psD}^{\wedge, \neg dt}, R^{\wedge, \neg dt})\), respectively.

And, OR and PARITY are the most basic Boolean functions. It is thus natural to study the relationship between determinism, pseudo-determinism and randomization in these settings. We will use the following recently-proved results from [4].

\[\begin{align*}
\text{Proposition 5.1 ([4])}. & \text{ For every total Boolean function } f : \{0,1\}^n \rightarrow \{0,1\}, \\
& 1. \ D^{\wedge, dt}(f) = O(R^{\wedge, dt}(f)^3 \log^4(n)). \ ([4, \text{Theorem 4.5}]) \\
& 2. \ \log \text{DSize}^{dt}(f) / (2 \log n) \leq D^{(\wedge, \wedge, v), dt}(f) \leq 4 \log \text{DSize}^{dt}(f). \ ([4, \text{Lemma 4.2}]) \\
& 3. \ \log \text{RSize}^{dt}(f) / (2 \log n) \leq R^{(\wedge, \wedge, v), dt}(f) \leq 4 \log \text{RSize}^{dt}(f). \ ([4, \text{Lemma 4.2}]) \\
& 4. \ D^{(\wedge, \wedge, v), dt}(f) = O(R^{(\wedge, \wedge, v), dt}(f)^4 \log^7(n)). \ ([4, \text{Theorem 4.1}])
\end{align*}\]

**And-decision trees**

Pseudo-determinism can be separated from randomness in AND decision trees. To establish the separation, we first give a technique to prove a pseudo-deterministic lower bound using 0-block sensitivity. The following theorem generalizes Theorem 3.1(2) to AND decision trees. The same relation is proved for Boolean functions in [12], by reduction to a hard communication problem; We give a more direct proof in the full version of our paper [3] for multi-output functions by constructing a hard distribution and using Yao’s minimax principle.

\[\begin{align*}
\text{Theorem 5.2.} & \text{ For a multi-output function } f, R_{1/3}^{\wedge, dt}(f) \geq b_0(f)/3. \\
& \text{For a total search problem } S, \ \text{psD}_{1/3}^{\wedge, dt}(S) \geq \min_{f \in S} b_0(f)/3.
\end{align*}\]

Using this result, we can now separate randomized and pseudo-deterministic complexity.

\[\begin{align*}
\text{Theorem 5.3.} & \text{ Let } S \text{ be the search problem APPROXHAMWT } = \{ (x,v) : |wt(x) - v| \leq n/10 \}. \text{ Then } R^{\wedge, dt}(S) = R^{dt}(S) = O(1), \text{ while } \text{psD}^{\wedge, dt}(S) = \Omega(n). \\
\text{Proof.} & \text{ It is easy to see, and already noted in Corollary 4.2 of [8], that } R^{dt}(S) = O(1). \text{ To show psD}^{\wedge, dt}(S) = \Omega(n), \text{ we will show that any } f \text{ solving } S \text{ must have 0-sensitivity at least } 4n/5. \text{ This too follows the proof outline from Corollary 4.2 of [8], where a lower bound on psD}^{\wedge, dt} \text{ was obtained. But using Theorem 5.2, we draw the stronger conclusion that psD}^{\wedge, dt}(S) \geq 4n/5. \text{ Suppose that for some } f \text{ solving } S, s_0(f) < 4n/5. \text{ We start with } x^0 = 0^n \text{ and create a sequence of inputs } (x^i) \text{ such that } wt(x^i) = i \text{ and } f(x^i) = f(0^n). \text{ Because } f \text{ solves APPROXHAMWT, } n/10 \geq f(0^n) = f(x^1) = f(x^2) = \ldots = f(x^i) \geq i - n/10. \text{ Thus if we are able to create such a sequence of length at least } l = n/5 + 1, \text{ then we already have a contradiction. The only thing left is to create the sequence } x^i. \text{ For } 0 \leq i \leq n/5, \text{ given } x^i \text{ with } f(x^i) = f(0^n), \text{ we need to find a suitable } x^{i+1}. \text{ Note that } x^i \text{ has exactly } n - i \text{ 0-bit positions, of which at most } s_0(f) \text{ are sensitive, so at least } s = n - i - s_0(f) \text{ 0-bit positions are not sensitive. Since } s_0(f) < 4n/5 \text{ and } i \leq n/5, \text{ so } x^i \text{ has at least one non-sensitive 0-bit position. Pick any such position, say } j, \text{ and define } x^{i+1} = x^i \oplus 1(j). \text{ Note that } x^{i+1} \text{ satisfies the desired properties e.g. } f(x^{i+1}) = f(x^i) = f(0^n) \text{ and } wt(x^{i+1}) = i + 1. \quad \Box
\end{align*}\]

On the other hand, using Proposition 5.1(1) with Proposition 4.1, we get a polynomial relationship between psD^{\wedge, dt} \text{ and } D^{\wedge, dt}.

\[\begin{align*}
\text{Theorem 4.5.} & \text{ For a total search problem } S \subseteq \{0,1\}^n \times [m], \text{ we have } \\
D^{\wedge, dt}(S) = O(\text{psD}^{\wedge, dt}(S)^3 \cdot \log^4(n) \cdot \min(m, \text{psD}^{\wedge, dt}(S))).
\end{align*}\]
(AND, OR)-decision trees

The results of Proposition 5.1(2),(3) are proved in [4] only for total Boolean functions. However, the proof there is based on a syntactic argument, where the upper bound relies on a tree-balancing argument and the lower bound is obtained by opening up AND and OR queries. Since the proof is syntactic, it naturally extends to multi-output functions and search problems as well. Using this extension to multi-output functions, we obtain the following relationship between pseudo-determinism and determinism.

Lemma 5.5. For a total search problem \( S \subseteq \{0,1\}^n \times [m] \), we have

\[
\log \text{psDSize}^{dt}(S)/(2 \log n) \leq \text{psD}^{(\land,\lor)}-\text{dt}(S) \leq 4 \log \text{psDSize}^{dt}(S).
\]

Proof. For \( S \), let \( f \) and \( g \) be multi-output function solving \( S \), with \( \text{psDSize}^{dt}(S) = R\text{Size}^{dt}(f) \) and \( \text{psD}^{(\land,\lor)}-\text{dt}(S) = R^{(\land,\lor)}-\text{dt}(g) \) respectively. Then

\[
4 \log \text{psDSize}^{dt}(S) = 4 \log R\text{Size}^{dt}(f) \geq R^{(\land,\lor)}-\text{dt}(f) \geq \text{psD}^{(\land,\lor)}-\text{dt}(S)
\]

\[
= R^{(\land,\lor)}-\text{dt}(g) \geq \log R\text{Size}^{dt}(g)/(2 \log n) \geq \log \text{psDSize}^{dt}(S)/(2 \log n).
\]

The inequalities marked (*) holds because of Proposition 5.1(3).

This, along with the size separation from Theorem 4.6, gives us a separation between randomized and pseudo-deterministic query complexity in (AND, OR)-decision trees.

Theorem 5.6. Let \( S \) be the search problem \( \text{APPROXHAMWT} \). Then \( R^{(\land,\lor)}-\text{dt}(S) = O(1) \) and \( \text{psD}^{(\land,\lor)}-\text{dt}(S) = \Omega(n/ \log n) \).

On the other hand, using Proposition 5.1(4) along with Proposition 4.1 gives a polynomial relation between pseudo-determinism and determinism, up to polylog factors.

Theorem 5.7. For a total search problem \( S \subseteq \{0,1\}^n \times [m] \), we have

\[
D^{(\land,\lor)}-\text{dt}(S) = O(\text{psD}^{(\land,\lor)}-\text{dt}(S)^{4} \cdot \log^{7}(n) \cdot \min(\log m, \text{psD}^{(\land,\lor)}-\text{dt}(S))).
\]

PARITY-decision trees

For \( \text{PARITY} \) decision trees, for total Boolean functions, the randomized and deterministic \( \text{PARITY} \) query complexities are linearly separated: for the AND and OR functions, the deterministic PDT complexity is \( \Omega(n) \), whereas the randomized PDT complexity is \( O(1) \). The search analogue of the OR function gives an almost linear separation between determinism and pseudo-determinism in the PDT model. See the full version of our paper [3] for details.

Theorem 5.8. Let \( S \) be the search problem \( \text{SEARCHOR} = \{(x,v) : (x_{v} = 1) \text{ or } (x = 0^{n} \land v = n + 1)\} \). Then \( D^{\text{dt}}(S) = n \) whereas \( \text{psD}^{\text{dt}}(S) = O(\log n \log \log n) \).

Establishing a super-polynomial separation between randomness and pseudo-determinism remains open for \( \text{PARITY} \) decision trees.

A combinatorial proof of a combinatorial problem

In [9], the authors studied the pseudo-deterministic query complexity of a promise problem \( \text{PromiseFIND1} \). Here the input bit string has 1s in at least half the positions, and the task is to find a 1. They observed that \( \text{PromiseFIND1} \) is a complete problem for easily-verifiable
search problems with randomized query algorithms (see Theorem 3 in [9]), and proved a \( \Omega(\sqrt{n}) \) lower bound on its pseudo-deterministic query complexity. They conjectured that the pseudo-deterministic query lower bound for PromiseFIND1 can be improved to \( \Omega(n) \).

Towards understanding the PromiseFIND1 problem better, they introduced a natural colouring problem on hypercubes which states that any proper coloring of the hypercube contains a point with many 1s and with high block sensitivity.

\begin{definition}
A proper coloring of the \( n \)-dimensional hypercube \( H_n \) is any function \( \phi: \{0,1\}^n \rightarrow [n] \) such that for all \( \beta \in \{0,1\}^n - \{0^n\} \), \( \beta_{\phi(\beta)} = 1 \).
\end{definition}

We say a proper coloring \( \phi \) is \( d \)-sensitive if there exists a \( \beta \in \{0,1\}^n \) such that \( |\beta| \geq n/2 \) and \( \beta \) has block sensitivity at least \( d \) with respect to \( \phi \). That is, there are \( d \) disjoint blocks of inputs, \( B_1, \ldots, B_d \) such that for all \( i \in [d], \phi(\beta) \neq \phi(\beta \oplus 1_{B_i}) \). The hypercube coloring problem is about proving lower bound on the (block) sensitivity of every proper coloring. In [9] it was shown that every proper coloring is \( \Omega(\sqrt{n}) \)-sensitive.

\begin{proposition}[Theorem 14 [9]]
Every proper coloring of \( H_n \) is \( \Omega(\sqrt{n}) \)-sensitive.
\end{proposition}

The hypercube coloring problem is closely related to the pseudodeterministic query complexity of PromiseFIND1. It is a straightforward observation that showing every proper coloring is \( d \)-sensitive implies a lower bound of \( d \) on the pseudo-deterministic query complexity of PromiseFIND1. To prove Proposition 6.2 in [9], the sensitivity lower bound for the search problem associated with a random unsat \( k \)-XOR formula was converted into a block sensitivity lower bound for the hypercube coloring problem.

We give a self-contained combinatorial solution to the coloring problem. Our solution shows that every proper coloring of hypercube has a \( \beta \in \{0,1\}^n \) with Hamming weight \( \geq n/2 \) and with block sensitivity \( \Omega(n^{1/3}) \). In fact, either the 1-block sensitivity or the 0-block sensitivity (or both) is \( \Omega(n^{1/3}) \). Thus this appears incomparable with the bound from [9]. Our solution is constructive: Algorithm 1 finds the required high-weight, high-block-sensitivity point, by querying \( \phi \) at various points.

\begin{theorem}
Every proper coloring \( \phi \) of the Boolean hypercube has a \( \beta \in \{0,1\}^n \) with \( |\beta| \geq n/2 \) satisfying \( bs_0(\phi, \beta) = \Omega(n^{1/3}) \) or \( bs_1(\phi, \beta) = \Omega(n^{1/3}) \).
\end{theorem}

\begin{proof}
In Algorithm 1, we describe a procedure to find the required point \( \beta \). To prove that the algorithm is correct, we need to prove that if it returns \( \beta \in \{0,1\}^n \) and blocks \( D_1, D_2, \ldots, D_r \), then

1. \( \beta \in \mathcal{X} \) (i.e. \( \beta \) has Hamming weight at least \( n/2 \)),
2. \( D_1, D_2, \ldots, D_r \) are disjoint sensitive blocks of \( \phi \) at \( \beta \), and
3. either all these blocks are 1-blocks of \( \beta \) or all these blocks are 0-blocks.
4. \( r = \Omega(n^{1/3}) \).

Observe that by construction, for each \( i \in [t+1] \) where \( \beta^i \) is constructed by the algorithm, \( \beta^i \) has 0s in \( B_j \) for \( j < i \) and 1s in \( B_i \) (in fact, 1s elsewhere); hence the blocks \( B_1, \ldots, B_{t-1} \) are disjoint.

Further, by construction, each complete iteration of the for loop adds fewer than \( t^2 \) positions to \( C \): there are fewer than \( t \) blocks (otherwise the algorithm would terminate at line 9) and each block has size less than \( t \) (otherwise the algorithm would terminate at line 13). Thus, since \( |C_0| = 0 \), if the algorithm reaches line 15 in iteration \( i \), then \( C_i \) has size less than \( i \cdot t^2 \). Hence \( \beta^{i+1} \) has hamming weight \( n - |C_i| > n - it^2 \geq n - t^3 > n - n/2 \geq n/2 \) and is in \( \mathcal{X} \).

\begin{algorithm}
\end{algorithm}
Algorithm 1 Algorithm to find the sensitive point.

Require: A proper coloring \( \phi \). i.e. For \( \mathcal{X} = \{x \in \{0, 1\}^n \mid \sum_i x_i \geq n/2\}, \phi : \mathcal{X} \to [n] \) satisfying \( \forall x \in \mathcal{X}, x_{\phi(x)} = 1 \).
1: \( t \leftarrow [(n/2)^{1/3}]; C_0 \leftarrow \emptyset \)
2: for \( i \) from 1 to \( t \) do
3: \( \beta^i \leftarrow 0_{C_{i-1}} \) \( \triangleright \) Reference input to find \( t \) sensitive 1-blocks.
4: \( \ell \leftarrow \phi(\beta^i); s \leftarrow \text{bs}_1(\phi, \beta^i) \) \( \triangleright \) \{\ell\} is a 1-sensitive block of \( \beta^i \), so \( s \geq 1 \)
5: \( B_{i,1}, B_{i,2}, ..., B_{i,s} \): disjoint, minimally-sensitive 1-blocks achieving the 1-block sensitivity \( s \).
6: \( B_i \leftarrow \bigcup_{j=1}^{s} B_{i,j} \) \( \triangleright \) \( \ell \in B_i \)
7: if \( s \geq t \) then
8: return \( \beta^i \) and \( \{B_{i,1}, B_{i,2}, ..., B_{i,s}\} \) \( \triangleright \text{bs}_1(\phi, \beta^i) \geq t \)
9: end if
10: if \( \max_j |B_{i,j}| \geq t \) then
11: Pick any such \( j \in [s] \) with \( |B_{i,j}| \geq t \).
12: return \( \beta^i \ominus 1_{B_{i,j}} \) and \( \{k \mid k \in B_{i,j}\} \) \( \triangleright s_0(\phi, \beta^i \ominus 1_{B_{i,j}}) \geq t \)
13: end if
14: \( C_i \leftarrow C_{i-1} \cup B_i \) \( \triangleright \text{We show: } C_i \text{ forms a } \phi\text{-certificate for } \beta^i \)
15: \( \beta^{i+1} \leftarrow 0_{C_0} \)
16: end for
17: \( \beta^{t+1} \leftarrow 0_{C_t} \)
18: return \( \beta^{t+1} \) and \( \{B_1, B_2, ..., B_t\} \) \( \triangleright \text{bs}_0(\phi, \beta^{t+1}) \geq t \)

If the algorithm terminates at line 9 in the \( i \)th iteration of the for loop, then by the choice in line 6 the returned blocks are disjoint 1-sensitive blocks of \( \beta = \beta^i \), and there are at least \( t \) of them. Similarly, if the algorithm terminates at line 13 in the \( i \)th iteration of the for loop, then by minimality of the sensitive block \( B_{i,j} \) chosen in line 12, each position in \( B_{i,j} \) is a 0-sensitive location in \( \beta = \beta^i \ominus 1_{B_{i,j}} \), and there are at least \( t \) of them.

If the algorithm terminates at line 18, then each \( B_i \) is a 0-block of \( \beta = \beta^{t+1} \) and there are \( t \) such blocks. It remains to prove that each \( B_i \) is sensitive for \( \beta = \beta^{t+1} \). To show this, we will first show that each \( C_i \) is a certificate for \( \beta^i \), and then show that this implies each \( B_i \) is sensitive for \( \beta \).

For the first part, suppose for some \( i \in [t] \), \( C_i \) is not a certificate for \( \beta^i \). Then there exists an \( \alpha \in \mathcal{X} \) such that \( \forall j \in C_i, \alpha_j = \beta_j^i \), but \( \phi(\alpha) \neq \phi(\beta^i) \). Let \( B \) be the set of positions where \( \alpha \) and \( \beta^i \) differ i.e. \( \alpha = \beta^i \oplus 1_B \). Since \( \alpha \) and \( \beta^i \) agree on \( C_i \), \( B \) must be disjoint from \( C_i \). Since \( \phi(\beta^i) \neq \phi(\alpha) = \phi(\beta^i \oplus 1_B) \), \( B \) is a 1-sensitive block of \( \phi \) at \( \beta^i \). By the choice in line 6 at the \( i \)th iteration, \( \beta^i \) has no 1-sensitive blocks disjoint from the blocks \( B_{i,1}, ..., B_{i,s} \). But \( B_i \) is precisely the union of these blocks, and is contained in \( C_i \), so \( B \) is disjoint from \( B_i \), a contradiction. Hence \( C_i \) is indeed a \( \phi \)-certificate for \( \beta^i \).

For the second part, note that for each \( i \in [t] \), \( \beta \) and \( \beta^i \) agree on \( C_{i-1} \) and \( \beta \oplus B_i \) and \( \beta^i \) agree on \( C_i \). Since \( C_i \) is a certificate for \( \beta^i \), \( \phi(\beta \oplus B_i) = \phi(\beta^i) = \ell \), say. By the definition of proper coloring, \( \{\ell\} \) is a 1-sensitive block of \( \beta^i \), and since the blocks chosen in line 6 are the maximum possible 1-sensitive blocks, \( \ell \in B_i \). But \( \phi(\beta) \neq \ell \) because \( \beta = 0_{C_i} \) and has only 0s in \( B_i \). Thus \( \phi(\beta) \neq \phi(\beta \oplus B_i) \), and hence \( B_i \) is a 0-sensitive block for \( \beta \).

Finally, by choice of \( t \), we see that \( r = \Omega(n^{1/3}) \). This concludes the correctness proof.
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