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Abstract

Given a graph $G$ and an integer $k$, Max Min FVS asks whether there exists a minimal set of vertices of size at least $k$ whose deletion destroys all cycles. We present several results that improve upon the state of the art of the parameterized complexity of this problem with respect to both structural and natural parameters.

Using standard DP techniques, we first present an algorithm of time $tw^{O(tw)}n^{O(1)}$, significantly generalizing a recent algorithm of Gaikwad et al. of time $vc^{O(vc)}n^{O(1)}$, where $tw$, $vc$ denote the input graph’s treewidth and vertex cover respectively. Subsequently, we show that both of these algorithms are essentially optimal, since a $vc^{o(vc)}n^{O(1)}$ algorithm would refute the ETH.

With respect to the natural parameter $k$, the aforementioned recent work by Gaikwad et al. claimed an FPT branching algorithm with complexity $10^k n^{O(1)}$. We point out that this algorithm is incorrect and present a branching algorithm of complexity $9.34^k n^{O(1)}$.
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1 Introduction

We consider a MaxMin version of the well-studied feedback vertex set problem where, given a graph $G = (V, E)$ and a target size $k$, we are asked to find a set of vertices $S$ with the following properties: (i) every cycle of $G$ contains a vertex of $S$, that is, $S$ is a feedback vertex set (ii) no proper subset of $S$ is a feedback vertex set, that is, $S$ is minimal (iii) $|S| \geq k$. Although much less studied than its minimization cousin, Max Min FVS has recently attracted attention in the literature as part of a broader study of MaxMin versions of standard problems, such as Max Min VERTEX COVER and UPPER DOMINATING SET. The main motivation of this line of research is the search for a deeper understanding of the performance of simple greedy algorithms: given an input, we would like to compute what is the worst possible solution that would still not be improvable by a simple heuristic, such as removing redundant vertices. Nevertheless, over recent years MaxMin problems have been found to possess an interesting combinatorial structure of their own and have now become an object of more widespread study (we survey some such results below).
It is not surprising that Max Min FVS is known to be NP-complete and is in fact significantly harder than Minimum FVS in most respects, such as its approximability or its amenability to algorithms solving special cases. Given the problem’s hardness, in this paper we focus on the parameterized complexity of Max Min FVS, since parameterized complexity is one of the main tools for dealing with computational intractability. We consider two types of parameterizations: the natural parameter $k$; and the parameterization by structural width measures, such as treewidth. In order to place our results into perspective, we first recall the current state of the art.

Previous work. Max Min FVS was first shown to be NP-complete even on graphs of maximum degree 9 by Mishra and Sikdar [32]. This was subsequently improved to NP-completeness for graphs of maximum degree 6 by Dublois et al. [20], who also present an approximation algorithm with ratio $n^{2/3}$ and proved that this is optimal unless P=NP. A consequence of the polynomial time approximation algorithm of [20] was the existence of a kernel of order $O(k^3)$, which implied that the problem is fixed-parameter tractable with respect to the natural parameter $k$. Some evidence that this kernel size may be optimal was later given by [2]. We note also that the problem can easily be seen to be FPT parameterized by treewidth (indeed even by clique-width) as the property that a set is a minimal feedback vertex set is MSO$_1$-expressible, so standard algorithmic meta-theorems apply.

Given the above, the state of the art until recently was that this problem was known to be FPT for the two most well-studied parameterizations (by $k$ and by treewidth), but concrete FPT algorithms were missing. An attempt to advance this state of the art and systematically study the parameterized complexity of the problem was recently undertaken by Gaikwad et al. [23], who presented exact algorithms for this problem running in time $10^k n^{O(1)}$ and $vc^{O(vc)} n^{O(1)}$, where $vc$ is the input graph’s vertex cover, which is known to be a (much) more restrictive parameter than treewidth. Leveraging the latter algorithm, [23] also present an FPT approximation scheme which can $(1-\varepsilon)$-approximate the problem in time $2^{O(vc/\varepsilon)} n^{O(1)}$, that is, single-exponential time with respect to $vc$.

Our contribution. We begin our work by considering Max Min FVS parameterized by the most standard structural parameter, treewidth. We observe that, using standard DP techniques, we can obtain an algorithm running in time $tw^{O(tw)} n^{O(1)}$, that is, slightly super-exponential with respect to treewidth. Note that this slightly super-exponential running time is already present in the $vc^{O(vc)} n^{O(1)}$ algorithm of [23], despite the fact that vertex cover is a much more severely restricted parameter. Hence, our algorithm generalizes the algorithm of [23] without a significant sacrifice in the running time.

Despite the above, our main contribution with respect to structural parameters is not our algorithm for parameter treewidth, but an answer to a question that is naturally posed given the above: can the super-exponential dependence present in both our algorithm and the algorithm of [23] be avoided, that is, can we obtain a $2^{O(tw)} n^{O(1)}$ algorithm? We show that this is likely impossible, as the existence of an algorithm running in time $vc^{o(vc)} n^{O(1)}$ is ruled out by the ETH (and hence also the existence of a $tw^{o(tw)} n^{O(1)}$ algorithm). This result is likely to be of wider interest to the parameterized complexity community, where one of the most exciting developments of the last fifteen years has arguably been the development of the Cut&Count technique (and its variations). One of the crowning achievements of this

---

1 Throughout the paper we assume that the reader is familiar with the basics of parameterized complexity, as given in standard textbooks [16].
technique is the design of single-exponential algorithms for connectivity problems – indeed an algorithm running in time $3^{\omega(n)}$ for **Minimum FVS** is given in [17]. It has therefore been of much interest to understand which connectivity problems admit single-exponential algorithms using such techniques (see e.g. [7] and the references within). Curiously, even though several cousins of **Minimum Feedback Vertex Set** have been considered in this context (such as **Subset Feedback Vertex Set** and **Restricted Edge-Subset Feedback Edge Set**), for **Max Min FVS**, which is arguably a very natural variant, it was not known whether a single-exponential algorithm for parameter treewidth is possible. Our work thus adds to the literature a natural connectivity problem where Cut&Count can provably not be applied (under standard assumptions). Interestingly, our lower bound even applies to the case of vertex cover, which is rare, as most problems tend to become rather easy under this very restrictive parameter.

We then move on to consider the parameterization of the problem by $k$, the size of the sought solution. Observe that a $k^{O(k)}n^{O(1)}$ algorithm can easily be obtained by the results sketched above and a simple win/win argument: start with any minimal feedback vertex set $S$ of the given graph $G$: if $|S| \geq k$ we are done; if not, then $tw(G) \leq k$ and we can solve the problem using the algorithm for treewidth. It is therefore only interesting to consider algorithms with a single-exponential dependence on $k$. Such an algorithm, with complexity $10^k n^{O(1)}$, was claimed by [23]. Unfortunately, as we explain in detail in Section 5, this algorithm contains a significant flaw.

Our contribution is to present a corrected version of the algorithm of [23], which also achieves a slightly better running time of $9.34^k n^{O(1)}$, compared to the $10^k n^{O(1)}$ of the (flawed) algorithm of [23]. Our algorithm follows the same general strategy of [23], branching and placing vertices in the forest or the feedback vertex set. However, we have to rely on a more sophisticated measure of progress, because simply counting the size of the selected set is not sufficient. We therefore measure our progress towards a restricted special case we identify, namely the case where the undecided part of the graph induces a linear forest. Though this special case sounds tantalizingly simple, we show that the problem is still NP-complete under this restriction, but obtaining an FPT algorithm is much easier. We then plug in our algorithm to a more involved branching procedure which aims to either reduce instances into this special case, or output a certifiable minimal feedback vertex set of the desired size.

Finally, motivated by the above we note that a blocking point in the design of algorithms for **Max Min FVS** seems to be the difficulty of the extension problem: given a set $S_0$, decide if a minimal fvs $S$ that extends $S_0$ exists. As mentioned, Casel et al. [13] showed that this problem is $W[1]$-hard parameterized by $|S_0|$. Intriguingly, however, it is not even known if this problem is in XP, that is, whether it is solvable in polynomial time for fixed $k$. We show that this is perhaps not surprising, as obtaining a polynomial time algorithm in this case would imply the existence of a polynomial time algorithm for the notorious $k$-in-a-Tree problem: given $k$ terminals in a graph, find an induced tree that contains them. Since this problem was solved for $k = 3$ in a breakthrough by Chudnovsky and Seymour [15], the complexity for fixed $k \geq 4$ has remained a big open problem (for example [29] states that “Solving it in polynomial time for constant $k$ would be a huge result”). It is therefore perhaps not surprising that obtaining an XP algorithm for the extension problem for minimal feedback vertex sets of fixed size is challenging, since such an algorithm would settle another long-standing problem.

---

2 Saket Saurabh, one of the authors of [23], confirmed so via private communication with Michael Lampis.
Other relevant work. As mentioned, Max Min FVS is an example of a wider class of MaxMin problems which have recently attracted much attention in the literature, among the most well-studied of which are MAXIMUM MINIMAL VERTEX COVER [2, 11, 12, 34] and UPPER DOMINATING SET (which is the standard name for MAXIMUM MINIMAL DOMINATING SET) [1, 3, 5, 21]. Besides these problems, MaxMin or MinMax versions of cut and separations problems [19, 26, 30], knapsack problems [22, 24], matching problems [14], and coloring problems [6] have also been studied.

The question of which connectivity problems admit single-exponential algorithms parameterized by treewidth has been well-studied over the last decade. As mentioned, the main breakthrough was the discovery of the Cut&Count technique [16], which gave randomized $2^{O(tw)}O(1)$ algorithms for many such problems, such as STEINER TREE, HAMILTONIETCITY, CONNECTED DOMINATING SET and others. Follow-up work also provided deterministic algorithms with complexity $2^{O(tw)}nO(1)$ [8]. It is important to note that the discovery of these techniques was considered a surprise at the time, as the conventional wisdom was that connectivity problems probably require $tw^{O(tw)}$ time to be solved [31]. Naturally, the topic was taken up with much excitement, in an attempt to discover the limits of such techniques, including problems for which they cannot work. In this vein, [33] gave a meta-theorem capturing many tractable problems, and also an example problem that cannot be solved in time $2^{o(tw^{2})}nO(1)$ under the ETH. Several other examples of connectivity problems which require slightly super-exponential time parameterized by treewidth are now known [4, 27], with the most relevant to our work being the feedback vertex set variants studied in [7, 10], as well as the digraph version of the minimum feedback vertex set problem (parameterized by the treewidth of the underlying graph) [9]. The results of our paper seem to confirm the intuition that the Cut&Count technique is rather fragile when applied to feedback vertex set problems, since in many variations or generalizations of this problem, a super-exponential dependence on treewidth is inevitable (assuming the ETH).

2 Preliminaries

Throughout the paper, we use standard graph notation [18]. Moreover, for vertex $u \in V(G)$, let $\deg_X(u)$ denote its degree in $G[X \cup \{u\}]$, where $X \subseteq V(G)$. A multigraph $G$ is a graph which is permitted to have multiple edges with the same end nodes, thus, two vertices may be connected by more than one edge. Given a (multi)graph $G$, where $e = \{u, v\} \in E(G)$ is a not necessarily unique edge connecting distinct vertices $u$ and $v$, the contraction of $e$ results in a new graph $G'$ such that $V(G') = (V(G) \setminus \{u, v\}) \cup \{w\}$, while for each edge $\{u, x\}$ or $\{v, x\}$ in $E(G)$, there exists an edge $\{w, x\}$ in $E(G')$. Any edge $e \in E(G)$ not incident to $u, v$ also belongs to $E(G')$. If $u$ and $v$ were additionally connected by an edge apart from $e$, then $w$ has a self loop.

For $i \in \mathbb{N}$, $[i]$ denotes the set $\{1, \ldots, i\}$. A feedback vertex set $S$ of $G$ is minimal if and only if $\forall s \in S$, $G[(V(G) \setminus S) \cup \{s\}]$ contains a cycle, namely a private cycle of $s$ [21]. Lastly, we make use of a weaker version of ETH, which states that 3-SAT cannot be determined in time $2^{o(n)}$, where $n$ denotes the number of the variables [28].

Finally, note that the proofs of all lemmas and theorems marked with ($*$) are present in the full version of the paper.

3 Treewidth Algorithm

Here we will present an algorithm for MAX MIN FVS parameterized by the treewidth of the input graph, arguably the most well studied structural parameter. As a corollary of the lower bound established in Section 4, it follows that the running time of the algorithm is essentially optimal under the ETH.
Theorem 1. \((⋆)\) Given an instance \(I = (G, k)\) of Max Min FVS, as well as a nice tree decomposition of \(G\) of width \(tw\), there exists an algorithm that decides \(I\) in time \(tw^{O(tw)}n^{O(1)}\).

Proof sketch. The main idea lies on performing standard dynamic programming on the nodes of the nice tree decomposition. To this end, for each node, we will consider all the partial solutions, corresponding to (not necessarily minimal) feedback vertex sets of the subgraph induced by the vertices of the nodes of the corresponding subtree of the tree decomposition. We will try to extend such a feedback vertex set to a minimal feedback vertex set of \(G\), that respects the partial solution. For each partial solution, it is imperative to identify, apart from the vertices of the bag that belong to the feedback vertex set, the connectivity of the rest of the vertices in the potential final forest. In order to do so, we consider a coloring indicating that, same colored vertices of the forest of the partial solution, should be in the same connected component of the potential final forest. Moreover, we keep track of which vertices of the forest of the partial solution are connected via paths containing forgotten vertices. Finally, for each vertex of the feedback vertex set of the partial solution, we need to identify one of its private cycles. To do so, we first guess the connected component of the potential final forest that “includes” such a private cycle, while additionally keeping track of the number of edges between the vertex and said component.

4 ETH Lower Bound

In this section we present a lower bound on the complexity of solving Max Min FVS parameterized by vertex cover. Starting from a 3-SAT instance on \(n\) variables, we produce an equivalent Max Min FVS instance on a graph of vertex cover \(O(n/\log n)\), hence any algorithm solving the latter problem in time \(vc^{O(vc)}n^{O(1)}\) would refute the ETH. As already mentioned, vertex cover is a very restrictive structural parameter, and due to known relationships of vertex cover with more general parameters, such as treedepth and treewidth, analogous lower bounds follow for these parameters. We first state the main theorem.

Theorem 2. There is no \(vc^{O(vc)}n^{O(1)}\) time algorithm for Max Min FVS, where \(vc\) denotes the size of the minimum vertex cover of the input graph, unless the ETH fails.

Before we present the details of our construction, let us give some high-level intuition. Our goal is to “compress” an \(n\)-variable instance of 3-SAT, into an Max Min FVS instance with vertex cover roughly \(n/\log n\). To this end, we will construct \(\log n\) choice gadgets, each of which is supposed to represent \(n/\log n\) variables, while contributing only \(n/\log^2 n\) to the vertex cover. Hence, each vertex of each such gadget must be capable of representing roughly \(\log n\) variables.

Our choice gadget may be thought of as a variation of a bipartite graph with sets \(L, R\), of size roughly \(n/\log^2 n\) and \(\sqrt{n}\) respectively. If one naively tries to encode information in such a gadget by selecting which vertices of \(L \cup R\) belong in an optimal solution, this would only give 2 choices per vertex, which is not efficient enough. Instead, we engineer things in a way that all vertices of \(L \cup R\) must belong in the forest in an optimal solution, and the interesting choice for a vertex \(\ell\) of \(L\) is with which vertex \(r\) of \(R\) we will place \(\ell\) in the same component. In this sense, a vertex \(\ell\) of \(L\) has \(|R|\) choices, which is sufficient to encode the assignment for \(\Omega(\log n)\) variables. What remains, then, is to add machinery that enforces this basic setup, and then clause checking vertices which for each clause verify that the clause is satisfied by testing if an \(\ell\) vertex that represents one of its literals is in the same component as an \(r\) vertex that represents a satisfying assignment for the clause.
4.1 Preliminary Tools

Before we present the construction that proves Theorem 2, we give a variant of 3-SAT from which it will be more convenient to start our reduction, as well as a basic force gadget that we will use in our construction to ensure that some vertices must be placed in the forest in order to achieve an optimal solution.

**3P3SAT.** We first define a constrained version of 3-SAT, called 3-PARTITIONED-3-SAT (3P3SAT for short), and establish its hardness under the ETH.

*3-PARTITIONED-3-SAT*

**Input:** A formula $\phi$ in 3-CNF form, together with a partition of the set of its variables $V$ into three disjoint sets $V_1, V_2, V_3$, with $|V_i| = n$, such that no clause contains more than one variable from each $V_i$.

**Task:** Determine whether $\phi$ is satisfiable.

▶ **Theorem 3.** (∗) 3-PARTITIONED-3-SAT cannot be decided in time $2^{o(n)}$, unless the ETH fails.

**Force gadgets.** We now present a gadget that will ensure that a vertex $u$ must be placed in the forest in any solution that finds a large minimal feedback vertex set. In the remainder, suppose that $A$ is a sufficiently large value (we give a concrete value to $A$ in the next section). When we say that we attach a force gadget to a vertex $u$, we introduce $A + 1$ new vertices $\bar{u}, u_1, \ldots, u_A$ to the graph such that the vertices $u_i$ form an independent set, while there exist edges $\{u, u_i\}, \{\bar{u}, u_i\}$ for all $i \in [A]$, as well as the edge $\{u, \bar{u}\}$. We refer to vertex $\bar{u}$ as the gadget twin of $u$, while the rest of the vertices will be referred to as the gadget leaves of $u$. Intuitively, the idea here is that if $u$ (or $\bar{u}$) is contained in a minimal feedback vertex set, then none of the $A$ leaves of the gadget can be taken, because these vertices cannot have private cycles. Hence, setting $A$ to be sufficiently large will allow us to force $u$ to be in the forest.

![Figure 1](image)

**Figure 1** Force gadget attached to vertex $u$.

4.2 Construction

Let $\phi$ be a 3P3SAT instance of $m$ clauses, where $|V_p| = n$ for $p \in [3]$ and, without loss of generality, assume that $n$ is a power of 4 (this can be achieved by adding dummy variables to the instance if needed). Partition each variable set $V_p$ to $\log n$ subsets $V_p^q$ of size at most $\left\lfloor \frac{n}{\log n} \right\rfloor$, where $p \in [3]$ and $q \in [\log n]$. Let $L = \left\lfloor \frac{n}{\log \alpha} \right\rfloor$. Moreover, partition each variable subset $V_p^q$ into $2L$ subsets $V_p^{q, \alpha}$ of size as equal as possible, where $\alpha \in [2L]$. In the following
we will omit $p$ and $q$ and instead use the notation $V_\alpha$, whenever $p, q$ are clear from the context. Define $R = \sqrt{n}$, $A = n^2 + m$ and $k = (4AL + AR + 2LR) \cdot 3 \log n + m$. We will proceed with the construction of a graph $G$ such that $G$ has a minimal feedback vertex set of size at least $k$ if and only if $\phi$ is satisfiable.

For each variable subset $V_{p,q}^\alpha$, we define the choice gadget graph $G_{p,q}^\alpha$ as follows:

- $V(G_{p,q}^\alpha) = \{\ell_i, \ell_i', \kappa_i, \lambda_i | i \in [2L]\} \cup \{r_j | j \in [R]\} \cup \{m_j^i | i \in [2L], j \in [R]\}$,
- all the vertices $\ell_i, \ell_i'$ and $r_j$ have an attached force gadget,
- for $i \in [2L]$, $N(\kappa_i) = M_i \cup \{\lambda_i\}$ and $N(\lambda_i) = M_i \cup \{\kappa_i\}$, where $M_i = \{m_j^i | j \in [R]\}$,
- for $i \in [2L]$ and $j \in [R]$, $m_j^i$ has an edge with $\ell_i, \ell_i'$ and $r_j$.

We will refer to the set $X_i = M_i \cup \{\kappa_i, \lambda_i\}$ as the choice set $i$.

Intuitively, one can think of this gadget as having been constructed as follows: we start with a complete bipartite graph that has on one side the vertices $\ell_i$ and on the other the vertices $r_j$; we subdivide each edge of this graph, giving the vertices $m_j^i$; for each $i \in [2L]$ we add $\ell_i', \kappa_i, \lambda_i$, connect them to the same $m_j^i$ vertices that $\ell_i$ is connected to and connect $\kappa_i$ to $\lambda_i$; we attach force gadgets to all $\ell_i, \ell_i', r_j$. Hence, as sketched before, the idea of this gadget is that the choice of a vertex $\ell_i$ is to pick an $r_j$ with which it will be in the same component in the forest, and this will be expressed by picking one $m_j^i$ that will be placed in the forest.

![Figure 2](image)

**Figure 2** Black vertices have a force gadget attached.

Each vertex $\ell_\alpha$ of $G_{p,q}^\alpha$ is used to represent a variable subset $V_{p,q}^\alpha \subseteq V_p^q$ containing at most

$$|V_{p,q}^\alpha| \leq \left\lfloor \frac{|V_p^q|}{2L} \right\rfloor \leq \left\lfloor \frac{n}{2L \log n} \right\rfloor \leq \left\lfloor \frac{n}{2L \log \frac{n}{\log n}} \right\rfloor \leq \frac{\log n}{2} = \log n$$

variables of $\phi$, where we used Theorem 3.10 of [25], for $f(x) = x/2L$. We fix an arbitrary one-to-one mapping so that every vertex $m_j^\beta$, where $\beta \in [R]$, corresponds to a different assignment for this subset, which is dictated by which element of $M_\alpha$ was not included in the final feedback vertex set. Since $R = 2\log n/2 = \sqrt{n}$, the size of $M_\alpha$ is sufficient to uniquely encode all the different assignments of $V_\alpha$.

Finally, introduce vertices $c_i$, where $i \in [m]$, each of which corresponds to a clause of $\phi$, and define graph $G$ as the union of these vertices as well as all graphs $G_{p,q}^\alpha$, where $p \in [3]$ and $q \in [\log n]$. For a clause vertex $c$, add an edge to $\ell_\alpha$ when $V_\alpha$ contains a variable appearing in $c$, as well as to the vertices $r_j$ for each such $\ell_\alpha$, such that $m_j^\alpha \notin S$ corresponds to an assignment of $V_\alpha$ satisfying $c$, where $S$ denotes a minimal feedback vertex set. Notice
that since no clause contains multiple variables from the same variable set $V_i$, due to the refinement of the partition of the variables, it holds that all the variables of a clause will be represented by vertices appearing in distinct $G_p^q$.

### 4.3 Correctness

Having constructed the previously described instance $(G, k)$ of Max Min FVS, it remains to prove its equivalence with the initial 3-PARTITIONED-3-SAT instance.

- **Lemma 4.** (*) Any minimal feedback vertex set $S$ of $G$ of size at least $k$ has the following properties:
  - (i) $S$ does not contain any vertex attached with a force gadget or its gadget twin,
  - (ii) $|M_i \setminus S| \leq 1$, for every $G_p^q$ and $i \in [2L]$,
  - (iii) $|S \cap V(G_p^q)| = 4AL + AR + 2LR$, where $p \in [3]$ and $q \in [\log n]$.

- **Lemma 5.** (*) If $ϕ$ has a satisfying assignment, then $G$ has a minimal feedback vertex set of size at least $k$.

- **Lemma 6.** (*) If $G$ has a minimal feedback vertex set of size at least $k$, then $ϕ$ has a satisfying assignment.

- **Lemma 7.** (*) It holds that $\text{vc}(G) = O(n / \log n)$.

Using the previous lemmas, we can prove Theorem 2.

**Proof of Theorem 2.** Let $ϕ$ be a 3-PARTITIONED-3-SAT formula. In polynomial time, we can construct a graph $G$ such that, due to Lemmas 5 and 6, deciding if $G$ has a minimal feedback vertex set of size at least $k$ is equivalent to deciding if $ϕ$ has a satisfying assignment. In that case, assuming there exists a $\text{vc}^{o(\text{vc})}$ algorithm for Max Min FVS, one could decide 3-PARTITIONED-3-SAT in time

$$\text{vc}^{o(\text{vc})} = \left(\frac{n}{\log n}\right)^{o(n / \log n)} = 2^{(\log n - \log \log n) o(n / \log n)} = 2^{o(n)},$$

which contradicts the ETH due to Theorem 3.

Since for any graph $G$ it holds that $\text{tw}(G) \leq \text{vc}(G)$, the following corollary holds.

- **Corollary 8.** There is no $\text{tw}^{o(\text{tw})} n^{O(1)}$ time algorithm for Max Min FVS, where $\text{tw}$ denotes the treewidth of the input graph, unless the ETH fails.

## 5 Natural Parameter Algorithm

In this section we will present an FPT algorithm for Max Min FVS parameterized by the natural parameter, i.e. the size of the maximum minimal feedback vertex set $k$. The main theorem of this section is the following.

- **Theorem 9.** Max Min FVS can be solved in time $9.34^k n^{O(1)}$. 
Structure of the Section. In Section 5.1 we define the closely related Annotated MMFVS problem, and prove that it remains NP-hard, even on some instances of specific form, called path restricted instances. Subsequently, we present an algorithm dealing with this kind of instances, which either returns a minimal feedback vertex set of size at least $k$ or concludes that this is a No instance of Annotated MMFVS. Afterwards, in Section 5.2, we solve Max Min FVS by producing a number of instances of Annotated MMFVS and utilizing the previous algorithm, therefore proving Theorem 9.

Oversight of [23]. The algorithm of [23] performs a branching procedure which marks vertices as either belonging in the feedback vertex set or the remaining forest. The flaw is that the algorithm ceases the branching once $k$ vertices have been identified as vertices of the feedback vertex set. However, this is not correct, since deciding if a given set $S_0$ can be extended into a minimal feedback vertex set $S \supseteq S_0$ is NP-complete and even W[1]-hard parameterized by $|S_0|$ [13]. Hence, identifying $k$ vertices of the solution is not, in general, sufficient to produce a feasible solution and the algorithm of [23] is incomplete, because it does not explain how the guessed part of the feedback vertex set can be extended into a feasible minimal solution. Intuitively, the pitfall here is that, unlike other standard maximization problems, such as Max Clique, Max Min FVS is not monotone, that is, a graph that contains a feasible solution of size $k$ is not guaranteed to contain a feasible solution of size $k - 1$ (consider, for instance, a $K_{2,n}$).

5.1 Annotated MMFVS and Path Restricted Instances

First, we define the following closely related problem, denoted by Annotated MMFVS for short.

<table>
<thead>
<tr>
<th>Annotated Maximum Minimal Feedback Vertex Set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph $G = (V, E)$, disjoint sets $S, F \subseteq V$ where $S \cup F$ is a feedback vertex set of $G$, as well as an integer $k$.</td>
</tr>
<tr>
<td><strong>Task:</strong> Determine whether there exists a minimal feedback vertex set $S'$ of $G$ of size $</td>
</tr>
</tbody>
</table>

Remarks. Notice that if $F$ is not a forest, then the corresponding instance always has a negative answer. For the rest of this section, let $U = V(G) \setminus (S \cup F)$. Moreover, let $H = \{s \in S \mid \deg_F(s) \geq 2 \text{ and } \deg_U(s) \leq 1\}$ denote the set of good vertices of $S$. An interesting path of $G[U]$ is a connected component of $G[U]$ such that for every vertex $u$ belonging to said component, it holds that $\deg_{F \cup U}(u) = 2$. If every connected component of $G[U]$ is an interesting path, then this is a path restricted instance. Furthermore, given an instance $I$, let $\text{ammfvs}(I)$ be equal to 1 if it is a Yes instance and 0 otherwise.

Let $I = (G, S, F, k)$ be a path restricted instance of Annotated MMFVS. We will present an algorithm that either returns a minimal feedback vertex set $S' \subseteq S \cup U$ of $G$ of size at least $k$ or concludes that this is a No instance of Annotated MMFVS. Notice that Annotated MMFVS remains NP-hard even on such instances, as dictated by Theorem 10. Therefore, we should not expect to solve path restricted instances of Annotated MMFVS in polynomial time.

▶ Theorem 10. (∗) Annotated MMFVS is NP-hard on path restricted instances, even if all the paths are of length 2.
We proceed by presenting the main algorithm of this subsection, which will be essential in proving Theorem 9.

**Theorem 11.** (⋆) Let \( I = (G, S, F, k) \) be a path restricted instance of ANNOTATED MMFVS, and let \( g \) denote the number of its good vertices. There is an algorithm running in time \( O(3^k - g) n^{O(1)} \) which either returns a minimal feedback vertex set \( S' \subseteq S \cup U \) of \( G \) of size at least \( k \) or concludes that \( I \) is a No instance of ANNOTATED MMFVS.

**Proof sketch.** The main idea of the algorithm lies on the fact that we can efficiently handle instances where either \( k = 0 \) or \( S = \emptyset \). Towards this, we will employ a branching strategy that, as long as \( S \) remains non empty, new instances with reduced \( k \) are produced. Prior to performing branching, we first observe that we can efficiently deal with the good vertices. Afterwards, by employing said branching strategy, in every step we decide which vertex will be counted towards the \( k \) required, thereby reducing parameter \( k \) on each iteration. If at some point \( k = 0 \) or \( S = \emptyset \), it remains to decide whether this comprises a viable solution \( S' \). Notice that \( S' \) may not be a solution for the annotated instance, since even if \( |S'| \geq k \), it does not necessarily hold that \( S' \supseteq S \).

### 5.2 Algorithm for Max Min FVS

We start by presenting a high level sketch of the algorithm for MAX MIN FVS. The starting point is a minimal feedback vertex set \( S_0 \) of \( G \). Note that such a set can be obtained in polynomial time, while if it is of size at least \( k \), we are done. Therefore, assume that \( |S_0| < k \). Then, assuming there exists a minimal feedback vertex set \( S^* \), where \( |S^*| \geq k \) and \( F^* = V(G) \setminus S^* \), we will guess \( S_0 \cap S^* \), thereby producing instances \( I_0 = (G, S_0 \cap S^*, S_0 \cap F^*, k) \) of ANNOTATED MMFVS. Subsequently, we will establish a number of safe reduction rules, which do not affect the answer of the instances. We will present a measure of progress \( \mu \), which guarantees that if an instance \( I = (G, S, F, k) \) of ANNOTATED MMFVS has \( \mu(I) \leq 1 \), then \( G \) has a minimal feedback vertex set \( S' \subseteq S \cup U \) of size at least \( k \). Then, we will employ a branching strategy which, given \( I_i \), will produce instances \( I_{i+1}^1, I_{i+1}^2 \) of lesser measure of progress, such that \( I_i \) is a Yes instance if and only if at least one of \( I_{i+1}^1, I_{i+1}^2 \) is also a Yes instance. If we can no further apply our branching strategy, and the measure of progress remains greater than \( 1 \), then it holds that \( I \) is a path restricted instance and Theorem 11 applies.

**Measure of progress.** Let \( I = (G, S, F, k) \) be an instance of ANNOTATED MMFVS. We define as \( \mu(I) = k + cc(F) - g - p \) its measure of progress, where

- \( cc(F) \) denotes the number of connected components of \( F \),
- \( g \) denotes the number of good vertices of \( S \),
- \( p \) denotes the number of interesting paths of \( G[U] \).

It holds that if \( \mu(I) \leq 1 \), then the underlying MAX MIN FVS instance has a positive answer, which does not necessarily respect the constraints dictated by the annotated version.

**Lemma 12.** (⋆) Let \( I = (G, S, F, k) \) be an instance of ANNOTATED MMFVS, where \( \mu(I) \leq 1 \). Then, \( G \) has a minimal feedback vertex set \( S' \subseteq S \cup U \) of size at least \( k \).

**Reduction rules.** In the following, we will describe some reduction rules which do not affect the answer of an instance of ANNOTATED MMFVS, while not increasing its measure of progress.
Lemma 13. Let \( G = (V,E) \) be a (multi)graph and \( uv \in E(G) \). Then, \( G \) is acyclic if and only if \( G/uv \) is acyclic.

Rule 1. Let \( I = (G,S,F,k) \) be an instance of Annotated MMFVS, \( u,v \in F \) and \( uv \in E \). Then, replace \( I \) with \( I' = (G',S,F',k) \), where \( G' = G/uv \) occurs from the contraction of \( u \) and \( v \) into \( w \), while \( F' = (F \cup \{w\}) \setminus \{u,v\} \).

Rule 2. Let \( I = (G,S,F,k) \) be an instance of Annotated MMFVS, \( u \in U \) and \( \deg_{G,S,U}(u) = 0 \). Then, replace \( I \) with \( I' = (G - u,S,F,k) \).

Rule 3. Let \( I = (G,S,F,k) \) be an instance of Annotated MMFVS, \( u \in U \) and \( \deg_{G,S,U}(u) = 1 \), while \( v \in N(u) \cap (F \cup U) \). Then, replace \( I \) with \( I' = (G',S,F',k) \), where \( G' = G/uv \) occurs from the contraction of \( u \) and \( v \) into \( w \), while \( F' = (F \cup \{w\}) \setminus \{v\} \) if \( v \in F \), and \( F' = F \) otherwise.

Lemma 14. Applying rules 1, 2 and 3 does not change the outcome of the algorithm and does not increase the measure of progress.

After exhaustively applying the aforementioned rules, it holds that \( \forall u \in U, \deg_{G,S,U}(u) \geq 2 \), i.e. \( G[U] \) is a forest containing trees, all the leaves of which have at least one edge to \( F \). Moreover, \( G[F] \) comprises an independent set. We proceed with a branching strategy that produces instances of Annotated MMFVS of reduced measure of progress. If at some point \( \mu \leq 1 \), then Lemma 12 can be applied.

Branching strategy. Let \( I = (G,S,F,k) \) be an instance of Annotated MMFVS, on which all of the reduction rules have been applied exhaustively, thus, it holds that a) \( \forall u \in U, \deg_{G,S,U}(u) \geq 2 \) and b) \( F \) is an independent set.

Define \( u \in U \) to be an interesting vertex if \( \deg_{G,S,U}(u) \geq 3 \). As already noted, \( G[U] \) is a forest, the leaves of which all have an edge towards \( F \), otherwise Rule 3 could still be applied. Consider a root for each tree of \( G[U] \). For some tree \( T \), let \( v \) be an interesting vertex at maximum distance from the corresponding root, i.e. \( v \) is an interesting vertex of maximum height. Notice that such a tree cannot be an interesting path. We branch depending on whether \( u \) is in the feedback vertex set or not. Towards this end, let \( S' = S \cup \{v\} \) and \( F' = F \cup \{v\} \), while \( I_1 = (G,S',F,k) \) and \( I_2 = (G,S,F',k) \). It holds that \( I \) is a Yes instance if and only if at least one of \( I_1, I_2 \) is a Yes instance, while if \( G[F'] \) contains a cycle, \( I_2 \) is a No instance and we discard it. We replace \( I \) with the instances \( I_1 \) and \( I_2 \).

Lemma 15. The branching strategy produces instances of reduced measure of progress, without reducing the number of good vertices. Additionally, whenever the branching places a vertex on the feedback vertex set, this vertex is good.

Complexity. Starting from an instance \( (G,k) \) of Max Min FVS, we produce a minimal feedback vertex set \( S_0 \) of \( G \) in polynomial time. If \( |S_0| \geq k \), we are done. Alternatively, we produce instances of Annotated MMFVS by guessing the intersection of \( S_0 \) with some minimal feedback vertex set of \( G \) of size at least \( k \). Let \( I = (G,S,F,k) \) be one such instance. It holds that \( \mu(I) \leq k + c \), where \( c = cc(F) \), therefore the branching will perform at most \( k + c \) steps. Notice that, at any step of the branching procedure, the number of good vertices never decreases. Now, consider a path restricted instance \( I' = (G',S',F',k) \) resulting from branching starting on \( I \), on which branching, exactly \( \ell \) times a vertex was placed in the
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feedback vertex set, therefore |S'| − |S| = ℓ. There are at most \(\binom{k+c}{\ell}\) different such instances, each of which has at least \(\ell\) good vertices, thus Theorem 11 requires time at most \(3^{k-\ell}n^{O(1)}\).

Since \(0 \leq \ell \leq k + c\), and there are at most \(\binom{k+c}{\ell}\) different instances \(I\), the algorithm runs in time \(9.34^k n^{O(1)}\), since

\[
\sum_{c=0}^{k}\binom{k}{c}\binom{k+c}{\ell}3^{k-\ell} = 3^k \sum_{c=0}^{k}\binom{k}{c}\binom{k+c}{\ell}3^{-\ell} = 3^k \sum_{c=0}^{k}\binom{k}{c}\left(\frac{4}{3}\right)^c \\
= 4^k \sum_{c=0}^{k}\binom{k}{c}\left(\frac{4}{3}\right)^c = 4^k \left(\frac{7}{3}\right)^k \leq 9.34^k.
\]

6 The Extension Problem

In this section we consider the following extension problem:

<table>
<thead>
<tr>
<th>Minimal FVS Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph (G = (V, E)) and a set (S \subseteq V).</td>
</tr>
<tr>
<td><strong>Task:</strong> Determine whether there exists (S^* \supseteq S) such that (S^*) is a minimal feedback vertex set of (G).</td>
</tr>
</tbody>
</table>

Observe that this is a special case of Annotated MMFVS, since we essentially set \(F = \emptyset\) and do not care about the size of the produced solution, albeit with the difference that now we will not focus on the case where \(V \setminus S\) is already acyclic. This extension problem was already shown to be \(\text{W[1]}\)-hard parameterized by |\(S|\) by Casel et al. [13]. One question that was left open, however, was whether it is solvable in polynomial time for fixed |\(S|\), that is, whether it belongs in the class \(\text{XP}\). Superficially, this seems somewhat surprising, because for the closely related Maximum Minimal Vertex Cover and Upper Dominating Set problems, membership of the extension problem in \(\text{XP}\) is almost trivial: it suffices to guess for each \(v \in S\) a private edge or vertex that is only dominated by \(v\), remove from consideration other vertices that dominate this private edge or vertex, and then attempt to find any feasible solution. The reason that this strategy does not seem to work for feedback vertex set is that for each \(v \in S\) we would have to guess a private cycle. Since a priori we have no bound on the length of such a cycle, there is no obvious way to achieve this task in \(n^{f(k)}\) time.

Though we do not settle the complexity of the extension problem for fixed \(k\), we provide evidence that obtaining a polynomial time algorithm would be a challenging task, because it would imply a similar algorithm for the \(k\)-in-a-Tree problem. In the latter, we are given a graph \(G\) and a set \(T\) of \(k\) terminals and are asked to find a set \(T^*\) such that \(T \subseteq T^*\) and \(G[T^*]\) is a tree [15, 29].

**Theorem 16.** \(k\)-in-a-Tree parameterized by \(k\) is \(\text{FPT}\)-reducible to Minimal FVS Extension parameterized by the size of the given set.

**Proof.** Consider an instance \(G = (V, E)\) of \(k\)-in-a-Tree, with terminal set \(T\). Let \(T = \{t_1, \ldots, t_k\}\). We add to the graph \(k - 1\) new vertices, \(s_1, \ldots, s_{k-1}\) and connect each \(s_i\) to \(t_i\) and to \(t_{i+1}\), for \(i \in [k - 1]\). We set \(S = \{s_1, \ldots, s_{k-1}\}\). This completes the construction. Clearly, this reduction preserves the value of the parameter.

To see correctness, suppose first that a tree \(T^* \supseteq T\) exists in \(G\). We set \(S_1 = S \cup (V \setminus T^*)\) in the new graph. \(S_1\) is a feedback vertex set, because removing it from the graph leaves \(T^*\), which is a tree. \(S_1\) contains \(S\). Furthermore, if \(S_1\) is not minimal, we greedily remove from it arbitrary vertices until we obtain a minimal feedback vertex set \(S_2\). We claim that \(S_2\) must
still contain $S$. Indeed, each vertex $s_i$, for $i \in [k − 1]$ has a private cycle, since its neighbors $t_i, t_{i+1} \in T^*$. For the converse direction, if there exists in the new graph a minimal feedback vertex set $S^*$ that contains $S$, then the remaining forest $F^* = V \setminus S^*$ must contain $T$, since each vertex of $S$ must have a private cycle in the forest, and vertices of $S$ have degree 2. Furthermore, all vertices of $T$ must be in the same component of $F^*$, because to obtain a private cycle for $s_i$, we must have a path from $t_i$ to $t_{i+1}$ in $F^*$, for all $i \in [k − 1]$. Therefore, in this case we have found an induced tree in $G$ that contains all terminals. ◀

7 Conclusions and Open Problems

We have precisely determined the complexity of $\text{Max Min FVS}$ with respect to structural parameters from vertex cover to treewidth as being slightly super-exponential. One natural question to consider would then be to examine if the same complexity can be achieved when the problem is parameterized by clique-width. Regarding the complexity of the extension problem for sets of fixed size $k$, we have shown that this is at least as hard as the well-known $(k-\text{IN-A-TREE})$ problem. Barring a full resolution of this question, it would also be interesting to ask if the converse reduction also holds, which would prove that the two problems are actually equivalent.
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