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Abstract

We study OBDD-based propositional proof systems introduced in 2004 by Atserias, Kolaitis, and Vardi that prove the unsatisfiability of a CNF formula by deduction of an identically false OBDD from OBDDs representing clauses of the initial formula. We consider a proof system OBDD(∧) that uses only the conjunction (join) rule and a proof system OBDD(∧, reordering) (introduced in 2017 by Itsykson, Knop, Romashchenko, and Sokolov) that uses the conjunction (join) rule and the rule that allows changing the order of variables in OBDD.

We study whether these systems can be balanced i.e. every refutation of size $S$ can be reassembled into a refutation of depth $O(\log S)$ with at most a polynomial-size increase. We construct a family of unsatisfiable CNF formulas $F_n$ such that $F_n$ has a polynomial-size tree-like OBDD(∧) refutation of depth $\text{poly}(n)$ and for arbitrary OBDD(∧, reordering) refutation $\Pi$ of $F_n$ for every $\alpha \in (0, 1)$ the following trade-off holds: either the size of $\Pi$ is $2^{\Omega(n^\alpha)}$ or the depth of $\Pi$ is $\Omega(n^{1-\alpha})$. As a corollary of the trade-offs, we get that OBDD(∧) and OBDD(∧, reordering) proofs cannot be balanced.
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1 Introduction

The paper devotes to propositional proof complexity theory. Propositional proof systems are used for certifying that a given CNF formula is unsatisfiable. Investigation of propositional proof systems is highly connected with the construction of solvers for the Boolean satisfiability problem (SAT-solvers). The execution protocol of a SAT solver running on an unsatisfiable formula may be considered as a certificate of unsatisfiability. Every SAT solver is based on some proof system. For example, CDCL solvers are based on Resolution [3], Pseudo Boolean solvers are based on Cutting Planes [8], OBDD-solvers are based on OBDD-based proof systems [2].

The minimal refutation size of a formula is a natural lower bound on the running time of the corresponding SAT-Solvers. In this paper, we also study the depth of refutations, i.e. the length of the longest path from a clause of a refuted formula to a contradiction. The depth is a very natural but not a much-studied measure of the proofs. The minimal depth of a refutation is a lower bound on the parallel running time of the corresponding solver.

Balancing proof systems

We consider only refutational proof systems. Each refutational proof system $\Pi$ operates with proof lines, and each proof line is a Boolean predicate represented in some fixed way. Initially, all clauses of refuted formulas are represented by proof lines and new proof lines may be derived using a finite set of inference rules. The goal is to derive an identically false proof line. Every refutational proof system is defined by the type of predicates that may be
used as proof lines and by the list of inference rules. For example, in Resolution proof lines are clauses, in Cutting Planes [10] proof lines are linear inequalities with integer coefficients and Boolean variables, in Frege proof systems proof lines are propositional formulas, etc.

The size of a refutation is the total size of representations of all used proof lines.

Every refutation can be represented as a directed acyclic graph with one source corresponding to a contradiction and sinks corresponding to clauses of a refuted formula, and every proof line is obtained by the descendants using the inference rule. The depth of the refutation is the depth of the corresponding graph i.e. the length of the longest path from the source to a sink.

We say that proofs in some proof system can be balanced if it is always possible to reassemble each refutation in such a way that its depth becomes logarithmic in its size (perhaps with a polynomial-size increase).

The question of whether Resolution proofs can be balanced is trivial. Indeed, consider the formula \( (x_1 \lor \ldots \lor x_n) \land \neg x_1 \land \ldots \land \neg x_n \). It is easy to see that every refutation of this formula must have the depth at least \( n \), therefore, Resolution refutations cannot be balanced in the general case. Urquhart [16] studied if refutations of \( O(1) \)-CNF formulas can be balanced for which the question is less trivial. It was proven that there exists a family of 3-CNF formulas \( F_n \) with \( n \) variables having a Resolution refutation of polynomial size but every its refutation must have depth \( \Omega(n/\log n) \). Therefore Resolution refutations cannot be balanced even for \( O(1) \)-CNF formulas.

Atserias, Bonet, and Levy [1] proved that Cutting Planes proofs cannot be balanced either. However, it is known that refutations in Frege systems can be balanced (see, for instance, [15]).

**OBDD-based proof systems**

In 1986 Bryant [6] proposed an important way to represent a Boolean function. Every such function can be represented as a branching program with two sinks so that variables on every path from the source to a sink appear in the same order \( \pi \). Such representation is called *Ordered Binary Decision Diagram* (OBDD or \( \pi \)-OBDD if we need to specify that the variables are ordered according to \( \pi \)). The restriction on a variables order allows us to perform many useful operations with OBDD efficiently e.g. check satisfiability, compute the conjunction of two OBDDs (given they use the same variable order), etc [13].

Atserias, Kolaitis, and Vardi [2] introduced an OBDD-based refutational proof system. Among them, we are most interested in OBDD(\( \land \)). OBDD(\( \land \)) represents clauses of an unsatisfiable formula as \( \pi \)-OBDDs for some order \( \pi \) and the only refutation rule allows deriving the conjunction of two OBDDs which were derived earlier. The size of the refutation is the total size of the OBDDs in it.

Itsykson, Knop, Romashchenko, Sokolov [12] proposed the OBDD(\( \land \), reordering) proof system. OBDD(\( \land \), reordering) is obtained from OBDD(\( \land \)) by adding the reordering derivation rule that allows changing variables order of the derived OBDDs. While now OBDDs in the refutation may use different variable orders, the conjunction rule can be only applied to OBDDs that use the same variable order (otherwise it would be NP-hard to verify the correctness of such rule, see [14], Lemma 8.14).

Notice that the formula \( (x_1 \lor \ldots \lor x_n) \land \neg x_1 \land \ldots \land \neg x_n \) that we considered above has a tree-like OBDD(\( \land \)) refutation of polynomial size and logarithmic depth.

For both the Resolution and the Cutting Planes proof systems there exist a family of formulas for which a refutation of small depth does not exist at all. We emphasize that it is not the case for OBDD-based proof systems. Indeed, every CNF formula with \( m \) clauses has
a tree-like OBDD($\wedge$) refutation of the depth $\log(m)$; the graph of this refutation is a full binary tree with $m$ leaves. Note that the size of this proof can differ dramatically from the size of the minimum refutation. Hence in the notion of balancing we require that the size of the balanced proof should be bounded by a polynomial from the size of the initial proof.

Our contribution

In Theorem 12 we construct a family of unsatisfiable formulas $F_n$ having $\text{poly}(n)$ size tree-like OBDD($\wedge$) refutations such that the following size vs depth trade-offs holds. For every $\alpha \in (0, 1)$, any OBDD($\wedge$, reordering) refutation of $F_n$ of depth $O(n^{1-\alpha})$ requires size at least $2^{\Omega(n^\alpha)}$. Hence we prove that dag-like and tree-like OBDD($\wedge$), OBDD($\wedge$, reordering) proofs cannot be balanced.

Formulas for which the trade-offs hold are the Pebbling formulas based on the grid graphs $\text{Peb}($\text{Grid}$_n)$. Pebbling formulas are a well-studied family of formulas ([5], [16], [4]). Moreover, they were used for proving Resolution depth lower bounds in [16]. However, usually, they are used together with Pebbling games and Pebbling numbers of graphs. This is not the case for our result since we rely significantly on the structure of the grid graphs (including self-similarity and expansion) by themselves and do not use Pebbling games.

In Section 2 we define the main notions. In Subsection 3.1 we prove the OBDD size lower bounds for some set of hard Peb($\text{Grid}_n$) subformulas. In Subsection 3.2 we prove the mentioned size vs depth trade-offs.

Open question

It would be interesting to study the similar questions for OBDD($\wedge$, weakening) proof system which is obtained from OBDD($\wedge$) by adding the weakening rule. The weakening rule allows deriving from an OBDD any its semantical implication represented by OBDD in the same order.

2 Preliminaries

Definition 1 (Branching Program). Let $X = \{x_1, \ldots, x_n\}$ be a set of Boolean variables. A branching program is a directed acyclic graph with one node with indegree 0 (source) several inner nodes with outdegree 2 and two nodes with outdegree 0 (sinks). Every node except sinks is labeled with some variable from $X$, one of its outgoing edges is labeled with 0 and the other one is labeled with 1. One sink is labeled with 0 and the other one is labeled with 1.

Every branching program represents some Boolean function of $n$ variables. To compute a value of the function on input $x_1 = a_1, \ldots, x_i = a_i, \ldots, x_n = a_n$ we start a path from the source, and for every vertex labeled with variable $x_i$ we continue the path along the edge labeled with $a_i$, such a path reaches a sink and the label of this sink is the value of the function.

Definition 2 (Ordered Binary Decision Diagram (OBDD)). A branching program is called OBDD if variables on every path from the source to sinks appear according to some fixed order of variables.

Sometimes we write $\pi$-OBDD instead of OBDD to emphasize that variables appear according to the order of variables $\pi$. 


The order restriction in OBDDs allows to perform many useful operations on OBDDs efficiently e.g. minimize, check satisfiability, compute the conjunction of two OBDDs given they have a same order of variables, etc. [13].

Let us define a propositional proof system OBDD(∧, reordering).

▶ Definition 3 (OBDD(∧, reordering)). Let \( \varphi = \bigwedge_i C_i \) be an unsatisfiable CNF formula. A refutation of \( \varphi \) is a sequence of OBDDs \( D_1, D_2, \ldots, D_t \) such that \( D_t \) is the constant false OBDD and for all \( 1 \leq i \leq t \) the diagram \( D_i \) either represents a clause of \( \varphi \) or obtained from the previous \( D_j \)'s by one of the following derivation rules.

- **Conjunction (or join)** rule allows deriving an \( \pi \)-OBDD for \( D_1 \land D_2 \) from \( \pi \)-OBDDs \( D_1 \) and \( D_2 \). We emphasize here that the conjunction rule can be only applied to OBDDs with the same order of variables.
- **Reordering** rule allows deriving an OBDD \( B \) from an equivalent OBDD \( A \) (note that \( A \) and \( B \) may use different variable orders).

The size of a refutation is the sum of the sizes of the OBDDs from it.

Every OBDD(∧, reordering) refutation can be represented as a directed acyclic graph (DAG) in which nodes are labeled with OBDDs from the refutation such that each sink is labeled with a OBDD for some clause of \( \varphi \), the source is labeled with the constant false OBDD, and an OBDD in every inner node is the result of the application of some derivation rule to the OBDDs from the descendants.

A refutation is called tree-like if every node except the source has indegree one.

The depth of a refutation is the length of the longest path from the source to a sink.

We call a refutation a \( \pi \)-OBDD(∧) refutation if all OBDDs have the same order (i.e. no reordering rule was applied).

Note, that in order to call OBDD(∧, reordering) a proof system (in the sense of Cook-Reckhow [9]) we need to be able to efficiently check if some OBDD is the result of an application of the derivation rules to some others OBDDs. Fortunately, the restriction on a variable order allows us to do that, as we mentioned before (for the details see [12]).

▶ Definition 4 (Pebbling formulas (see for instance [16])). Let \( G = (E, V) \) be a directed acyclic graph. We associate with each node of \( G \) a distinct Boolean variable \( x \); we will identify nodes and the associated variables. The Peb(G) formula is the conjunction of the following clauses:

- \( (\neg u_1 \lor \ldots \lor \neg u_n \lor v) \), where \( v \in V \) and \( \{u_1, \ldots, u_n\} \) is the set of all nodes such that edge \( (u_i, v) \in E \). We denote this clause by \( (u_1, \ldots, u_n \rightarrow v) \). Note that if \( v \) is a source of the graph then \( n = 0 \). We call such clauses first type clauses.
- \( (\neg v) \), where \( v \) is a sink. We call such clauses second type clauses.

Note that for every directed acyclic graph \( G \) the formula Peb(G) is unsatisfiable.

Main goal of our work is to prove that OBDD(∧) and OBDD(∧, reordering) refutations cannot be balanced. In order to do it we construct a family of CNF formulas such that the formulas have small OBDD(∧) refutations but they do not have refutations with small size and depth simultaneously.

▶ Lemma 5 ([7]). For every directed acyclic graph \( G \) and for every order of variables \( \pi \) formula Peb(G) has tree-like \( \pi \)-OBDD(∧) refutation of size \( O(|V|^2) \) and depth \( O(|V|) \).

**Proof.** See Appendix A. ◀
Definition 6 (Graph Grid\(_n\)). Let Grid\(_n\) be a graph of the \((n - 1) \times (n - 1)\) grid, with edges directed top to bottom and left to right.

In other words, the set of vertices is

\[ V_n = \{(i, j), i, j \in [n]\} \]

and the set of edges is

\[ E_n = \{((i, j), (i + 1, j))| i \in [n - 1], j \in [n]\} \cup \{((i, j), (i, j + 1))| i \in [n], j \in [n - 1]\} \]

Corollary 7. Formula Peb(Grid\(_n\)) has \(\pi\)-OBDD(\(\land\)) refutation of the size \(O(n^4)\) and of the depth \(O(n^2)\) for every variable ordering \(\pi\).

Proof. Follows from Lemma 5.

Now, in order to prove that OBDD(join) proofs cannot be balanced, it is sufficient to prove size vs. depth trade-offs for refutations of Peb(Grid\(_n\)). We prove such trade-offs in Theorem 12 but we still need several auxiliary lemmas.

Lemma 8 (Folklore). Let \(G\) be a directed acyclic graph with only one sink. Then \(\text{Peb}(G)\) minimal unsatisfiable i.e. a conjunction of every proper subset of its set of clauses is satisfiable.

Proof. See Appendix B.

Notation 9. For a graph \(G(V, E)\) (directed or undirected) and for two disjoint sets \(A, B \subset V\) denote by \(E(A, B)\) the set of edges with one end in \(A\) and the other one in \(B\).

Note that for directed graphs we include in \(E(A, B)\) both the edges directed from \(A\) to \(B\) and the edges directed from \(B\) to \(A\).

Definition 10 (Graph expansion [5]). Expansion of the graph \(G(V, E)\) is the minimum value of \(|E(U, V \setminus U)|\) among all subsets \(U \subset V\) such that \(\frac{|V|}{3} \leq |U| \leq \frac{2|V|}{3}\).

Lemma 11 (Folklore). \(e(\text{Grid}\(_n\)) \geq \frac{1}{4}n\).

Proof. Consider an arbitrary subset \(U \subset V\) such that \(\frac{1}{2}|V| \leq |U| \leq \frac{2}{3}|V|\).

Assume that there are at least \(\frac{4}{7}\) columns of the grid containing nodes from both \(U\) and \(V \setminus U\). Then there is at least one pair of incident nodes in every such column with one node in \(U\) and the other one in \(V \setminus U\). Then the edges between the vertices from such pairs lie in \(E(U, V \setminus U)\). Thus, \(|E(U, V \setminus U)| \geq \frac{4}{7}n\).

Now assume that there are at least \(\frac{4}{7}\) columns lying completely in \(U\) or in \(V \setminus U\). Since \(\frac{|V|}{3} \leq |U| \leq \frac{2|V|}{3}\), there is at least one column completely lying in \(U\) and there is at least one column completely lying in \(V \setminus U\). Therefore, in each row, there is at least one pair of incident nodes with one node in \(U\) and the other one in \(V \setminus U\). In this case \(|E(U, V \setminus U)| \geq n\).

We want to point out that Grid\(_n\) graphs are not expander in the conventional sense (see for example [11]) since Grid\(_n\) graph has \(n^2\) nodes but \(e(\text{Grid}\(_n\)) = \Theta(n)\) (Lemma 11 shows only that \(e(\text{Grid}\(_n\)) = \Omega(n)\) but upper bounds for \(e(\text{Grid}\(_n\))\) are trivial).

3 Depth vs size trade-offs

In this section we prove our main result.

Theorem 12. For every \(\alpha \in (0, 1)\) and for every OBDD(\(\land\), reordering) refutation of \(\text{Peb}(\text{Grid}\(_n\))\) at least one of the following holds:

- the depth of the refutation is \(\Omega(n^\alpha)\);
- the size of the refutation is \(2^{\Omega(n^{1-\alpha})}\).
By a configuration we mean a conjunction of a subset of the set of $\text{Peb}(\text{Grid}_n)$ clauses. In Subsection 3.1 we will show that some hard configurations cannot be represented by a small OBDD (see Lemma 13). Loosely speaking we are interested in configurations in which at least one clause from the top left part of the grid is missing and that contain many clauses from the bottom right part.

In Subsection 3.2 we finish the proof of Theorem 12 using Lemma 13. Namely, we show that either it is possible to find a hard configuration in the proof graph or the depth of the proof is large.

### 3.1 Configurations that are hard for OBDDs

Consider an arbitrary order $\pi$ of variables of the formula $\text{Peb}(\text{Grid}_n)$.

Let $\{x_0, y_0, x_1, y_1\} \subset [n]$. We denote by $[x_0, x_1] \times [y_0, y_1]$ the induced subgraph on the vertices set $\{(x, y) \mid x_0 \leq x \leq x_1, y_0 \leq y \leq y_1\}$.

Let $m \in [n - 1]$. We divide the nodes of the subgraph $[1, m] \times [1, m]$ into the four parts:

- $[1, m - k] \times [1, m - k]$,
- $[m - k + 1, m] \times [m - k + 1, m]$,
- $[1, m - k] \times [m - k + 1, m]$,
- $[m - k + 1, m] \times [1, m - k]$,

where $k \in [m]$ (see Fig. 1).

We divide variables associated with the vertices of $[m - k + 1, m] \times [m - k + 1, m]$ into two equal (or differing by at most 1) parts in such a way that each variable from the first part appears in the order $\pi$ before each variable of the second part. We denote the first part by $A_\pi$ and the second by $B_\pi$. Recall that we identify each variable with the associated node and assume that $A_\pi, B_\pi \subset V(\text{Grid}_n)$.

Subgraph $[m - k + 1, m] \times [m - k + 1, m]$ is isomorphic to the $\text{Grid}_k$ and $|A_\pi| - |B_\pi| \leq 1$, $|A_\pi| + |B_\pi| = k^2$, hence $|E(A_\pi, B_\pi)| \geq \frac{k}{4}$ by Lemma 11.

Since the graph is directed, each edge in $E(A_\pi, B_\pi)$ is directed from $A_\pi$ to $B_\pi$ or from $B_\pi$ to $A_\pi$. Let us consider the direction with the majority of the edges. We denote the set of the corresponding edges by $E_{0, \pi}$. $|E_{0, \pi}| \geq |E(A_\pi, B_\pi)|/2 \geq \frac{k}{8}$. All edges in $E_{0, \pi}$ are directed from $A_\pi$ to $B_\pi$ or $B_\pi$ to $A_\pi$. This gives us two cases that we consider later.

![Figure 1 Possible partition for $n = 15$, $m = 13$, $k = 5$.](image-url)
Using the following procedure we remove some of the edges from $E_{0,\pi}$ to form a matching (that we will denote by $E_{1,\pi}$).

While $E_{0,\pi}$ is not empty:
- Choose an arbitrary edge $e \in E_{0,\pi}$, add it to $E_{1,\pi}$, remove it from $E_{0,\pi}$.
- If $E_{0,\pi}$ still contains edges adjacent to $e$ then we remove them. Since every node in $\text{Grid}_n$ has degree at most 4 then we remove at most 6 edges per step.

We obtain matching $E_{1,\pi} \subseteq E_{0,\pi}$ and $|E_{1,\pi}| \geq \frac{|E_{0,\pi}|}{k} \geq \frac{1}{k} k^{13} 13 \times 13$.

We call a node special if it is an head of some edge from $E_{1,\pi}$. There are $|E_{1,\pi}|$ special nodes since $E_{1,\pi}$ is a matching.

Using the following procedure we choose a subset $W_\pi$ of the set of all special nodes such that the distance between any two nodes from $W_\pi$ is at least 7.

While there are special nodes:
- Choose an arbitrary special node $v$ that is not removed at the previous steps and add it to $W_\pi$.
- Remove all special nodes at the distance at most 6 from $v$. We removed at most $(6+1+6)^2 = 169$ nodes, since all removed nodes are in the square of the size $13 \times 13$ and with the center in $v$.

Since at each step we remove at most 169 special nodes and add one to $W_\pi$, $|W_\pi| \geq |E_{1,\pi}|/169 \geq k/9464$.

For a node $v = (i_0, j_0) \in V(\text{Grid}_n)$ we denote by $B(v)$ the set $\{(i, j) \in V(\text{Grid}_n) \mid |i-i_0| \leq 1, |j-j_0| \leq 1\}$ (i.e. the ball in the $l_\infty$ metric). We refer to $B(v)$ as a ball although it is not a ball in the graph distance sense.

For every node $w \in W_\pi$ there is a unique edge in $E_{1,\pi}$ with an endpoint $w$. Let us denote the set of start-points of such edges by $U_\pi$.

**Lemma 13.** Let $\varphi$ be a conjunction of some subset of $\text{Peb}(\text{Grid}_n)$ clauses. Suppose at least one clause of first type associated with a variable from the $[1, m-k-1] \times [1, m-k-1]$ is not included in $\varphi$. Also, suppose that $\varphi$ contains exactly $d$ clauses associated with variables from $W_\pi$. Then the minimum size of an $\pi$-OBDD for $\varphi$ is at least $2^d$.

**Proof.** To prove that the size of any $\pi$-OBDD representation of $\varphi$ is at least $2^d$ it is sufficient to split $\pi$ into two consequent parts and define $2^d$ substitutions into the variables of the first part such that applications of them to $\varphi$ lead to $2^d$ different Boolean functions. To show that two substitutions $\rho_0$ and $\rho_1$ lead to two different functions we just define a substitution $\rho$ into the second part of variables such that $\varphi|_{\rho_0 \rho} \neq \varphi|_{\rho_1 \rho}$.

We have already divided the variables of $[m-k+1, m] \times [m-k+1, m]$ into two parts $A_\pi$ and $B_\pi$ according to $\pi$. Let us fix a partition of $\pi$ into two parts such that $A_\pi$ lies in the first and $B_\pi$ in the second.

Let $W'_\pi$ be the nodes from $W_\pi$ whose associated clauses are in $\varphi$. Let $U'_\pi$ be the nodes from $U_\pi$ connected with $W'_\pi$. Let $W''_\pi = \{w_1, \ldots, w_d\}$ and $U''_\pi = \{u_1, \ldots, u_d\}$.

Substitutions we are defining differ only on a small set of nodes. To every variable outside this set each substitution assigns a fixed value (values may differ for different variables); we now define these values. Let $z = (x_0, y_0)$ be an arbitrary node from $[1, m-k-1] \times [1, m-k-1]$ whose first type clause is missing from $\varphi$ (see Fig. 2).

**Assignment to the variables in $[1, n] \times [1, n] \setminus [x_0, n] \times [y_0, n]$**:
To the variables whose corresponding nodes are strictly to the left or strictly at the top from $z$ all substitutions assign 1. Note that all first-type clauses corresponding to the nodes in which we substitute 1 are satisfied (follows trivially from the definition of the $\text{Grid}_n$ clauses).
Figure 2 Balls $B(w_i)$ are shown with light blue: their centers lie in $[m - k + 1, m] \times [m - k + 1, m]$ (blue rectangle). Black bold point is $(x_0, y_0)$, it lies in $[1, m - k - 1] \times [1, m - k - 1]$ (pink rectangle).

Assignment to the variables in $[x_0, n] \times [y_0, n] \setminus \bigcup_i B(w_i)$:
Consider the rectangle $[x_0, n] \times [y_0, n]$. It contains square $[m - k, n] \times [m - k, n]$ and, therefore, all balls $B(w_i)$ for $i \in [d]$ (their centers lie in $[m - k + 1, m] \times [m - k + 1, m]$).
Let $L = [x_0, n] \times [y_0, n] \setminus \bigcup_i B(w_i)$.

\[\text{Claim 14.} \quad \text{For every node } v \in L \text{ there exists a directed path from } z \text{ to } v \text{ that lies completely in } L.\]

Proof. Let us first note that for every $i \in [d]$ and for every $(x, y) \in B(w_i)$ it holds that $x > x_0, y > y_0$. Indeed, $w_i \in [m - k + 1, m] \times [m - k + 1, m]$ hence $(x, y) \in [m - k, m] \times [m - k, m]$ but $z = (x_0, y_0) \in [1, m - k - 1] \times [1, m - k - 1]$.

It is sufficient to prove that for every $x \in L \setminus \{z\}$ at least one of its immediate predecessors lies in $L$. If we prove it we can build a desired path by induction. Suppose that there is a node $x \in L \setminus \{z\}$ such that its immediate predecessors lie outside of $L$. Hence each of them lies either in $\bigcup_i B(w_i)$ or in $V'_{\text{Grid}_n} \setminus [x_0, n] \times [y_0, n]$.

Firstly, consider the case in which one of the predecessors lies outside the $[x_0, n] \times [y_0, n]$. Then coordinates of $x$ look like $(x_0, \ast)$ or $(\ast, y_0)$. Without loss of generality assume that $x = (x_0, h)$ for some $h \geq y_0$. Then there is the following path: $z = (x_0, y_0), (x_0, y_0 + 1), \ldots, (x_0, h) = x$ between $z$ and $x$. All its nodes lie in $[x_0, n] \times [y_0, n]$ and none of them lie in $\bigcup_i B(w_i)$ due to the restriction on the coordinates of vertices from the balls that we mentioned earlier. Hence, this case is impossible.

Therefore its predecessors lie in $\bigcup_i B(w_i)$. But one of its predecessors is above $x$ and the other is to the left of $x$. Hence they lie in different balls (otherwise $x$ would also lie in the ball, and this contradicts the assumption $x \in L$). Hence the distance between the balls is at most 2 which contradicts the construction from the beginning of the subsection. This concludes the proof of the claim.
All the substitutions assign 0 to the variables in \( L \). Now we check that no first-type clause from \( \varphi \) is falsified after that. There is no \( z' \)'s clause in \( \varphi \). For every other node \( z' \in L \) there is a path from \( z \) to \( z' \) in \( L \). We assign 0 to the nodes on the path hence we assign 0 to some immediate predecessor of \( z' \) hence its clause is satisfied (again, by the definition of the clause).

- We have already defined the substitutions into all variables except \( \bigcup B(w_j) \). Fix \( j \in [d] \). There are two nodes with edges going from them to \( w_j \). One of them is \( u_j \). We denote the other one by \( r_j \). Note that \( \{u_j, r_j\} \subset B(w_j) \). Every substitution will assign 1 to \( r_j \). Hence its first-type clause is always satisfied. To the nodes \( B(w_j) \setminus \{u_j, w_j, r_j\} \) we always substitute 0. We need to check that it will not falsify their clauses. It is easy to see that each node from \( B(w_j) \setminus \{u_j, w_j, r_j\} \) has at least one immediate predecessor in \( L \setminus \{w_i, u_i, r_i | i \in [d]\} \) (see Fig. 3). But we assign zeros to the variables from this set. Hence clauses corresponding to the \( B(w_j) \setminus \{u_j, w_j, r_j\} \) are always satisfied (see Fig. 3).

Note that we substitute 0 to the sink. Indeed, if the sink does not lie in any ball, then it lies in \( L \). Hence we substitute 0 to it. Otherwise, the sink lies in some ball; denote the center of this ball by \((x_1, y_1)\). Then \( x_1 \leq n - 1 \) and \( y_1 \leq n - 1 \). But then the sink is the most right bottom variable of the ball, hence it is substituted with 0.

Therefore, the second-type clause corresponding to the sink is satisfied.

At this point, we have defined substitutions on the set where their values coincide. Now we define substitutions to the remaining nodes i.e. \( \{w_i, u_i | i \in [d]\} \). We need to consider to cases: whether \( \{u_j | j \in [d]\} \) or \( \{w_j | j \in [d]\} \) lie in the first part of the variable order.

Case 1: Suppose that \( \{u_j | j \in [d]\} \) lies in the first part of the variable order. Consider all possible substitutions of zeros and ones into the \( \{u_j | j \in [d]\} \). There are \( 2^d \) such substitutions. Note that every node from \( \{u_j | j \in [d]\} \) has an immediate predecessor from \( L \setminus \{u_j, w_j, r_j | j \in [d]\} \) hence its clause is satisfied.

We show that we can separate any two such substitutions \( \rho_0 \neq \rho_1 \) by some substitution \( \rho \) with support \( W' \). There exists \( j_0 \in [d] \) such that \( \rho_0(u_{j_0}) \neq \rho_1(u_{j_0}) \). Without loss of generality suppose that \( \rho_0(u_{j_0}) = 0 \) then \( \rho_1(u_{j_0}) = 1 \). We define a substitution \( \rho \) as follows: \( \rho(w_j) = \rho_0(u_j) \).

- On the one hand substitution \( \rho_0 \circ \rho \) does not falsify \( \varphi \) since the only clauses that can be falsified are clauses associated with \( \{w_j | j \in [d]\} \) (we have already checked that the other clauses are satisfied). But the clause corresponding to the node \( w_j \) for \( \{j \in [d]\} \) is falsified if 0 is substituted into \( w_j \) and 1 are substituted to all its immediate predecessors. But if \( \rho(w_j) = 0 \) then \( \rho_0(u_j) = 0 \). Hence \( \varphi|_{\rho \circ \rho_0} = 1 \).

- On the other hand, \( \rho(w_{j_0}) = 0 \). The node \( w_{j_0} \) has two immediate predecessors: the node \( r_{j_0} \), into which we always assign 1, and \( u_{j_0} \) such that \( \rho_1(u_{j_0}) = 1 \). Hence \( (u_{j_0}, r_{j_0} \rightarrow w_{j_0})|_{\rho \circ \rho_0} = 0 \) and \( \varphi|_{\rho \circ \rho_0} = 0 \).

Case 2: Suppose that \( \{u_j | j \in [d]\} \) lies in the second part of the variable order.

Similarly to the Case 1, we define \( 2^d \) substitutions into the variables \( \{w_j | j \in [d]\} \). We need to show that substitutions \( \rho_0 \) and \( \rho_1 \) lead to different Boolean functions. Again we find \( j_0 \in [d] \) such that \( \rho_0(w_{j_0}) = 0 \) and \( \rho_1(w_{j_0}) = 1 \). In this case we define \( \rho(u_j) = \rho_1(w_{j_0}) \).

Similarly to the Case 1, \( \rho \) satisfies clauses for nodes from \( \{u_j | j \in [d]\} \). Also \( \rho \circ \rho_1 \) satisfy clauses for nodes from \( \{w_j | j \in [d]\} \) (we just copy \( \rho_1 \) from \( \{w_j | j \in [d]\} \) to \( \{u_j | j \in [d]\} \)). At the same time \( \rho(u_{j_0}) = 1 \), \( r_{j_0} \) is always substituted with 1 and \( \rho_0(w_{j_0}) = 0 \). Hence \( (u_{j_0}, r_{j_0} \rightarrow w_{j_0})|_{\rho \circ \rho_0} = 0 \) and \( \varphi|_{\rho \circ \rho_0} = 0 \).
3.2 Proof of Theorem 12

Proof of Theorem 12. Let us fix $\alpha \in (0, 1)$.

Now we show that for every OBDD($\land$, reordering) refutation of $\text{Peb}(\text{Grid}_n)$ its depth is at least $n^{1-\alpha}/2$ or its size is at least $2^{n^\alpha/18928}$.

Suppose there exists a refutation with depth less than $n^{1-\alpha}/2$ and size less than $2^{n^\alpha/18928}$.

Every refutation can be represented as directed acyclic graph such that:

- Each node is labeled with some OBDD from the refutation. Note that every such OBDD is equivalent to the conjunction of a subset of $\text{Peb}(\text{Grid}_n)$ clauses. For every node, we add the conjunction to the label for clarity.

- Its only source is labeled with the constant false OBDD.

- Each sink is labeled with OBDD for some clause of $\text{Peb}(\text{Grid}_n)$.

- If an OBDD in a node is obtained by the conjunction rule then the node has outdegree 2 and the OBDD in the node is a conjunction of the OBDDs in the descendants.

- If an OBDD in a node is obtained by the reordering rule then the node has outdegree 1 and the OBDD in the node is the result of the reordering rule applied to the OBDD in the node’s descendant.

Let us divide the subgrid $[1, n-1] \times [1, n-1]$ into $[1, n-n^\alpha] \times [1, n-n^\alpha]$, $[n-n^\alpha+1, n-1] \times [n-n^\alpha+1, n-1]$, $[n-n^\alpha+1, n-1] \times [1, n-n^\alpha]$, $[1, n-n^\alpha] \times [n-n^\alpha+1, n-1]$ as in Subsection 3.1 (set $m = n-1$ and $k = n^\alpha$).

Let $\varphi$ be a CNF formula and let $S$ be a subset of its clauses. We denote $\varphi_S = \bigwedge_{C \in S} C$.

Consider an arbitrary OBDD($\land$, reordering) refutation of $\text{Peb}(\text{Grid}_n)$. Consider its source. Since by Lemma 8, $\text{Peb}(\text{Grid}_n)$ is minimal unsatisfiable, the source is labeled with the conjunction of all clauses (i.e. $\text{Peb}(\text{Grid}_n)$ itself). In particular, all clauses for vertices from $[1, m] \times [1, m]$ lie there. We start a path at the source of the refutation. If the current node (initially the current node is the source) has only one immediate descendant then we move into the descendant until the current node has two of them. Assume that the current node is labeled with $\pi$-OBDD for some order of the variables $\pi$. By the definition of the conjunction rule the current node’s descendants are also labeled with $\pi$-OBDDs. For this order $\pi$ and parameters $m$ and $k$ find sets $U_\pi, W_\pi$ as was described in Subsection 3.1. Suppose one of the descendants is labeled with formula $\varphi_{S_1}$ and the other with $\varphi_{S_2}$. Then
[1, n] \times [1, n] \in S_1 \cup S_2$. Hence $|S_1 \cap W_x| \geq |W_x|/2$ or $|S_2 \cap W_x| \geq |W_x|/2$. Without loss of generality $|S_1 \cap W_x| \geq |W_x|/2$. Recall that $|W_x| \geq k/9464$ so $|S_1 \cap W_x| \geq k/18928$. Consider two cases: whether $[1, n - n^a - 1] \times [1, n - n^a - 1] \notin S_1$ or $[1, n - n^a - 1] \in S_2$.

Case 1: $[1, n - n^a - 1] \times [1, n - n^a - 1] \notin S_1$. In this case we can apply Lemma 13 with $d = |S_1 \cap W_x| \geq k/18928 = n^a/18928$ and variable order $\pi$. Hence the size of $\pi$-OBDD for $\varphi_{S_1}$ from the current node is at least $2n^a/18928$. Therefore the size of the refutation is at least $2n^a/18928$. Hence this case is impossible.

Case 2: $[1, n - n^a - 1] \times [1, n - n^a - 1] \in S_1$. All clauses from $[1, n - n^a - 1] \times [1, n - n^a - 1]$ are still in the conjunction.

We divide this square into 4 subsquares, same as we did with $[1, n - 1] \times [1, n - 1]$. Now we set $m = n - n^a - 1$, $k = n^a$ and repeat the actions for new values of $m$ and $k$. Again we can move down at least one time in the refutation’s graph so that at the current node there will be all clauses from the top left subsquare (this time it is $[1, n - 2n^a - 2] \times [1, n - 2n^a - 2]$).

Again, we divide this subsquare into 4 subsubsquares ($m = n - 2n^a - 2$, $k = n^a$) and so on. Case 1 is always impossible since $k$ is always equal to $n^a$ and we assumed that the size of the refutation is less than $2n^a/18928$. We can repeat the process $\frac{n}{n+1} \geq n^{1-a}/2$ times.

Every time we move down in the refutation’s graph at least once, therefore its depth is at least $n^{1-a}/2$.

**Corollary 15.** Dag-like and tree-like OBDD($\land$) and OBDD($\land$, reordering) proofs cannot be balanced i.e. there is no polynomial $p$ such that for every unsatisfiable formula $\varphi$ and for every its refutation $w$ (dag-like or tree-like) of the size $S$, there exists a refutation $w'$ (dag-like or tree-like respectively) of the size $p(S)$ and of the depth $O(\log(S))$.

**Proof.** By Lemma 5 Formula Peb(Grid$_n$) has tree-like OBDD($\land$) refutation of the size $O(n^4)$. But Peb(Grid$_n$) cannot have OBDD($\land$, reordering) a refutation of the size $poly(n)$ and of the depth $O(poly(n)) = O(\log n)$ due to Theorem 12. Hence the proof systems are not balanced.

**References**


Proof of Lemma 5

**Proposition 16.** Let $X = \{x_1, \ldots, x_n\}$ be a set of Boolean variables and let $Y \subset X$. Let $\varphi = \bigwedge_{y \in Y} y$. Then there exists $\pi$-OBDD for $\varphi$ of the size $O(|Y|)$ for every order of variables $\pi$.

**Proof.** We enumerate $Y$ according to the order $\pi$: $Y = \{y_1, \ldots, y_{|Y|}\}$. We define $\pi$-OBDD for $\varphi$ as follows: there is the unique node $y_i$ for every $i \in [|Y|]$. We identify node and its label. The node $y_1$ is the source. For every $i \in [|Y|]$, $y_i$’s outgoing edge labeled with 0 goes to the sink labeled with 0. If $i < |Y|$ then $y_i$’s outgoing edge labeled with 1 goes to $y_{i+1}$ otherwise it goes to the sink labeled with 1. It is easy to see that there is a unique path between the source and the sink, labeled with 1, and that all edges on the path are labeled with 1. Hence the $\pi$-OBDD we have defined represents $\varphi$.

**Lemma 5 ([7]).** For every directed acyclic graph $G$ and for every order of variables $\pi$ formula $\text{Peb}(G)$ has tree-like $\pi$-OBDD($\wedge$) refutation of size $O(|V|^2)$ and depth $O(|V|)$.

**Proof.** Let $\{A_1, \ldots, A_{n_1}\}$ be the first-type clauses in topological sort order. Let $B$ be an arbitrary second-type clause. Consider the following sequence of the CNF formulas: $A_1, A_1 \wedge A_2, \ldots, A_{n_1} \wedge A_2, (A_{n_1} \wedge A_1) \wedge B$. Represent each of this formulas as $\pi$-OBDD. Then it is easy to see that the sequence of OBDDs is a tree-like $\pi$-OBDD($\wedge$) refutation. We now prove that the refutation has the size $O(|V|^2)$. It consists of $|V| + 1$ formulas. It is sufficient to prove that each formula has the size $O(|V|)$. We consider two cases:
Case 1: The formula is $A_1 \land \ldots \land A_i$ for some $i \in [n_1]$. We prove by the induction on $i$ that $A_1 \land \ldots \land A_i \equiv v_1 \land \ldots \land v_i$, where $\equiv$ stands for logical equivalence. **Base:** $i = 1$ so $v_1$ is a source and the corresponding clause is $(v_1)$. **Induction step:** Assume that $A_1 \land \ldots \land A_i \equiv v_1 \land \ldots \land v_i$ then $A_1 \land \ldots \land A_i \land A_{i+1} \equiv v_1 \land \ldots \land v_i \land A_{i+1}$. Let $A_{i+1} = (u_1, \ldots, u_k \rightarrow v_{i+1})$ where $u_1, \ldots, u_k$ is the set of all immediate predecessors of $v_{i+1}$. Since the clauses $\{A_i \mid i \in [n_1]\}$ appear in the topological sort order then the first-type clauses that correspond to the variables $\{u_1, \ldots, u_k\}$ lie in $\{A_1, \ldots, A_i\}$. Then it is easy to see that $v_1 \land \ldots \land v_i \land (u_1, \ldots, u_k \rightarrow v_{i+1}) \equiv v_1 \land \ldots \land v_i \land v_{i+1}$.

Proposition 16 implies that such formulas have OBDD representation of the size $O(|V|)$.

Case 2: The formula is $(\bigland_{i=1}^{n_1} A_i) \land B$. We already have proved that $(\bigland_{i=1}^{n_1} A_i) \equiv \bigland_j v_j$ is the conjunction of all nodes. This conjunction implies that the values of variables of all nodes equal 1. At the same time the clause $B$ implies that the variable of the corresponding sink equals 0. Hence the formula is unsatisfiable and the corresponding OBDD is constant false.

**B. Proof of Lemma 8**

**Lemma 8 (Folklore).** Let $G$ be a directed acyclic graph with only one sink. Then $\text{Peb}(G)$ minimal unsatisfiable i.e. a conjunction of every proper subset of its set of clauses is satisfiable.

**Proof.** Fix some proper subset $S$ of the set of all clauses of $\text{Peb}(G)$. We now prove that $\bigland_{C \in S} C$ is satisfiable.

Consider two cases:

**Case 1:** There is no second type clause in $S$. Then each clause from $S$ contains literal without negation. Then the assignment of all 1 is satisfiable.

**Case 2:** There is no first-type clause in $S$. Denote the corresponding variable by $v$. Denote by $t$ the unique sink of the graph. Note that there is a path from $v$ to $t$ (otherwise there are at least two sinks in the graph). Then the assignment of 0 to the path’s variables and 1 to the other variables is satisfiable. Indeed, the first-type clauses corresponding to the variables substituted with 1 are always satisfied. The second-type clause is satisfied since the sink is substituted with 0. The other variables substituted with 0 have at least one immediate predecessor substituted with 0, hence their first type clauses are also satisfied.