Finding Long Directed Cycles Is Hard Even When DFVS Is Small or Girth Is Large

Ashwin Jacob
Ben-Gurion University of the Negev, Beer-Sheva, Israel

Michał Włodarczyk
Ben-Gurion University of the Negev, Beer-Sheva, Israel

Meirav Zehavi
Ben-Gurion University of the Negev, Beer-Sheva, Israel

Abstract

We study the parameterized complexity of two classic problems on directed graphs: Hamiltonian Cycle and its generalization Longest Cycle. Since 2008, it is known that Hamiltonian Cycle is W[1]-hard when parameterized by directed treewidth [Lampis et al., ISSAC’08]. By now, the question of whether it is FPT parameterized by the directed feedback vertex set (DFVS) number has become a longstanding open problem. In particular, the DFVS number is the largest natural directed width measure studied in the literature. In this paper, we provide a negative answer to the question, showing that even for the DFVS number, the problem remains W[1]-hard. As a consequence, we also obtain that Longest Cycle is W[1]-hard on directed graphs when parameterized multiplicatively above girth, in contrast to the undirected case. This resolves an open question posed by Fomin et al. [ACM ToCT’21] and Gutin and Mnich [arXiv:2207.12278]. Our hardness results apply to the path versions of the problems as well. On the positive side, we show that Longest Path parameterized multiplicatively above girth belongs to the class XP.
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1 Introduction

Hamiltonian Cycle (Path) Parameterized by DFVS. In Hamiltonian Cycle (Path), we are given a (directed or undirected) graph $G = (V, E)$, and the objective is to determine whether $G$ contains a simple cycle (path) of length $n = |V(G)|$, called a Hamiltonian cycle (path). Hamiltonian Cycle$^1$ has been widely studied, from various algorithmic (see, e.g., [7, 9–12, 15, 16, 28, 29, 37]) and structural (see, e.g., the survey [50]) points of view. This problem is among the first problems known to be NP-complete [60], and it remains NP-complete on various restricted graph classes (see, e.g., [2, 20, 46]). Nevertheless, a longest path can be found easily in polynomial-time on the large class of directed acyclic graphs (DAGs) using dynamic programming.$^2$ Thus, it is natural to ask – can we solve Hamiltonian Cycle efficiently on wider classes of directed graphs that resemble DAGs to some extent?

---

$^1$ Throughout the following paragraphs, we refer only to the cycle variant of the problem, but the same statements also hold for the path variant.

$^2$ For example, see the lecture notes at https://people.csail.mit.edu/virgi/6.s078/lecture17.pdf.
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Figure 1 Figure 3 in [59]. Caption (verbatim): “The ecology of digraph widths. Undirected measures refer to the underlying undirected graph. Arrows denote generalizations (for example small treewidth implies small kelly-width). The dashed lines indicate rough borders of known tractability and intractability for most studied problems (including Hamiltonian Cycle).”

In the undirected realm, the class of acyclic graphs (i.e., forests) can be generalized to graphs of bounded treewidth [27]. The celebrated Courcelle’s theorem [24] states that a wide range of problems, including Hamiltonian Cycle, are fixed-parameter tractable (FPT) when parameterized by treewidth. Historically, the notion of directed treewidth (Definition 4) was introduced by Johnson et al. [58] as a generalization of the undirected notion contrived to solving linkage problems such as Hamiltonian Cycle; see also [70]. Since then, directed treewidth has been intensively studied (see, e.g., [1,47,48,52,61,76]). Over the years, various other width measures for directed graphs have been proposed and studied as well, where the most prominent ones are the DFVS number (which is the minimum number of vertices to remove to make the graph acyclic), directed pathwidth (defined similarly to directed treewidth, where we replace trees by paths), DAG-width [69] and Kelly-width [55]. Notably, DFVS is the largest among them (see Fig. 1). Johnson et al. [58] and Hunter et al. [55] proved that Hamiltonian Cycle (as well as Longest Cycle, defined later) is slice-wise polynomial (XP) parameterized by directed treewidth. Later, Lampis et al. [64] (originally in 2008 [63]) showed that, here, this is the “right” form of the time complexity: they proved that Hamiltonian Cycle parameterized by directed pathwidth is W[1]-hard (in fact, even W[2]-hard), implying that the problem is unlikely to be FPT.

Thus, since 2008, it has remained open whether Hamiltonian Cycle parameterized by DFVS is FPT or W[1]-hard (see Fig. 1). As a follow-up to their result, Kaouri et al. [59] wrote: “Treewidth occupies a sweet spot in the map of width parameters: restrictive enough to be efficient and general enough to be useful. What is the right analogue which occupies a similar sweet spot (if it exists) for digraphs? One direction is to keep searching for the right width that generalizes DAGs, that is searching the area around (and probably above) DFVS. ... The other possibility is that widths which generalize DAGs, such as DFVS and all the currently known widths, may not necessarily be the right path to follow. ... The search is on!”

Our main contribution is, essentially, the finish line for this search for Hamiltonian Cycle. We prove that, unfortunately, already for DFVS number itself, the problem is W[1]-hard. Formally, Hamiltonian Cycle (Path) By DFVS is defined as follows: Given a directed graph $G = (V, E)$ and a subset $X \subseteq V(G)$ such that $G - X$ is acyclic, determine whether $G$ contains a Hamiltonian cycle (path). Here, the parameter is $|X|$. Note that $X$ need not be given as input – the computation of a minimum-size vertex set whose removal makes a given directed graph acyclic is in FPT [23], so, given a directed graph $G$, we can simply run the corresponding algorithm to attain $X$ whose size is the DFVS number of $G$.

A problem is FPT (resp. XP) if it is solvable in time $f(k) \cdot n^{O(1)}$ (resp. $n^{f(k)}$) for some computable function $f$ of the parameter $k$, where $n$ is the size of the input.
Theorem 1. **Hamiltonian Cycle By DFVS is W[1]-hard.**

We also obtain the same hardness result for **Hamiltonian Path By DFVS**. Notice that **Hamiltonian Cycle (Path) By DFVS** is in XP, since, as mentioned earlier, it is already known to be in XP even when parameterized by the smaller parameter directed treewidth [58]. So, the classification of this problem is resolved.

Lastly, we remark that the choice of the larger directed feedback arc set (DFAS) number is also futile, as it also yields W[1]-hardness. Indeed, there is a simple reduction that shows this: Replace each vertex \( v \) in \( S \) by two vertices, \( v_{in} \) and \( v_{out} \), so that all vertices that were in-neighbors (out-neighbors) of \( v \) become in-neighbors (out-neighbors) of \( v_{in} \) (\( v_{out} \)), and add the arc \((v_{in}, v_{out})\). It is immediate that the original instance is a Yes-instance of **Hamiltonian Cycle** if and only if the new instance is, and that the DFVS number of the original graph equals the DFAS number of the new graph.

**Longest Cycle (Path) Above Girth.** In the **Longest Cycle (Path)** problem, also known as **\( k \)-Long Cycle (\( k \)-Path)**, we are given a (directed or undirected) graph \( G \) and a non-negative integer \( k \), and the objective is to determine whether \( G \) contains a simple cycle (path) of length at least \( k \). Clearly, **Longest Cycle** is a generalization of **Hamiltonian Cycle** as the latter is the special case of the former when \( k = n \). Over the past four decades, **Longest Cycle** and **Longest Path** have been intensively studied from the viewpoint of parameterized complexity. There has been a long race to achieve the best known running time on general (directed and undirected) graphs for the parameter is \( k \) [5, 14, 17, 19, 22, 40, 44, 54, 62, 67, 72, 74, 77–79], where the current winners for directed graphs have time complexity \( 4^k \cdot n^{O(1)} \) [79] for **Longest Cycle** and \( 2^k \cdot n^{O(1)} \) [77] for **Longest Path**. Moreover, the parameterized complexity of the problems was analyzed with respect to structural parameterizations (see, e.g., [7, 28, 29, 33, 37, 45, 49]), on special graph classes (see, e.g., [32, 41, 42, 66, 68, 80]), and when counting replaces decision [3, 4, 6, 13, 18, 25, 26, 34, 65, 75]. In fact, **Longest Path** is widely considered to be one of the most well studied in the field, being, perhaps, second only to **Vertex Cover** [27].

We consider the “multiplicative above guarantee” parameterization for **Longest Path** where the guarantee is girth\(^4\), called **Longest Cycle (Path) Above Girth**, which is defined as follows (for directed graphs): Given a directed graph \( G = (V, E) \) with girth \( g \) and a positive integer \( k \), determine whether \( G \) contains a cycle (path) of length at least \( g \cdot k \). Here, the parameter is \( k \). This parameterization of **Longest Cycle (Path)** was considered by Fomin et al. [36], who proved that on undirected graphs the problem is in FPT. They posed the following open question: “For problems on directed graphs, parameterization multiplicatively above girth (which is now the length of a shortest directed cycle) may also make sense. For example, what is the parameterized complexity of **Directed Long Cycle under this parameterization**?” This question was also posed by Gutin et al. [51] as Open Question 9. As our second contribution, we resolve this question – in sharp contrast to the undirected case, the answer is negative:

Theorem 2. **Longest Cycle Above Girth is W[1]-hard.**

Again, we can transfer the hardness also to the longest path setting. On the positive side, we give a deterministic XP algorithm for the path variant of the problem.

Theorem 3. **Longest Path Above Girth is in XP.**

\(^4\) The girth of a graph is the length of its shortest cycle, and it is easily computable in polynomial time.
Therefore, the classification of this problem is resolved as well. Notice that this theorem also easily implies that when we ask for a path of length at least \( g + k \), the problem is in FPT (in fact, solvable in time \( 2^{O(k)} \cdot n^{O(1)} \)) as follows. If \( k \geq g \), then we can simply run some known \( 2^{O(k)} \cdot n^{O(1)} \)-time algorithm for LONGEST PATH parameterized by the solution size. Otherwise, when \( k < g \), we create \( n \) instances of LONGEST PATH ABOVE GIRTH with parameter 2 (thus, solvable in polynomial time by our theorem), one for each vertex \( v \): Replace \( v \) by a path of length \( g - k \) whose start vertex has all in-neighbors of \( v \) as its in-neighbors and whose end vertex has all out-neighbors of \( v \) as its out-neighbors, and take the disjoint union of the resulting graph and a cycle of length \( g \); it is easy to see that we should return Yes if and only if the answer to at least one of these \( n \) instances is Yes.

Other above/below guarantee versions of LONGEST CYCLE (PATH) were also considered in the literature; see [8, 35, 38, 39, 51, 53, 56, 57]. Remarkably, while the parameterized complexity of all of these versions is quite well understood for undirected graphs, the resolution of the parameterized complexity of most of these versions has been (sometimes repeatedly) asked as an open question for directed graphs, where only little is known. It is conceivable that our contributions will shed light on these open questions as well in future works.

1.1 Techniques

Hamiltonian Cycle By DFVS. Before describing the ideas behind our reduction, we provide some background about the related DISJOINT PATHS problem. Here, we are given a graph with \( k \) vertex pairs \((s_i, t_i)\) and the goal is to determine whether there exists \( k \) vertex-disjoint\(^5\) paths such that the \( i \)-th path connects \( s_i \) to \( t_i \). While DISJOINT PATHS is famously known to be FPT (parameterized by \( k \)) on undirected graphs [71], the problem becomes NP-hard on directed graphs already for \( k = 2 \) [43]. What is interesting for us is that when the input is restricted to be a DAG, then DISJOINT PATHS can be solved by an XP algorithm [43], but it is unlikely to admit an FPT algorithm as the problem is W[1]-hard [73].

The latter result suggests a starting point for extending the hardness to our problem. A simple idea to design a reduction from DISJOINT PATHS on DAGs is to just insert edges \( t_1 \rightarrow s_2, t_2 \rightarrow s_3, \ldots, t_k \rightarrow s_1 \). Then the set \( \{s_1, \ldots, s_k\} \) becomes a DFVS and the existence of \( k \) disjoint \((s_i, t_i)\)-paths implies the existence of a long cycle. There is a catch, though. This construction might turn a No-instance into an instance with a long cycle because the cycle might traverse the vertices \( s_i, t_i \) in a different order, corresponding to a family of disjoint paths which does not form a solution to the original instance. To circumvent this, we open the black box and give a reduction directly from the basic W[1]-complete problem – MULTICOLORED CLIQUE – while adapting some ideas from the hardness proof for DISJOINT PATHS on DAGs by Slivkins [73].

The construction by Slivkins uses two kinds of gadgets. First, for each \( i = 1, \ldots, k \) one needs a choice gadget comprising two long directed paths with some arcs from the first path to the second one. The solution path corresponding to the \( i \)-th choice gadget must choose one of these arcs to “change the lane”; the location of this change encodes the choice of the \( i \)-th vertex in the clique. Next, for each pair \((i, j)\), where \( 1 \leq i < j \leq k \), one needs a verification gadget to check whether the \( i \)-th and \( j \)-th chosen vertices are adjacent. The corresponding solution path must traverse the \( i \)-th and \( j \)-th choice gadgets around the locations of their transitions. The arcs between the choice gadgets are placed in such a way that both these locations can be visited only when the corresponding edge exists in the original graph.

---

\(^5\) Another studied variant involves finding edge-disjoint paths. While these two problems behave differently in some settings, this is not the case in our context.
Our reduction relies on a similar mechanism of choice gadgets, formed by \( k \) directed paths, corresponding to \( k \) colors in the Multicolored Clique instance. The \( i \)-th path is divided into blocks corresponding to the vertices of color \( i \). We enforce that a Hamiltonian cycle must omit exactly one block when following such a path, thus encoding a choice of \( k \) vertices. The arcs between blocks from different paths encode the adjacency matrix of the original graph. We would like to guarantee that any Hamiltonian cycle \( C \) visits each omitted block \( k-1 \) times, utilizing the arcs mentioned above. To ensure this, we need to allow \( C \) to “make a step backward” on the directed path during such a visit. On the other hand, we cannot afford to create too many disjoint cycles because DFVS should have size bounded in terms of \( k \). As a remedy, we attach \( k-1 \) long cycles to each choice gadget, which are connected to every block in a certain way (see Figure 3 on page 8). Using the fact that every vertex in the gadget must be visited by \( C \) at some point, we prove that each long cycle is entered exactly once and each choice gadget is entered exactly \( k \) times in total, imposing a rigid structure on a solution. As a result, we get rid of the flaw occurring in the naive construction and obtain an equivalent instance with DFVS number \( O(k^2) \).

Longest Cycle (Path) Above Girth. Having established our main hardness result, it is easy to extend it to Longest Cycle (Path) Above Girth. We replace each vertex \( v \) in the DFVS by two vertices \( v_{in} \) and \( v_{out} \), splitting the in- and out-going arcs of \( v \) between them, and insert a long path from \( v_{in} \) to \( v_{out} \). This path is set sufficiently long to make the girth \( g \) of the graph comparable to its size. Consequently, the original graph \( G \) is Hamiltonian if and only if the second one has a cycle of length \( g \cdot (dfvs(G)+1) \). So, this problem is also \( W[1] \)-hard.

To design an XP algorithm for Longest Path Above Girth, we follow the win-win approach employed by the FPT algorithm for the undirected case [36], which relies on a certain version of the Grid Minor Theorem. In general, the theorem states that either a graph contains a \( k \times k \)-grid as a minor, or its treewidth is bounded by \( f(k) \), for some (in fact, polynomial) function \( f \). In the first scenario, a sufficiently long path always exists, whereas in the second scenario, the problem is solved via dynamic programming on the tree decomposition.

We take advantage of the directed counterpart of the Grid Minor Theorem: either a digraph contains a subgraph isomorphic to a subdivision of the order-\( O(k) \) cylindrical wall or its directed treewidth is bounded by \( f(k) \), for some function \( f \) [61]. We prove that in the first scenario again a sufficiently long path always exists (so we obtain a Yes-instance), while in the second scenario we can utilize the known algorithm to compute the longest path in XP time with the help of the directed tree decomposition. Finally, let us remark that this argument does not extend to Longest Cycle Above Girth because we cannot guarantee the existence of a sufficiently long cycle in a subdivision of a cylindrical wall. We leave it open whether this problem belongs to XP as well.

2 Preliminaries

General Notation. For an integer \( r \), let \([r] = \{1, \ldots, r\}\), and for integers \( r_1, r_2 \), let \([r_1, r_2] = \{r_1, r_1 + 1, \ldots, r_2\}\). We refer to [27] for standard definitions in Parameterized Complexity.

Directed Graphs. We use standard graph theoretic terminology from Diestel’s book [31]. We work with simple directed graphs (digraphs) where the edges are given by a set \( E \) of ordered pairs of vertices. For an edge \( e = (u, v) \) in a digraph \( G \), we say that \( u \) is an in-neighbor of \( v \) and \( v \) is an out-neighbor of \( u \). We refer to \( e \) as an incoming edge of \( v \) and an outgoing edge of \( u \). For a vertex set \( S \subseteq V(G) \) we define \( \partial^\text{out}(S) = \{(u, v) \in E(G) : u \in S\} \),
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\[ \partial^\text{in}(S) = \{ (u, v) \in E(G) : v \in S \} \] and \[ \partial(S) = \partial^\text{out}(S) \cup \partial^\text{in}(S) \]. For two vertex sets \( A, B \subseteq V(G) \) we write \( E(A, B) \) for \( \partial(A) \cap \partial(B) \), that is, the set of edges with one endpoint in \( A \) and the other in \( B \). We use this notation only when the digraph \( G \) is clear from the context. When \( C \) is a subgraph of \( G \) we abbreviate \( \partial(C) = \partial(V(C)) \) and likewise for the remaining notation. A digraph \( G \) is isomorphic to a digraph \( H \) if there is a bijection \( f : V(G) \to V(H) \) such that for any \( u, v \in V(G) \) we have \( (u, v) \in E(G) \) if and only if \( (f(u), f(v)) \in E(H) \). The length of a path (or a cycle) \( P \) is the number of edges in \( P \). When the first and last vertices of a path \( P \) are \( s \) and \( t \), respectively, we call it an \( (s, t) \)-path. A cycle in \( G \) is called Hamiltonian if it visits all the vertices of \( G \). The girth of a digraph \( G \) is the shortest length of a cycle in \( G \). For a rooted tree \( T \) and a node \( t \in V(T) \), \( T_t \) denotes the subtree of \( T \) rooted at \( t \). By orienting each edge in a rooted tree from a parent to its child we obtain an arborescence.

**Directed Treewidth.** We move on to the directed counterparts of treewidth and grids.

**Definition 4 (Directed Tree Decomposition [61]).** A directed tree decomposition of a directed graph \( G \) is a triple \( (T, \beta, \gamma) \), where \( T \) is an arborescence, and \( \beta : V(T) \to 2^{V(G)} \) and \( \gamma : E(T) \to 2^{V(G)} \) are functions such that

1. \( \{ \beta(t) : t \in V(T) \} \) is a partition of \( V(G) \) into (possibly empty) sets, and
2. if \( e = (s, t) \in E(T) \), \( A = \bigcup \{ \beta(t') : t' \in V(T_s) \} \) and \( B = V(G) \setminus A \), then there is no closed (directed) walk in \( G - \gamma(e) \) containing a vertex in \( A \) and a vertex in \( B \).

For \( t \in V(T) \), define \( \Gamma(t) := \beta(t) \cup \bigcup \{ \gamma(e) : e \text{ is incident with } t \} \). Moreover, define \( \beta(T) := \bigcup \{ \beta(t') : t' \in V(T) \} \).

The width of \((T, \beta, \gamma)\) is the least integer \( w \) such that \( |\Gamma(t)| \leq w + 1 \) for all \( t \in V(T) \). The directed treewidth of \( G \) is the least integer \( w \) such that \( G \) has a directed tree decomposition of width \( w \).

**Definition 5 (Subdivision).** For a directed graph \( G \), the edge subdivision of \( (u, v) \in E(G) \) is the operation that removes \( (u, v) \) from \( G \) and inserts two edges \( (u, w) \) and \( (w, v) \) with the new vertex \( w \). A graph derived from \( G \) by a sequence of edge subdivisions is a subdivision of \( G \).

We now define special graphs called cylindrical grids and cylindrical walls (see Fig. 2).

**Definition 6 (Cylindrical Grid and Cylindrical Wall [21]).** A cylindrical grid of order \( k \), for some \( k \geq 1 \), is the directed graph \( G_k \) consisting of \( k \) pairwise vertex disjoint directed cycles \( C_1, \ldots, C_k \), together with \( 2k \) pairwise vertex disjoint directed paths \( P_1, \ldots, P_{2k} \) such that:

\[ \text{Figure 2} \text{ A cylindrical grid and a cylindrical wall of order 4. The figure is taken from [61].} \]
for \( i \in [k] \), \( V(C_i) = \{v_{i,1}, v_{i,2}, \ldots, v_{i,2k}\} \) and \( E(C_i) = \{(v_{i,j}, v_{i,j+1}) \mid j \in [2k - 1]\} \cup \{(v_{i,2k}, v_{i,1})\}

- for \( i \in \{1, 3, \ldots, 2k - 1\} \), \( E(P_i) = \{(v_{i,1}, v_{i,2}), (v_{i,2}, v_{i,3}), \ldots, (v_{i-k,1}, v_{i,1})\} \), and
- for \( i \in \{2, 4, \ldots, 2k\} \), \( E(P_i) = \{(v_{i-k}, v_{i-k+2}), (v_{i-k+2}, v_{i-1}), \ldots, (v_{i,1}, v_{i,1})\} \).

A cylindrical wall of order \( k \) is the directed graph \( W_k \) obtained from the cylindrical grid \( G_k \) by splitting each vertex of degree 4 as follows: we replace \( v \) by two new vertices \( v_{\text{in}}, v_{\text{out}} \) and an edge \((v_{\text{in}}, v_{\text{out}})\) so that every edge \((u, v) \in E(G_k)\) is replaced by an edge \((u, v_{\text{in}})\) and every edge \((v, u) \in E(G_k)\) is replaced by an edge \((v_{\text{out}}, u)\).

Note that in the cylindrical grid \( G_k \), the path \( P_i \) is oriented from the first cycle to the last one if \( i \) is odd, and from the last cycle to the first if \( i \) is even (see Figure 2). We have the following theorem for directed graphs, which will be helpful in designing our algorithm in Section 4 using a win/win approach.

**Theorem 7** (Directed Grid Theorem [61]). There is a function \( f : \mathbb{N} \to \mathbb{N} \) such that for every fixed \( k \in \mathbb{N} \), when given a directed graph \( G \), in polynomial time we can compute either:

1. a subgraph of \( G \) that is isomorphic to a subdivision of \( W_k \) or
2. a directed tree decomposition of \( G \) of width at most \( f(k) \).

### 3 Hardness of Hamiltonian Cycle By DFVS

This section is devoted to the proof of Theorem 1. It is based on a parameterized reduction from **Multicolored Clique**, defined as follows.

<table>
<thead>
<tr>
<th><strong>Multicolored Clique</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph ( G = (V, E) ), an integer ( k ), and a partition ((V^1, V^2, \ldots, V^k)) of ( V ).</td>
</tr>
<tr>
<td><strong>Parameter:</strong> ( k )</td>
</tr>
<tr>
<td><strong>Question:</strong> Is there a clique of size ( k ) with a vertex from each ( V^i, i \in [k] )?</td>
</tr>
</tbody>
</table>

This problem is well-known to be \( W[1] \)-hard [27, Theorem 13.7]. For an instance \((G, (V^1, V^2, \ldots, V^k))\) of **Multicolored Clique**, we construct an instance \((G', X)\) of **Hamiltonian Cycle By DFVS** as follows.

**Construction of \( G' \).** For \( i \in [k] \) we construct a directed path \( P^i \) corresponding to \( V^i \) as follows. Let us fix an arbitrary ordering \( <_i \) of the vertices in \( V^i \), and accordingly, denote \( V_i^i = \{v_{i,1}, v_{i,2}, \ldots, v_{i,|V_i|}\} \). To each vertex \( v \in V_i^i \) we associate a directed path \( P_v \) on \( 2k \) vertices. We let \( v_{\text{left}}^i \) and \( v_{\text{right}}^i \) denote the first and last vertices of \( P_v \), respectively. We refer to the \((2k - 1)\) internal vertices of \( P_v \) as \( v_{1,\text{in}}, v_{1,\text{out}}, v_{2,\text{in}}, v_{2,\text{out}}, \ldots, v_{i-1,\text{in}}, v_{i-1,\text{out}}, v_{i+1,\text{in}}, v_{i+1,\text{out}}, v_{i,\text{in}}, v_{i,\text{out}}, v_{k,\text{in}}, v_{k,\text{out}} \) (note that the index \( i \) is avoided). The directed path \( P^i \) is the concatenation of these paths: \( P_{v_1} \to P_{v_2} \to \ldots \to P_{v_{|V_i|}} \).

For every \( i \in [k] \) we create a “universal” vertex \( u^i \) and insert edges \((u^i, v_{\text{left}}^i), (u^i, v_{\text{right}}^i), (v_{\text{left}}^i, u^i), (v_{\text{right}}^i, u^i)\) for all \( v \in V^i \). Next, we create \( k - 1 \) cycles \( C_{i-1,j}^i \) for \( j \in [k] \setminus \{i\} \), each of length \( 2 \cdot |V_i| \). The vertices of \( C_{i-1,j}^i \) are \( e_{i-1,j}^{i-1,\text{out}} \cdot e_{i-1,j}^{i-1,\text{in}} \cdot e_{i-1,j}^{i,\text{out}} \cdot e_{i-1,j}^{i,\text{in}} \cdot \ldots \cdot e_{i-1,j}^{k,\text{out}} \cdot e_{i-1,j}^{k,\text{in}} \).

We insert edges from \( e_{i-1,j}^{i-1,\text{out}} \) to \( v_{1,\text{out}} \) and from \( v_{i,\text{in}} \) to \( e_{i-1,j}^{i,\text{in}} \) for all \( v \in V^i \). See Figure 3 for an illustration.

---

6 The theorem in [61] states that the cylindrical wall of order \( k \) is obtained as a topological minor of \( G \).

For any topological minor \( H \) of \( G \), there exists a subdivision of \( H \) isomorphic to a subgraph of \( G \).
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Let $\mathcal{S} = \{s^1, s^2, \ldots, s^k\}$ and $T = \{t^1, t^2, \ldots, t^k\}$. For $i \in [k]$ we insert edges from $s^i$, $i \in [k]$, to $v_1^{\text{left}}$ (being the first vertex of the path $P^0$). We also add edges from $v_{ij}^{\text{right}}$ (being the last vertex of the path $P^i$) to $t^i$.

We also create two additional sets of $\binom{k}{2}$ terminal vertices each: $\hat{\mathcal{S}} = \{\hat{s}^{i,j} : 1 \leq 1 < j \leq k\}$ and $\hat{T} = \{\hat{t}^{i,j} : 1 \leq 1 < j \leq k\}$. For $i, j \in [k], i < j$, and $v \in V^i$, we insert an edge from $\hat{s}^{i,j}$ to $v_1^{\text{in}}$ (which belongs to $P_i$ and hence to $P^0$) and for $v \in V^j$, we insert an edge from $v_1^{\text{out}}$ to $\hat{t}^{i,j}$. Furthermore, we add edges from every $t \in T \cup \hat{T}$ to every $s \in \mathcal{S} \cup \hat{\mathcal{S}}$.

Finally we encode the adjacency matrix of $G$: for each edge $uv$ in $\hat{E}(G)$ with $u \in V^i$ and $v \in V^j$ with $i < j$, we insert an edge from $u_i^{\text{out}}$ to $v_i^{\text{in}}$. See Figure 4 for an example.

This concludes the construction of $G'$. Clearly, the graph $G'$ can be computed in polynomial time when given $(G, (V^1, \ldots, V^k))$. We begin the analysis of $G'$ by showing that it has a DFVS of size $O(k^2)$.

Lemma 8. There exists a subset $X \subseteq V(G')$ such that $G' - X$ is a DAG and $|X| = k(k - 1) + 2k + \binom{k}{2}$.

Proof. Let $Y$ be the set of vertices $\{v_i^{j,i,\text{out}} : i, j \in [k], i \neq j\}$ where $v_i^j$ stands for the first vertex in $V^i$. We set $X = Y \cup T \cup \hat{T} \cup \{u^1, \ldots, u^k\}$ and claim that $G' - X$ is a directed acyclic graph. First observe that for each $i \in [k]$ the graph $L^i := P^i \cup \bigcup_{j \neq i} C^{i,j} - X$ is acyclic because it can be drawn with each edge being either vertical or horizontal facing right (see Figure 3). The remaining edges in $G' - X$ either start at $S \cup \hat{S}$ (these vertices have no incoming edges) or go from $L^i$ to $L^j$ for $i < j$. Thus $G' - X$ is a DAG. Finally we check that $|X| = |Y| + |T| + |\hat{T}| + k(k - 1) + 2k + \binom{k}{2}$. □

Correctness. We first show that if $(G, (V^1, V^2, \ldots, V^k))$ is a Yes-instance then there exists a Hamiltonian cycle in $G'$. In the following lemmas, we refer to the directed feedback vertex set $X$ from Lemma 8.

Lemma 9. If $(G, (V^1, V^2, \ldots, V^k))$ is a Yes-instance of Multicolored Clique then $(G', X)$ is a Yes-instance of Hamiltonian Cycle by DFVS.

Proof. Let $\{v_1, \ldots, v_k\}$ be a clique in $G$ with $v_i \in V^i$ for $i \in [k]$. For $i \in [k]$ we define the path $Z^i$ that starts at $s^i$, follows $P^i$ until $v_1^{\text{left}}$, visits $u^i$, and then follows $P^i$ from $v_1^{\text{right}}$ to $t^i$. Next, for $i < j$ we construct the path $Q^{i,j}$ as $\hat{s}^{i,j} \rightarrow v_1^{j,\text{in}} \rightarrow C^{i,j} \rightarrow v_1^{i,\text{out}} \rightarrow v_1^{j,\text{in}} \rightarrow C^{j,i} \rightarrow v_1^{i,\text{out}} \rightarrow \hat{t}^{i,j}$. Note that one can traverse the entire cycle $C^{i,j}$ after entering it from $v_1^{i,\text{in}}$ and leave towards $v_1^{i,\text{out}}$. The edge $(v_1^{j,\text{out}}, v_1^{j,\text{in}})$ is present in $G'$ due to the encoding of the adjacency matrix of $G$. The union of all these paths covers the entire vertex set of $G'$. It suffices to observe that these paths can be combined into a single cycle using the edges from $T \cup \hat{T}$ to $S \cup \hat{S}$. □
Figure 4 Graph $G$ (top right) with a clique $\{u_1, v_2, w_2\}$ and the graph $G'$ encoding $G$. For the sake of legibility, several groups of edges are omitted in this picture: edges incident to $u'$ or the cycles $C^{i\rightarrow j}$ and edges going from $T \cup T'$ to $S \cup S'$.

Proving the converse of Lemma 9 is more challenging. We will reveal the structure of a potential Hamiltonian cycle $H$ in $G'$ gradually. First, we show that if $H$ enters the cycle $C^{i\rightarrow j}$ through an incoming edge corresponding to a certain vertex $v \in V^i$, then it must also leave it through an outgoing edge related to $v$, and vice versa. A priori, there might be multiple vertices $v \in V^i$ for which this happens.

For $v \in V^i$ we denote the edge from $e^{i\rightarrow j, \text{out}}_v$ to $v^{j, \text{out}}$ by $e^{i\rightarrow j, \text{out}}$. Similarly, let the edge from $v^{j, \text{in}}$ to $e^{i\rightarrow j, \text{in}}$ be $e^{i\rightarrow j, \text{in}}$.

Lemma 10. Let $H$ be a Hamiltonian cycle in $G'$ and $1 \leq i < j \leq k$. Then $E(H) \cap \partial(C^{i\rightarrow j})$ is of the form $\bigcup_{v \in U} \{e^{i\rightarrow j, \text{out}}_v, e^{i\rightarrow j, \text{in}}_v\}$ where $U$ is some subset of $V^i$.

Proof. Note that $\partial(C^{i\rightarrow j}) = \{e^{i\rightarrow j, \text{out}}_v, e^{i\rightarrow j, \text{in}}_v, e^{i\rightarrow j, \text{out}}_v, \ldots, e^{i\rightarrow j, \text{out}}_v, e^{i\rightarrow j, \text{in}}_v\}$. First suppose that for some $v \in V^i$, we have $e^{i\rightarrow j, \text{in}}_v \in E(H)$. Since $H$ is a Hamiltonian cycle in $G'$, it has to visit the vertex $e^{i\rightarrow j, \text{out}}_v$. Thus $H$ contains an outgoing edge of $e^{i\rightarrow j, \text{out}}_v$. The only two outgoing edges of $e^{i\rightarrow j, \text{out}}_v$ are $e^{i\rightarrow j, \text{out}}_v$ and $(e^{i\rightarrow j, \text{out}}_v, e^{i\rightarrow j, \text{in}}_v)$. Since $e^{i\rightarrow j, \text{in}}_v \in E(H)$ is an incoming edge of $e^{i\rightarrow j, \text{in}}_v$, the edge $(e^{i\rightarrow j, \text{out}}_v, e^{i\rightarrow j, \text{in}}_v)$ cannot belong to $E(H)$. The only other candidate for the outgoing edge of $e^{i\rightarrow j, \text{out}}_v$ is $e^{i\rightarrow j, \text{out}}_v$, so $e^{i\rightarrow j, \text{out}}_v \in E(H)$.

The proof of implication in the other direction is analogous. Hence for each $v \in V^i$ we have $e^{i\rightarrow j, \text{out}}_v \in E(H) \Leftrightarrow e^{i\rightarrow j, \text{in}}_v \in E(H)$.

\vspace{10mm}
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As the next step, we show that when \( v \in V^i \) and a Hamiltonian cycle enters some cycle \( C^{i \to j} \) adjacent to \( P^i \) through a vertex from \( P_v \), then it must enter all the \( k-1 \) cycles adjacent to \( P^i \) through \( P_j \). Again, we cannot yet exclude a scenario that this would happen for multiple vertices \( v \in V^i \).

**Lemma 11.** For any Hamiltonian cycle \( H \) in \( G' \) and \( i \in [k] \), there exists a subset \( U \subseteq V^i \) for which we have

\[
E(H) \cap E(P^i, \bigcup_{j \neq i} C^{i \to j}) = \bigcup_{v \in U} E(P_v, \bigcup_{j \neq i} C^{i \to j}).
\]

**Proof.** Targeting a contradiction, suppose there exists a vertex \( v \in V^i \) such that at least one edge of \( E(P_v, \bigcup_{j \neq i} C^{i \to j}) \) is in \( E(H) \) and at least one edge of \( E(P_v, \bigcup_{j \neq i} C^{i \to j}) \) is not in \( E(H) \). From Lemma 10 we know that \( E(H) \cap E(P_v, \bigcup_{j \neq i} C^{i \to j}) \) is a union of pairs of the form \( \{e^{i \to j}_{v,\text{out}}, e^{i \to j}_{v,\text{in}}\} \) for some \( j \in [k] \setminus \{i\} \). Hence there indices \( p, j \in [k] \setminus \{i\} \) so that \( (u^{p,\text{in}}, v^{p,\text{out}}) \in E(P^i) \), one of the sets \( E(B_v, C^{i \to p}) \), \( E(B_v, C^{i \to j}) \) has empty intersection with \( E(H) \) and the other one is contained in \( E(H) \). We can assume w.l.o.g. that \( j = p+1 \) and the first of these sets is empty.

We arrive at the following scenario: \( p \in [k] \setminus \{i\} \), \( e^{i \to p-1,\text{out}}, e^{i \to p,\text{in}} \notin E(H) \) and \( e^{i \to p+1,\text{out}}, e^{i \to p+1,\text{in}} \in E(H) \). Since \( H \) is a Hamiltonian cycle, it has to visit the vertex \( v^{p,\text{in}} \). Thus, it has to traverse an outgoing edge of \( v^{p,\text{in}} \). The only outgoing edges of \( v^{p,\text{in}} \) are the edges \( e^{i \to p,\text{in}}, e^{i \to p+1,\text{out}} \). By the assumption, \( e^{i \to p,\text{in}} \notin E(H) \) so \( (v^{p,\text{in}}, v^{p+1,\text{out}}) \in E(H) \). On the other hand, since \( e^{i \to p+1,\text{out}} \in E(H) \) is an incoming edge of \( v^{p+1,\text{out}} \), we have \( (v^{p,\text{in}}, v^{p+1,\text{out}}) \notin E(H) \) as it is also an incoming edge to \( v^{p+1,\text{out}} \). This yields a contradiction.

We want to argue now that in fact the set \( U \) in Lemma 11 is a singleton, that is, for fixed \( i \in [k] \) each cycle \( C^{i \to j} \) is being entered exactly once and from the same subpath \( P_v \) of \( P^i \). To this end, we take advantage of the universal vertices \( u^i \).

**Lemma 12.** For any Hamiltonian cycle \( H \) in \( G' \) and \( i \in [k] \) there exists \( v \in V^i \) such that

\[
E(H) \cap E(P^i, \bigcup_{j \neq i} C^{i \to j}) = E(P_v, \bigcup_{j \neq i} C^{i \to j}).
\]

**Proof.** Let \( U \) be the set from Lemma 11. Targeting a contradiction, suppose that there exist two distinct \( v, w \in U \). That is, \( E(H) \cap E(P^i, \bigcup_{j \neq i} C^{i \to j}) \supseteq E(P_v, \bigcup_{j \neq i} C^{i \to j}) \cup E(P_w, \bigcup_{j \neq i} C^{i \to j}) \).

The Hamiltonian cycle \( H \) must contain an outgoing edge of \( v^{i\text{left}} \), which is the first vertex on the path \( P_v \). The only out-neighbors of \( v^{i\text{left}} \) are \( u^i \) and \( v^{p,\text{out}} \) where \( p = 1 \) when \( i \neq 1 \) or \( p = 2 \) when \( i = 1 \). Recall that the \( e^{i \to p,\text{out}} \) is present in \( E(B_v, \bigcup_{j \neq i} C^{i \to j}) \) and thereby in \( E(H) \) by the assumption. Also, since the edge \( e^{i \to p,\text{out}} \), which is an incoming edge of \( v^{p,\text{out}} \), the edge \((v^{i\text{left}}, v^{p,\text{out}}) \) cannot be in \( E(H) \). Thus the outgoing edge of \( v^{i\text{left}} \) in \( H \) is \((v^{i\text{left}}, u^i) \).

Now consider the vertex \( u^{i\text{left}} \), which is the first one of the path \( P_w \). By the same argument as above, we have \((u^{i\text{left}}, u^i) \in E(H) \). This implies that \( u^i \) has two in-neighbors in \( H \), a contradiction.

It is also impossible that \( U = \emptyset \) because then \( E(H) \cap \partial(C^{i \to j}) = \emptyset \) for each \( j \neq i \) implying that \( H \) is disconnected. Consequently, \( U \) contains exactly one element.

We can summarize the arguments given so far as follows: for a Hamiltonian cycle \( H \) in \( G' \) and \( i \in [k] \), there exists \( v \in V^i \) such that, for all \( j \neq i \), it holds that

\[
E(H) \cap \partial(C^{i \to j}) = E(P_v, C^{i \to j}) = \{e^{i \to j}_{v,\text{out}}, e^{i \to j}_{v,\text{in}}\}.
\]

We make note of a simple implication of this fact.

**Lemma 13.** Let \( H \) be a Hamiltonian cycle in \( G' \) and \( i, j \in [k] \). Let \( v \in V^i \) satisfy

\[
E(H) \cap \partial(C^{i \to j}) = \{e^{i \to j}_{v,\text{out}}, e^{i \to j}_{v,\text{in}}\}.
\]

Then \( e = (v^{j,\text{out}}, v^{j,\text{in}}) \) does not belong to \( E(H) \).
Proof. Since $E(H) \cap \partial(C^{i \rightarrow j})$ comprises exactly two edges, we infer that $H$ contains the path $Q = v^{i,\text{in}} \rightarrow v^{j,\text{in}} \rightarrow \ldots \rightarrow v^{i-\text{out}} \rightarrow v^{j-\text{out}}$ with all internal vertices from $V(C^{i \rightarrow j})$. If $H$ traversed the edge $e = (v^{i,\text{out}}, v^{j,\text{in}})$, then it would contain the cycle $C$ formed by $Q$ and $e$. This would imply $H = C$, which contradicts that $H$ is Hamiltonian.

We are going to show that $H$ can include only one edge that goes from $V(P^i)$ to $V(P^j)$; it will follow that this edge must be $(v^{i,\text{out}}_i, v^{j,\text{out}}_j)$.

Lemma 14. Let $H$ be a Hamiltonian cycle in $G'$. For each pair $i, j \in [k]$ with $i < j$ we have $|E(H) \cap E(P^i, P^j)| \leq 1$.

Proof. Suppose that $|E(H) \cap E(P^i, P^j)| \geq 2$. Then there exist $u, w \in V^j$ and $e_u \in \partial_{\text{in}}(u^{i,\text{in}}) \cap \partial_{\text{out}}(P^i)$, $e_w \in \partial_{\text{in}}(w^{i,\text{in}}) \cap \partial_{\text{out}}(P^j)$ such that $e_u, e_w \in E(H)$. This implies that the edges $(u^{i,\text{out}}, u^{i,\text{in}}), (w^{i,\text{out}}, w^{i,\text{in}}) \in E(P^j)$ cannot be used by $H$. Since $i < j$, the vertex $u^{i,\text{out}}$ has only one out-neighbor different than $u^{i,\text{in}}$: the terminal $\hat{P}^{i,\text{out}}$. Hence $(u^{i,\text{out}}, \hat{P}^{i,\text{out}}) \in E(H)$. But the same argument applies to $w^{i,\text{out}}$. As a consequence, two incoming edges of $\hat{P}^{i,\text{out}}$ are being used by $H$ and so we arrive at a contradiction.

Finally, we prove the second implication in the correctness proof of the reduction.

Lemma 15. If $(G', X)$ is a Yes-instance of Hamiltonian Cycle By DFVS then $(G, (V^1, V^2, \ldots, V^k))$ is a Yes-instance of Multicolored Clique.

Proof. Let $H$ be a Hamiltonian cycle in $G'$ and $v_i \in V^i$ be the vertex given by Lemma 12 for $i \in [k]$. Fix a pair of indices $i < j$. By Lemma 13 we know that the edge $(v^{i,\text{out}}_i, v^{j,\text{in}}_j)$ does not belong to $E(H)$. The remaining outgoing edges of $v^{i,\text{out}}_i$ belong to $E(P^i, P^j)$ and $H$ must utilize one of them. By the same argument, $H$ must traverse one of the incoming edges of $v^{j,\text{in}}_j$ that belongs to $E(P^i, P^j)$. Due to Lemma 14, the Hamiltonian cycle $H$ can use at most one edge from $E(P^i, P^j)$. Consequently, we obtain that $(v^{i,\text{out}}_i, v^{j,\text{in}}_j) \in E(H)$. In particular, this means that $(v^{i,\text{out}}_i, v^{j,\text{in}}_j)$ is present in $E(G')$ and, by the construction of $G'$, implies that $v_i v_j \in E(G)$. Therefore, \{v_1, v_2, \ldots, v_k\} forms a clique in $G$.

Lemmas 9 and 15 constitute that the instances $(G, (V^1, V^2, \ldots, V^k))$ and $(G', X)$ are equivalent while Lemma 8 ensures that $|X| = O(k^2)$. We have thus obtained a parameterized reduction from Multicolored Clique to Hamiltonian Cycle By DFVS, proving Theorem 1.

Due to space constraints, the W[1]-hardness proofs for Longest Cycle Above Girth and the path variants of both problems are provided in the full version.

4 XP Algorithm for Longest Path Above Girth

Johnson et al. [58] proved that Hamiltonian Path is in XP parameterized by directed treewidth. This result was later extended by de Oliveira Oliveira [30] to capture a wider range of problems expressible in Monadic Second Order (MSO) logic with counting constraints. As a special case of this theorem, we have the following.

Theorem 16 ([30]). Longest Path on directed graphs is in XP when parameterized by directed treewidth.

We will use the Directed Grid Theorem (Theorem 7), which either returns a cylindrical wall of order $O(k)$ in $G$ or concludes that the directed treewidth of $G$ is bounded in terms of $k$. In the former case, we prove that a path of length $q \cdot k$ always exists in $G$. In the latter case, we use Theorem 16 to solve the problem optimally by an XP algorithm.
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Figure 5 The path $R$ (colored in red) in a subdivision of $W_5$, described in Lemma 20.

Throughout this section we abbreviate $W = W_{2k+1}$ (the cylindrical wall of order $2k + 1$). In order to establish correctness of the algorithm, we need to argue that any subdivision $H$ of $W$ admits a path $k$ times longer than the girth of $H$.

We denote the $2k + 1$ vertex disjoint cycles in $W$ by $C_1^W, C_2^W, \ldots, C_{2k+1}^W$ counting from the innermost one. For a subdivision $H$ of $W$ we denote the counterpart of $C_i^W$ in $H$ as $C_i^H$. We refer to the girth of $H$ as $g$. Note that $g$ lower bounds the length of each cycle $C_i^H$.

Definition 17. A subpath in $C_i^W$ is called a segment of $C_i^W$ if its endpoints have out-neighbors in $C_{i+1}^W$ and none of its internal vertices has out-neighbors in $C_{i+1}^W$. A subpath in $C_i^H$ is a segment of $C_i^H$ if it is a subpath of a segment in $C_i^W$.

We make note of a few properties of segments.

Observation 18. For every $i \in [2k + 1]$ the following hold.
1. Each cycle $C_i^W$ is a cyclic concatenation of $k + 1$ segments of length 4.
2. Each cycle $C_i^H$ is a cyclic concatenation of $k + 1$ segments.
3. If $i > 1$ then each segment of $C_i^W$ has a unique internal vertex with an in-neighbor in $C_{i+1}^W$.

We show that in every cycle $C_i^H$ we can choose a segment $S$ so that the path obtained by traversing all vertices in $C_i^H$ that are not internal vertices of $S$ is almost as long as $C_i^H$.

Lemma 19. For a segment $S$ of $C_i^H$, let $\hat{S}$ be the subpath of $C_i^H$ that starts at the end of $S$ and ends at the start of $S$. Then there exists a segment $S_i^H$ of $C_i^H$ such that $\hat{S}_i^H$ has length at least $g - \frac{g}{k+1}$.

Proof. By Observation 18 we know that $C_i^H$ can be partitioned into $k + 1$ segments. By a counting argument, there exist a segment $S_i^H$ of size at most $\frac{|E(C_i^H)|}{k+1}$. Thus, for the path $\hat{S}_i^H$ complementing $S_i^H$, we have $|E(\hat{S}_i^H)| \geq |E(C_i^H)| \cdot (1 - \frac{1}{k+1}) \geq g \cdot (1 - \frac{1}{k+1})$. □

Let $s_i^{\text{out}}$ denote the first vertex on $S_i^H$. If $i > 1$, we define $s_i^{\text{in}}$ to be the unique internal vertex of $S_i^H$ corresponding to a vertex in $C_i^W$ with an in-neighbor in $C_{i+1}^W$. If $i = 1$, we define $s_i^{\text{in}}$ to be the last vertex on $S_i^H$.

Lemma 20. Let $H$ be a subdivision of $W_{2k+1}$ and $g$ be the girth of $H$. Then there exists a path of length at least $g \cdot k$ in $H$. 
Proof. For $i \in [2k+1]$ we define path $R_i$ in $C_i$ as follows. If $i$ is odd, we set $R_i$ to be the subpath of $C_i$ from $s^n_i$ to $s^{awt}_i$. If $i$ is even, the path $R_i$ begins at the unique vertex in $CH_i$ that can be reached via a subdivided edge from $s_{out}^{i-1}$ and $R_i$ ends at the unique vertex in $CH_i$ from which $s^n_{in}^{i+1}$ is reachable by a subdivided edge. Note that the first and last indices in $[2k+1]$ are odd, so the paths $R_i$ are well-defined. We can now concatenate $R_1, R_2, \ldots, R_{2k+1}$ using the subdivided edges between the cycles to obtain a path $R$ in $H$; see Figure 5.

We argue that $R$ is sufficiently long. There are $k+1$ odd indices in $[2k+1]$, and, for each of them, $R_i$ contains the path $\tilde{S}^H_i$ (from Lemma 19) of length at least $g - g(k+1) = g(k+1) - g = g \cdot k$.

We are ready to summarize the entire algorithm.

> **Theorem 3.** Longest Path Above Girth is in XP.

Proof. We first execute the algorithm from Theorem 7, which returns either a directed tree decomposition of width $f(k)$, for some computable function $f$, or a subgraph $H$ of $G$ that is a subdivision of $W_{2k+1}$. Note that the girth of $H$ is at least the girth of $G$. In the first case, we apply the algorithm from Theorem 16 to find the longest path in $G$ in polynomial time for fixed $k$. In the latter case, Lemma 20 asserts that $H$ contains a path of length at least $k$ times the girth of $H$, so we can report that $(G, k)$ a Yes-instance.

---
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