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Abstract
Submodular maximization has been a central topic in theoretical computer science and combinatorial
optimization over the last decades. Plenty of well-performed approximation algorithms have been
designed for the problem over a variety of constraints. In this paper, we consider the submodular
multiple knapsack problem (SMKP). In SMKP, the profits of each subset of elements are specified
by a monotone submodular function. The goal is to find a feasible packing of elements over multiple
bins (knapsacks) to maximize the profit. Recently, Fairstein et al. [ESA20] proposed a nearly
optimal (1 − e−1 − ϵ)-approximation algorithm for SMKP. Their algorithm is obtained by combining
configuration LP, a grouping technique for bin packing, and the continuous greedy algorithm for
submodular maximization. As a result, the algorithm is somewhat sophisticated and inherently
randomized. In this paper, we present an arguably simple deterministic combinatorial algorithm for
SMKP, which achieves a (1 − e−1 − ϵ)-approximation ratio. Our algorithm is based on very different
ideas compared with Fairstein et al. [ESA20].
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1 Introduction

The multiple knapsack problem (MKP) is defined as follows. We are given a set N of n

elements and a set M of m bins (knapsacks). Each element u ∈ N has a positive cost
c(u) > 0 and a positive profit p(u) > 0. The cost (profit) of a subset S ⊆ N equals the sum
of the costs (profits) of its elements. The j-th bin in M has a positive budget Bj > 0 for
1 ≤ j ≤ m. A subset S ⊆ N is feasible if there is a disjoint partition {Sj}m

j=1 of S such that
c(Sj) ≤ Bj for 1 ≤ j ≤ m. The goal is to find a feasible set S (and its partition {Sj}m

j=1)
whose profit is maximized. It is well-known that the problem admits a PTAS but no FPTAS
assuming P ̸= NP [18, 5, 17].

In this paper, we consider the submodular generalization of the above problem, referred
to as the submodular multiple knapsack problem (SMKP). In SMKP, the profit is in general
non-additive and specified by a monotone submodular function f : 2N → R+. Here, a
set function f : 2N → R is monotone if f(S) ≤ f(T ) for any S ⊆ T and submodular if
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f(S ∪ {u}) − f(S) ≥ f(T ∪ {u}) − f(T ) for any S ⊆ T and u ̸∈ T . The goal is again
to find a feasible set S which maximizes the profit f(S). When m = 1, the problem
reduces to submodular maximization under a knapsack constraint, which enjoys an optimal
(1 − e−1)-approximation [18, 25].

Submodular functions capture the effect of diminishing returns in the economy and
generalize many well-known functions such as coverage functions, cut functions, matroid rank
functions, and log determinants. By introducing a submodular objective, SMKP falls in the
field of submodular maximization, which studies maximization problems with submodular
objectives, including maximum coverage problem, maximum cut problem, submodular welfare
problem [26], influence maximization [19]. The study of submodular maximization has lasted
for more than forty years. As early as 1978, it was shown that for monotone submodular
maximization, a greedy algorithm achieves a (1 − e−1)-approximation under the cardinality
constraint [24] and a 1/2 approximation under the matroid constraint [15]. On the other
hand, even for the cardinality constraint, the problem does not admit an approximation
ratio better than 1 − e−1 [23]. It was a longstanding open question whether the problem
admits a (1 − e−1)-approximation under the matroid constraint. In 2008, Vondrák [26]
made a big breakthrough and answered this question affirmatively by proposing the so-called
continuous greedy algorithm. Since then, plenty of optimal or well-performed approximation
algorithms have been proposed for submodular maximization over a variety of constraints
[2, 3, 4, 7, 12, 14, 16, 21, 22, 27].

For SMKP, a nearly optimal (1−e−1−ϵ)-approximation algorithm based on the continuous
greedy technique was recently proposed in [9]. Their algorithm relies on two key ideas. First,
they showed that by defining a configuration LP, an SMKP instance whose all bins have
the same budget can be reduced to submodular maximization under 2-dimensional packing
constraints (SMPC). Second, they developed a grouping technique inspired by [6] to convert
a general SMKP instance to a leveled instance where bins are partitioned into blocks and
bins in the same block have the same budget. In this way, they are able to reduce a general
SMKP instance to an SMPC instance. They finally finished their work by a refined analysis
of the continuous greedy algorithm for SMPC.

The techniques adopted by [9] and the way to combine them are somewhat sophisticated,
which makes their algorithm not easy to understand and implement. Besides, the continuous
greedy technique involves a sampling process and therefore their algorithm is inherently
randomized. To the best of our knowledge, no deterministic algorithm was known for SMKP.
In this paper, we present a simple deterministic combinatorial algorithm for SMKP, which
achieves a (1 − e−1 − ϵ)-approximation ratio.

▶ Theorem 1. For any ϵ > 0, there exists a deterministic combinatorial algorithm for SMKP
that achieves a (1 − e−1 − ϵ)-approximation ratio and runs in polynomial time.

1.1 Technique Overview
We start with solving SMKP instances under the identical case, where all the bins have the
same budget B. Such instances can be reduced to exponential-size instances of submodular
maximization subject to a cardinality constraint. Inspired by this observation, we design
an algorithm for the identical case by mimicking the greedy algorithm for the cardinality
constraint. See Section 1.1.1 for details.

For any general SMKP instance, we use the grouping technique developed by [9] to convert
it to the so-called leveled instance. While Fairstein et al. [9] resorts to the configuration LP
to solve the leveled instance, we present a simple (1 − e−1 − ϵ)-approximation algorithm for it
by exploiting its structure and invoking our algorithm for the identical case as a subroutine.
See Section 1.1.2 for details.
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1.1.1 The Identical Case
Under the identical case, SMKP can be regarded as an exponential-size instance of submodular
maximization subject to a cardinality constraint. Specifically, let I = {S ⊆ N | c(S) ≤ B}.
For any T ⊆ I, define g(T ) = f(∪S∈T S). It is easy to verify that g is a monotone submodular
function. Then, max{g(T ) | |T | ≤ m} describes the SMKP instance under the identical case.

Inspired by the above observation, our algorithm packs bins one by one and manages
to make each bin pack at least the average marginal value of the optimal solution over m

bins. In other words, for the j-th bin, it aims to find a set Sj such that f(Sj | ∪j−1
i=1 Si) ≥

1
m f(OPT | ∪j−1

i=1 Si), where OPT denotes the optimal solution. This naturally leads to
(1 − e−1) approximation.

We take the first bin as an example and explain that it is possible to find a set S1 such
that f(S1) ≥ 1

m f(OPT ) when m is large enough. If S1 is obtained by packing elements in
sequence greedily according to their marginal densities, then we can prove

f(S1) ≥ (1 − e−c(S1)/c(OP T )) · f(OPT ).

If we further allow S1 to violate the budget constraint by adding one more element, then
c(S1) ≥ B. Together with c(OPT ) ≤ mB, we have

f(S1) ≥ (1 − e−1/m) · f(OPT ) ≈ 1
m

f(OPT ).

The story has not ended since the last element added to S1 violates the budget constraint.
To handle this issue, our algorithm divides elements into large and small elements according
to their costs and then packs them in different ways. Specifically, an element u ∈ N is large
if c(u) > ϵB and small otherwise. Our algorithm packs large elements by enumeration since
there are polynomial ways to pack them in total. It packs small elements greedily as before.
In this way, the last element added to S1 has a cost less than ϵB and there are at most m

such elements. Thus, all of them can be repacked using additional ϵm bins and all Sj ’s will
then become feasible.

In Lemma 5, we show that f(S1) ≥ 1
m f(OPT ) still holds although we introduce the

enumeration step.

1.1.2 The General Case
Observe that a general SMKP instance can be reduced to an exponential-size instance
of submodular maximization subject to a partition matroid constraint. Specifically, let
Ij = {S ⊆ N | c(S) ≤ Bj} be the feasible region for the j-th bin and I = ∪m

j=1Ij . For any
T ⊆ I, define g(T ) = f(∪S∈T S). Then, max{g(T ) | |T ∩ Ij | ≤ 1, 1 ≤ j ≤ m} describes the
general SMKP instance. Recall that the optimal (1 − e−1)-approximation for the partition
matroid constraint is obtained via the continuous greedy algorithm [26]. Thus, it is not a
good idea to solve general SMKP instances directly.

The difficulty in solving general SMKP stems from that the budgets are distinct. Therefore,
we first consider an “intermediate” instance where bins can be partitioned into r blocks
{Mk}r

k=1 such that block Mk contains sufficiently many bins and all of them have the same
budget Bk. Clearly, this instance is slightly more general than the instance under the identical
case. It can also be reduced to an exponential-size instance of submodular maximization
subject to a partition matroid constraint. Specifically, let Ik = {S ⊆ N | c(S) ≤ Bk}
for 1 ≤ k ≤ r and I = ∪r

k=1Ik. For any T ⊆ I, define g(T ) = f(∪S∈T S). Then,
max{g(T ) | |T ∩ Ik| ≤ |Mk|, 1 ≤ k ≤ r} describes the above SMKP instance.

ESA 2023



98:4 Simple Deterministic Approximation for Submodular Multiple Knapsack Problem

The above two reductions lead to different constraints |T ∩ Ij | ≤ 1 and |T ∩ Ik| ≤ |Mk|.
For convenience, assume that 1/ϵ is an integer, |Mk| ≥ 1/ϵ and ϵ|Mk| is an integer for all
1 ≤ k ≤ r. Our key observation is that for constraint {T ⊆ I | |T ∩ Ik| ≤ |Mk|, 1 ≤ k ≤ r},
there is a simple deterministic algorithm that can achieve (1 − e−1 − ϵ)-approximation. The
algorithm runs in 1/ϵ iterations. In each iteration, block Mk is visited in sequence and the
algorithm will pack ϵ|Mk| bins in Mk. This forms an SMKP instance under the identical
case. Thus, we can invoke our algorithm for the identical case to solve it.

Finally, we apply a grouping technique from [9] to convert a general instance to a t-leveled
instance which has blocks {Mk}r

k=1 and bins in the same block have the same budget. Besides,
each of the first t2 blocks contains a single bin, and each of the remaining blocks contains
at least t. This is very similar to the intermediate instance before and it is not difficult to
handle the first t2 blocks.

1.2 Related Work

MKP has been fully studied previously. Kellerer [18] proposed the first PTAS for the identical
case of the problem. Soon after, Chekuri and Khanna [5] proposed a PTAS for the general
case. The result was later improved to an EPTAS by Jansen [17]. On the other hand, it
is easy to see that the problem does not admit an FPTAS even for the case of m = 2 bins
unless P = NP [5].

SMKP contains submodular maximization subject to a knapsack constraint as a special
case. For this problem, there is an optimal (1 − e−1)-approximation algorithm that runs in
O(n5) time [18, 25]. Later, a fast algorithm was proposed in [1] that achieves a (1 − e−1 − ϵ)-
approximation ratio and runs in n2(log n/ϵ)O(1/ϵ8) time2. This was recently improved in [8]
by a new algorithm that runs in (1/ϵ)O(1/ϵ4)n log2 n time. The last two algorithms are
impractical due to their high dependence on 1/ϵ. Very recently, a (1 − e−1)-approximation
algorithm was proposed in [20, 13], which runs in O(n4) time. This algorithm can be further
accelerated to achieve (1 − e−1 − ϵ)-approximation in Õ(n3/ϵ) time.

To the best of our knowledge, SMKP was first considered in Feldman’s Ph. D thesis [11].
Feldman proposed a polynomial time (1/9 − o(1))-approximation algorithm and a pseudo-
polynomial time 1/4 approximation algorithm for the general case of SMKP. For the identical
case, he improved the results to a polynomial time ((e − 1)/(3e − 1) − o(1)) ≈ 0.24 approx-
imation algorithm and a pseudo-polynomial time (1 − e−1 − o(1))-approximation algorithm.
These algorithms are based on the continuous greedy technique and contension resolution
schemes [27], and hence involve randomness inherently. Recently, Fairstein et al. [9] proposed
a polynomial time randomized (1 − e−1 − ϵ)-approximation algorithm for general SMKP.

1.3 Organization

In Section 2, we first formulate SMKP and introduce some notations. Then, we present
a greedy algorithm that packs elements greedily according to their marginal densities. In
Section 3, we present a (1 − e−1 − ϵ)-approximation algorithm for SMKP under the identical
case, assuming the number of bins m ≥ 1/(4ϵ3). In Section 4, we present a (1 − e−1 − ϵ)-
approximation algorithm for general SMKP. We conclude the paper and list some open
problems in Section 5.

2 As pointed out by [28, 8], the result in [1] has some issues.
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Algorithm 1 Greedy.

Input: elements N , budgets {Bj}m
j=1, profit f , cost c.

1 Sj = ∅ for 1 ≤ j ≤ m and S = ∪m
j=1Sj .

2 while N \ S ̸= ∅ and there exists 1 ≤ j ≤ m such that c(Sj) < Bj do
3 u∗ = arg maxu∈N\S f(u | S)/c(u).
4 Sj = Sj + u∗ and S = S + u∗.
5 end
6 return S = ∪m

j=1Sj .

2 Preliminaries

An instance of the submodular multiple knapsack problem (SMKP) is defined as follows. We
are given a set N of n elements and a set M of m bins (knapsacks). Each element u ∈ N

has a positive cost c(u) > 0. A subset S ⊆ N of elements has a cost c(S) =
∑

u∈S c(u). The
j-th bin in M has a positive budget Bj > 0 for 1 ≤ j ≤ m. A subset S ⊆ N is feasible for
the problem if there is a disjoint partition {Sj}m

j=1 of S such that c(Sj) ≤ Bj for 1 ≤ j ≤ m.
The profit of each subset S ⊆ N of elements is specified by a normalized, monotone and
submodular function f : 2N → R+. For a non-negative set function f : 2N → R+, it is
called normalized if f(∅) = 0, monotone if f(S) ≤ f(T ) for any S ⊆ T , and submodular if
f(S ∪{u})−f(S) ≥ f(T ∪{u})−f(T ) for any S ⊆ T and u ̸∈ T . The goal is to find a feasible
set S (and its partition {Sj}m

j=1) such that the profit f(S) (or f(∪m
j=1Sj)) is maximized.

An SMKP instance is specified by (N, M, {Bj}j∈M , f, c). Throughout this paper, we
use OPT to denote the optimal solution of an SMKP instance. Let S + u be a shorthand
for S ∪ {u}. For the objective function f , we also use f(u | S) and f(T | S) to denote the
marginal values f(S + u) − f(S) and f(S ∪ T ) − f(S), respectively. f is accessed via a value
oracle that returns f(S) when set S ⊆ N is queried. The query complexity of any algorithm
for SMKP should be polynomial in the size of the problem.

2.1 The Greedy Algorithm
We first present a greedy algorithm, which is depicted as Algorithm 1. It serves as a
cornerstone for other algorithms in this paper. It returns a (possibly infeasible) set with
a (1 − 1/e) approximation ratio. It packs elements one by one greedily, according to their
densities, namely the ratios of their marginal values to their costs. The process continues
provided there exists some bin whose budget has not been exhausted yet. As a side effect,
each bin may pack one more element whose addition exceeds the budget of that bin. For
convenience, we refer to this element as a reserved element. Nonetheless, we show that the
set returned by Algorithm 1 has a large profit.

▶ Lemma 2. Let S be the set returned by Algorithm 1. For any set X ⊆ N , we have

f(S) ≥
(

1 − e−c(S)/c(X)
)

· f(X).

Proof. If c(S) <
∑m

j=1 Bj , there is some j such that c(Sj) < Bj . It means that Algorithm 1
ended with S = N . Thus, the lemma follows by monotonicity.

Now consider the case where c(S) ≥
∑m

j=1 Bj . Assume that S = {u1, u2, . . . , uℓ}, and
for 0 ≤ i ≤ ℓ, Si = {u1, u2, . . . ui} denotes the first i elements packed by Algorithm 1. Then,
by the greedy rule,

f(ui | Si−1)
c(ui)

≥ f(x | Si−1)
c(x) , ∀ x ∈ X \ Si−1.

ESA 2023
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By moving c(x) to the left and summing over x ∈ X \ Si−1,

c(X \ Si−1) · f(ui | Si−1)
c(ui)

≥
∑

x∈X\Si−1

f(x | Si−1) ≥ f(X \ Si−1 | Si−1).

The last inequality holds since f is submodular. This gives us

f(Si) − f(Si−1)
c(ui)

≥ f(X \ Si−1 | Si−1)
c(X \ Si−1) ≥ f(X) − f(Si−1)

c(X) . (1)

The last inequality holds since f is monotone and c(X \ Si−1) ≤ c(X).
Next, we assume that f(X) > f(Sℓ), since otherwise the lemma already holds. Under

this assumption, it must hold that c(ui) < c(X), since otherwise inequality (1) implies that
f(X) ≤ f(Si) ≤ f(Sℓ). A contradiction! Now we can rearrange inequality (1) and obtain
that

f(X) − f(Si) ≤
(

1 − c(ui)
c(X)

)
(f(X) − f(Si−1)).

By expanding the recurrence, we have

f(X) − f(Si) ≤
i∏

j=1

(
1 − c(uj)

c(X)

)
· f(X) ≤

i∏
j=1

e−
c(uj )
c(X) · f(X) = e− c(Si)

c(X) · f(X).

The second inequality holds due to ex ≥ 1 + x. Hence we have

f(Si) ≥
(

1 − e−c(Si)/c(X)
)

· f(X).

The lemma follows by plugging i = ℓ into it. ◀

The above lemma immediately leads to the following corollary.

▶ Corollary 3. The set S returned by Algorithm 1 satisfies f(S) ≥ (1 − e−1) · f(OPT ).

Proof. If c(S) <
∑m

j=1 Bj , there is some j such that c(Sj) < Bj . It means that Algorithm 1
ended with S = N . Thus, the corollary follows by monotonicity. If c(S) ≥

∑m
j=1 Bj , then

c(S) ≥ c(OPT ). The corollary follows from Lemma 2. ◀

3 The identical Case

In this section, we present a deterministic (1 − e−1 − ϵ) approximation algorithm for SMKP
under the identical case, where all bins have the same budget. Our algorithm is depicted as
Algorithm 2 and works when m ≥ 1/(4ϵ3). It packs bins one by one and manages to make
each bin pack at least the average marginal value of the optimal solution over m bins. In other
words, for the j-th bin, it aims to find a set Sj such that f(Sj | ∪j−1

i=1 Si) ≥ 1
m f(OPT | ∪j−1

i=1 Si).
This naturally leads to (1 − e−1) approximation. For this purpose, Algorithm 2 divides
elements into large and small elements according to their costs. Given input ϵ, an element
u ∈ N is large if c(u) > ϵB and small otherwise. Let Nℓ = {u ∈ N | c(u) > ϵB} be the set of
large elements and Ns = N \ Nℓ. For the j-th bin, Algorithm 2 first enumerates all feasible
subsets of large elements. Then, for every such subset, Algorithm 1 is invoked over small
elements to augment it. Finally, the one with the maximum marginal value is assigned to Sj .

Due to the call of Algorithm 1, Sj might contain a reserved element, which is the last
added into Sj and violates the budget. To remedy this issue, Algorithm 2 divides the bins
into two classes: the first (1 − ϵ)m bins are called working bins and the last ϵm bins are



X. Sun, J. Zhang, and Z. Zhang 98:7

Algorithm 2 Identical-case.

Input: elements N , budget B, number of bins m, profit f , cost c, constant ϵ > 0.
1 Let the first (1 − ϵ)m bins be working bins and the last ϵm bins be reserved bins.
2 Define Nℓ = {u ∈ N | c(u) > ϵB} and let Ns = N \ Nℓ.
3 Sj = ∅ for 1 ≤ j ≤ m and T = ∪m

j=1Sj .
4 for j = 1 to (1 − ϵ)m do
5 foreach subset E ⊆ Nℓ such that c(E) ≤ B do
6 GE = Greedy(Ns, B − c(E), f(· | T ∪ E), c(·)).
7 end
8 Sj = arg maxE f(E ∪ GE | T ) and T = ∪m

j=1Sj .
9 end

10 Repack the reserved elements in T into the reserved bins.
11 return T = ∪m

j=1Sj .

called reserved bins. The procedure described above only proceeds with the working bins.
After that, Algorithm 2 repacks all reserved elements into the reserved bins. We will show
that in this way, Algorithm 2 produces a feasible solution and the loss of the profit is little
even if it does not use the reserved bins to pack new elements.

We now give an analysis of Algorithm 2. For 1 ≤ j ≤ (1 − ϵ)m, let Sj be defined as in
line 8 of Algorithm 2 and Tj = ∪j

i=1Si. We first show that Algorithm 2 returns a feasible
solution.

▶ Lemma 4. Algorithm 2 produces a feasible solution.

Proof. For 1 ≤ j ≤ (1 − ϵ)m, observe that each Sj contains at most one reserved element
due to the call of Algorithm 1. By repacking those reserved elements into the reserved bins,
each Sj becomes feasible. Besides, the cost of each reserved element is at most ϵB since it is
a small element. Thus, a reserved bin can pack at least 1/ϵ reserved elements. Then, ϵm

reserved bins can pack m > (1 − ϵ)m reserved elements without exceeding their budgets.
Therefore, Algorithm 2 produces a feasible solution. ◀

Next, we present Lemma 5 for Algorithm 2.

▶ Lemma 5. Assume that m ≥ 1/(4ϵ3). For every 1 ≤ j ≤ (1 − ϵ)m,

f(Sj | Tj−1) ≥ 1 − 2ϵ

m
· f(OPT | Tj−1).

Proof. For the sake of description, we define g(·) = f(· | Tj−1) and the lemma becomes
g(Sj) ≥ 1−2ϵ

m · g(OPT ). Let OPTℓ = OPT ∩ Nℓ and OPTs = OPT \ OPTℓ. We prove the
lemma by case analysis, according to the cost and density of OPTs.
Case 1: c(OPTs) ≥ ϵmB, namely OPTs has a large cost. Let OPTℓ = ∪m

j=1OPTℓ,j and
OPTs = ∪m

j=1OPTs,j , where OPTℓ,j and OPTs,j are the large and small elements packed
in the j-th bin, respectively. For each 1 ≤ j ≤ m, since c(OPTℓ,j) ≤ B, OPTℓ,j will be
enumerated during the foreach loop. Let Gj be the output of Greedy (Algorithm 1)
starting from OPTℓ,j . We will show that one of OPTℓ,j ∪ Gj satisfies the lemma.
If c(Gj) < B−c(OPTℓ,j), it means that Algorithm 1 ended with Gj = OPTs and therefore
g(Gj | OPTℓ,j) = g(OPTs | OPTℓ,j). If c(Gj) ≥ B − c(OPTℓ,j), then c(Gj) ≥ c(OPTs,j).

ESA 2023
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By Lemma 2,

g(Gj | OPTℓ,j) ≥
(

1 − e−c(Gj)/c(OP Ts)
)

· g(OPTs | OPTℓ,j)

≥
(

1 − e−c(OP Ts,j)/c(OP Ts)
)

· g(OPTs | OPTℓ,j)

≥
(

c(OPTs,j)
c(OPTs) − c(OPTs,j)2

2 · c(OPTs)2

)
· g(OPTs | OPTℓ,j)

≥
(

c(OPTs,j)
c(OPTs) − 1

2ϵ2m2

)
· g(OPTs | OPTℓ,j)

≥
(

c(OPTs,j)
c(OPTs) − 2ϵ

m

)
· g(OPTs | OPTℓ,j).

The third inequality holds since 1 − e−x ≥ x − x2/2 for x ≥ 0. The fourth inequality
holds since c(OPTs,j)/c(OPTs) ≤ 1/(ϵm). The last inequality holds since m ≥ 1/(4ϵ3).
By adding g(OPTℓ,j) on both sides of the last inequality and summing over j,

m∑
j=1

g(OPTℓ,j ∪ Gj) ≥
m∑

j=1

(
c(OPTs,j)
c(OPTs) − 2ϵ

m

)
· g(OPTs | OPTℓ,j) +

m∑
j=1

g(OPTℓ,j)

≥
m∑

j=1

(
c(OPTs,j)
c(OPTs) − 2ϵ

m

)
· g(OPTs | OPTℓ) + g(OPTℓ)

= (1 − 2ϵ) · g(OPTs | OPTℓ) + g(OPTℓ)
≥ (1 − 2ϵ) · g(OPT ).

Hence, the maximum of OPTℓ,j ∪ Gj satisfies the lemma and so does Sj .
Case 2: g(OPTs) ≥ (1 − e−B/c(OP Ts))−1 · g(OP T )

m , namely the density of OPTs is large.
Consider one of the iterations of foreach loop where E = ∅. Note that it is augmented
by G∅ via Greedy (Algorithm 1). If c(G∅) < B, it means that Algorithm 1 ended with
G∅ = OPTs. Then,

g(G∅) = g(OPTs) ≥ (1 − e−B/c(OP Ts))−1 · g(OPT )
m

≥ g(OPT )
m

.

If c(G∅) ≥ B, by Lemma 2,

g(G∅) ≥
(

1 − e−B/c(OP Ts)
)

· g(OPTs) ≥ g(OPT )
m

.

This implies that G∅ satisfies the lemma and so does Sj .
Case 3: c(OPTs) < ϵmB and g(OPTs) <

(
1 − e−B/c(OP Ts))−1 · g(OP T )

m , namely both the
cost and density of OPTs are small. We show that OPTs only contributes a negligible
value in OPT :

g(OPTs) < (1 − e−1/ϵm)−1 · g(OPT )
m

≤
(

1
ϵm

− 1
2ϵ2m2

)−1
g(OPT )

m

≤
(

1
2ϵm

)−1
g(OPT )

m
= 2ϵ · g(OPT ).

The first inequality holds since (1 − e−B/x)−1 is monotone increasing. The second holds
since 1 − e−x ≥ x − x2/2 for x ≥ 0. The third holds as long as m ≥ 1/ϵ. Hence, by
submodularity,

g(OPTℓ) ≥ g(OPT ) − g(OPTs) ≥ (1 − 2ϵ) · g(OPT ),
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and

1
m

m∑
j=1

g(OPTℓ,j) ≥ 1
m

· g(OPTℓ) ≥ 1 − 2ϵ

m
· g(OPT ).

This implies that the maximum of OPTℓ,j satisfies the lemma and so does Sj . ◀

By expanding the recurrence in Lemma 5, we have

▶ Lemma 6. Assume that m ≥ 1/(4ϵ3). For every 1 ≤ j ≤ (1 − ϵ)m,

f(Tj) ≥ (1 − e−j(1−2ϵ)/m) · f(OPT ).

Proof. By Lemma 5, for 1 ≤ j ≤ (1 − ϵ)m,

f(Sj | Tj−1) ≥ 1 − 2ϵ

m
· f(OPT | Tj−1).

By monotonicity of f ,

f(Tj) − f(Tj−1) ≥ 1 − 2ϵ

m
· (f(OPT ) − f(Tj−1)).

By rearranging the above inequality,(
1 − 1 − 2ϵ

m

)
(f(OPT ) − f(Tj−1)) ≥ f(OPT ) − f(Tj).

By expanding the recurrence,

f(OPT ) − f(Tj) ≤
(

1 − 1 − 2ϵ

m

)j

f(OPT ) ≤ e−j(1−2ϵ)/m · f(OPT ).

The last inequality holds since e−x ≥ 1 − x. Thus, we have

f(Tj) ≥ (1 − e−j(1−2ϵ)/m) · f(OPT ). ◀

We now provide a theoretical guarantee for Algorithm 2.

▶ Theorem 7. When m ≥ 1/(4ϵ3), Algorithm 2 achieves a (1 − e−1 − O(ϵ)) approximation
ratio and uses O(mn3+1/ϵ) queries.

Proof. For the approximation ratio, by plugging j = (1 − ϵ)m into Lemma 6,

f(T(1−ϵ)m) ≥ (1 − e−(1−ϵ)(1−2ϵ)) · f(OPT ).

For the query complexity, observe that during the foreach loop, the number of subsets
E ⊆ Nℓ such that c(E) ≤ B is at most

1/ϵ∑
i=0

(
n

i

)
= O(n1/ϵ+1).

Since each E is augmented via Greedy, which uses O(n2) queries, the foreach loop uses
O(n1/ϵ+3) in total. Then, Algorithm 2 overall uses O(mn3+1/ϵ) queries. ◀

ESA 2023
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4 The General Case

In this section, we present a deterministic (1 − e−1 − ϵ) approximation algorithm for solving
general SMKP instances. A key difficulty is that the budgets of bins are distinct, which makes
our technique for the identical case inapplicable. In Section 4.1, we introduce a grouping
technique from [9], which reshapes any SMKP instance such that bins can be partitioned into
blocks and almost every block contains sufficiently many bins with the same budget. Next, in
Section 4.2, we show how one can design a nearly optimal algorithm for such instances.

4.1 Reshape the Instance
We first introduce a grouping technique from [9] to reshape any SMKP instance as follows.

▶ Definition 8. A subset of bins M ′ ⊆ M is called a block if for any i, j ∈ M ′, Bi = Bj.

▶ Definition 9. For any t ∈ N+, a partition {Mk}r
k=1 of bins M is t-leveled if for every

1 ≤ k ≤ r, Mk is a block and |Mk| = t⌊(k−1)/t2⌋.

To gain some intuition, note that for every 1 ≤ k ≤ t2, block Mk contains a single bin, and
for every t2 < k ≤ 2t2, block Mk contains t bins, etc. It follows that except for the first t2

blocks, each of the remaining blocks contains at least t bins with the same budget.

▶ Lemma 10 ([9]). There is a polynomial-time algorithm, referred to as Block, that takes
a set of bins M , budgets {Bj}j∈M and a parameter t ∈ N+ as input, and returns a new set
of bins M̃ ⊆ M , budgets {B̃j}

j∈M̃
and a t-leveled partition {M̃k}r

k=1 of bins M̃ such that
For every j ∈ M̃ , B̃j ≤ Bj.
For any SMKP instance (N, M, {Bj}j∈M , f, c) and a feasible solution {Sj}j∈M for it,
there exists a feasible solution {S̃j}

j∈M̃
for instance (N, M̃, {B̃j}

j∈M̃
, f, c) such that

f(∪
j∈M̃

S̃j) ≥
(
1 − 1

t

)
f(∪j∈M Sj) and ∪

j∈M̃
S̃j ⊆ ∪j∈M Sj.

The instance (N, M̃, {B̃j}
j∈M̃

, f, c) is called t-leveled. Lemma 10 tells us that any feasible
solution for it is also feasible for the original instance (N, M, {Bj}j∈M , f, c), and an optimal
solution for it causes a small loss in the profit.

4.2 The Final Algorithm
Now, we explain how one can design a nearly optimal algorithm for a t-leveled SMKP instance
with bins M̃ , budgets {B̃j}

j∈M̃
and a t-leveled partition {M̃k}r

k=1 of M̃ .
For t2 < k ≤ r, block M̃k contains |M̃k| ≥ t bins with the same budget B̃k. The problem

restricted to each block M̃k can be regarded as an SMKP instance under the identical case.
Thus, a natural idea is to pack each block M̃k in sequence by invoking Algorithm 2. However,
we fail to get an optimal approximation via this procedure. Instead, we develop a technique
that is inspired by [1]. We run 1/ϵ iterations in total (assume that 1/ϵ is an integer). In each
iteration, we pack each block M̃k in sequence but only pack ϵ|M̃k| bins (assume that ϵ|M̃k|
is an integer). This forms an instance under the identical case with ϵ|M̃k| bins and therefore
we can invoke Algorithm 2 to solve it.

For 1 ≤ k ≤ t2, block M̃k contains a single bin with budget B̃k. Basically, we can use
Greedy to pack elements. Likewise, we do not use the full budget at a time. Instead, we
also run 1/ϵ iterations. In each iteration, we pack elements using budget (ϵ − ϵ2)B̃k. To avoid
exceeding the budget, we only pack small elements u satisfying c(u) ≤ ϵ2B̃k. To ensure this,
we need to enumerate large-valued and large-cost elements in this bin. The overall procedure
is depicted as Algorithm 3.
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Algorithm 3 The Final Algorithm for SMKP.

Input: elements N , bins M , budgets {Bj}j∈M , profit f , cost c, constant ϵ > 0.
1 Let s = 1/(16ϵ9) and t = 1/(4ϵ3).
2 Let C = ∅.
3 (M̃, {B̃j}

j∈M̃
, {M̃k}r

k=0) = Block(M, {Bj}j∈M , t).
4 foreach feasible solution {Ej}t2

j=1 such that | ∪m
j=1 Ej | ≤ s do \\ Ej = ∅ for j > t2

5 Let E = ∪t2

j=1Ej .
6 Let Sj = Ej for 1 ≤ j ≤ t2 and Sj = ∅ for t2 < j ≤ k.
7 for i = 1 to 1/ϵ do
8 for k = 1 to r do \\ handle blocks one by one
9 if k ≤ t2 then \\ each block contains a single bin

10 Let D = {u ∈ N \ E | f(u | E) > 1
s · f(E)}.

11 Let Lk = {u ∈ N \ E | c(u) > ϵ2(B̃k − c(Ek))}.
12 Rk = Greedy(N \ (E ∪ D ∪ Lk), (ϵ − ϵ2)(B̃k − c(Ek)), f(· | ∪m

j=1Sj),
c(·)).

13 Sk+1 = Sk+1 ∪ Rk.
14 else \\ each block contains ≥ t bins
15 {Rj}

j∈M̃k
= Identical-case(N \ E, B̃k, ϵ|M̃k|, f(· | ∪m

j=1Sj), c(·), ϵ).
16 Sj = Sj ∪ Rj for j ∈ M̃k.
17 end
18 end
19 end
20 C = C ∪ {{Sj}m

j=1}.
21 end
22 return arg max{f(∪m

j=1Sj) | {Sj}m
j=1 ∈ C}.

▶ Theorem 11. Algorithm 3 achieves a 1 − e−1 − O(ϵ) approximation ratio and uses a
polynomial number of queries.

Proof. Let ÕPT = ∪m
j=1ÕPT j be the optimal solution of the SMKP instance with bins M̃

and budgets {B̃j}
j∈M̃

. Let OPT ′ = ∪t2

j=1ÕPT j . Order elements in OPT ′ greedily according
to their marginal values such that o1 = arg maxo∈OP T ′ f(o), o2 = arg maxo∈OP T ′\{o1} f(o |
o1), etc. Denote by E the first s elements in OPT ′ (if |OPT ′| < s, then E = OPT ′). Let
Ej = E ∩ ÕPT j for 1 ≤ j ≤ t2. Then, {Ej}t2

j=1 will be enumerated during the foreach loop.
In the following, we focus on this particular set.

Let D = {u ∈ N | f(u | E) > 1
s · f(E)}. Since E is the first s elements in OPT ′, we

have f(o | E) ≤ 1
s · f(E) for any o ∈ OPT ′ \ E. Thus, D ∩ (OPT ′ \ E) = ∅ and therefore

OPT ′ \ E will not be excluded from the execution of Greedy over N \ (E ∪ D). Besides,
{ÕPT j \ Ej}t2

j=1 is a feasible solution given budgets {B̃j − c(Ej)}t2

j=1.
For 1 ≤ j ≤ t2, let Lj = {u ∈ N \E | c(u) > ϵ2(B̃j −c(Ej))}. Define OPT ∗ as follows. For

1 ≤ j ≤ t2, OPT ∗
j = ÕPT j \ Lj . For j > t2, OPT ∗

j = ÕPT j . Then, OPT ∗ = ∪m
j=1OPT ∗

j .
We have

f(OPT ∗ | E) = f((∪t2

j=1ÕPT j \ Lj) ∪ (∪m
j=t2+1ÕPT j) | E)

≥ f(∪m
j=1ÕPT j | E) − f(∪t2

j=1ÕPT j ∩ Lj | E)

ESA 2023
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≥ f(ÕPT | E) −
t2∑

j=1

∑
u∈(ÕP T j\E)∩Lj

f(u | E)

≥ f(ÕPT | E) − t2

ϵ2s
· f(E)

= f(ÕPT | E) − ϵ · f(E).

The first two inequalities are due to submodularity. The third inequality holds since by
definition of Lj , ÕPT j \ E contains at most 1/ϵ2 elements in Lj , and f(u | E) ≤ 1

s f(E) due
to D ∩ (ÕPT j \ E) = ∅. The last equality follows from the choices of t and s. This implies
that invoking Greedy over N \ (E ∪ D ∪ Lj) for 1 ≤ j ≤ t2 only incurs little loss in the
profit.

Now we are prepared to provide a theoretical bound for Algorithm 3. Let g(·) = f(· | E).
For 1 ≤ i ≤ 1/ϵ and 1 ≤ k ≤ r, let Rik be the set returned in line 12 if k ≤ t2 and
Rik = ∪

j∈M̃k
Rj otherwise, where {Rj}

j∈M̃k
is the set returned in line 15. Then, the k-th

block M̃k packs ∪1/ϵ
i=1Rik by the end of Algorithm 3. Define T0 = ∅ and Ti = Ti−1 ∪ (∪r

k=1Rik)
for 1 ≤ i ≤ 1/ϵ.

For 1 ≤ i ≤ 1/ϵ and 1 ≤ k ≤ t2, by Lemma 2,

g(Rik | Ti−1 ∪ (∪k−1
k′=1Rik′)) ≥ (1 − e−(ϵ−ϵ2)) · g(OPT ∗

k | Ti−1 ∪ (∪k−1
k′=1Rik′))

≥ (ϵ − 2ϵ2) · g(OPT ∗
k | Ti).

The last inequality holds due to 1 − e−x ≥ x − x2/2 for x ≥ 0 and submodularity.
For 1 ≤ i ≤ 1/ϵ and t2 < k ≤ r, by Lemma 6,

g(Rik | Ti−1 ∪ (∪k−1
k′=1Rik′)) ≥ (1 − e−ϵ(1−2ϵ)) · g(OPT ∗

k | Ti−1 ∪ (∪k−1
k′=1Rik′))

≥ (ϵ − 3ϵ2) · g(OPT ∗
k | Ti).

Again, the last inequality holds due to 1 − e−x ≥ x − x2/2 for x ≥ 0 and submodularity.
Summing up over 1 ≤ k ≤ r, we have

g(Ti) − g(Ti−1) =
r∑

k=1
g(Rik | Ti−1 ∪ (∪k−1

k′=1Rik′))

≥
r∑

k=1
(ϵ − 3ϵ2) · g(OPT ∗

k | Ti)

≥ (ϵ − 3ϵ2) · g(OPT ∗ | Ti)
≥ (ϵ − 3ϵ2) · (g(OPT ∗) − g(Ti)).

The last two inequalities are due to submodularity and monotonicity, respectively. By adding
g(OPT ∗) to both sides and move g(Ti) to the right in the above inequality,

g(OPT ∗) − g(Ti−1) ≥ (1 + ϵ − 3ϵ2)(g(OPT ∗) − g(Ti)).

This leads to

g(OPT ∗) − g(Ti) ≤ 1
(1 + ϵ − 3ϵ2)i

· g(OPT ∗).

Hence, by plugging i = 1/ϵ,

g(T1/ϵ) ≥
(

1 − 1
(1 + ϵ − 3ϵ2)1/ϵ

)
· g(OPT ∗) =

(
1 − e− 1

ϵ ln(1+ϵ−3ϵ2)
)

· g(OPT ∗)

≥ (1 − e− 1
ϵ (ϵ−3ϵ2−(ϵ−3ϵ2)2/2)) · g(OPT ∗) ≥ (1 − e−1 − O(ϵ)) · g(OPT ∗).
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The second inequality holds since ln(1 + x) ≥ x − x2/2 for x > 0. Finally, recall that
g(·) = f(· | E), we have

f(T1/ϵ) = f(E) + f(T1/ϵ | E) ≥ f(E) + (1 − e−1 − O(ϵ)) · f(OPT ∗ | E)

≥ f(E) + (1 − e−1 − O(ϵ)) · (f(ÕPT | E) − ϵf(E))
≥ (1 − e−1 − O(ϵ)) · f(OPT ). ◀

5 Conclusion

In this paper, we present a deterministic (1 − e−1 − ϵ)-approximation algorithm for SMKP.
Our algorithm is inspired by the viewpoint regarding SMKP instances as exponential-size
instances of submodular maximization subject to a cardinality or partition matroid constraint.
Thus our algorithm is conceptually much simpler than that of Fairstein et al. [9].

As pointed out by [9], it remains open to remove the loss of ϵ in the approximation
ratio. As a first step, we present a (1 − e−1)-approximation algorithm for SMKP when
the number of bins m is constant in the full version of this paper. Recently, a randomized
0.385-approximation algorithm for non-monotone SMKP was proposed in [10]. It is an
interesting question to design deterministic algorithms for this problem.
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