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Abstract

The \( k \)-Steiner-2NCS problem is as follows: Given a constant (positive integer) \( k \), and an undirected connected graph \( G = (V, E) \), non-negative costs \( c \) on the edges, and a partition \( (T, V \setminus T) \) of \( V \) into a set of terminals, \( T \), and a set of non-terminals (or, Steiner nodes), where \( |T| = k \), find a min-cost two-node connected subgraph that contains the terminals. The \( k \)-Steiner-2ECS problem has the same inputs; the algorithmic goal is to find a min-cost two-edge connected subgraph that contains the terminals.

We present a randomized polynomial-time algorithm for the unweighted \( k \)-Steiner-2NCS problem, and a randomized FPTAS for the weighted \( k \)-Steiner-2NCS problem. We obtain similar results for a capacitated generalization of the \( k \)-Steiner-2ECS problem.

Our methods build on results by Björklund, Husfeldt, and Taslaman (SODA 2012) that give a randomized polynomial-time algorithm for the unweighted \( k \)-Steiner-cycle problem; this problem has the same inputs as the unweighted \( k \)-Steiner-2NCS problem, and the algorithmic goal is to find a min-cost simple cycle \( C \) that contains the terminals (\( C \) may contain any number of Steiner nodes).
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Introduction

The \( k \)-Steiner-cycle problem is as follows: Given a constant \( k \), and an undirected connected graph \( G = (V, E) \), non-negative costs \( c \) on the edges, and a partition \( (T, V \setminus T) \) of \( V \) into a set of terminals, \( T \), and a set of non-terminals (or, Steiner nodes), where \( |T| = k \), find a minimum-cost simple cycle \( C \) that contains all the terminals (and any subset of Steiner nodes). Note that this is an optimization problem and not a search problem. To the best of our knowledge,
no polynomial-time (deterministic or randomized) algorithm is known for finding an optimal solution of the (weighted) \(k\)-Steiner-cycle problem, even for \(k = 3\); this problem has been open for several decades, see [7]. Björklund, Husfeldt, and Taslaman (SODA 2012) [3] give a randomized polynomial-time algorithm for the unweighted \(k\)-Steiner-cycle problem; also, see Taslaman’s thesis [26]. Further research on the same problem is presented by Wahlström [27], and by Fafianie and Kratsch [10]. The algorithm of [3] extends easily to a randomized FPTAS for the weighted \(k\)-Steiner-cycle problem, by using techniques from Ibarra & Kim [15] and Hochbaum & Shmoys [14], see Proposition 6. All the results in our paper are based on the key result of Björklund et al. [3]. Below, in the section on related work, we discuss several papers that pertain to the \(k\)-Steiner-cycle problem, but we stress that the methods and techniques of these papers have no direct implications for the \(k\)-Steiner-cycle problem.

Network design encompasses a wide class of problems that find applications in sectors like transportation, facility location, information security, resource connectivity, etc. Due to its wide scope and usefulness, the area of network design has been studied for decades and it has spawned major algorithmic innovations. Most of the problems in network design are NP-Hard, and researchers in the area have focused on designing good approximation algorithms. The nodes of a network are designated as terminals (i.e., “essential” nodes) or non-terminals (i.e., Steiner nodes or “optional” nodes). A well-known goal of network design is to construct cheap networks that can survive the failure of one element (i.e., one edge or one node); “surviving” means that all the (remaining) terminals stay connected even after the deletion of one element, that is, there exists a path between every pair of (remaining) terminals after deleting one element.

In the Steiner-2ECS problem, the input is an undirected graph \(G = (V, E)\), a set of terminals \(T \subseteq V\), and non-negative costs \(c\) on the edges. The goal is to find a minimum-cost 2-edge-connected subgraph containing all the terminals. The Steiner-2NCS problem is defined similarly, where the goal is to find a minimum-cost 2-node-connected subgraph containing all the terminals. Both these problems are NP-Hard. The best known approximation algorithms achieve an approximation ratio of two, see [29].

Another paradigm to address NP-Hard problems is to develop parameterized algorithms. In this setting, a parameter of the input is chosen (e.g., the number of terminals, or the size of an optimal solution) and the goal is to develop algorithms whose running time depends on the input size and the parameter.

Feldmann, Mukherjee and van Leeuwen [11] presented parametrized algorithms for the Steiner-2ECS and Steiner-2NCS problems (among others) where the parameter is the optimal solution size, which is denoted by \(\ell\). They showed that if \(\ell\) is bounded by a constant, then these problems can be solved in polynomial time. In particular, they present a fixed parameter tractable (FPT) algorithm that runs in time \(n^{O(1)} f(\ell)\) and computes an optimal solution, where \(f(\cdot)\) denotes some computable function.

Feldmann et al. [11] recently high-lighted the following open question in the area of network design: Is there a polynomial-time algorithm for the Steiner-2NCS problem, where the number of terminals is a constant? We use the term \(k\)-Steiner-2NCS problem (respectively, \(k\)-Steiner-2ECS problem) to refer to the special case of the Steiner-2NCS problem (respectively, Steiner-2ECS problem) with \(k\) terminals. Usually, we assume that the number of terminals is a constant, i.e., \(k = O(1)\). We present a randomized polynomial-time algorithm for the unweighted \(k\)-Steiner-2NCS problem. We also consider the weighted \(k\)-Steiner-2NCS problem, and we provide a randomized fully polynomial time approximation scheme (FPTAS) for this problem.
We prove that the $k$-Steiner-2ECS problem: In the $k$-Flexible Steiner Tree ($k$-FST) problem, the input consists of an undirected graph $G = (V, E)$, a partition of the edge-set $E$ into a set $S$ of safe edges and a set $U$ of unsafe edges, a set of terminals $T \subseteq V$ with $|T| = k$, and non-negative costs $c$ on the edges. The goal is to find a minimum-cost connected subgraph $H = (U, F)$ such that $T \subseteq U$ and for any unsafe edge $e \in F$, the graph $H - e$ is connected. This problem is equivalent to the capacitated $k$-Steiner-2ECS problem, where the input is the same as that of the $k$-FST problem, except that there is a positive integral capacity $u$ on the edges (instead of the partition $E = S \cup U$); the goal is to find a minimum-cost connected subgraph $H = (U, F)$ such that $T \subseteq U$ and for any unit-capacity edge $e \in F$, the graph $H - e$ is connected. (The two problems are equivalent because the unsafe edges of the $k$-FST problem correspond to the unit-capacity edges of the latter problem, and the safe edges of the $k$-FST problem correspond to edges of capacity at least two of the latter problem.) We present a randomized polynomial-time algorithm for the unweighted $k$-FST problem; this easily extends to a randomized FPTAS for the weighted $k$-FST problem.

1.1 Our Results and Techniques

We prove that the $k$-Steiner-2NCS problem can be solved in randomized slicewise polynomial time, and hence it is in the complexity class randomized XP.

- **Theorem 1.** For any $\eta > 0$, $\epsilon > 0$ and constant $k$,
  (i) there exists a randomized algorithm for the unweighted $k$-Steiner-2NCS problem that outputs an optimal solution with probability $1 - \eta$ in time $O\left(\binom{n}{k} \cdot B(3k) \cdot \binom{3k}{2} \cdot 2^{3k} \cdot n^{O(1)} \cdot \log \frac{k}{\eta}\right) = O\left(n^{O(k)} \cdot \log \frac{1}{\eta}\right)$, where $B(i)$ denotes the $i$th ordered Bell number.
  (ii) there exists a randomized algorithm for the weighted $k$-Steiner-2NCS problem that runs in time $O(n^{O(k)} \cdot (1/\epsilon)^{O(k)} \cdot \log(1/\eta))$ such that, with probability at least $1 - \eta$, the solution returned by the algorithm costs at most $(1 + \epsilon)$ times the cost of an optimal solution.

Our methods build on results by Björklund, Husfeldt, and Taslaman (SODA 2012) [3] that give a randomized polynomial-time algorithm for the unweighted $k$-Steiner-cycle problem. Given an instance of the $k$-Steiner-2NCS problem, we guess an ear decomposition of an optimal solution by enumeration, and repeatedly use the algorithm in [3] to construct an optimal subgraph. It can be seen that naively attaching new ears does not lead to an optimal solution. Hence, we also keep track of the high degree nodes in the optimal subgraph. Subsequently, we obtain our randomized FPTAS for the weighted $k$-Steiner-2NCS problem, by using the scaling techniques from Ibarra & Kim [15] and Hochbaum & Shmoys [14]. We present similar results for the $k$-FST problem.

- **Theorem 2.** For any $\eta > 0$, $\epsilon > 0$ and constant $k$,
  (i) there exists a randomized algorithm for the unweighted $k$-FST problem that outputs an optimal solution with probability $1 - \eta$ in time $O\left(n^{O(k)} \cdot \log \frac{1}{\eta}\right)$.
  (ii) there exists a randomized algorithm for the weighted $k$-FST problem that runs in time $O(n^{O(k)} \cdot (1/\epsilon)^{O(k)} \cdot \log(1/\eta))$ such that, with probability at least $1 - \eta$, the solution returned by the algorithm costs at most $(1 + \epsilon)$ times the cost of an optimal solution.

Our methods here rely on the block decomposition of an optimal solution, in conjunction with our results on the $k$-Steiner-2NCS problem. We use Theorem 1 to find the individual blocks optimally, and then paste these blocks together using the results by Adjishvili,
Hommelsheim, Mühlenthaler, and Schaudt [1] who give a polynomial-time algorithm for finding an optimal solution to the 2-FST problem; see Proposition 1 and Theorem 5 of [1]. As a corollary, we obtain the same results for the capacitated $k$-Steiner-2ECS problem.

Corollary 3.
(i) The capacitated $k$-Steiner-2ECS problem can be solved in slice-wise polynomial time with high probability, hence, it is in randomized XP.
(ii) There exists a randomized FPTAS for the weighted capacitated $k$-Steiner-2ECS problem.

1.2 Related Work

1.2.1 $k$-Steiner-cycle problem

One of the key applications of the Graph Minors theory of Robertson and Seymour [23] is a polynomial-time algorithm for the decision/search version of the $k$ disjoint paths problem for constant $k$. In this problem, we are given an undirected graph $G = (V,E)$ and $k$ source-sink pairs $s_i, t_i$, and the goal is to decide (or, find) if there exist $k$ node-disjoint paths $P_i$ where the end-nodes of $P_i$ are $s_i$ and $t_i$. The Graph Minors theory (as of now) cannot address the optimization version of this problem.

There are many papers on the $k$ disjoint paths problem, and a few on problems related to the $k$-Steiner-cycle problem. Kawarabayashi [19] presented improved algorithms for the search version of the latter problem, by improving on the methods from Graph Minors theory. There are a few other relevant results from the last few decades; for example, Fleischner and Woeginger present results for the unweighted $3$-Steiner-cycle problem, see [13].

Recently, Lochet [21] and Bentert et al. [2] presented interesting algorithms for the so-called $k$ disjoint shortest paths problem, i.e., each of the paths $P_i$ (of the disjoint paths problem) is required to be a shortest path between $s_i$ and $t_i$; this problem is not directly related to the optimization problems of interest to us.

1.2.2 $k$-Steiner-2NCS problem and $k$-Steiner-2ECS problem

Network design problems involving finding a cheapest subgraph subject to connectivity requirements have been studied for decades. One of the simplest such problems is the minimum spanning tree problem which is known to have polynomial-time algorithms. However, increasing the connectivity requirements makes these problems intractable. The 2-edge-connected spanning subgraph (2-ECSS) problem is Max-SNP-Hard, see [6]. In the weighted setting, the best known approximation algorithm achieves an approximation ratio of two, see Khuller and Vishkin [20]. The best known approximation ratio for the minimum-cost 2-node-connected spanning subgraph (2-NCSS) problem is two, see the survey by Nutov [22].

The analogous problems with Steiner nodes are usually harder. For instance, the minimum-cost Steiner tree problem is already NP-Hard [18]. The best known approximation ratio for this problem is $\approx 1.39$, due to Byrka et al. [5]. The best known approximation ratios for the (weighted) Steiner-2ECS/Steiner-2NCS problem is two, see [29, 16, 12].

In the context of parameterized algorithms, Dreyfus and Wagner [9] showed that the Steiner tree problem can be solved in FPT time where the parameter is the number of terminals. Feldmann et al. [11] showed that the Steiner-2ECS and Steiner-2NCS problems can be solved in FPT time where the parameter is the size of an optimal solution.

Sami [24], in his master’s thesis, has some results related to our paper. He notes that there is a reduction from the $k$-Steiner-2ECS problem to the $k$-Steiner-2NCS problem. (We can “inflate” each node $v$ of the graph $G$ of the $k$-Steiner-2ECS problem to a complete graph, i.e.,
clique, $C_v$ on $\text{deg}_{G}(v)$ nodes with edges of cost zero, and replace the edges incident to $v$ in $G$ by edges incident to distinct nodes of $C_v$ while preserving the edge costs.) Moreover, he shows that the FPT (in the solution size parameter $\ell$) algorithm of [11] for the $k$-Steiner-2ECS problem can be combined with a result of Jordan [17] to give an FPT (in parameter $k = |T|$) algorithm for the $k$-Steiner-2ECM problem where the solution subgraph may pick multiple copies of any edge (and incurs cost $c_e$ for each copy of $e$).


2 Preliminaries

This section has definitions and preliminary results. Our notation and terms are consistent with [8], and readers are referred to that text for further information.

Let $G = (V, E)$ be a loopless multi-graph with non-negative costs $c \in \mathbb{R}^E_{\geq 0}$ on the edges. We take $G$ to be the input graph, and we use $n$ to denote $|V(G)|$. For a set of edges $F \subseteq E(G)$, $c(F) := \sum_{e \in F} c(e)$, and for a subgraph $G' \subseteq G$, $c(G') := \sum_{e \in E(G')} c(e)$.

For a positive integer $k$, we use $[k]$ to denote the set $\{1, \ldots, k\}$.

For a graph $H$ and a set of nodes $S \subseteq V(H)$, $\Gamma_H(S) := \{w \in V(H) \setminus S : v \in S, vw \in E(H)\}$, thus, $\Gamma_H(S)$ denotes the set of neighbours of $S$.

For a graph $H$ and a set of nodes $S \subseteq V(H)$, $\delta_H(S)$ denotes the set of edges that have one end node in $S$ and one end node in $V(H) \setminus S$; moreover, $H[S]$ denotes the subgraph of $H$ induced by $S$, and $H - S$ denotes the subgraph of $H$ induced by $V(H) \setminus S$. For a graph $H$ and a set of edges $F \subseteq E(H)$, $H - F$ denotes the graph $(V(H), E(H) \setminus F)$. We may use relaxed notation for singleton sets, e.g., we may use $\delta_H(v)$ instead of $\delta_H(\{v\})$, and we may use $H - v$ instead of $H - \{v\}$, etc.

We may not distinguish between a subgraph and its node set; for example, given a graph $H$ and a set $S$ of its nodes, we use $E(S)$ to denote the edge set of the subgraph of $H$ induced by $S$.

2.1 2EC, 2NC and related notions

A multi-graph $H$ is called $k$-edge connected if $|V(H)| \geq 2$ and for every $F \subseteq E(H)$ of size $< k$, $H - F$ is connected. Thus, $H$ is 2-edge connected if it has $\geq 2$ nodes and the deletion of any one edge results in a connected graph. A multi-graph $H$ is called $k$-node connected if $|V(H)| > k$ and for every $S \subseteq V(H)$ of size $< k$, $H - S$ is connected. We use the abbreviations 2EC for “2-edge connected,” and 2NC for “2-node connected.”

For any instance $H$, we use $\text{opt}(H)$ to denote the minimum cost of a feasible subgraph (i.e., a subgraph that satisfies the requirements of the problem). When there is no danger of ambiguity, we use $\text{opt}$ rather than $\text{opt}(H)$.

By a bridge we mean an edge of a connected (sub)graph whose removal results in two connected components, and by a cut-node we mean a node of a connected (sub)graph whose deletion results in two or more connected components. A maximal connected subgraph without a cut-node is called a block. Thus, every block of a given graph $G$ is either a maximal 2NC subgraph, or a bridge (and its incident nodes), or an isolated node. For any node $v$ of $G$, let $\Gamma_{G}^{\text{blocks}}(v)$ denote the set of 2NC blocks of $G$ that contain $v$. 
2.2 Ear decompositions

An ear decomposition of a graph is a partition of the edge set into paths or cycles, \( P_0, P_1, \ldots, P_\ell \), such that \( P_0 \) is the trivial path with one node, and each \( P_i \) (1 \( \leq i \leq \ell \)) is either (1) a path that has both end nodes in \( V_{i-1} = V(P_0) \cup V(P_1) \cup \ldots \cup V(P_{i-1}) \) but has no internal nodes in \( V_{i-1} \), or (2) a cycle that has exactly one node in \( V_{i-1} \). For an ear \( P_i \), let \( \text{int}(P_i) \) denote the set of nodes \( V(P_i) \setminus V_{i-1} \). Each of \( P_1, \ldots, P_\ell \) is called an ear; note that \( P_0 \) is not regarded as an ear. We call \( P_i, i \in \{1, \ldots, \ell\} \), an open ear if it is a path, and we call it a closed ear if it is a cycle. An open ear decomposition \( P_0, P_1, \ldots, P_\ell \) is one such that all the ears \( P_2, \ldots, P_\ell \) are open. (The ear \( P_1 \) is always closed.)

Proposition 4 (Whitney [28]).
(i) A graph is 2EC \( \iff \) it has an ear decomposition.
(ii) A graph is 2NC \( \iff \) it has an open ear decomposition.

2.3 Algorithms for basic computations

There are well-known polynomial-time algorithms for implementing all of the basic computations in this paper, see [25]. We state this explicitly in all relevant results, but we do not elaborate on this elsewhere.

3 FPTAS for \( k \)-Steiner-cycle

Björklund, Husfeldt, and Taslaman [3] presented a randomized algorithm for finding a min-cost simple cycle that contains a given set of terminals \( T \subset V \) of size \( k \). Let \( \eta > 0 \) be a parameter. A minimum-size \( k \)-Steiner-cycle can be found, if one exists, by a randomized algorithm in time \( 2^k n^{O(1)} \log \frac{1}{\eta} \) with probability at least \( 1 - \eta \).

We present a simple (randomized) FPTAS for the weighted \( k \)-Steiner-cycle problem, based on the algorithm of [3].

Proposition 6. Consider a graph \( G = (V, E) \) with nonnegative costs \( c \in \mathbb{R}^E_+ \) on the edges, and a set of \( k \) terminals \( T \subset V \). Let \( \varepsilon, \eta > 0 \) be some parameters. There is a randomized algorithm that finds a \((1 + \varepsilon)\)-approximate \( k \)-Steiner-cycle, if one exists, with probability at least \( 1 - \eta \). The running time of the algorithm is \( O\left(2^k \cdot n^{O(1)} \cdot (\varepsilon^2)^{O(1)} \cdot \log \frac{1}{\eta}\right) \).

Proof. Let \( E = \{e_1, e_2, \ldots, e_m\} \) where \( c_{e_1} \leq c_{e_2} \leq \cdots \leq c_{e_m} \). Let \( \eta' := \eta/2 \). Let \( j \in [m] \) denote the smallest index such that the graph \((V, \{e_1, \ldots, e_j\})\) contains a \( k \)-Steiner-cycle. Note that if \( G \) does not have a \( k \)-Steiner-cycle, then the weighted-version of the problem is trivially infeasible. Using at most \( m \) applications of Theorem 5 with the \( \eta' \)-parameter set to \( \eta' \), we can find the index \( j \) with probability at least \( 1 - \eta/2 \). Suppose that we have the correct index \( j \). Let \( \beta := c(e_j) \). Let \( Q^* \) denote an optimal \( k \)-Steiner-cycle in \( G \), and \( \text{OPT} := c(Q^*) \) denote the optimal cost. By the definition of \( j \), \( \beta \leq \text{OPT} \leq n\beta \). In particular, every edge in \( Q^* \) has cost at most \( n\beta \). We now describe our randomized algorithm for obtaining a \( k \)-Steiner-cycle with cost at most \((1 + \varepsilon)\text{OPT}\). First, we discard all edges \( e \) of \( G \) with cost \( c_e > n\beta \). Let \( \mu := \varepsilon \beta/n \); this is our “scaling parameter”. For each edge \( e \), define \( \tilde{c}_e := \mu \cdot \max(1, [c_e/\mu]) \). Note that \( \tilde{c}_e = \mu \) if \( c_e = 0 \). (Observe
that this rounding introduces errors, but the total error incurred on any cycle is \( \leq n \mu \leq c\beta \leq c\text{OPT}. \) Consider the graph \( \tilde{G} = (\tilde{V}, \tilde{E}) \) obtained from \( G \) by replacing each edge \( e \) by a path of \( \tilde{c}_e/\mu \) edges (of unit cost). Note that \( |\tilde{V}| \leq |V| + |E| \cdot (n\beta)/\mu = O(mn^2/\varepsilon). \) Using a single application of Theorem 5, we can obtain a minimum-size \( k \)-Steiner-cycle \( \tilde{Q} \subseteq \tilde{E} \) with probability at least \( 1 - \eta/2 \) in \( O \left( 2^k \cdot \left( \frac{n^2m}{\varepsilon} \right)^{O(1)} \cdot \log \frac{1}{\eta} \right) \) time. Let \( Q \) denote the \( k \)-Steiner-cycle in \( G \) corresponding to \( \tilde{Q} \). By our choice of \( \tilde{c} \), we have \( c(Q) \leq \tilde{c}(Q) \leq \mu \cdot |\tilde{Q}| \). Since the optimal \( k \)-Steiner-cycle \( Q^* \) consists of at most \( n \) edges each with cost at most \( n\beta \), the (unweighted) \( k \)-Steiner-cycle \( \tilde{Q}^* \) in \( \tilde{G} \) corresponding to \( Q^* \) satisfies \( \mu|\tilde{Q}^*| \leq \tilde{c}(Q^*) \leq c(Q^*) + n\mu \leq \text{OPT}(1 + \varepsilon) \). By the above discussion, we can obtain a \( k \)-Steiner-cycle \( Q \) satisfying \( c(Q) \leq \mu|Q| \leq \mu|Q^*| \leq (1 + \varepsilon)\text{OPT} \) with probability at least \( 1 - \eta \). Clearly, the overall running time is \( O \left( 2^k \cdot n^{O(1)} \cdot (\frac{1}{\varepsilon})^{O(1)} \cdot \log \frac{1}{\eta} \right) \).

\section{Algorithms for \( k \)-Steiner-2NCS}

In this section, we consider the \( k \)-Steiner-2NCS problem. First, we present a randomized polynomial-time algorithm for finding an optimal subgraph for the special case of unweighted \( k \)-Steiner-2NCS; then, using the method from Section 3 we extend our algorithm to a (randomized) FPTAS for weighted \( k \)-Steiner-2NCS.

We denote an instance of the \( k \)-Steiner-2NCS problem by \((G = (V, E), c \in \mathbb{R}^E_\geq 0, T \subseteq V)\); \( G \) is the input graph with non-negative edge costs \( c \), and \( T \) is the set of terminals, \(|T| \geq 3\) (we skip the easy case of \(|T| = 2\)). We assume (w.l.o.g.) that \( G \) is a feasible subgraph, that is, all terminals are contained in one block of \( G \).

For any graph \( H \), let \( D_3(H) \) denote the set of nodes that have degree \( \geq 3 \) in \( H \).

\begin{lemma}
Let \( H = (V', E') \) be an (edge) minimal 2NC subgraph that contains \( T \). Then \( H \) has an open ear decomposition \( P_0, P_1, \ldots, P_\ell \) such that

(i) each of the ears \( P_i \) (\( i \in [\ell] \)) contains a terminal as an internal node (i.e., \( \text{int}(P_i) \cap T \neq \emptyset \)), and \( P_0 \) contains a terminal,

(ii) \(|D_3(H)| \leq 2(|T| - 2)\).
\end{lemma}

\begin{proof}

(i) Pick any terminal to be \( P_0 \). Suppose we have constructed open ears \( P_1, \ldots, P_{i-1} \) and that each \( \text{int}(P_j) (j \in [i - 1]) \) contains a terminal. Let \( F = \bigcup_{j=1}^{i-1} E(P_j) \). Let \( t \) be a terminal in \( T \setminus V(F) \) (we have the required ear decomposition, if \( T \subseteq V(F) \)). Suppose \( i = 1 \); then, \( G \) has two openly disjoint paths between \( t \) and \( P_0 \), and we take \( P_t \) to be the edge-set of these two paths. Suppose \( i \geq 2 \); then, \( G \) has a two-fan \( P \) between \( t \) and \( V(F) \) (i.e., \( P \) is the union of two paths between \( t \) and \( V(F) \) that have only the node \( t \) in common); we take \( P_t \) to be \( P \).

(ii) Clearly, \( \ell \leq |T| - 1 \) for the ear decomposition of part (i), and each of the ears \( P_2, \ldots, P_\ell \) contributes at most 2 (new) nodes to \( D_3(H) \).
\end{proof}

The next lemma states an extension of Proposition 4.

\begin{lemma}
Let \( G = (V, E) \) be a graph, and let \( H = (V', E') \) be a 2NC subgraph of \( G \). Let \( P \) be a path of \( G \) that has both end nodes in \( V' \). Then, \( H \cup P = (V' \cup V(P), E' \cup E(P)) \) is a 2NC subgraph of \( G \).
\end{lemma}

Each set \( S \subseteq V \) of size \( \leq 2|T| - 4 \) is a candidate for \( D_3(H) \) for a 2NC subgraph \( H \) that contains \( T \), and we call \( T \cup S \) the set of marker nodes.
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Our algorithm has several nested loops. The outer-most loop picks a set $S \subseteq V$ of size $\leq 2|T| - 4$, and then applies the following main loop. Each iteration of the main loop attempts to construct a 2NC subgraph that contains the set of marker nodes $T \cup S$, by iterating over all ordered partitions $(\tilde{T}_1, \tilde{T}_2, \ldots, \tilde{T}_r)$ of $T \cup S$ such that $|\tilde{T}_1| \geq 2$ and the number of sets in the partition, $r$, is a positive integer, $r \leq k = |T|$. Consider one of these ordered partitions $(\tilde{T}_1, \tilde{T}_2, \ldots, \tilde{T}_r)$. We attempt to find a min-cost Steiner-cycle $C_1$ that contains $\tilde{T}_1$ using the algorithm of [3]; if $G$ has no Steiner-cycle that contains $\tilde{T}_1$, then this iteration has failed, otherwise, we take $C_1$ to be the first (closed) ear of an open ear decomposition of our candidate 2NC subgraph that contains $T \cup S$. Then, for $i = 1, \ldots, r - 1$, we pick a pair of nodes $s_i, t_i \in \tilde{T}_1 \cup \cdots \cup \tilde{T}_i$, and attempt to find a min-cost Steiner-path $P_{i+1}$ between $s_i$ and $t_i$ that contains $\tilde{T}_{i+1}$; if $G$ has no such Steiner-path, then this iteration has failed, otherwise, we augment the current subgraph $H := C_1 \cup P_2 \cup \cdots \cup P_i$ by $P_{i+1}$. The algorithm maintains an edge-set $\hat{F}$; initially, $\hat{F} = E$, and, at termination, $\hat{F}$ is the edge-set of a min-cost 2NC subgraph that contains $T$. Pseudo-code for the algorithm is presented below.

We use $A_{\text{BHT-cycle}}(G, \tilde{T}_1, \eta)$ to denote a call to the Steiner-cycle algorithm of [3] where the inputs are the graph $G$, the terminal set $\tilde{T}_1 \subseteq V(G)$, and the desired probability of failure $\eta$. With probability at least $1 - \eta$, this call either returns the edge-set of a minimum-size cycle of $G$ that contains all nodes of $\tilde{T}_1$ or reports an error if $G$ has no such cycle.

We use $A_{\text{BHT-path}}(G, \tilde{T}_1, s, t, \eta)$ to denote a call to the following subroutine that attempts to find an $s,t$-path of $G$ that contains all nodes of $\tilde{T}_1$. First, construct an auxiliary graph $G'$ from $G$ by adding a node $u'$ and two edges $u's, u't$. Then call $A_{\text{BHT-cycle}}(G', \tilde{T}_1 \cup \{u', s, t\}, \eta)$: report an error if the call returns an error, and, otherwise, return the path obtained by deleting the node $u'$ (and its two incident edges) from the cycle returned by the call.

Algorithm 1 $A_{\text{2NC}}(G, T, \eta)$ for the unweighted $k$-Steiner-2NCS problem.

\begin{algorithm}
\State $\eta' \leftarrow \eta/k$
\State $\hat{F} \leftarrow E$
\For{$S \subseteq V$ such that $|S| \leq 2k$} 
\For{$r = 1, \ldots, k$} 
\For{Ordered partitions $(\tilde{T}_1, \ldots, \tilde{T}_r)$ of $T \cup S$ such that $|\tilde{T}_1| \geq 2$} 
\For{$i = 1, \ldots, r - 1$ and node pairs $(s_i, t_i) \in \cup_{j=1}^{r} \tilde{T}_j$, where $s_i \neq t_i$} 
\State $H \leftarrow A_{\text{BHT-cycle}}(G, \tilde{T}_1, \eta') \cup \cup_{i=1}^{r-1} A_{\text{BHT-path}}(G, \tilde{T}_{i+1}, s_i, t_i, \eta')$
\State continue the loop if any call to any subroutine reports an error
\State if $|E(H)| < |\hat{F}|$ then
\State $\hat{F} \leftarrow E(H)$
\State end if
\State end if
\State end for
\State end for
\State end for
\State return $\hat{F}$
\end{algorithm}

Lemma 9. Let $H^* = (V^*, E^*)$ be an optimal subgraph for $k$-Steiner-2NCS. Assume that each of the calls to the subroutines (namely, $A_{\text{BHT-cycle}}, A_{\text{BHT-path}}$) returns a valid subgraph whenever one exists. Let $H = (U, \hat{F})$ denote the output of the above algorithm. Then $H$ is a 2NC subgraph, $U \supseteq T$, and $|\hat{F}| \leq |E^*| = \text{OPT}$. 
Proof. By Lemma 7, $H^*$ has an open ear decomposition $P_1, P_2, \ldots, P_{r^*}$ such that each of the ears $P_i$ contains at least one terminal as an internal node; hence, $r^* \leq k = |T|$. Let $S^* = D_3(H^*)$ be the set of nodes of degree $\geq 3$ of $H^*$; clearly, $|S^*| \leq 2r^* \leq 2k$.

For $i = 1, \ldots, r^*$, let $S^*_i = P_i \cap (T \cup S^*)$. For $i = 1, \ldots, r^* - 1$, let $(s^*_i, t^*_i)$ denote the end nodes of the ear $P_{i+1}$; clearly, $(s^*_i, t^*_i) \in \bigcup_{j=1}^i (T^*_j)$.

Now consider the loop in the algorithm where $S = S^*$, $r = r^*$, $\tilde{T}_i = T^*_i$ for $i = 1, \ldots, r^*$, and $(s_i, t_i) = (s^*_i, t^*_i)$ for $i = 1, \ldots, r^* - 1$. Observe that the calls to the subroutines $A_{\text{BHT-cycle}}$ and $A_{\text{BHT-path}}$ return minimum-size subgraphs, hence, $|A_{\text{BHT-cycle}}(G, \tilde{T}_i)| \leq |P_i|$ and $|A_{\text{BHT-path}}(G, \tilde{T}_{i+1}, s_i, t_i)| \leq |P_{i+1}|$ for $i = 1, \ldots, r^* - 1$. Since $|E^*| = \sum_{i=1}^{r^*} |P_i|$, we conclude that the 2NC subgraph $H$ found by this iteration satisfies $|E(H)| \leq |E^*|$. Thus, the algorithm outputs an optimal 2NC subgraph that contains $T$.

### 4.1 Proof of Theorem 1

Proof. As seen in the proof of Lemma 9, if the subroutines $A_{\text{BHT-cycle}}$ and $A_{\text{BHT-path}}$ run correctly when $S = S^*$, $r = r^*$, $\tilde{T}_i = T^*_i$ for $i = 1, \ldots, r^*$, and $(s_i, t_i) = (s^*_i, t^*_i)$ for $i = 1, \ldots, r^* - 1$ corresponding to an ear decomposition of an optimal solution $H^*$, then the above algorithm outputs an optimal solution. During this loop, there are at most $r^* \leq k = |T|$ calls to the subroutines $A_{\text{BHT-cycle}}$ and $A_{\text{BHT-path}}$. Hence, with probability at least $\left(1 - \eta - \eta^2\right)^k \geq 1 - \eta$, Algorithm $A_{2\text{NC}}$ outputs an optimal solution.

The running time is analyzed as follows: the term $2k \cdot \binom{k}{2} = O\left(\frac{k^3}{2}\right)$ comes from choosing $S \subseteq V$, $|S| \leq 2k$ (in the outer-most loop), the term $B(3k)$ comes from choosing ordered partitions of $S \cup T$, the term $\binom{3k}{2}^k$ comes from choosing the node pairs $(s_i, t_i)$ for the $r - 1(\leq k)$ calls to $A_{\text{BHT-path}}$, and the term $2^k n^O(1) \log \frac{k}{\eta}$ comes from the running time of the algorithm of [3] for the Steiner-cycle problem, with error probability $\frac{k}{2}$.

Having solved the unweighted $k$-Steiner-2NCS problem, we can directly use the methods from Section 3 to obtain an FPTAS for the weighted $k$-Steiner-2NCS problem.

### 5 FPTAS for $k$-FST and $k$-Steiner-2ECS

In this section we present a randomized polynomial-time algorithm for finding an optimal subgraph for the special case of unweighted $k$-FST; then, using the method from Section 3, we extend our algorithm to a (randomized) FPTAS for weighted $k$-FST. We assume that $k = |T| \geq 3$ is a positive integer. Note that the capacitated $k$-Steiner-2ECS problem can be reduced to the $k$-FST problem by defining the set of safe edges to be the set of edges with capacity at least 2 and defining the set of unsafe edges to be the set of edges with capacity exactly 1. Hence the results in this section can also be applied to the capacitated $k$-Steiner-2ECS problem.

Adjiashvili, Hommelvheim, Mühlenthaler, and Schaudt [1] give a polynomial-time algorithm for finding an optimal solution to the 2-FST problem; see Proposition 1 and Theorem 5 of [1]. We refer to their 2-FST algorithm as $A_{2\text{FST}}$. We refer to (inclusion-wise) minimal feasible solutions to a 2-FST problem on $G$ as $1$-protected paths.

Informally speaking, our randomized polynomial-time algorithm for $k$-FST represents minimal feasible solutions as 2NC blocks connected together using 1-protected paths. To simplify our presentation, we first modify the $k$-FST instance $G = (V, S \cup U, T)$ as follows. For each terminal $v \in T$, we create a new node $v'$ and a new safe edge $vv'$. Let $T'$ denote the set of these new nodes and let $E'$ denote the set of the new safe edges. Consider the
modified instance \( G' = (V \cup T', (S \cup E') \cup U, T') \). Observe that \((U, F)\) is a feasible solution to the original instance if and only if \((U \cup T', F \cup E')\) is a feasible solution to the modified instance.

▷ **Definition 10** (Block-Tree). A block-tree of a graph \( G \) is a tree \( B(G) \) with the following properties:
1. The nodes of \( B(G) \) are in one-to-one correspondence with the 2NC blocks of \( G \).
2. If two 2NC blocks are connected by a bridge in \( G \), then the two corresponding nodes in \( B(G) \) are adjacent.
3. For each cut-node \( v \) of \( G \), the subgraph of \( B(G) \) induced by \( \Gamma_{B(G)}(v) \) is connected (\( \Gamma_{B(G)}(v) \) is the set of 2NC blocks of \( G \) that contain \( v \)). In other words, the unique path of \( B(G) \) between any two nodes of \( \Gamma_{B(G)}(v) \) has all its internal nodes in \( \Gamma_{B(G)}(v) \).

Informally speaking, a block-tree of a graph \( G \) represents how the 2NC blocks of \( G \) are connected together. Each edge of the block-tree either represents a bridge of \( G \) or connects a pair of 2NC blocks of \( G \) that share a common cut-node. Let \( H \) be a minimal feasible \( k \)-FST solution. Due to the modification above, we may assume that every leaf of \( B(H) \) corresponds to a block of \( H \) that contains exactly one terminal. Then any path in \( B(H) \) corresponds to a 1-protected path of \( H \) that connects either (i) two cut-nodes, or (ii) a cut-node and a terminal, or (iii) two terminals.

For our algorithmic application, nodes of \( B(H) \) of degree two are redundant, and this motivates the notion of a “non-redundant” block-tree.

▷ **Definition 11** (Condensed Block-Tree). A condensed block-tree of a graph \( G \) is a tree \( \hat{B}(G) \) obtained from a block-tree \( B(G) \) with the following properties:
1. The nodes of \( \hat{B}(G) \) are nodes \( b \) of \( B(G) \) such that \( \deg_{B(G)}(b) \neq 2 \).
2. Two nodes \( b_1 \) and \( b_2 \) are adjacent in \( \hat{B}(G) \) if and only if every internal node in the path connecting \( b_1 \) and \( b_2 \) in \( B(G) \) has degree two.

![Figure 1](image1.png) The original graph \( G \).

![Figure 2](image2.png) A block tree \( B(G) \) and the corresponding condensed block tree \( \hat{B}(G) \).

For any minimal feasible solution \( H \) of \( k \)-FST and a condensed block-tree \( \hat{B}(H) \), we refer to the 2NC blocks of \( H \) that correspond to internal nodes of \( \hat{B}(H) \) as high-degree blocks. The leaves of \( \hat{B}(H) \) correspond to the terminals. Edges of \( \hat{B}(H) \) correspond to 1-protected paths.
in $H$ that connect either (i) two high-degree blocks, or (ii) a high-degree block and a terminal, or (iii) two terminals. The end-points of these 1-protected paths are either cut-nodes of $H$ or terminals. Note that some of these 1-protected paths could be trivial paths corresponding to cut-nodes that are common to two high-degree blocks. We now state some useful lemmas that follow from the handshaking lemma applied to $\hat{B}(H)$.

- **Lemma 12.** The number of internal nodes (i.e., non-leaf nodes) of $\hat{B}(H)$ is at most $k - 2$ where $k$ is the number of terminals.

- **Lemma 13.** The total number of cut-nodes (with repetitions) in high-degree blocks of $H$ is at most $3k - 6$ where $k$ is the number of terminals.

Now, we describe our algorithm for unweighted $k$-FST. We guess (via enumeration) the high-degree blocks of an optimal solution OPTSOLN corresponding to some condensed block-tree $\hat{B}$(OPTSOLN). The guess would include the number of high-degree blocks and the cut-nodes in each of these high-degree blocks. This is done by picking $3k - 6$ nodes of $V$ with replacement and then picking a partition $\hat{P}$ of these $3k - 6$ nodes into at most $k - 2$ sets. Let $r \leq k - 2$ be the number of sets in the partition $\hat{P}$. Thus, $\hat{P} = (X_1, X_2, \ldots, X_r)$. For each set $X_i$, we use algorithm $A_{2NC}$ to find $B_i$, a minimum size 2NC subgraph of $G$ containing the specified cut-nodes in $X_i$, possibly, with some additional Steiner nodes. Finally, we construct a tree that connects these 2NC subgraphs and terminals via 1-protected paths using the following subroutine.

First, for every pair of nodes $(u, v) \in V' \times V'$, we use algorithm $A_{2,FST}$ to find $G^\text{min}_{uv}$, the minimum-size 1-protected path connecting $u$ and $v$ in $G'$. We then construct a complete graph $K(X_1, \ldots, X_r)$ with $r + k$ nodes that has one node for each set $X_i$ and one node corresponding to each terminal $\{t\}$. The cost of an edge between two nodes of $K$ corresponding to node sets $V_1$ and $V_2$ is given by $\min\{|E(G^\text{min}_{uv})| : u \in V_1, v \in V_2\}$. Note that if there is no 1-protected path connecting a node in $V_1$ to a node in $V_2$, then we fix the cost of the edge to be infinity. Thus an edge $e$ of $K$ corresponds to a subgraph $G^\text{min}_e$ in $G'$ which is the minimum size 1-protected path whose end points are in $V_1$ and $V_2$ respectively. We then find a minimum spanning tree $\hat{T}$ in $K$. Note that if $\hat{T}$ has infinite cost, then we output an error. Else, we output the subgraph of $G'$ defined by $G^\text{min}(X_1, \ldots, X_r) := \cup_{e \in \hat{T}} G^\text{min}_e$.

**Algorithm 2** $A_{k,FST}(G', T', \eta)$ for the unweighted $k$-FST problem.

```plaintext
\eta' \leftarrow \eta/k
H \leftarrow G'
for S = \{v_1, \ldots, v_{3k-6}\} \in V^{3k-6} do
    for r = 1, \ldots, k - 2 do
        for partitions $(X_1, \ldots, X_r)$ of $S$ do
            $\hat{H} \leftarrow G^\text{min}(X_1, \ldots, X_r) \cup_{i=1} A_{2,NC}(G, X_i, \eta')$
            continue the loop if any call to any subroutine reports an error
            if $|E(\hat{H})| < |EH|$ then
                $H \leftarrow \hat{H}$
            end if
        end for
    end for
end for
return $H$
```
**Lemma 14.** Let $H^* = (V^*, E^*)$ be an optimal subgraph for $k$-FST. Assume that each of the calls to the subroutine $A_{2NC}(G, X_i, \eta')$ returns a valid subgraph $2NC(G, X_i)$ whenever one exists. Let $H = (U, F)$ denote the output of the above algorithm. Then, $H$ is a feasible $k$-FST solution and $|F| \leq |E^*| = \text{OPT}$.

**Proof.** We argue that the subgraph $\hat{H}$ in any iteration of the algorithm is a feasible $k$-FST solution. This holds because the algorithm finds $2NC$ subgraphs $2NC(G, X_i)$ and then connects them to one another and to the terminals using the 1-protected paths in $G^{\min}(X_1, \ldots, X_r)$. Thus, $T \subseteq V(\hat{H})$ and any unsafe edge $e \in E(\hat{H})$ either lies in a $2NC$ subgraph of $\hat{H}$ or a 1-protected path in $\hat{H}$, hence, $\hat{H} - e$ is connected.

Now consider a condensed block-tree $\hat{B}(H^*)$. Let $B_1^*, \ldots, B_r^*$ be the high-degree blocks of $H^*$ and let $X_i^*$ be the set of cut-nodes in $B_i^*$. By Lemma 13, the total number of cut-nodes in all the high-degree blocks $B_i^*$ is at most $3k - 6$. We may assume that it is exactly $3k - 6$ by duplicating a cut-node $v \in X_i^*$ multiple times. Consider the iteration of the algorithm where $r = r^*$ and $X_i = X_i^*$ for $i = 1, \ldots, r^*$. Then,

$$|E(2NC(G, X_i))| \leq |E(B_i^*)| \quad \forall i = 1, \ldots, r.$$

Recall that the nodes of $\hat{B}(H^*)$ correspond to the high-degree blocks $B_i^*$ (and hence to the node sets $X_i^*$) or to the terminals $\{t\}$. Also an edge $\bar{e}$ of $\hat{B}(H^*)$ between nodes corresponding to node sets $V_1$ and $V_2$ represents a 1-protected path $H_i^*$ in $H^*$ whose end-points lie in $V_1$ and $V_2$ respectively. Hence $\hat{B}(H^*)$ may be viewed as a subgraph of $K(X_1, \ldots, X_r)$. Furthermore, since any two nodes in $H^*$ have a 1-protected path between them, $\hat{B}(H^*)$ must be connected. Finally, by construction of $K$, $|E(H_i^*)| \geq c(\bar{e})$ where $c(\bar{e})$ is the cost of the edge $\bar{e}$ in $K$. This implies that the cost of the minimum spanning tree in $K$ is at most $\sum_{\bar{e} \in \hat{B}(H^*)} |E(H_i^*)|$. Hence,

$$|E(G^{\min}(X_1, \ldots, X_r))| \leq \sum_{\bar{e} \in \hat{B}(H^*)} |E(H_i^*)|.$$

Combining the two inequalities above we obtain

$$|E(\hat{H})| = |E(G^{\min}(X_1, \ldots, X_r)) \cup \bigcup_{i=1}^{r} 2NC(G, X_i))|$$

$$\leq |E(G^{\min}(X_1, \ldots, X_r))| + \sum_{i=1}^{r} |E(2NC(G, X_i))|$$

$$\leq \sum_{\bar{e} \in \hat{B}(H^*)} |E(H_i^*)| + \sum_{i=1}^{r} |E(B_i^*)|$$

$$= |E^*|$$

The last equation holds because $E^*$ partitions into the edge-sets of the high-degree blocks $B_i^*$ and the edge-sets of the 1-protected paths $H_i^*$. This completes the proof of the lemma. ▶

### 5.1 Proof of Theorem 2

Lemma 14 proves that algorithm $A_{k,FST}$ outputs an optimal solution to the $k$-FST problem with high probability. Let $\alpha$ denote the running time of the algorithm $A_{2,FST}$ and let $\beta$ denote the running time of the algorithm $A_{2NC}$. Then, the running time of the algorithm $A_{k,FST}$ is bounded by

$$O(n^2 \alpha \cdot n^{3k-6} \cdot 2^k \cdot n^2 \beta \cdot k^2 \log k) = O(\alpha \cdot \beta \cdot n^{3k}).$$
Since $A_{2\text{-FST}}$ has runtime $n^{O(1)}$ and $A_{2\text{NC}}$ has runtime $n^{O(k)}$, we can conclude that the running time of the algorithm $A_{k\text{-FST}}$ is $O\left(n^{O(k)} \cdot \log \frac{1}{\eta}\right)$.

Having solved the unweighted $k$-FST problem, we can directly use the methods from Section 3 to obtain an FPTAS for the weighted $k$-FST problem.
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