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Abstract

Structural balance theory studies stability in networks. Given a $n$-vertex complete graph $G = (V, E)$ whose edges are labeled positive or negative, the graph is considered balanced if every triangle either consists of three positive edges (three mutual “friends”), or one positive edge and two negative edges (two “friends” with a common “enemy”). From a computational perspective, structural balance turns out to be a special case of correlation clustering with the number of clusters at most two. The two main algorithmic problems of interest are: (i) detecting whether a given graph is balanced, or (ii) finding a partition that approximates the frustration index, i.e., the minimum number of edge flips that turn the graph balanced.

We study these problems in the streaming model where edges are given one by one and focus on memory efficiency. We provide randomized single-pass algorithms for: (i) determining whether an input graph is balanced with $O(\log n)$ memory, and (ii) finding a partition that induces a $(1 + \varepsilon)$-approximation to the frustration index with $O(n \cdot \text{polylog}(n))$ memory. We further provide several new lower bounds, complementing different aspects of our algorithms such as the need for randomization or approximation.

To obtain our main results, we develop a method using pseudorandom generators (PRGs) to sample edges between independently-chosen vertices in graph streaming. Furthermore, our algorithm that approximates the frustration index improves the running time of the state-of-the-art correlation clustering with two clusters (Giotis-Guruswami algorithm [SODA 2006]) from $n^{O(1/\varepsilon^2)}$ to $O(n^2 \log^2 n/\varepsilon^2 + n \log n \cdot (1/\varepsilon)^{O(1/\varepsilon^4)})$ time for $(1 + \varepsilon)$-approximation. These results may be of independent interest.
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1 Introduction

Structural balance theory [21, 30, 35, 36] arises in the study of social relationships with positive and negative relations. Positive links describe friendship/agreement and negative links describe antagonism/disagreement. The theory dates back to work by Heider [35]. It describes the stability of relations among three individuals — only two kinds of triangles are stable: the ones where all three ties are positive, indicating mutual friendship; and the ones with two negative ties and one positive tie, describing the folklore that “the enemy of your enemy is your friend.” A network that is far from being balanced (i.e., with many unstable triangles) accumulates stress which may lead to major re-arrangements of edges.

The structural balance theory appears in many application areas such as international relations [7, 43], biological networks [29, 38], portfolio analysis in financial networks [33], Ising model [14] in statistical physics, and online social media and opinion formation, dynamics, and evolution [6, 48–50] which bears itself on, for example, Facebook [47] and Twitter [40, 51].

One fundamental question is to understand whether a network is close to being balanced or not. In a complete signed graph where each pair of vertices is labeled positive or negative — the focus of our study —, the Cartwright-Harary Theorem [21, 32] states that every balanced network must have the nodes partitioned into (at most) two “camps”, inside each of which the edges are all positive and between them the edges are negative. For graphs that are not balanced, a natural measure to characterize its distance from total balance is the frustration index, defined as the minimum number of edges whose negation of signs results in balance [1, 8, 34, 53]. These questions can be distilled into the following algorithmic problems (see Problem 1 and Problem 2 for the formal definitions):

- **Structural Balance Testing**: Given a complete signed graph $G$, decide whether or not it is balanced, namely, does not contain any imbalanced triangle.
- **Frustration-minimizing Partition**: Given a complete signed graph $G$, find a partition of vertices into two camps such that the minimum number of sign flips on the edges is required for the resulting graph to be balanced.

The problems we consider are closely related to (min-disagreement) correlation clustering where the goal is to partition the graph into clusters, so as to minimize the total number of negative edges inside clusters and positive edges across the clusters [5, 13, 24, 25, 28, 31], except that structural balance enforces the number of clusters to be two. Structural balance testing is straightforward to solve in $O(n^2)$ time on $n$-vertex graphs: place an arbitrary vertex and all its positive neighbors on one side of the bi-partition $L$, and its negative neighbors on the other side $R$, and then verify. On the other hand, the classical work by Giotis and Guruswami [31] on correlation clustering with two clusters implies the NP-hardness of the frustration-minimizing partition. It further provides a PTAS with running time $n^{O(1/ε^2)} + n \cdot (1/ε)^{O(1/ε^4)}$ for $(1 + ε)$-approximation of this problem. To our knowledge, this is the state of the art for structural balance testing and frustration-minimizing partition.

Prior work primarily focused on running time of algorithms and assume unrestricted access to the entire graph. In many modern applications of large-scale networks, however, there are many other considerations to take into account. For instance, the algorithms may only have limited access to and a memory much smaller than the input. One of the most popular models capturing the above scenario is the graph streaming model. In this model, the edges arrive one after another and the algorithm needs to process this stream “on-the-fly”
with limited memory. The algorithm is allowed to make one or multiple passes over the stream, and the memory is usually substantially smaller than the (worst-case) input size, i.e. $\Theta(n^2)$. We focus on the single-pass setting and ask the following motivating question: 

How well can we solve structural balance testing and frustration-minimizing partition problems in the single-pass graph streaming setting?

The golden spots for streaming algorithms are (i) the polylog($n$) memory regime, which is polynomial to the memory that is necessary to represent a single edge, and (ii) the $\tilde{O}(n) := O(n \cdot \text{polylog}(n))$ memory regime – often referred to as the semi-streaming model. We study structural balance in the graph streaming model in these parameter regimes.

### 1.1 Our Contributions

#### Structural balance testing.

One way of testing structural balance of $G$ is to check whether the 2-lift of $G$ associated with its edge signing is connected. Computing the 2-lift can be done on-the-fly, and testing connectivity in the streaming model can be done with $O(n \log n)$ space. This is already a quadratic improvement over the trivial algorithm with $O(n^2)$ space, and it is also known that graph connectivity requires $\Omega(n \log n)$ space in the streaming model. Is this also the limit for structural balance testing? Our first result is a simple algebraic algorithm, which stems from testing for complete bipartiteness of negative edges, that uses exponentially improved space complexity. In the full version, we also provide a companion algorithm that, while more complicated to describe, is combinatorial and introduces a technique that partially derandomizes a vertex sketch we use where hash functions with limited-independence alone do not suffice.

▶ **Result 1** (Informal statement of Theorem 2). There is a single-pass randomized algorithm that given a complete signed graph $G$ in a graph stream, tests whether $G$ is balanced with probability at least $\frac{99}{100}$ using $O(n \log n)$ space.

Result 1 shows that structural balance testing can be done with high space efficiency – note that $\Theta(n \log n)$ space is necessary to simply write down a single edge. As we elaborate later, our algorithms in Result 1 are sketching-based algorithms that are randomized and crucially use the fact that each edge of the graph appears precisely once in the stream. We further complement our algorithms with two new lower bounds (Propositions 10 and 11) that show the necessity of both conditions for obtaining any $o(n)$-space algorithm for this problem. Additionally, a standard $\Omega(n \log n)$ space lower bound for input graphs that are not necessarily complete via a reduction from bipartiteness testing can be shown (see the full version); the generalized problem and the $o(n)$ space regime are thus incompatible.

#### Frustration-minimizing partition.

Outputting the solution to frustration-minimizing partition already requires $\Omega(n)$ space, thus, as is standard, we focus on semi-streaming algorithms for this problem. One can use cut sparsifiers and a variant of an argument by [3] (for correlation clustering) to obtain an algorithm with $\tilde{O}(n/\epsilon^2)$ space that can return the “frustration value” of any bi-partition of vertices to within a $(1 \pm \epsilon)$ factor. By enumerating over all bi-partitions, then, we can find the frustration-minimizing one up to a $(1 + \epsilon)$-approximation. The problem with this approach is that the resulting algorithm takes exponential time (to enumerate all bi-partitions), which is quite prohibitive, especially in large graphs$^1$.

---

$^1$ This scenario is not uncommon in the streaming model. For instance, the Tournament Feedback Arc Set problem admits an “easy” exponential-time $(1 + \epsilon)$-approximation semi-streaming algorithm [22] that was improved very recently by [16] to a PTAS albeit with $O(\log n)$ passes over the stream; see [15] for another example.
To bypass this challenge, we present a “streamified” version of the correlation clustering algorithm with two clusters of \([31]\) (henceforth, the Giotis-Guruswami algorithm); namely, an approach that allows us to collect just enough information from the stream to weakly simulate (meaning not entirely faithfully) the Giotis-Guruswami algorithm in polynomial time at the end of the stream.

---

**Result 2 (Informal statement of Theorem 7).** There is a single-pass randomized algorithm that given a complete signed graph in a graph stream, with high probability\(^a\) finds a partition of vertices with frustration value at most \((1 + \varepsilon)\) factor of the frustration index using \(\tilde{O}(n/\varepsilon^2)\) space and polynomial (in \(n\) but not \(\varepsilon\)) time.

\(^a\) Here, and throughout, with high probability means with probability at least \(1 - 1/n\).

Result 2 gives an efficient semi-streaming algorithm for \((1 + \varepsilon)\)-approximation of the frustration-minimizing partition problem, which is NP-hard to solve exactly. We further show (Proposition 13) that even if we allow the streaming algorithm to use exponential (or more) time, solving this problem exactly requires \(\Omega(n^2)\) space (the same as storing the entire input). This fully rules out any non-trivial streaming algorithms for solving this problem exactly.

There is still one missing piece in obtaining “truly efficient” semi-streaming algorithms for our problem. As stated earlier, the Giotis-Guruswami algorithm that Result 2 builds on has running time (roughly) \(n^{O(1/\varepsilon^2)}\) even ignoring any streaming aspects\(^2\), which makes this algorithm quite impractical. Our final contribution remedies this state of affairs. By building on our weak simulation of the Giotis-Guruswami algorithm in Result 2, we design an improved offline (non-streaming) algorithm for frustration-minimizing partition with nearly-linear running time for any fixed \(\varepsilon > 0\) (note that the input is of size \(\Theta(n^2)\) in this problem over a complete signed graph).

---

**Result 3 (Informal statement of Theorem 9).** There is a randomized (classical) algorithm that given a complete signed graph, with high probability, finds a partition of vertices with frustration value at most \((1+\varepsilon)\) factor of the frustration index in \(\tilde{O}(n^2/\varepsilon^2 + n \cdot (1/\varepsilon)^{O(1/\varepsilon^4)})\) time.

Result 3 presents the first improvement after two decades over the Giotis-Guruswami algorithm for frustration-minimizing partition and correlation clustering with two fixed clusters outside of graph streaming models, which can be of independent interest. Moreover, the algorithm in Result 3 can also be used in Result 2, improving the running time to nearly-linear for any constant \(\varepsilon > 0\) in the semi-streaming model.

Our algorithmic results combined with our new lower bounds (in Section 5) collectively complete the picture of streaming and efficient algorithms for structural balance testing and frustration-minimizing partition problems.

---

### 1.2 Our Techniques

**Structural balance testing.** The lower bounds in Propositions 10 and 11 show that any \(o(n)\)-space algorithm for testing structural balance has to be randomized and, more importantly, uses the fact that it sees the sign between every pair of vertices exactly once. This motivates

\(^2\) A simple modification of the Giotis-Guruswami algorithm and a slightly more careful analysis actually reduces the running time of their algorithm to roughly \(O(n^{100} + n \cdot (1/\varepsilon)^{O(1/\varepsilon^4)})\) (see the analysis in Section 4). While this is faster than the original \(n^{O(1/\varepsilon^2)}\) bound, it is still quite far from being practical.
us to consider sketching-based algorithms that are based on collecting aggregate statistics of large subsets of edges in the graph when seeing them in the stream (without having to store explicit information). We proceed by proving the following structural result (stated informally): (i) In any balanced graph, for any set $S$ of odd size, there is an even number of pairs of vertices in $S$ with a negative sign (easy direction); (ii) Conversely, in any unbalanced graph, a constant fraction of odd-size sets $S$ (of certain cardinality) have an odd number of negatively-signed pairs inside (hard direction).

This result naturally suggests the following algorithm (stated with some oversimplification): sample an odd-size set $S$ of vertices uniformly at random at the beginning of the stream and count the number of negative edges in the stream with both endpoints in $S$. In the balanced case, this number will be even, while in the unbalanced case, it has a non-trivial chance of being odd.

There is a serious challenge in making this strategy work: determining $S$ and therefrom which edges should be counted requires $\Omega(n)$ space to store the random bits. We surmount this by observing that the function for the parity of “−” edges in a sampled set $S$ can be viewed as a degree-2 polynomial with one variable per vertex. As such, we turn from sampling vertices to using PRGs for low-degree polynomials based on sums of small bias generators so that $O(\log(n))$ truly random bits and $O(\log(n))$ extra space suffice to generate pseudorandom bits whose 0-set on the polynomial is in proportion with that of truly random bits. In the full version, we also give an alternative combinatorial algorithm (in contrast with the above-stated algebraic algorithm) which is interesting in its own right, especially from a techniques standpoint.

**Frustration-minimizing partition.** Our algorithm in Result 2 is obtained via “streamifying” the Giotis-Guruswami algorithm [31]. Their algorithm considers the high versus low frustration index cases separately where the high frustration index scenario means at least a constant fraction of all pairs needs to flip sign. Among these, the first part has a simple solution in [31] which already lends itself to a semi-streaming algorithm immediately. Our main technical ingredient in Result 2 lies in addressing the low frustration index case. For simplicity of exposition, in the following, we assume $\varepsilon$ is a constant.

The Giotis-Guruswami algorithm in the low frustration index case is as follows. Sample $O(\log n)$ vertices $S$ and enumerate all $n^{O(1)}$ bi-partitions of $S$. Then, for every bi-partition $(S_L, S_R)$, perform a merging operation followed by a switching operation: In merging, every vertex $v \in V \setminus S$ is assigned in parallel to the side of $(S_L, S_R)$ that creates less frustration for $v$, i.e., the number of negative edges of $v$ to this side plus its positive edges to the opposing side is minimized. Let $(L, R)$ be the resulting bi-partition of vertices. In switching, each vertex $v \in V$ in parallel is re-assigned to the side of $(L, R)$ with the least frustration. The analysis of [31] is as follows: for the bi-partition $(S_L, S_R)$ of $S$ that is consistent with the optimal solution, (i) after merging, most vertices are in the “correct” side of $(L, R)$ already, namely, they are consistent with the optimal bi-partition, and (ii) after switching, the vertices already consistent with the optimal solution do not change side, and the rest of vertices are moved to the side that only induce a small additive cost. The key reasoning behind both steps is that in the low frustration-index case, most vertices have a “clear” preference toward which side of the optimal bi-partition they should reside.

To simulate the Giotis-Guruswami algorithm via a semi-streaming algorithm, we can sample the set $S$ at the beginning of the stream and store all $\tilde{O}(n)$ edges incident on it during the stream. The merging phase can now be easily implemented as it relies only on the edges connected to $S$. The switching phase, on the other hand, requires checking every edge in
the graph and thus cannot be faithfully implemented in $o(n^2)$ space. We instead develop a way to \textit{approximately} implement this step, by sampling $O(\log n)$ edges per vertex and using them to estimate the frustration of each vertex in the switching phase. This allows us to still classify the majority of vertices the same as that of the Giotis-Guruswami algorithm except for the ones with no clear preference between bi-partitions of the optimal solution. An extra argument here ensures that this step does not increase the cost too much and this new solution is still a $(1 + \varepsilon)$-approximation, leading to our semi-streaming algorithm.

The ideas above also allow us to significantly improve the running time of the Giotis-Guruswami algorithm even outside of graph streaming models. The most time-consuming step of that algorithm is the need to enumerate all bi-partitions of the sampled set $S$ of size $O(\log n)$. We preface the sampling step of the set $S$ by sampling a smaller set $T$ of size only $O(\log \log n)$, enumerate only over $(\log n)^O(1)$ bi-partitions of $T$, and use those to find an \textit{approximate} optimal bi-partition of the set $S$. We then follow a similar strategy as above to simulate the Giotis-Guruswami algorithm, by showing that even though the bi-partition of the set $S$ is no longer truly optimal, the extra error occurred by the approximation, does not propagate too much in the merging and switching step – in other words, these operations are “robust” enough to handle even an approximately optimal bi-partition of $S$, not a truly optimal one.

\textbf{Lower Bounds.} Most of our lower bounds are based on reductions from known problems in communication complexity such as Index or Equality. The exception is our lower bound in Proposition 11 which shows that, perhaps counter-intuitively, when a stream contains copies of an edge more than once, solving structural balance testing becomes impossible in $o(n)$ space. We show this lower bound by presenting a new \textit{3-party} communication problem which is a mixture of the Index and Set Intersection problems. Roughly speaking, in this new problem, we also provide the information about the hidden index of the Index problem to all players, but in a way that to find this index, they will need to solve an instance of the Set Intersection problem. We then borrow an idea from [9,10] that allows us to argue that a low-communication protocol cannot even change the distribution of the hidden index by much. We then combine this with standard information-theoretic arguments to show that the Index problem the players need to solve remains hard as the distribution of its hidden index has not been altered too much.

\subsection{1.3 Related Work}

By slightly relaxing structural balance to allow triangles with three negative ties as in [30], the frustration-minimizing partitions becomes fully equivalent to the correlation clustering problem (without any constraint on the number of clusters). More recently, motivated by similar considerations as in our paper, there has been a flurry of results on this problem in modern models of computation such as sublinear-time, streaming, or massively parallel algorithms [3,11,17,18,26,27]. In particular, for the single-pass streaming setting, the very recent state-of-the-art result by [23] obtains a $(3 + \varepsilon)$-approximation correlation clustering in $O(n/\varepsilon)$ space and polynomial time. Our result shows that we can obtain a better approximation when the number of clusters is two. Furthermore, [18] independently observes a $(1 + \varepsilon)$-approximation algorithm for correlation clustering in exponential time using cut sparsifiers, which is similar to our observation in Lemma 8.

In a general graph (not necessarily complete), structural balance means that all cycles must contain an even number of negative edges. The problem of minimizing frustration index, phrased in the literature as the Balanced Subgraph problem [37], is MaxSNP-hard [45,52]
and even NP-hard to approximate within any constant factor assuming Khot’s Unique Games Conjecture [39]. On the positive side, this problem admits a polynomial time $O(\sqrt{\log n})$-approximation [2] and an $O(\log k)$-approximation [12] when the frustration index is $k$. Readers can refer to [37] for further details about applications in practice. None of these algorithms consider space constraints or the streaming setting.

## 2 Preliminaries

**Notation.** Throughout, we use $G = (V, E = E^+ \cup E^-)$ to denote a complete signed graph with $|V| = n$ vertices, where $E^+$ is the set of “+” edges and $E^-$ is the set of “−” edges. We further use $G^+ = (V, E^+)$ and $G^- = (V, E^-)$ to denote the graph restricted to the “+” and “−” edges. Note that $E^+$ and $E^-$ are always disjoint and $|E^+ \cup E^-| = \binom{n}{2}$. For any set $S \subseteq V$ of vertices, $G[S]$ denotes the induced subgraph of $G$ on $S$.

For two sets of vertices $S, T \subset V$, we use $E(S, T)$ to denote the set of edges (both “+” and “−”) with one endpoint in $S$ and the other in $T$. Analogously, we use $E(v, S)$ to denote the set of edges (both “+” and “−”) with one endpoint $v$ and the other in $S$. Furthermore, $E^+(S, T)$ (resp. $E^-(S, T)$) refers to the set of “+” (resp. “−”) edges with one endpoint in $S$ and the other in $T$, and $E^+(v, S)$ (resp. $E^-(v, S)$) refers to the set of “+” (resp. “−”) edges with one endpoint $v$ and the other in $S$. In particular, $N^+(S) = E^+(S, V \setminus S)$ and similarly, $N^+(v) = E^+(v, V)$, $N^-(S)$ and $N^-(v)$ defined in the same manner.

When the context involves more than one graph (say $G$ and $H$), we add a subscript to make the notation clear as to which graph is being referred to (for example, $E_G(S, T)$ and $E_H(S, T)$).

### 2.1 Problem Definition

In this paper, we consider (strong) structural balance. A complete signed graph $G = (V, E = E^+ \cup E^-)$ is said to exhibit structural balance property (in short, is balanced) if every triangle has an even number of “−” edges. An equivalent characterization of structural balance shown in [21] is that there exists a bi-partition of the vertices into $S$ and $T$, $S \cap T = \emptyset$ and $S \cup T = V$, such that every edge with both endpoints in $S$ (or $T$) is labelled “+”, and every edge connecting $S$ to $T$ is labelled “−”. Inspired by this, the notion of frustration index [1, 34, 53] captures how far a graph is from structural balance.

**Definition 1 (Frustration Index).** Let $G = (V, E^+ \cup E^-)$ be a complete signed graph, and let $(L, R)$ be a bi-partition of $V$. Then the frustration of $G$ with respect to $L, R$ is


When the context is clear, we use the notation $\text{frust}(G, L)$ instead of $\text{frust}(G, L, R)$. The frustration index $\text{frust}(G)$ is the minimum of $\text{frust}(G, L, R)$ over all possible bi-partitions $(L, R)$ of $V$.

Frustration can be equivalently defined using “disagreement” notation:

$$\text{frust}(G, L, R) = \frac{1}{2} \sum_{v \in V} \text{Dis}(v, L, R).$$

We use $\text{Dis}(v, S, T)$ to count the disagreement of edges incident to $v$ with respect to $S, T$. For example, when $v \in S$, we have $\text{Dis}(v, S, T) = |E^-(v, S)| + |E^+(v, T)|$. When $T = V \setminus S$, we may write $\text{Dis}(v, S)$ instead of $\text{Dis}(v, S, V \setminus S)$.

Now we are ready to formally define our problems.
Problem 1 (Structural Balance Testing). Given a complete signed graph $G = (V, E^+ \cup E^-)$, decide if there is a partition $(L, R)$ of $V$ such that

- If $(u, v) \in E^+$, then $u$ and $v$ are both contained in $L$ or both contained in $R$;
- If $(u, v) \in E^-$, then either $u$ is in $L$ and $v$ is in $R$, or vice versa.

In other words, the answer is “YES” if and only if the graph is balanced.

Problem 2 (Frustration-minimizing Partition). Given a complete signed graph $G = (V, E^+ \cup E^-)$, find a partition $(L^*, R^*)$ of $V$ such that

$$(L^*, R^*) = \arg\min_{(L, R)} \text{frust}(G, L, R).$$

In other words, the partition $(L^*, R^*)$ minimizes the frustration.

3 Structural Balance Testing in Logarithmic Space

We formally present our main algorithm for structural balance testing (Problem 1) – a randomized algorithm that uses only $O(\log n)$ bits and returns whether the graph is balanced with high (constant) probability.

Theorem 2 (Formalization of Result 1). There is a randomized single-pass algorithm $\text{BalanceTester}$ that solves Problem 1 with $O(\log n)$ bits of space and the following guarantees:

- If input graph $G$ is balanced, $\text{BalanceTester}$ always outputs $\text{Balanced}$;
- If input graph $G$ is not balanced, $\text{BalanceTester}$ outputs $\text{NotBalanced}$ with probability at least $\frac{99}{100}$.

A few remarks on Theorem 2 are in order. First, it is not hard to design a deterministic algorithm that uses $\tilde{O}(n)$ space to test whether the graph is balanced – for completeness, such an algorithm can be found in the full version of this paper. However, by our lower bound in Proposition 10, any single-pass streaming algorithm for structural balance testing with $o(n)$ memory has to be randomized. Furthermore, we remark that the $O(\log n)$ memory is asymptotically optimal since it is the number of bits that is necessary to store even a single edge. Finally, since the error is one-sided, we can boost the success probability to $1 - \frac{1}{n}$ by running the algorithm $O(\log n)$ times, which results in $O(\log^2 n)$ overall space complexity.

We now proceed to the design and analysis of our algorithm. In what follows, we assume our graph contains at least $n \geq 3$ vertices, as the structural balance is always satisfied otherwise.

3.1 A Sample-and-Test Lemma for “−” Edges

The idea behind our algorithm starts as follows. If we focus on “−” edges, our task can be framed as testing if the graph $G^- = (V, E^-)$ is a complete bipartite graph. To this end, observe that if we sample a set $S$ of an odd number of vertices, and count the number of “−” edges in $G[S]$, the parity will always be even when $G^-$ is complete bipartite. With a slightly more involved analysis, we can show that if $G^-$ is not complete bipartite, then by sampling $S$ uniformly at random, the number of “−” edges in $G[S]$ is odd with constant probability. As such, we can use the parity of such a counter as a signal of the structural balance of the graph.

We now formalize the above intuition. In particular, in the following lemma, we design the $S$-sampler and state its properties.
Lemma 3 (S-sampler Lemma). For a given complete signed graph $G = (V, E)$, let $S \subseteq V$ be a subset of vertices sampled with the following S-sampler:

1. Pick a fixed vertex $v_n$ arbitrarily.
2. Sample each vertex in $v \in V \setminus \{v_n\}$ independently with probability $\frac{1}{2}$ to get $S'$.
3. If $|S'|$ is odd, let $S = S'$; otherwise, let $S = S' \cup \{v_n\}$.

Then, the following statements are true:

1. If $G$ is balanced, the induced subgraph $G[S]$ always has an even number of “$-$” edges;
2. If $G$ is not balanced, the induced subgraph $G[S]$ has an odd number of “$-$” edges with probability at least $\frac{1}{4}$, over the randomness of sampling $S$.

The main idea to prove Lemma 3 is by observing that the parity of “$-$” edges counted by our S-sampler is in fact captured by a degree-2 polynomial over $\mathbb{F}_2$. The observation can be formalized as the following lemma.

Lemma 4. Let $X_i \in \{0, 1\}$ be the indicator random variable for whether vertex $v_i$ is sampled by S-sampler. Define the following polynomial with $(n - 1)$ variables over $\mathbb{F}_2$:

$$P^*(X) = \sum_{i,j \leq n} X_i X_j + \sum_{i \leq n} X_i \left(1 + \sum_{j=1}^{n-1} X_j\right). \quad (1)$$

Then, the polynomial $P^*(X) = |E^-(G[S])|$ over $\mathbb{F}_2$, which is the parity of number of negative edges induced by the sample set $S$.

Proof. Note that Eq (1) is essentially obtained by substituting $X_n = 1 + \sum_{j=1}^{n-1} X_j$, and counting a “$-$” edge $(v_i, v_j)$ if both $v_i$ and $v_j$ are sampled. If the number of sampled vertices other than $v_n$ is odd, we have $\sum_{j=1}^{n-1} X_j = 1$, which implies $X_n = 0$ over $\mathbb{F}_2$; otherwise, if the number of sample vertices other than $v_n$ is even, we have $\sum_{j=1}^{n-1} X_j = 0$, which implies $X_n = 1$ over $\mathbb{F}_2$. Therefore, the polynomial $P^*$ exactly captures the sampling process of the S-sampler. Finally, if the total number of “$-$” edges is odd, the polynomial $P^*$ evaluates to 1, and vice versa.

As we will see shortly, Lemma 4 is also crucial to run our streaming algorithm for the S-sampler by storing limited number of random bits. To show that the S-sampler gives a useful signal for whether the graph is balanced, we show that the polynomial $P^*$ in Eq (1) gives a useful signal. We first show that $P^*$ is identically 0 if and only if $G$ is balanced.

Lemma 5. The polynomial $P^*$ in Eq (1) is identically 0 if and only if $G$ is balanced.

Proof. Suppose first that $G$ is balanced. Then either $G^-$ is empty, or it is a complete bipartite graph. Let $S$ be the sample from S-sampler. In the first case, the number of “$-$” edges in $G[S]$ is always 0. In the second case, let $L$ and $R$ be the bi-partition of $G^-$, and let $A = L \cap S$ and $B = R \cap S$. The number of “$-$” edges in $G[S]$ is $|A| \cdot |B|$, which is an even number since one of $|A|$ and $|B|$ is even (recall that $|S|$ is odd). By Lemma 4, $P^*$ is thus identically 0 when $G$ is balanced.
Suppose, on the other hand, that $G$ is not balanced. Then there is a triangle $(v_i, v_j, v_k)$ with an odd number of “−” edges. If $i, j, k \neq n$, setting $X_i = X_j = X_k = 1$ and $X_\ell = 0$ for $\ell \not= i, j, k$ yields $P^*(X) = 1$. If on the other hand, say, $k = n$, then setting $X_i = X_j = 1$ and $X_\ell = 0$ for $\ell \neq i, j$ yields $P^*(X) = 1$. Hence $P^*$ is not identically 0 when $G$ is not balanced.

Next, we give a lemma on the fraction of assignments that are non-zero on the polynomial $P^*$, which gives us a lower bound for the success probability to capture an odd number of “−” edges when $G$ is imbalanced. We note that the lemma is standard in the coding theory community (e.g. [46]), but we state a proof here for completeness.

Lemma 6. Let $P(x_1, x_2, \ldots, x_n)$ be a polynomial over $\mathbb{F}_2$ with degree at most 2. If $P$ is not identically 0, then there is a set $X$, with cardinality at least $2^{n-2}$, such that $x \in X$ implies $P(x) = 1$.

Proof. We may assume that $P$ is multilinear since $\tilde{P}(x) = P(x)$ for all $x \in \{0, 1\}^n$, where $\tilde{P}$ is the linearization of $P$ (i.e. all monomials of the form $x_i^2$ are replaced with $x_i$).

If $P$ is of degree 1 or less, the claim holds by using the Schwartz-Zippel lemma. Suppose then that $P$ is of degree 2. Up to a reordering of variables, $x_{n-1}x_n$ is a term of $P$ with coefficient 1. Let $a$ be a fixed assignment of $x_k$ to $\{0, 1\}$ for all $k \in [n-2]$. Then $P(a, x_{n-1}, x_n)$ is a multilinear degree 2 polynomial $Q(x_{n-1}, x_n)$ with the term $x_{n-1}x_n$ having coefficient 1. Checking over all 8 possible polynomials that $Q$ may take, we see that each of them has at least one assignment $a'$ of $x_{n-1}, x_n$ to $\{0, 1\}$ such that $Q(a') = 1$. This completes the proof since there are $2^{n-2}$ possible assignments $a$.

Finalizing the proof of Lemma 3. By Lemma 4 and Lemma 5, if $G$ is balanced, the polynomial $P^*$ is identically 0, which means the $S$-sampler always finds an even number of “−” edges. Otherwise, if $G$ is not balanced, $P^*$ is not 0. Therefore, by Lemma 6, the $S$-sampler finds an odd number of “−” edges with probability at least $\frac{1}{2}$.

By Lemma 3, to test the structural balance of a complete signed graph, it suffices to implement the $S$-sampler and count the number of negative edges. However, while the counter takes $O(\log n)$ space, it is not immediately clear how the $S$-sampler can be implemented with a small space in the streaming setting. In particular, since we need to sample each vertex independently, the trivial solution requires $\Omega(n)$ memory to store the random bits (for each vertex). We address this issue in the next step.

3.2 Simulating the $S$-sampler in Streaming with $O(\log n)$ Space

We tackle this issue by using the fact that our $S$-sampler is a degree-2 polynomial (Lemma 4). We may consequently use a PRG that fools degree-2 polynomials (see [20, 41, 44] for constructions). More concretely, there exists a PRG that takes $O(\log n)$ truly random bits, and generates $n$ pseudorandom bits with $O(\log n)$ extra space per bit so that a degree-2 polynomial cannot distinguish a truly random input from a pseudorandom input to within a small constant error.

Using this, we design an $O(\log n)$-memory algorithm as follows.
A streaming algorithm to test structural balance.

1. Run 100 independent copies of the following S-sampler simulation:
   1. Maintain $O(\log n)$ truly random bits and a counter.
   2. For each arriving “−” edge $(u, v) \in E$:
      a. Generate the pseudorandom bits for vertices $u$ and $v$ (name the bits $X_u$ and $X_v$) with a PRG for degree 2 polynomials with $\varepsilon = \frac{1}{20}$ (see [20, 41, 44]).
      b. If both $X_u = 1$ and $X_v = 1$, increase the counter by 1.
   3. By the end of the stream, if the parity of the counter is odd, return 1; otherwise, return 0.

If any of the copies of S-sampler simulation returns 1, report Not Balanced; otherwise, report Balanced.

Analysis of the space complexity. The truly random bits and the counter take $O(\log n)$ bits of space. Furthermore, for each “−” edge, the PRG generates the pseudorandom bits for $X_u$ and $X_v$ with $O(\log n)$ bits of extra space since $\varepsilon = \frac{1}{20}$. The space for this purpose can be re-used across different edges. Each copy of the S-sampler simulation therefore takes $O(\log n)$ space to implement. Finally, since we run 100 independent copies in parallel, the final algorithm takes $O(\log n)$ space.

Analysis of correctness. By Lemma 3, if the graph is balanced, the S-sampler simulation always returns 0. On the other hand, if the graph is imbalanced and we sample with truly random bits $U_{n-1}$, it holds from Lemma 3 that $\Pr(P^*(U_{n-1}) = 1) \geq \frac{1}{4}$ since $P^*$ is a valid implementation of the S-sampler. By the guarantees of the PRG $g : \{0, 1\}^{O(\log n)} \rightarrow \{1 \ldots n\}^{(n-1)}$, we have

$$|\Pr(P^*(g(U_l)) = 1) - \Pr(P^*(U_{n-1}) = 1)| \leq \frac{1}{20},$$

where $U_l$ are $O(\log n)$ truly random bits, the seed for the PRG. We hence have $\Pr(P^*(g(U_l)) = 1) \geq \frac{1}{4} - \frac{1}{20} = \frac{1}{5}$. As such, the probability for no copy to return 1 is at most $(\frac{4}{5})^{100} < \frac{1}{100}$, as desired.

4 Semi-streaming Frustration-minimizing Partition in Poly-Time

In this section, we consider Problem 2 of finding, in the semi-streaming model, a partition of a complete signed graph that is as close to structurally balanced as possible. More specifically, we want to divide the set of vertices into two parts and minimize the number of “−” edges contained in either part and “+” edges connecting the two parts.

Giotis and Guruswami [31] showed that Problem 2 is NP-hard. In the streaming setting, we show that any algorithm that gives the exact optimal frustration-minimizing partition (or computes the optimal frustration index) requires $\Omega(n^2)$ memory (see Proposition 13). In view of this, we settle for finding a partition that approximates one which is as close to structurally balanced as possible. This section shows how to adapt the correlation clustering algorithm with two clusters in [31] to the semi-streaming model. We leave the technical details to the full version of the paper and, here, highlight the ingredients that make up the following result.
Theorem 7 (Formalization of Result 2). There is an algorithm that, given a complete signed graph $G = (V, E^+ \cup E^-)$ and $\varepsilon \in (0, 1)$, with high probability finds a partition $(L, R)$ of $V$ where

$$\text{frust}(G, L) \leq (1 + \varepsilon) \cdot \text{frust}(G).$$

Moreover, the algorithm uses $O\left(n \cdot \frac{\log^3 (n/\varepsilon)}{\varepsilon^2}\right)$ space, a single pass over the stream and has running time of $O\left((n^2 \log^2 n + n \log n \cdot (\frac{1}{\varepsilon})^{O(\varepsilon^{-1})})\right)$.

### 4.1 Evaluating Frustration

The first key ingredient is a tool for determining $\text{frust}(G, L)$ for an arbitrary $L \subseteq V$, subject to the memory constraints of the semi-streaming setting. We turn to the idea of cut sparsifiers (see [4, 19, 42]), which store a sparse representation of $G$ which approximately answers the cut queries for all $S \subseteq V$: what is the size of $E(S, V \setminus S)$?

Lemma 8. Let $G = (V, E^+ \cup E^-)$ be a complete signed graph. There is a single-pass streaming algorithm using $O(n \log^3 n/\varepsilon^2)$ space and $O(n^2 \log^2 n)$ time that, for any $\varepsilon \in (0, 1)$, with high probability produces an oracle that, when given $L \subseteq V$, returns $\text{frust}_\varepsilon(G, L)$ in $O(n \log n/\varepsilon^2)$ time where

$$(1 - \varepsilon)\text{frust}(G, L) \leq \text{frust}_\varepsilon(G, L) \leq (1 + \varepsilon)\text{frust}(G, L).$$

Our construction of the “frustration sparsifier” in Lemma 8 follows from a standard application of cut sparsifiers, and the fact that the portion of frustration contributed to by the “−” edges in each side can be estimated indirectly by looking at “+” edges crossing the cut.

<table>
<thead>
<tr>
<th>Frustration Sparsifier for $G = (V, E^+ \cup E^-)$ and $\varepsilon \in (0, 1)$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Let $H = (V, E_H, w_H)$ be an $\frac{\varepsilon}{2}$ cut sparsifier for $G' = (V, E^+)$.</td>
</tr>
<tr>
<td>- Return $\text{frust}_\varepsilon(G, \cdot)$ which, when given $L \subseteq V$, computes $w_H(L, V \setminus L) +</td>
</tr>
</tbody>
</table>

The proof of Lemma 8 can be found in the full version of this paper.

Observe as an aside that frustration sparsifiers alone give us a single-pass algorithm that uses $\tilde{O}(n)$ space which, however, runs in exponential time: construct a frustration sparsifier with parameter $\varepsilon$, enumerate over all partitions of $V$, and return the one which gives the smallest estimated frustration.

### 4.2 A Polynomial Time Algorithm: Streamification of Giotis-Guruswami Algorithm

The next key ingredient is a simulation of the Giotis-Guruswami algorithm [31]. For the remainder of this section, let $\text{frust}(G) = \gamma n^2$ where $\gamma$ is not necessarily a constant. We are particularly interested in the case when $\gamma \leq \varepsilon/100^2$, which is the case of the Giotis-Guruswami algorithm which is non-trivial to simulate.
When there is no constraint on space usage, the Giotis-Guruswami algorithm works by sampling \( \Theta(\log n) \) vertices (called the sample \( S \)) and trying every partition \((S_L, S_R)\) of \( S \). \( S_L \) and \( S_R \) are taken to be subsets of \( L \) and \( R \) respectively, where \((L, R)\) is a partition of \( V \). For each such partition \((S_L, S_R)\), there should be a clear local choice for whether a vertex \( v \) should be assigned to \( L \) or to \( R \) by choosing the smaller of \( \text{Dis}(v, S_L + v, S_R) \) and \( \text{Dis}(v, S_L, S_R + v) \) respectively; we do this for all unsampled vertices, and refer to this step of the algorithm as MERGING. The algorithm then tries to further refine the solution quality by marking each vertex that improves the frustration when moved from \( L \) to \( R \) or vice versa, keeping every other vertex fixed. All marked vertices are then moved to the other part. The process of marking vertices and moving them after all have been marked is referred to as the SWITCHING step.

As it turns out, the correctness of the Giotis-Guruswami algorithm still holds with a small error introduced by graph sparsification. This is crucial as it allows us to design space efficient streaming algorithms by simply maintaining a cut sparsifier during the stream, and performing the Giotis-Guruswami procedure in the end. More concretely, only once the sparse representations of the input stream have been obtained (i.e. a single pass over the stream has been completed), do we then start iterating over every partition \((S_L, S_R)\) of \( S \), and in each iteration MERGING, SWITCHING, and storing the best resulting \((L, R)\) seen so far. MERGING is easily ported to the streaming setting; we just need to store the \( \Theta(n \log n) \) edges incident to \( S \). The way SWITCHING is adapted, on the other hand, is less trivial; we store a sparse representation of the input graph by sampling \( \Theta((1/\varepsilon^2) \log n) \) neighbors for each vertex. Finally, determining the (approximate) best partition seen through all iterations can be done by using a frustration sparsifier.

**Streamification of [31] for** \( G = (V, E^+ \cup E^-) \) and \( \varepsilon \in (0, 1) \), when \( \gamma \lesssim \varepsilon \):

1. Sample \( 100 \log n \) vertices uniformly at random. Call this set \( S \).
2. Sample \( 100^3 \cdot \frac{\log n}{\varepsilon} \) vertices uniformly at random for each vertex \( v \). Call these sets \( N_v \).
3. Read through the stream of (signed) edges and
   - Store edges incident to \( S \). Call this graph \( G_S \).
   - Store edges joining \( v \) and \( N_v \) for all \( v \). Call this graph \( G_N \).
   - Store \( \text{frust}_{\varepsilon/10}(G, \cdot) \), a frustration sparsifier of \( G \).
4. For every partition \((S_L, S_R)\) of \( S \)
   - **(Merging)**
     - For every \( v \in V \setminus S \), assign \( v \) to \( L \) if \( \text{Dis}_{G_S}(v, S_L + v, S_R) < \text{Dis}_{G_S}(v, S_L, S_R + v) \), and \( R \) otherwise.
     - \( S_L \) is assigned to \( L \) and \( S_R \) is assigned to \( R \).
   - **(Switching)**
     - Mark \( v \in L \) if \( \text{Dis}_{G_N}(v, L + v, R - v) > \text{Dis}_{G_N}(v, L - v, R + v) \) and mark \( v \in R \) similarly (flip the inequality).
     - Switch assignments of all marked vertices from \( L \) to \( R \) or vice versa.
     - Keep \((L, R)\) if \( \text{frust}_{\varepsilon/10}(G, L) \) is the smallest seen so far.
5. Return \((L, R)\).

---

3 In this section, we use the following notation: For any set \( S \) and any vertex \( v \), \( S + v \) denotes \( S \cup \{v\} \) and \( S - v \) denotes \( S \setminus \{v\} \).
The roles of MERGING and SWITCHING are roughly explained as follows. When \((S_L, S_R)\) is congruent with how \(S\) would be partitioned in an optimal solution, MERGING assigns most vertices to \(L\) and \(R\) in the same way they would have been assigned in said optimal solution. These vertices do not change assignment when SWITCHING. The remaining vertices may have lots of disagreement with their current assignment in spite of having lots of agreement with \(S_L\) or \(S_R\). SWITCHING rectifies this, minimizing the disagreement of these vertices with a large number of vertices (the ones that stay put, mentioned earlier).

We leave the proofs to the full version of the paper. Suffice to say, the core technical work here is in the analysis showing that weakly simulating SWITCHING in the way we have still yields a correct algorithm.

### 4.3 Looking at Exponentially Fewer Candidate Partitions

Observe that the first two ingredients yield an algorithm with \(\Theta(n^{101})\) running time, where the inefficiency stems from having to iterate over all partitions of a sample of size \(100 \log n\). The last key ingredient completes Theorem 7 by instead iterating over all partitions of a sample of size \(100 \log \log n\), building from this a partition of size \(O(\log n)\) via an independent sample (we call this step MINI-MERGING), and thereafter running MERGING and SWITCHING.

This gives us Theorem 7, and also Theorem 9 by running the algorithm in an offline setting regardless of it being a streaming algorithm.

**Theorem 9** (Formalization of Result 3). There is a randomized algorithm that, given a complete signed graph \(G = (V, E^+ \cup E^-)\), and for any \(\varepsilon \in (0, 1)\), with high probability returns a partition \((L, R)\) of \(V\) where

\[
\text{frust}(G, L) \leq (1 + \varepsilon) \cdot \text{frust}(G).
\]

Moreover, the algorithm has runtime \(O\left(\frac{n^2 \log^3 n}{\varepsilon^4} + n \log n \cdot \left(1/\varepsilon\right)^{O(\varepsilon^{-4})}\right)\).

To the best of our knowledge, this is the first algorithm for Problem 2 and 2-correlation clustering that is nearly-linear in the input. A little more formalism is supplied in Appendix A, but much of the details are left to the full version of the paper.

### 5 Space Lower Bounds

In this section, we state space lower bounds that complement our algorithmic results.

- Any \(p\)-pass deterministic streaming algorithm solving Problem 1 requires \(\Omega\left(\frac{2}{p}\right)\) space.
- Any single-pass randomized algorithm solving Problem 1 on a complete signed multi-graph, where edges are allowed to repeat twice, requires \(\Omega(n)\) space.
- Any single-pass randomized streaming algorithm solving Problem 2 exactly, or that outputs the exact frustration index, requires \(\Omega(n^2)\) space.

Combined with our upper bounds in Theorem 2 and Theorem 7, our results convey the following message: (i) It is possible to test structural balance with a very high space efficiency by taking advantage of the arrive-once inputs and randomness, and both aspects are necessary; and (ii) It is possible to achieve a \((1 + \varepsilon)\)-approximation in \(\tilde{O}(n)\) space and polynomial time for any constant \(\varepsilon\). In contrast, the exact solution requires almost all the input to be stored.
5.1 Structural Balance Testing by Deterministic Algorithms

We first present space lower bound for deterministic streaming algorithms. The formal statement of the lower bound is as follows.

► Proposition 10. Any deterministic p-pass algorithm for Problem 1 requires $\Omega\left(\frac{n}{p}\right)$ bits of space. In particular, any deterministic single-pass algorithm requires $\Omega(n)$ bits of space.

The proof of our deterministic lower bound uses a reduction from EQUALITY, which is known to require $\Omega\left(\frac{n}{p}\right)$ bits of communication over $p$ rounds. More can be found in the full version.

5.2 Structural Balance Testing by Randomized Algorithms with Multi-edges

The second lower bound is the most interesting from a technical standpoint. It shows that we need to use $\Omega(n)$ space if the inputs are complete signed graphs with multi-edges. We assume that the signs of the multi-edges between the same pair of vertices are consistent: if $e_1$ between $(u, v)$ is “+”, a second edge $e_2$ between $(u, v)$ also has to be “+”. The definition of structural balance still holds by checking one of the edges between each vertex pair.

The formal statement of our lower bound is as follows.

► Proposition 11. Any single-pass streaming algorithm that correctly tests structural balance with probability at least $\frac{99}{100}$ on complete signed multi-graphs with sign-consistent multi-edges has to use a memory of $\Omega(n)$ bits.

On the high level, the plan to prove Proposition 11 is a reduction from INDEX. The standard INDEX problem is described as follows: Alice holds a string $x \in \{0, 1\}^N$, Bob holds an index $i^* \in [N]$, and the two players want to learn the value of $x_{i^*}$.

In a first attempt at a reduction, the two players are initially given $2N + 2$ vertices, with each bit $x_j$ corresponding to two vertices $u_j$ and $v_j$ and two special vertices $s$ and $t$. Alice creates two empty sets $A$ and $B$, and for each input bit $x_j$, $j \in [N]$, Alice puts $u_j$ to $A$ and $v_j$ to $B$ if $x_j = 0$, and $v_j$ to $A$ and $u_j$ to $B$ if $x_j = 1$. Then, for every vertex except $u_{i^*}$ and $v_{i^*}$, Alice adds “+” edges from $s$ to the vertices in $A$ and from $t$ to vertices in $B$. Furthermore, for each pair of vertices both inside $A$ or $B$, Alice adds a “+” edge; and for vertex pairs such that $u \in A$ and $v \in B$, Alice adds a “−” edge. On the other end, Bob completes the graph by adding “+” edges to $(s, u_{i^*})$ and $(t, v_{i^*})$ and “−” edges to $(s, v_{i^*})$ and $(t, u_{i^*})$. Now, if $x_{i^*} = 0$, the resulting graph is balanced; otherwise, the graph is unbalanced since $v_{i^*}$ is in $A$.

While the plan sounds nice, it does not work. Careful readers may have already found the problem: Alice does not know which vertices correspond to $u_{i^*}$ and $v_{i^*}$; and if she somehow infers it, the problem becomes easy as she can output $x_{i^*}$ without any communication. As such, for the above idea to work, we need to somehow “hide” the index to the holder of the string, but give them the ability to create graphs that leave everything but $x_{i^*}$.

To the above end, we introduce the following version of Leave-One INDEX.

► Problem 3 (Leave-One INDEX). Consider a communication problem between 3 players, namely Alice, Bob, and Charlie. Both Alice and Bob hold the same string $x \in \{0, 1\}^N$, and Charlie holds an index $i^* \in [N]$. Furthermore, Alice holds $S \subset [N]$ and Bob holds $T \subset [N]$, such that $S \cup T = [N] \setminus \{i^*\}$. The communication goes in the order of Alice, Bob and Charlie, and the players want to output $x_{i^*}$.

\footnote{The construction is in fact not possible as we will see in the next paragraph; it is here to explain the intuition.}
The sets of $S$ and $T$ create some “flexibility” for Alice and Bob to infer the index. Indeed, if $S \cap T = \emptyset$, the problem becomes easy as Bob can learn Alice’s bits from a message that simply encodes which bits are missing\(^5\). Nevertheless, we prove (see Appendix B) that the worst-case communication complexity of the Leave-One INDEX problem is still $\Omega(N)$. The formal lower bound is as follows.

► Lemma 12. Any (possibly randomized) one-way communication protocol for the Leave-One INDEX defined in Problem 3 that outputs $x_i^*$ correctly with probability at least $\frac{99}{100}$ requires $\Omega(N)$ bits of communication.

Figure 1 shows how Alice, Bob, and Charlie can use the previously mentioned (wrong) idea to get a (now) correct reduction of Leave-One Index to testing structural balance, where the multi-edges occur from the intersection $S \cap T$ of Alice’s and Bob’s sets.

5.3 Frustration-minimizing Partition by Exact Algorithms

Finally, we show that any single-pass streaming algorithm that solves the frustration index exactly has to store almost the entire graph.

► Proposition 13. Any single-pass streaming algorithm that solves Problem 2 exactly or returns the optimal frustration index value requires $\Omega(n^2)$ bits of space.

Proposition 13 goes through communication complexity again. This time, our reduction is from INDEX (a matrix variant thereof) which is hard under the one-way communication regime. Details are to be found in the full version.

\(^5\) In particular, there is a simple protocol with 1 bit of communication when $S \cap T = \emptyset$: Alice takes XOR of all bits in $x[S]$, and send it to Bob. Bob takes XOR of all bits in $x[T]$ he will learn the XOR of $x[S \cup T]$. Bob then compares the XOR of $x$ vs. the XOR of all bits in $x[S \cup T]$ to learn $x_i^*$. 
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## A Offline Solution to Problem 2 (More Details)

Here we present an offline algorithm for solving Problem 2 when $\gamma < \varepsilon/100^4$ (which is an important part leading to Theorem 9), which can be transferred to the semi-streaming setting with superficial modification.
Nearly-Linear Time EPTAS solving Problem 2 for $G = (V, E^+ \cup E^-)$ and $\varepsilon \in (0, 1)$, when $\gamma < \varepsilon/100^4$:

1. Sample $2000 \log n$ vertices uniformly at random from $V$. Call this set $S$ and let $G_S = (V, E(S) \cup E(S, V \setminus S))$.
2. Sample $100 \log n$ vertices uniformly at random from $S$. Call this set $S'$, the seed-set, and let $G_{S'} = (V, E(S') \cup E(S', V \setminus S'))$.
3. Sample $100^3, \log n$ vertices uniformly at random for each vertex $v$. Call these sets $N_v$ and let $G_N = (V, \bigcup_v E(v, N_v))$.
4. Construct $\text{frust}_{\varepsilon/10}(G, \cdot)$, a frustration sparsifier of $G$.
5. For every partition $(S'_L, S'_R)$ of $S'$
   (Mini-merging on $S'$)
   For every $v \in S'_L \setminus S'_R$, assign $v$ to $S_L$ if $\text{Dis}_{G_{S'}}(v, S'_L + v, S'_R + v) < \text{Dis}_{G_{S'}}(v, S'_L, S'_R + v)$, and $S_R$ otherwise.
   $S'_L$ is assigned to $S_L$ and $S'_R$ is assigned to $S_R$.
   (Merging on $S$)
   For every $v \in V \setminus S$, assign $v$ to $L$ if $\text{Dis}_{G_S}(v, S_L + v, S_R) < \text{Dis}_{G_S}(v, S_L, S_R + v)$, and $R$ otherwise.
   $S_L$ is assigned to $L$ and $S_R$ is assigned to $R$.
   (Switching)
   Mark $v \in L$ if $\text{Dis}_{G_S}(v, L + v, R - v) > \text{Dis}_{G_S}(v, L - v, R + v)$ and mark $v \in R$ similarly (flip the inequality).
   Switch assignments of all marked vertices from $L$ to $R$ or vice versa.
   Keep $(L, R)$ if $\text{frust}_{\varepsilon/10}(G, L)$ is the smallest seen so far.
6. Return $(L, R)$.

B Proof of Lemma 12

In the proof of the communication complexity for the standard INDEX problem, the intuition is that the first player (Alice) has no knowledge of $i^*$ other than knowing it is uniformly distributed (in the particular hard distribution). As such, the problem can only be solved if a sufficiently large number of bits are communicated. However, in the Leave-One INDEX problem (Problem 3), the first two players (Alice and Bob) might be able to learn where exactly $i^*$ is by comparing their sets of indices $S$ and $T$. In Problem 3, by the promise that $i^* \notin T$, Bob can learn the distribution of $i^*$ better than uniform even without communication.

Our plan to prove Lemma 12 is to conduct a case analysis on whether the communication between Alice and Bob somehow “solves” the problem. To be precise, we separate the cases based on whether Alice’s message significantly changes the distribution of $i^*$ from Bob’s perspective. If such a case happens, then we can use a result from [10] to show that the communication between Alice and Bob has to be $\Omega(\varepsilon^2 n)$. On the other hand, if the message from Alice does not tell Bob a lot about the distribution of $i^*$, a large number of bits are still required for the communication between Bob and Charlie since there are constant fraction of coordinates where $i^*$ still looks almost uniform. The latter bound cannot be obtained directly by a reduction since $i^*$ is already not uniform from Bob’s perspective. Nevertheless, we can adapt the information-theoretic proof for INDEX to get the desired lower bound in a standard manner.
We now formalize the above intuition. Let $\Pi_{A,B}$ be the random variable for the message between Alice and Bob, and $\Pi_{B,C}$ be the random variable for the message between Bob and Charlie. Furthermore, let $X$ be the random variable for the string being held by Alice and Bob, and let $I$ be the random variable for $i^*$. For the choice of the set $T$, we use $T'$ to denote the realization. Conditioning on the first message $\Pi_{A,B} = \pi_{A,B}$ and Bob’s local inputs $X, T$, we let $I_B := I_{|X,T,\Pi_{A,B}}$ be the random variable for $i^*$ from Bob’s internal perspective after message $\pi_{A,B}$. We slightly abuse notation and let these random variables also represent their distributions.

As promised, the first case we are going to show is the communication lower bound between Alice and Bob if the distribution of $i^*$ that Bob learns is $\varepsilon$-far from his prior knowledge. Formally, we define the notion of $\varepsilon$-learn as follows.

**Definition 14.** Let $\pi_{A,B}$ be the message of a randomized one-way communication protocol. We say that Bob $\varepsilon$-learns $i^*$ if after the message $\pi_{A,B}$, in expectation, the distribution of $i^*$ from Bob’s perspective is more than $\varepsilon$-far from the distribution he knows from his own input in the total variation distance, i.e.

$$\mathbb{E}[\| I_{\Pi_{A,B}, X, T} - I_{X, T} \|_{TVD}] > \varepsilon,$$

where the expectation is over the randomness of $X$, $T$ and $\Pi_{A,B}$.

The notion of $\varepsilon$-learn was first developed by [9,10]. As such, we can prove a communication lower bound for Bob to $\varepsilon$-learn $i^*$.

**Lemma 15.** Any such protocol $\pi_{A,B}$ for Bob to $\varepsilon$-learn $i^*$ has to use $\Omega(\varepsilon^2 \cdot N)$ bits of communication between Alice and Bob.

**Proof.** We prove the lemma by a direct reduction from [10], which address the set intersection problem. The definition of the problem and the communication complexity is as follows.

**Proposition 16 ([10]).** The Set-Intersection is a two-player game between Alice and Bob. The two players are given $A \subseteq [m]$ and $B \subseteq [m]$, respectively, with the promise that there exists a unique element $e^*$ such that $e^* = A \cap B$. The goal is to find the target element $e^*$ after one-way communication. Let $E$ be the distribution of $e^*$; it is known that any communication protocol that achieves

$$\mathbb{E}[\| E_{\Pi, B} - E_{B} \|_{TVD}] > \varepsilon$$

has to use a communication of $\Omega(\varepsilon^2 m)$ bits, where the expectation is over the randomness of $B$ and the protocol’s randomness $\Pi$. In particular, the communication lower bound applies to the following distribution.

<table>
<thead>
<tr>
<th>A hard distribution for Set-Intersection.</th>
</tr>
</thead>
<tbody>
<tr>
<td>\begin{itemize}</td>
</tr>
<tr>
<td>\item Sample two disjoint sets of coordinates $A'$ and $B'$ of size $N/4 - 1$ each uniformly at random from $[N]$.</td>
</tr>
<tr>
<td>\item Sample an element $e^<em>$ uniformly at random from $[N] \setminus (A' \cup B')$, and let $A := A' \cup {e^</em>}$, $B := B' \cup {e^*}$.</td>
</tr>
<tr>
<td>\end{itemize}</td>
</tr>
</tbody>
</table>

The result of Proposition 16 can be generalized to back-and-forth communication if we allow Alice or Bob to $\varepsilon$-learn the distribution. However, for the purpose of our reduction, the one-way version suffices. The reduction from Set-Intersection to the communication between Alice and Bob in Lemma 12 is as follows.
Inputs: Alice holds $A \subseteq [m]$, Bob holds $B \subseteq [m]$, $A \cap B = e^\ast$.

A communication protocol $\text{PROT}$ for Lemma 12 that $\varepsilon$-learns the index $i^\ast$ as in Lemma 15.

1. Alice creates a set $S' = [m] \setminus A$.
2. Bob creates a set $T' = [m] \setminus B$.
3. Alice runs $\text{PROT}$, sends to Bob. Bob uses the distribution for $i^\ast$ as the distribution for $e^\ast$.

To prove the correctness of the reduction, we only need to show that a) $S'$ and $T'$ are valid inputs for $\text{PROT}$ and b) $i^\ast = e^\ast$. It is straightforward to verify these conditions: we know that an element is not covered by $S' \cup T'$ if and only if both $A$ and $B$ cover it, which is exactly $e^\ast$. Therefore, the desired lower bound is established.

Lemma 15 implies that with $o(N)$ bits of communication it is impossible for Bob to gain knowledge of the distribution of $I$ that is significantly different from what he already knows. We now observe that with the input $X$ and $T$, and conditioning on Alice’s message does not significantly change Bob’s distribution, Bob’s distribution of $I$ is close to uniform on the $[N] \setminus T$ coordinates.

Claim 17. Conditioning on the event that Bob does not $\varepsilon$-learn $i^\ast$, the distribution of $i^\ast$ that Bob learns from $T$ and Alice’s message $\pi_{A,B}$ is at most $\varepsilon$-far from uniform in expectation over the supports of $[N] \setminus T$, i.e.,

$$\mathbb{E}_{T,\pi_{A,B}}[\|I|T,\pi_{A,B} - U([N] \setminus T)\|_{\text{TVD}}] \leq \varepsilon.$$ 

Proof. We first show that without Alice’s message, the distribution $I$ of Bob restricted to $[N] \setminus T$ is uniform. This is a simple observation: with the promise that $i^\ast \not\in T$, Bob can safely discard all coordinates therein. Since the string $x$ is independent of $i^\ast$, Bob does not learn anything from $x$. As such, Bob’s distribution remains uniform on the $[N] \setminus T$ coordinates.

We now condition on the fact that Bob does not $\varepsilon$ learn $i^\ast$. As such, there is

$$\mathbb{E}_{X,T,\pi_{A,B}}[\|I|X,T,\pi_{A,B} - U([N] \setminus T)\|_{\text{TVD}}] \leq \varepsilon,$$

where the last inequality directly comes from our assumption of no $\varepsilon$-learning.

Finally, note that the choice of $i^\ast$ is independent of $X$ (whether or not conditioning on $\pi_{A,B}$). Therefore, we have

$$\mathbb{E}_{X,T,\pi_{A,B}}[\|I|X,T,\pi_{A,B} - U([N] \setminus T)\|_{\text{TVD}}] = \mathbb{E}_{T,\pi_{A,B}}[\|I|T,\pi_{A,B} - U([N] \setminus T)\|_{\text{TVD}}] \leq \varepsilon,$$

as desired.
We now use the result of Claim 17 to prove the communication complexity conditioning on Bob does not \( \varepsilon \)-learn \( i^* \). To continue, we insist that the distribution \( T \) where \( T' \) is sampled always produces size-\( t \) sets. As such, we can establish the following lemma.

**Lemma 18.** Suppose the players sample from a distribution \( T \) to ensure the size of the set given to Bob is always \( t \). Conditioning on the event that Bob does not \( \varepsilon \)-learn \( i^* \), any communication protocol such that Charlie correctly outputs \( x_{i^*} \) with probability at least \( 1 - \delta \) requires at least \( (1 - H_2(\delta) - 2\varepsilon) \cdot (N - t) \) bits of communication.

On a high level, the proof of Lemma 18 uses a strategy that is similar to the information-theoretic proof of INDEX, but it controls the entropy on the coordinates outside \( T \). The sketch of the proof is as follows. By Fano’s inequality, for Charlie to output \( x_{i^*} \) correctly with probability at least \( 1 - \delta \), there has to be

\[
\mathbb{H}(X_I | \Pi_{A,B}, \Pi_{B,C}, T, I) \leq H_2(\delta).
\]

Using Claim 17, we can prove that if Bob does not \( \varepsilon \)-learn \( i^* \), the “uncertainty” of \( X_I \) – measured by the entropy – is still comparable to the entropy of \( X_I \) restricted to the \( [N] \setminus T \) coordinates, i.e.,

\[
\mathbb{H}(X_I | \Pi_{A,B}, \Pi_{B,C}, T, I) \geq \frac{1}{N - t} \cdot \mathbb{H}(X_{[N] \setminus T} | \Pi_{A,B}, \Pi_{B,C}, T) - 2\varepsilon.
\]

Therefore, we can apply Fano’s inequality to lower bound the mutual information between \( X_{[N] \setminus T} \) and the information revealed by the protocol, i.e., \( (\Pi_{A,B}, \Pi_{B,C}) \), which in turn gives us the lower bound on the number of bits to communicate. We leave the proof of Lemma 18 to the full version.

**Finalizing the proof of Lemma 12.** For completeness, we construct the hard distribution of Problem 3 as follows.

**A hard distribution for Problem 3.**

1. Sample \( A \) and \( B \) according to the hard distribution for Set-Intersection prescribed in Proposition 16.
2. Let \( S = [N] \setminus A \), and \( T = [N] \setminus B \). Sample \( X \) from \( \{0, 1\}^N \) uniformly at random.
3. Give \((X, S)\) to Alice, \((X, T)\) to Bob, and \( i^* \) to Charlie.

Observe that in the above distribution, for any choice of \( T' \), there is \( t = |T'| = \frac{3}{4} \cdot N \). Furthermore, it agrees with the hard distribution of Proposition 16 through the reduction in Lemma 15.

If Bob \( \varepsilon \)-learns \( i^* \) for \( \varepsilon = \frac{1}{100} \), then the communication lower bound is already \( \Omega(N^2) \) (by Lemma 15). Therefore, we condition on the case when Bob does not \( (1/100) \)-learns \( i^* \). As such, let us conditioning on the event that \( \mathbb{E}[\|I_B^B - I | X, T\|_{TVD}] \leq \frac{1}{100} \); and by Lemma 18, to make up the success probability of \( \frac{99}{100} \), the protocol needs to send a message of length at least \( (1 - H_2(\frac{1}{100}) - 2/100) \cdot (N - t) = \Omega(N) \) bits, as desired. \( \blacksquare \)