Framework for Motorcycle Risk Assessment Using Onboard Panoramic Camera
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Abstract

Traditional safety analysis methods based on historical crash data and simulation models have limitations in capturing real-world driving scenarios. In this experiment, panoramic videos recorded from a motorcyclist’s helmet in Bangkok, Thailand, were narrated using an image-to-text model and then put into a Large Language Model (LLM) to identify potential hazards and assess crash risks. The framework can assess static and moving objects with the potential for early warning and incident analysis. However, the limitations of the existing image-to-text model cause its inability to handle panoramic images effectively.
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1 Background

Traffic incidents are a global issue that causes significant economic and social costs. Every year, millions of people die or are injured in road crashes worldwide, costing countries 3% of their Gross Domestic Product (GDP) on average, with most incidents happening in low- and middle-income countries [13]. According to the World Health Organisation (WHO), Thailand has one of the world’s highest road traffic fatality rates, with an average of 22,000 deaths annually. Bangkok, the capital city, is a hotspot for traffic incidents, with almost 1 million casualties a year in 2020 and 2021, 90% of whom were motorcyclists. Tracking the cause of these incidents is challenging as they can often be attributed to multiple factors.
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Safety analysis approaches for local roads in Bangkok face limitations due to incompleteness, unavailability, under-reporting, and a lack of comprehensive crash-related factors and behavioural information [3, 11]. Studies utilise advanced cameras, benefiting from improved camera quality, computational power, and AI integration for street scene analysis. However, reliance on static cameras may limit their ability to capture the complexities of real-world scenarios [4, 5]. Recent progress in visual understanding, particularly in Vision-Language (VL) models and Large Language Models (LLMs), has shown great potential in analysing image-text pairs. This opens up opportunities to leverage pre-training VL and LLMs for evaluating real-time videos and assessing the scenes and behaviours of motorcyclists, thereby enhancing traffic risk assessment [8, 2, 12].

This study presents a framework for investigating the hazardous environment and interactions involving motorcycle riders and their surroundings. Initially, panoramic videos will be recorded in Bangkok, Thailand, using a GoPro Max camera mounted on the rider's helmet. Subsequently, Image-to-Text, video captioning, and LLM will be integrated to extract valuable information to identify potential hazards.

This paper is organised as follows. Section 2 lists the related works before Section 3 elaborates on the methodology and experiment. The preliminary results are described in Section 4. The paper finishes with the conclusion and potential applications of this study.

2 Related works

2.1 Traditional Traffic Risk Assessment

Traditionally, safety analysis has relied on historical crash data [11], which unfortunately may suffer from limitations such as incompleteness, unavailability, under-reporting, and a lack of comprehensive behavioural information, as well as the omission of important crash-related factors [3]. Simultaneously, simulation methods may not accurately represent non-lane-based mixed traffic conditions [1]. Although recent advancements in camera quality, Artificial Intelligence (AI), and computational power have enabled the development of simulation models for driving behaviour at intersections, most studies still heavily rely on static cameras, which may not fully capture the intricate complexities of real-world driving scenarios [4, 5].

2.2 Large Vision and Language Pre-trained Models in Traffic Scenes

Since the introduction of Contrastive Language-Image Pre-training (CLIP), VL Pre-training (VLP) models have rapidly advanced, relying on large text-image datasets [6, 9, 7]. Large VLP models achieve competitive performance on benchmark datasets, even without specific training, through zero-shot learning [9, 6]. Additionally, they have the capability for zero-shot Visual Question Answering (VQA) in the context of traffic image understanding [14]. However, while these large VLP models can efficiently extract textual information from image features, they face challenges when it comes to correlating relevant textual information and performing deeper interpretation, particularly in complex scenes involving multiple objects.

After OpenAI proposed ChatGPT [14], the use of LLMs expanded to specific tasks, excelling in summarising prompts and completing questions, explanations, and captions. However, LLMs lack the ability to extract visual features. By combining LLMs with VLP models, they can effectively interpret text features from images and gain detailed information through VQA. This combination overcomes the limitations of large VLP models in explaining phenomena and the inability of LLMs to extract image features without additional training. It is like a visually impaired person relying on an interpreter for specific tasks to understand
their surroundings. While Large Language-and-Vision Assistant (LLaVA) has shown good interpretation of scenes in many scenarios [7], it falls short in object tracking in videos. To address this, a novel framework proposed in this study incorporates object detection and instance segmentation at each keyframe before applying VLP models. This framework aims to interpret VLP models for analysing traffic scenes, with potential applications in real-time traffic interpretation for early warning of potential risks and incident analysis by stakeholders and planners.

3 Methodology and Experiment

3.1 Data collection

This study involved collecting panoramic videos using a GoPro Max camera mounted on a helmet while riding a motorcycle from December 18, 2022, to January 16, 2023. The camera was set to 360 video mode with 5.6k resolution and 30 Frames per second. The journeys mostly covered the route from home in the Phaya Thai district to Chulalongkorn University in central Bangkok, as indicated by the green dots on the map with examples of captured scenes in Figure 1 (left) with an example of object detection (right). It is important to note that these journeys were routine activities and did not put the user at increased risk. The study obtained ethics approval from UCL and Chulalongkorn University. The dataset is the 360-view of street scenes from a motorcyclist’s helmet across Bangkok’s streets during diverse times of day, including peak and off-peak periods on weekdays and weekends.

3.2 Framework

This section introduces the proposed framework for identifying motorcycle crash risks from panoramic videos outlined in section 3.1. The framework overview is shown in figure 2 and considers two types of objects: environment or static objects and interactions or moving objects by using different VL models.

The environments or static objects are described using an image-to-text model, which provides information on non-moving objects, such as the number of lanes, flow density, road surface conditions, weather, and lighting.

The framework tracks and filters the interactions between the rider and surrounding objects. It excludes smaller boxes far from the rider to reduce computational costs and contribute less to risk. This exclusion is done to reduce computational costs. Each object is
considered separately within the model, with other objects blurred. This approach focuses on capturing the interaction between the object itself and the rider. A video captioning model is employed to generate descriptions for each moving object. This model processes specific seconds of video footage and generates a set of sentences that describe the interactions between the surrounding objects and the motorcyclist.

The descriptions generated from both moving and static objects are input into a LLM to assess the potential crash risks. The existing LLM will be implemented and fine-tuned to rate a quantitative score that quantifies the level of risk. The visual risk score obtained from the LLM is then combined with trajectory information derived from the camera’s GPS, which integrates with Geographic Information System (GIS) data. This GIS data may include historical incident records and Points-of-Interest. Through this integration, the final risk score is computed. This framework can potentially alert the rider when the risk score surpasses a predefined threshold. Such a system could be a valuable tool for motorcyclists, particularly when the camera is equipped with a GPU for real-time processing capabilities.

The ongoing study aims to implement image-to-text, video captioning and LLMs for risk rating purposes. As part of this framework, the image-to-text approach was tested using the LLaVA model [7]. The LLaVA model prompts 6 questions to gather information on various factors that are considered critical in assessing motorcycle crash risks. These factors include flow density, number of lanes, weather conditions, traffic signs (specifically speed limits), road surface conditions, and lighting conditions. By incorporating these crucial risk factors, the study seeks to enhance the accuracy and effectiveness of the risk rating process by validating 16 and 8 images during day and night time, respectively. Researchers manually supervise by rating 1 as correct, 0.5 as partially correct and 0 as wrong, then will calculate the accuracy of returning captions.

4 Preliminary results

The preliminary results are presented in table 1, revealing the accuracy from 6 prompts against manual supervision. The model performed well in classifying flow density, weather, and lighting. However, it showed relatively poor performance in identifying the number of lanes, road surface conditions, and traffic signs. Additionally, the model showed slight differences in performance between day and night time.
Table 1 Accuracy (in %) of captions tested against manual supervision.

<table>
<thead>
<tr>
<th>Class</th>
<th>% (all)</th>
<th>% (day)</th>
<th>% (night)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of lanes</td>
<td>39.6</td>
<td>40.6</td>
<td>37.5</td>
</tr>
<tr>
<td>Flow density</td>
<td>81.3</td>
<td>75.0</td>
<td>93.8</td>
</tr>
<tr>
<td>Road surface</td>
<td>25.0</td>
<td>37.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Traffic sign</td>
<td>16.7</td>
<td>15.6</td>
<td>18.8</td>
</tr>
<tr>
<td>Weather</td>
<td>77.1</td>
<td>75.0</td>
<td>81.3</td>
</tr>
<tr>
<td>Lighting</td>
<td>83.3</td>
<td>75.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Lighting conditions are the easiest to identify, as shown in Table 1. This is attributed to the straightforward evaluation of lighting based on red, green, and blue (RGB) values during visual decoding. The model also demonstrated high accuracy in identifying flow density. This is because VLP models have learned vehicles from the abundance of traffic images for a large dataset, and LLM can also easily understand traffic congestion at a textual level. The model effectively determined the weather conditions due to the substantial coverage of sky or weather in traffic images, as the model was pre-trained in a large weather-related sample size.

However, the accuracy of counting the number of lanes is relatively poor in panoramic images, which introduce horizontal misalignment between lane lines and vehicles, leading to confusion for the pre-trained model. Previous work has shown that image understanding tasks trained mainly on rectilinear images benefit from re-projecting equirectangular images to rectilinear before the visual task is performed [10]. Identifying road surface conditions poses a challenge due to the diverse range of colours, conditions, and materials found in different countries. This difficulty is exemplified by the misclassification of cement surfaces as wet surfaces in this study. The most challenging class to identify is traffic signs. It is worth noting that traffic signals (red/green/yellow lights) were considered traffic signs in the textual decoding, and tail lights from vehicles are often labelled as traffic signals, further contributing to the difficulty in accurately identifying traffic signs.

5 Conclusion and Future work

In this study, we proposed a framework to examine motorcycle incident risk by using VLP and LLM models from a panoramic video dataset. The video data was collected in Bangkok, Thailand, by mounting a 360 camera on a motorcyclist’s helmet to record the interaction between the surroundings and the rider. A VLP model, LLaVA, is tested on a series of panoramic images in the daytime and nighttime. Promptings related to traffic incident risks are used. The results show the potential of using the pre-trained model to describe safety related features, from testing flow density, weather and lighting conditions, and images for prompting the LLM to rate the incident risk. On the other hand, the results reveal the limitations of using panoramic images when counting the number of lanes, road surfaces, and traffic signs.

In future developments, the framework will incorporate distortion correction to mitigate potential misinterpretations caused by distorted geometries. The objective is to describe critical risks associated with stationary objects and environments accurately. Moreover, there will be a strong emphasis on understanding traffic scenes within the framework model, achieved through the fine-tuning and training of pre-training VL and LLM for visual traffic comprehension and textual analysis. The risk analysis will transition from image-to-text to video captioning, integrating the detection and tracking of moving objects. Unrelated objects
will be disregarded or given lower weights using depth estimation techniques to enhance accuracy. The overarching goal of this comprehensive framework is to comprehend crash risks for motorcyclists and provide real-time notifications to the rider when equipped with graphics processing units on the panoramic camera or edge device. While the framework holds the potential for transferability to other cities, careful consideration must be given to factors such as the environment, vehicles, behaviours, and contextual risks.
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