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Abstract

In the aeronautics industry, each aircraft family has a dedicated manufacturing system. This system is classically designed once the aircraft design is completely finished, which might lead to poor performance. To mitigate this issue, a strategy is to take into account the production system as early as possible in the aircraft design process. In this work, we define the Assembly Line Preliminary Design Problem, which consists in defining, for a given aircraft design, the best assembly line layout and the type and number of machines equipping each workstation. We propose a Constraint Programming encoding for that problem, along with an algorithm based on epsilon constraint for exploring the set of Pareto solutions. We present experiments run on a set of real industrial data. The results show that the approach is promising and offers support to experts in order to compare aircraft designs with each other.
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1 Introduction

The aeronautics industry is highly specialized. It requires significant investments in research to design and manufacture a new aircraft. Each new aircraft family, consisting of several models within a given size range, requires the development of a dedicated industrial system. The latter includes the manufacturing and assembly processes, supply chain, tooling and facilities necessary to produce an aircraft at scale. The design of such a system typically involves several steps of high-level objectives refinements, which can take several years and requires collaboration between various stakeholders (aircraft manufacturers, suppliers, and regulatory agencies, etc.). Once established, the system can be used for the entire aircraft family lifecycle, which can last several decades. While aircraft manufacturers can generally leverage existing resources such as buildings and infrastructure, they have to develop new manufacturing and assembly lines to meet the specific requirements of each aircraft family.

An industrial system has its own set of requirements and is designed so as to optimize several criteria. For instance, assembly lines must comply to organizational constraints and ergonomics recommendations while minimizing the overall investment cost. As the manufacturing system depends highly on the aircraft choices (e.g. the aircraft material such as carbon fibers, metal, etc.), the manufacturing system design is generally thought after the
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aircraft design. This might result in a low performance of the latter or even the impossibility to meet some requirements. For instance, choosing carbon fibers on the aircraft side requires buying autoclaves on the industrial system side, with an associated cost that exceeds a given investment budget.

Therefore, a nowadays trend in aeronautics is to take into account the industrial system design as early as possible in the aircraft design process ([18, 22]). A way to do so, and the approach we follow in this paper, is to design the best preliminary industrial system for an aircraft design that is not validated yet and assess its performance. This allows to estimate whether expected industrial objectives can be met for a given aircraft. Moreover, if several aircraft designs are candidates, this also allows comparison between them with respect to their industrial suitability. Finally, such an approach offers support for making trade-offs between the aircraft and the manufacturing. More precisely, a modification of the aircraft that downgrades its performance might allow to decrease significantly the cost associated to the production system. For instance, a change in the aircraft shape might increase a little bit its fuel consumption but reduce significantly the time required to build it because the new shape allows to use robots for making junctions.

This work presents contributions produced in the context of an industrial project with an aircraft manufacturer for supporting trade-offs between an aircraft and its industrial system. The objective of this project was to focus on one element of the industrial system, namely the assembly line. An aircraft assembly line is responsible for bringing together all of the components of the aircraft, including the fuselage, wings, engines and interiors, into a complete and fully functional aircraft. The assembly lines we consider are pulsed and composed of several workstations that are equipped with specific machines. Assembly lines must be designed to be flexible enough to accommodate changes in the manufacturing process as the aircraft family evolves over time. Moreover, because of the international context, production rates can vary a lot within the aircraft lifecycle. It is therefore essential to choose an aircraft design and an assembly line design that are compatible with such evolution. Other elements of the industrial system, e.g. the supply chain, depend also highly from the aircraft design but they were out of scope of our project. Nevertheless, the assembly line by itself represents a quite expensive part of the industrial system. In fact, when an aircraft design allows to have one workstation (or one machine) less than another one, it can correspond to costs of several million euros.

In the preliminary stages of designing an assembly line, aircraft manufacturers can use the PERT (Program Evaluation and Review Technique). PERT is a network diagram that shows the sequence of tasks and their dependencies. It allows to identify critical paths and potential bottlenecks. However, PERT is a very optimistic view of the building process. In fact, because it does not take resources into account, it assumes that all tasks that are not dependent can be performed in parallel. In order to have a more realistic assessment on the assembly line, industrial architects design workstations and equip them, assign tasks to workstations and then compute a fine-grain line balancing that takes into account workers and their profiles. However, such an iterative process can be quite heavy to put in place for each aircraft design candidate.

In this paper, we present an aid-decision tool that we have developed in the context of the previously mentioned project. For a given aircraft, the tool returns the best preliminary assembly line designs with respect to several criteria. These criteria deal with the assembly line layout (workstations and associated equipment), its cost and also with the production duration. We call this problem the Assembly Line Preliminary Design Problem, which can be seen as a Resource-Constrained Project Scheduling Problem (RCPSP) with additional
constraints ([9]). The tool relies on a Constraint Programming encoding of the problem. In fact, Constraint Programming is particularly suited for handling resource and temporal constraints inherent in the assembly line design problem ([16]). In order to explore the Pareto solutions set, we define an epsilon constraint based algorithm ([4]). It basically consists in computing bounds for each criteria, choosing an exploration order and a number of points in the front, and next running a mono-criterion algorithm to generate Pareto solutions.

Our contribution can be summarized as follows:

- we present a new problem, namely the Assembly Line Preliminary Design Problem, and formalize associated constraints and criteria;
- we define a Constraint Programming encoding for this problem;
- we develop an epsilon constraint based algorithmic approach for exploring the Pareto front;
- we present experiments on a set of real data coming from an aircraft manufacturer;
- we make those data available for the community.

The paper is structured as follows. In Section 2, we describe related works. Section 3 is dedicated to an informal description of the problem and some prior work for eliciting constraints and criteria in the case of a preliminary design. In Section 4, we formally model the Assembly Line Preliminary Design Problem and propose an associated Constraint Programming encoding. We detail the algorithmic approach for exploring the Pareto solutions set in Section 5. In Section 6, we describe the real world benchmarks we have used and discuss the results obtained with the paper’s approach. Finally, we conclude on future works in Section 7.

## 2 Related Works

A vast body of literature exists on the production and line balancing problems research topic ([5, 8]). The Simple Assembly Line Balancing Problem (SALBP) consists in assigning tasks to workstations on a single straight line with respect to some precedence constraint and to a fixed workstation capacity. Such a problem can be seen as a bin packing problem with additional constraints due to precedence. Depending on the objective function, there are two classical extensions: SALBP-1 in which the number of workstations is minimized for a given production rate and SALBP-2 in which the production rate is maximized for a given number of stations.

### Assembly Line Design and Constraint Programming

When considering the design of assembly lines, additional features are generally taken into account, in particular resources required for the task execution ([24]). Resources are generally used to model machines or equipment that have to be positioned on the assembly line but also to model workers performing assembly operations. Constraint Programming (CP) models have been developed for solving various assembly line problems, and specifically problems in which resources are involved. In [11], the authors present encodings for solving SALBP-1, SALBP-2 and the Task Assignment and Equipment Selection Problem (TAESP). In the latter, one type of equipment has to be assigned to each station and the objective is to minimize the total associated cost. In [2], the authors use CP for solving the Resource-Constrained Assembly Line Balancing Problem (RCALBP) in which there can be several resources candidates for performing each task. The objective is the cycle time minimization, i.e. the time spent in each workstation of the line. This work has been extended in [1] into the Generalized RCALBP, in which several
modes with different resources consumption are considered for each task. These modes are expressed through conjunction normal form formulas that are handled directly by the CP solver through the use of AND and OR operators.

Multi-criteria Line Design. As described in [24], the assembly design problem often comes to the optimization of several criteria. In [29], the authors consider the minimization of the number of workstations, the minimization of cycle time and maximization of workload smoothness and of work relatedness. Each criterion is studied independently, except for the last two. The authors of [13] consider the problem of equipping workstations with respect to some exclusion and compatibility constraints between pieces of equipment. They study several criteria: minimization of the investment cost, maximization of the line throughput rate, minimize the occupied space and minimize the workstations complexity. In [19], the assembly line considered is mixed-model, meaning that similar models of a product are produced on the same line. Their objective is to minimize the idle time of each model on the line and minimize the total equipment cost. More recently, in [20], the authors optimize the idle time and the unit product costs. All those works mainly use evolutionary algorithms for computing a set of non-dominated solutions. An extensive comparison between 34 algorithms is provided in [20]. In [15], the authors address the two-sided assembly line balancing problem with multi-operator workstations with respect to several criteria: minimization of the number of mated workstation, minimization of the number of workstation and minimization of the number of workers. Those criteria are optimized sequentially. A CP and an ILP (Integer Linear Programming) approaches, that both consider the time at which tasks start and end, are proposed.

Line Balancing in the Aeronautical Industry. In the context of assembly line balancing for the aeronautical industry, literature is less extensive. The authors of [14] consider the efficiency of labor utilization, specifically for tasks that consist in preparing the aircraft for assembly, for instance when it arrives on a workstation. In a generic context of producing in low-volume, which applies for the aircraft industry, the article [6] assigns workers to station and start times to each task so as to minimize the costs of total labor and inventory costs. The authors of [10] consider the local order scheduling for mixed-model assembly lines. In [7] and more recently in [26], exact (Mixed Integer Linear Programming and CP) and heuristic methods are studied for solving a mixed-model assembly line problem in which tasks have been assigned to workstations and the objective is to minimize the overall number of operators. In [3], the authors compare CP and ILP approaches for assigning workers to tasks so as to minimize the overall makespan and while ensuring that some ergonomics constraints are satisfied. Both approaches consider not only the assignment of worker to station but also the precise scheduling of all activities. In [23], a scheduling tool is developed for bridging the gap between aircraft design and aircraft manufacturing. Such a tool relies on a local search approach and is compared with a CP encoding. The problem consists in minimizing the makespan. As done in the present paper, it considers aircraft zones that limit the number of workers that can work simultaneously. However, it does not take into account machines on the assembly line or zone neutralization and does not allow to optimize the takt-time.

Finally, [12] is a previous work in which we present results we have obtained on the same industrial project. In that work, we focus on the elicitation part and present a Goal-Oriented Requirements Engineering methodology that allowed us to obtain constraints and criteria associated with an assembly line performance. We indicate that an operations research approach was used to explore the set of assembly line solutions but this approach is not formally described and only returns a few assembly line designs solutions.
RCPSP and Multi-Objective Optimization. As explained in [26], the assembly line balancing problems in the aeronautical industry can be modeled into RCPSPs with some additional constraints, such as temporal constraints or incompatibility constraints. Constraint Programming provides a expressive language for such constraints, along with efficient solvers [16].

Some works of the literature address the Multi-Objective Constrained Optimization Problems (MO-COP). In [25], the authors propose a multi-objective lower bound set that allows to detect inconsistency of a multi-objective problem. The authors of [21] define an interactive algorithm for MO-COP, that gradually refines a set of Pareto solutions by exploring regions chosen by the user in which a Pareto front might exist. The specific case of Multi-Objective in RCPSP has also received attention, as shown in [4].

3 Preliminary Assembly Line Design Description

In this section, we describe the assembly lines we have considered, namely pulse assembly lines. Then, we briefly present the work that we have done prior to optimization for eliciting constraints and criteria relevant for a preliminary assembly line design stage.

3.1 Pulse Assembly Line

The assembly line we consider in this work is a pulse line composed of several workstations. In aeronautics, pulse assembly lines are common solutions when it comes to high production rates.

The layout of pulse assembly lines we consider is a basic straight line. Each workstation in the line is responsible for performing a specific set of tasks in the assembly process, and the product being assembled moves from one workstation to the next until it is complete. When an aircraft enters the line, it goes to the first workstation. After a duration called takt-time, the aircraft goes to the second workstation and a new aircraft enters the first workstation. The aircraft that was on the last workstation is done and leaves the assembly line. Tasks cannot be performed when the aircraft is moving. This implies that all tasks must be assigned to one unique workstation.

The total time that the aircraft remains on the assembly line is called leadtime. The leadtime is equal to the multiplication of the takt-time by the number of workstations. Note that the range of values for the takt-time of a given assembly line can be quite large. In fact, when a new line is opened, the production can start with a few aircraft per month, which corresponds to large takt-times. Depending on business considerations, the production rate can reach several dozen aircraft per month (takt-time equal to a few hours).

The set of operations performed on each workstation is always the same and they are performed in the same order for all aircraft instances. Moreover, each workstation is equipped with a set of jigs and tools, or more generally, machines, that are dedicated to it. Such machines can be heavy installations, such as scaffolds for supporting the aircraft, dedicated robots or some smaller tools, such as dedicated drilling devices.

Assembly lines we consider in this paper are single-model lines as there is one product to manufacture. In practice, there can be small variants between all the aircraft present on an assembly line but such differences are not taken into account in the preliminary stage design.

---

2 Takt-time is generally called cycle time in the literature. However, cycle time sometimes refer to another duration in the aircraft industry.
3.2 Constraints and Criteria Elicitation

Prior to the tool implementation, a major part of the project we are involved in has been dedicated to the elicitation of preliminary assembly line performance constraints and criteria. To do so, we have followed a goal-oriented requirements engineering based that is described in details in [12].

As expected, one of the criteria for the assembly line design is to minimize the associated investment cost. The costs of designing an aircraft assembly line can vary significantly depending on a variety of factors, including the size and complexity of the aircraft family, the level of automation and technology required, and the specific requirements of the production process. In the case of the preliminary assembly line design, we focus on two types of cost.

Minimize the number of workstations. We first consider the workstations cost. In fact, each workstation occupies a floor area in factories and has therefore an associated cost. In reality, the latter depends on the size of machines equipping the workstation and on the volume of the aircraft parts manipulated. In the assembly lines we consider in this work, it is reasonable to consider that the parts manipulated are comparable and therefore that the workstations cost is uniform. Therefore, we try to minimize the number of workstations in the assembly line.

Minimize the number of machines. The second type of cost is the machines and tools cost. In fact, to build an assembly line, specialized tooling and equipment must be designed and installed. This may include robots, fixtures and specialized machinery, which can be very costly. As we are in a preliminary design stage, we only consider the sizing machines and tools of the line. Cost range of such machines can be quite large as it depends on the machine features. In this paper, we focus only on highly expensive machines. As each machine is really specific, there is almost one criterion for each type of machine. In this project, we did not have any cost information nor ranking between the machines. In fact, costs can be quite complex to compute (because it implies not only buying the machine but also maintaining it). We have therefore decided to simplify the machines cost and consider only the total number of machines minimization. However, the number of machines of each type should be carefully examined when looking into details solutions in the front.

Machines assignment and incompatibility. Machines and tools we consider can be assigned to exactly one workstation. As they can be voluminous, there exists incompatibility between some machines types. Therefore, we have an exclusion relationship between machine.

Minimize the leadtime. Leadtime reduction is a critical goal for any manufacturing process. In fact, manufacturers can reduce the amount of cash that is tied up in work-in-progress inventory, which can improve cash flow and financial performance.

Minimize the takt-time. As expected, the higher the production rate, the more efficient the assembly line. This corresponds to the takt-time minimization. On that point, we can note that a target takt-time is generally fixed when designing a new aircraft. Nevertheless, it is essential to assess the best takt-time that is compatible with a given aircraft design, in order to prepare future production rate increase.
Aircraft zones capacity. The space available for workers inside the aircraft is a major constraint. Workers may need to operate in tight spaces or confined areas to access parts of the aircraft being assembled, which can increase the errors or accidents risk. This is particularly the case for tasks that require precision and accuracy, such as drilling, fastening or installing electrical components. To model that, we consider that the aircraft is divided into zones, and that each zone has a capacity representing the maximum number of workers that can perform assembly tasks simultaneously.

Zone neutralization. Because of safety constraints or some assembly task nature, some assembly task can neutralize aircraft zones, meaning that it prevents any other task to be performed in those neutralized zones simultaneously. For instance, if a task requires the removal of a temporary floor during its execution, it prevents access to the associated zone.

Task features.
- There is one alternative for each task. Each alternative is characterized by types of machine used, zones occupied and neutralized.
- Duration of tasks is fixed.
- It is not possible to interrupt tasks during their execution (no preemption). However, as we are in preliminary design, tasks we consider are in fact macro ones. Therefore, it is possible for tasks that do not consume any machine to overlap on several workstations.

4 Assembly Line Preliminary Design Problem Definition

In this section, we formally define the Assembly Line Preliminary Design Problem (ALPDP) and present a Constraint Programming encoding for it.

4.1 Problem Definition

Assembly Line Preliminary Design Problem. An Assembly Line Preliminary Design Problem (ALPDP) is formally defined by a tuple \((Z, S, E, T, P)\) where:
- \(Z\) is the set of zones of the aircraft in which workers perform assembly activities. Each zone \(z \in Z\) has a capacity, denoted \(capa_z\), that represents the number of workers that can work simultaneously in zone \(z\);
- \(S\) is the set of machine skills that are required by assembly activities. Each skill \(s \in S\) represents a type of jig and tool (i.e., a type of machine) used for the aircraft assembly;
- \(E\) is a symmetric relation included in \(S^2\) that represents skills of machines that are incompatible and cannot belong to the same workstation. Note that for a given skill \(s \in S\), it is possible to have \((s, s) \in E\): this indicates that two machines with the same skill \(s\) cannot be assigned to the same workstation;
- \(T\) is the set of assembly activities that must be performed. \(T\) can be partitioned into two subsets: a set of atomic activities denoted \(A\) and a set of composite activities denoted \(C\). Intuitively, composite activities are a group of atomic activities that allow to write precedence between activities in a compact way. They do not have a fixed duration and do not consume any resource (zone or machine);
- for each composite activity \(c \in C\), \(A_c\) is a subset of \(A\) that represent all the atomic tasks that are part of composite task \(c\).

Assumption. An atomic task is the child of at most one composite activity. Formally, for \(c_1\) and \(c_2\) in \(C^2\) such that \(c_1 \neq c_2\), we have \(A_{c_1} \cap A_{c_2} = \emptyset\);
- for each atomic activity \(a \in A\), we consider the following features:
**Assumption.** For a given activity, the set of zones it occupies and the set of zones it neutralizes have an empty intersection;

**Assumption 1.** There does not exist precedence between composite activities and their children, i.e. for all \( c \in C \) and \( a \in A_c \), \((a,c) \notin P \) and \((c,a) \notin P \).

**Assumption 2.** The directed graph induced by relation \( P \) is acyclic. To formally build such a graph, the first step is to create a node \( n_a \) for each atomic activity \( a \) and two nodes \( s_c \) and \( e_c \) for each composite activity \( c \in C \) that respectively represent the start and end of \( c \). Then, arcs are added as follows. For each precedence \((a_1,a_2) \in A^2\), an arc is added between \( n_{a_1} \) and \( n_{a_2} \). For each precedence \((c_1,c_2) \in C^2\), an arc is added between \( e_{c_1} \) and \( s_{c_2} \). For each precedence \((a,c) \in A \times C\) (resp. \((c,a) \in C \times A\)), an arc is added between \( n_a \) and \( s_c \) (resp. between \( e_c \) and \( n_a \)). Note that this graph construction is similar to the one proposed in [23].

**Alternative.** An alternative for a ALPDP \( \langle Z, S, E, T, P \rangle \) is described through the following elements:

- a set of workstations \( W \) and for each workstation \( w \in W \), a start date and an end date;
- a takt-time, denoted \( takt \), that represents the duration the aircraft stays on each workstation;
- for each skill \( s \) and for each workstation \( w \), a number of machines with skill \( s \) on workstation \( w \);
- for each activity \( t \in T \), a start date and an end date.

The leadtime of a solution, denoted \( T_{\text{max}} \), is the total time the aircraft spends on workstations. Formally, \( T_{\text{max}} = |W| \cdot takt \).

**Solution.** A solution for an ALPDP \( \langle Z, S, E, T, P \rangle \) is an alternative in which the following constraints are satisfied. Note that we only give an informal definition of constraints here, as the formal definition is detailed through the Constraint Programming encoding later in the paper.

- Start dates and end dates of workstations must represent a consistent assembly line (no temporal hole and no overlap between successive workstations) and consistent with the \( takt \) value (duration of a workstation is equal to \( takt \));
- start dates and end dates of activities are consistent with duration (for atomic activities), with children start and end dates (for composite activities) and with precedence relationship;
- capacity of zones is never exceeded and zone neutralization is respected;
- the number of machines of each skill in each workstation allows the associated activities to be performed;
- skills exclusion is respected;
- atomic activities that consume at least one machine cannot overlap on successive workstations.
Criteria. According to the criteria elicitation phase, we consider the following criteria: minimize the takt-time, minimize the leadtime value, minimize the total number of machines on the assembly line and minimize the number of workstations. As described earlier, we do not have any insight on how to aggregate this criteria together.

Example 1. Figure 1 illustrates an ALPDP toy example. In this example, the set of zones $Z$ is composed of two zones $z_1$ and $z_2$ that respectively have a capacity equal to 1 and 2. The set of skills $S$ contains three skills, $s_1$, $s_2$, and $s_3$, and we consider that $s_1$ and $s_3$ exclude each other, and so do skills $s_2$ and $s_3$ (i.e. $E = \{(s_1, s_3), (s_3, s_1), (s_2, s_3), (s_3, s_2)\}$). The set of activities $T$ contains one composite activity $c_1$ and five atomic activities $a_i$ with $i \in [1..5]$. Composite activity $c_1$ encompasses activities $a_3$ and $a_4$.

Table 1a describes atomic activities features. The X symbol indicates that an activity neutralizes a zone. The ✓ symbol indicates that an activity requires a skill. For instance, the second line of the table indicates that activity $a_2$: has a duration equal to 1, neutralizes zone $z_1$, occupies one place in zone $z_2$, and requires skill $s_2$.

Precedence relation is $P = \{(a_1, a_2), (a_2, a_5), (c_1, a_3), (a_3, a_4)\}$, as illustrated on Figure 1b. Figure 2a illustrates a solution, denoted $sol_{3\text{machines}}$ for this ALPDP. In this solution, there are two workstations, $w_1$ and $w_2$. The first workstation contains machine $m_1$ with skill $s_1$ and machine $m_2$ with skill $s_2$. Workstation $w_2$ contains machine $m_3$ with skill $s_3$. Start dates of activities are respectively 0, 2, 2, 3, 4 for $a_1$, ..., $a_5$. Composite activity $c_1$ starts with its earliest child (here $a_3$ at time 2) and ends with its latest (here $a_4$ at time 4). In this solution, the takt is equal to 4 and the leadtime equal to 8.

A second solution, $sol_{4\text{machines}}$, is illustrated on Figure 2b. In this solution, there are two machines with skill $s_1$ in the first workstation. Note that for this solution, composite activity $c_1$ is not continuous in the sense that there is a temporal hole between its children activities. This solution allows to reach a takt equal to 3 and a leadtime equal to 6.

We can notice that $sol_{3\text{machines}}$ is better than $sol_{4\text{machines}}$ with respect to the total number of machines criteria. Both solutions are equivalent for the number of stations. However, $sol_{4\text{machines}}$ is better than $sol_{3\text{machines}}$ with respect to the takt and to the leadtime. Thus, no solution dominates the other on all criteria.

---

1. Note that we do not represent explicitly start and end activities associated with $c_1$. 

![Figure 1](toy_example.png) - Toy example illustration.

(a) Activities description. (b) Graph induced by precedence relation $P$. 

---
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(a) Solution sol3machines, with one machine for each skill, with a takt-time equal to 4 and a leadtime equal to 8.

(b) Solution sol4machines, with two machines for skill s1, a takt-time equal to 4 and a leadtime equal to 8.

Figure 2 Two solution examples that each has two workstations.

4.2 Constraint Programming Encoding

We present here a Constraint Programming encoding for the ALPDP problem. For this encoding, we suppose that we are given two additional input parameters: an upper bound for the number of workstations in the assembly line, denoted \( n_W \), and an upper bound \( H \) for the leadtime.

We base our CP encoding on data structures and functions that are available in the Optimization Programming Language (OPL - [28]). In particular, we use interval variables and state functions. An interval variable encompasses a start date variable and a duration variable. It can be optional, i.e. it might not be present in the schedule, and it can be temporally bounded. State functions allow to express values that a function should take over given temporal intervals.

We consider the following decision variables:

- for each activity \( t \in T \), \( itv_t \) is an interval variable in \([0, H]\) that represented the execution of activity \( a \). For atomic activities \( a \in A \), the duration of the interval is fixed to \( \text{dur}_a \);
- for each atomic activity \( a \in A \), for each workstation \( w \in [1..n_W] \), \( itv_{a,w} \) is an optional interval variable in \([0, H]\) with a duration fixed to \( \text{dur}_a \). The interval \( itv_{a,w} \) is present if and only if \( a \) starts being performed in workstation \( w \);
- for each workstation \( w \in [1..n_W] \), \( itv_w \) is an optional interval variable in \([0, H]\). \( itv_w \) is present if and only if \( w \) is a used workstation, i.e. a workstation in which some activities are performed;
- \( \text{takt} \) is an integer variable in \([1, H]\);
- for each skill \( s \in S \), for each workstation \( w \in [1..n_W] \), \( sktUsed_{s,w} \) is a boolean variable that indicates whether at least one machine with skill \( s \) is assigned to workstation \( w \) and \( nMachines_{s,w} \) is a integer variable that represents the number of machines with skill \( s \) that are assigned to \( w \). An upper bound for that variable is the number of atomic activities.
- for each zone \( z \in Z \), \( stateOcc_z \) is a state function that represents the occupation state of zone \( z \). Such a state is 1 when \( z \) is occupied by an activity being performed and is equal to 0 if \( z \) is neutralized by an activity.

With those decision variables, the ALPDP constraints can be encoded as follows.
Assembly Line Consistency Constraints.

\[
\forall w \in [1..nW], \quad \text{sizeOf}(itv_w, 0) \leq \text{takt} \quad (1)
\]

\[
\forall w \in [1..nW], \quad \text{sizeOf}(itv_w, H) \geq \text{takt} \quad (2)
\]

\[
\text{startOf}(itv_1, 0) = 0 \quad (3)
\]

\[
\forall w \in [2..nW], \quad \text{endAtStart}(itv_{w-1}, itv_w) \quad (4)
\]

\[
\forall w \in [2..nW], \quad \text{presenceOf}(itv_{w-1}) \geq \text{presenceOf}(itv_w) \quad (5)
\]

Constraints (1) and (2) together ensure that the duration of a used workstation is equal to the takt-time. The second parameter in the sizeOf function defines the value of an interval variable that is not present in the final schedule. Through Constraint (3), the first workstation starts at time 0. Constraint (4) prevents temporal holes between successive workstations. Finally, Constraint (5) ensures that no unused workstation is placed in between used workstations.

Activities and Workstation Constraints.

\[
\forall c \in C, \quad \text{span}(itv_c, \{itv_a | a \in A_c\}) \quad (6)
\]

\[
\forall (t, t') \in P, \quad \text{endBeforeStart}(itv_t, itv_{t'}) \quad (7)
\]

\[
\forall a \in T, \quad \text{alternative}(itv_a, \{itv_{a,w} | w \in [1..nW]\}) \quad (8)
\]

\[
\forall a \in A, \forall w \in [1..nW], \quad \text{startBeforeStart}(itv_w, itv_{a,w}) \quad (9)
\]

\[
\forall a \in T, \forall w \in [1..nW], \quad \text{presenceOf}(itv_{a,w}) \leq \text{presenceOf}(itv_w) \quad (10)
\]

\[
\forall w \in [1..nW], \quad \text{presenceOf}(itv_w) \leq \sum_{a \in A} \text{presenceOf}(itv_{a,w}) \quad (11)
\]

\[
\forall a \in T, \quad \text{endOf}(itv_a) \leq \max_{w \in [1..nW]} \text{endOf}(itv_w, 0) \quad (12)
\]

Constraint (6) makes interval variables associated to composite activities span over interval variables of their children. Constraint (7) enforces precedence constraints associated with precedence relation \( P \). Constraint (8) uses the alternative constraint in CP Optimizer and guarantees that there exists exactly one workstation \( w \) such that \( itv_{a,w} \) coincides with interval \( itv_a \) (only for atomic activities). Constraint (9) ensures the consistency between start dates of workstation \( w \) and of activity \( a \) if the latter starts in workstation \( w \). Constraint (10) ensures a similar consistency for end dates but only for activities that require machines. Constraints (11) and (12) guarantees the consistency between presence of activities on workstations intervals and presence of workstation intervals. Constraint (13) ensures that workstations on which atomic activities finish are used.
Machines Constraints.

\[ \forall s \in S, \forall w \in [1..nW], \sum_{a \in A, s \in S_a} \text{pulse}(itv_{a,w}, 1) \leq nMachines_{s,w} \quad (14) \]

\[ \forall s \in S, \forall w \in [1..nW], nMachines_{s,w} \geq skUsed_{s,w} \quad (15) \]

\[ \forall s \in S, \forall w \in [1..nW], nMachines_{s,w} \leq |A| \cdot skUsed_{s,w} \quad (16) \]

\[ \forall (s, s') \in E \text{ s.t. } s \neq s', \forall w \in [1..nW], skUsed_{s,w} + skUsed_{s',w} \leq 1 \quad (17) \]

\[ \forall s \in S \text{ s.t. } \exists a \in A \text{ with } s \in S_a, \sum_{nW} \geq 1 \quad (18) \]

\[ \sum_{nW} \sum_{s \in S} nMachines_{s,w} \geq MUB \quad (20) \]

with \( MUB = |\{ s \in S | \exists a \in A, s \in S_a \}| \)

Through Constraint (14), we build the consumption profile of machines with skill \( s \) by using the \( \text{pulse} \) primitive and we ensure that this consumption does not exceed the number of machines with skill \( s \) in the workstation. Constraints (15) and (16) express the relationship between \( nMachines \) and \( skUsed \) variables: \( skUsed_{s,w} \) is equal to 0 if and only if the number of machines is equal to 0. Constraint (17) forbids to use excluded skills in the same workstation. Constraint (18) handles the specific case in which exclusion targets the same skill. Constraints (19) and (20) give an upper bound for the total number of machines.

Zones Constraints.

\[ \forall z \in Z \text{ s.t. } capa_z = 1, \quad \text{noOverlap}(\{ itv_{a,occ_{a,z}} > 0 \}) \quad (21) \]

\[ \forall z \in Z \text{ s.t. } capa_z > 1, \sum_{a \in A, occ_{a,z} > 0} \text{pulse}(itv_{a,occ_{a,z}}) \leq capa_z \quad (22) \]

\[ \forall a \in A, \forall z \in Z \text{ s.t. } occ_{a,z} > 0, \quad \text{alwaysEqual}(stateOcc_z, itv_{a,1}) \quad (23) \]

\[ \forall a \in A, \forall z \in Z^{nul}, \quad \text{alwaysEqual}(stateOcc_z, itv_{a,0}) \quad (24) \]

Constraints (21) and (22) express that the capacity of zones is never exceeded (constraints (21) considers the specific case when zone have a capacity equal to 1). Finally, Constraints (23) and (24) enforce the state functions to be equal to 0 or 1 depending of occupation and neutralization of activities. As state function have one value for each instant, this prevents activities occupying a zone and activities neutralizing it to overlap.

We consider the following four criteria:

\[ \text{minimize } takt \quad (25) \]

\[ \text{minimize } \max_{w \in [1..nW]} \text{endOf}(itv_w, 0) \quad (26) \]

\[ \text{minimize } \sum_{w \in [1..nW]} \text{presenceOf}(itv_w) \quad (27) \]

\[ \text{minimize } \sum_{w \in [1..nW]} \sum_{s \in S} nMachines_{s,w} \quad (28) \]

Criterion (25), (26), (27) and (28) respectively encode the minimization of the rate, the leadtime, the number of workstations in the assembly line and the total number of machines used. Note that, because of the equation \( takt \cdot |W| = T_{max} \), if the takt-time and the leadtime are fixed, so is the number of workstations. This means that one of the three first criteria is redundant. Therefore, in the following, we only consider the takt-time, the leadtime and the number of machines minimization.
5 Algorithmic approach

In this section, we describe how we have used the previously defined Constraint Programming encoding to explore the Pareto solutions set.

The algorithm follows an epsilon-constraint based strategy ([4]), which requires bounds for each criteria. In our problem, there are three criteria and we therefore have to find in which order we explore them, how to fix the bounds and the number of steps on each part of the front. As the resulting procedure is not trivial, we present it in this section. We believe that this exploration algorithm could be a starting point for other problems with three or more criteria. In fact, to the best of our knowledge, the literature mostly contains epsilon-constraint based strategies for problems with two criteria.

In order to compute bounds for the criteria values, we use a lexicographic objective function. Then, for a given number of machines in the assembly line, we compute a takt-time step that allows to explore solutions. From the set of all computed solutions, we extract the Pareto ones.

The algorithm is formally described in Listing 1. In the pseudo-code, a run of the Constraint Programming encoding is represented through the function \texttt{cpSolve} that requires two parameters. The first one is the set of constraints to satisfy and the second one is the objective function to optimize. Such an objective function can be simple (one criterion) or a lexicographic order over several criteria (denoted \texttt{lex(...)}). In the pseudo-code, we consider that we have a data structure for storing solution. If \texttt{sol} is a solution, then \texttt{sol.machines}, \texttt{sol.takt} and \texttt{sol.Tmax} respectively return the number of machines, the takt-time and the leadtime values associated with \texttt{sol}.

The algorithm’s inputs are all constraints ((1) to (24)) of an ALPDP instance (denoted \(P\)) and a maximum number of points in the Pareto front for each number of machines. We start by computing three solutions \(\texttt{sol}^M\), \(\texttt{sol}^T\) and \(\texttt{sol}^L\) that respectively minimize the number of machines, the takt and the leadtime values (lines 2-4). Solution \(\texttt{sol}^M\) provides a lower bound for the number of machines. The three solutions are added to the set of solutions through the function \texttt{updateFront} that maintains the set of Pareto solutions (line 5). While minimizing the takt and the leadtime, we also minimize the number of machines as the last criterion of a lexicographic objective function, which allows to compute an upper bound of the number of machines (line 6).

Next, we go through each value of the total number of machines, starting from the upper-bound. For each value, we consider the associated constraint \(c_{\text{MACHINES}}\) that limits the number of machines in the assembly line (line 8). Then, we compute a lower bound and an upper bound for the takt-time, respectively through \texttt{sol}1 and \texttt{sol}2 (lines 9-10), that are stored in variables \(\texttt{takt}1\) and \(\texttt{takt}2\). If there is a Pareto front to explore (difference between both takt-times strictly greater than 1), we compute a step, denoted \(\delta\), for decreasing the considered Stakt-time according to the number of points in input (line 14). Starting from the takt upper-bound, we consider a constraint \(c_{\text{TAKT}}\) that fixes the takt-time and look for a solution satisfying that constraint (line 18). If it exists, the takt-value is decreased from \(\delta\) (line 22) and this step is iterated until reaching the lower bound. Otherwise, there is no solution with a smaller takt value for that number of machines and the loop is stopped. The algorithm finally returns the Pareto front.

Note that the number of workstations criteria is never used in the algorithm. In fact, if two of the three criteria \(\text{takt}, n \text{ Workstations}\) and \(T_{\text{max}}\) are fixed, so is the third. As presented in the Experiments Section, results tend to show that \texttt{cpSolve} is less efficient when it comes to minimize the number of workstations. Therefore, we use the two other criteria.
Algorithm 1 Epsilon approach for ALPDP.

1: function epsilonParetoALPDP(P, nMaxPointsPerMachine)
2: \( \text{sol}^M \leftarrow \text{cpSolve}(P, \text{MACHINES}) \)
3: \( \text{sol}^T \leftarrow \text{cpSolve}(P, \text{lex(TAKT, LEADTIME, MACHINES)}) \)
4: \( \text{sol}^L \leftarrow \text{cpSolve}(P, \text{lex(LEADTIME, TAKT, MACHINES)}) \)
5: front \( \leftarrow \text{updateFront}([], \{\text{sol}^M, \text{sol}^T, \text{sol}^L\}) \)
6: \( m \leftarrow \max(\text{sol}^L.\text{machines}, \text{sol}^T.\text{machines}) \)
7: \( \text{while } m \geq \text{sol}^M.\text{machines} \) do
8: \( c_{\text{MACHINES}} \leftarrow \text{Constraint}(\sum_{w \in [1..nW]} \sum_{s \in S} n\text{Machines}_{s,w} \leq m) \)
9: \( \text{sol}_1 \leftarrow \text{cpSolve}(P \cup \{c_{\text{MACHINES}}\}, \text{lex(TAKT, LEADTIME)}) \)
10: \( \text{sol}_2 \leftarrow \text{cpSolve}(P \cup \{c_{\text{MACHINES}}\}, \text{lex(LEADTIME, TAKT)}) \)
11: front \( \leftarrow \text{updateFront}(\text{front}, \{\text{sol}_1, \text{sol}_2\}) \)
12: \( \text{takt}_1 \leftarrow \text{sol}_1.\text{takt}; \text{takt}_2 \leftarrow \text{sol}_2.\text{takt} \)
13: if \( \text{takt}_2 - \text{takt}_1 > 1 \) then
14: \( \delta = \left\lfloor \frac{\text{takt}_2 - \text{takt}_1}{\text{nMaxPointsPerMachine}} \right\rfloor \)
15: \( t \leftarrow \text{takt}_2 - \delta \)
16: \( \text{sol} \leftarrow \text{sol}_1 \)
17: \( \text{while } t > \text{takt}_1 \land \text{sol} \neq \text{nil} \) do
18: \( c_{\text{TAKT}} \leftarrow \text{Constraint}(\text{takt} = t) \)
19: \( \text{sol} \leftarrow \text{cpSolve}(P \cup \{c_{\text{MACHINES}}, c_{\text{TAKT}}\}, \text{LEADTIME}) \)
20: if \( \text{sol} \neq \text{nil} \) then
21: \( \text{front} \leftarrow \text{updateFront}(\text{front}, \{\text{sol}\}) \)
22: \( t \leftarrow t - \delta \)
23: \( m \leftarrow m - 1 \)
24: return front

Functions \text{updateFront} and \text{dominates} are quite straightforward and therefore not detailed in the paper. Note that the Pareto front does not take into account the number of workstations.

6 Experiments

This section is dedicated to the experiments presentation. We first describe the benchmarks that we have used. We present two sets of experiments. First, we have solved the CP encoding with each criteria alone. This allows us to customize the \text{cpSolve} procedure in terms of heuristics and time out. Then, we present and analyze results associated with the Pareto solutions computation.

6.1 Benchmark Description

We have worked on a real industrial use-case dealing with the airframe assembly line of an aircraft. The airframe is the physical structure that supports all the other components of the aircraft, including avionics, passenger and cargo compartments. The materials used in its construction can include aluminium alloys, composites, titanium and other high-strength materials. The materials are cut and shaped into the various components using tools such as saws and drills. The assembly process for the airframe components typically involves careful alignment and attachment using specialised tools and techniques.
We were given three aircraft designs candidates, denoted Design 1, Design 2 and Design 3. Features of instances are detailed in Table 1. Designs 1 and 2 have the same granularity level in terms of macro-tasks and have to be compared with each other. Design 3 is a detailed version of Design 1 with more fine-grain tasks that allows to study the scalability of the approach. These benchmarks are available at https://github.com/stephroussel/assemblyLine.

**Table 1** Instances features: number of zones, skills, incompatible skills, tasks and atomic tasks, precedence, maximum number of workstations and time horizon.

| Instance | \( |Z| \) | \( |S| \) | \( |E| \) | \( |T| \) | \( |A| \) | \( nW \) | \( H \) |
|----------|--------|--------|--------|--------|--------|--------|--------|
| Design 1 | 48     | 5      | 6      | 176    | 153    | 186    | 20     | 40000  |
| Design 2 | 48     | 5      | 6      | 187    | 187    | 279    | 20     | 40000  |
| Design 3 | 48     | 5      | 6      | 628    | 461    | 417    | 20     | 40000  |

In this use case, the number of skills is the same in each instance. In fact, all the designs require the same types of machines but these machines are not used the same way.

### 6.2 Single Objective Experiments

**Experiments setup.** We use IBM CP Optimizer 22.1.1 through the Java API with a timeout equal to 5 minutes. Experiments were all run on a 20-core Intel(R) Xeon(R) CPU E5-2660 v3 @ 2.60GHz, 62GB RAM.

In order to test the CP encoding, we have first experimented it on the instances by considering one unique criterion for every run. The objective was to improve the solver setup and specifically the search strategy.

In CP Optimizer, the default search strategy is generally efficient. However, in our problem, we noticed a real performance improvement when asking the solver to instantiate first the \( \text{takt} \) variable. In fact, it allows to fix the duration of workstations, which is a key element for the remaining variables. Once this variable is fixed, we have tried other strategies such as deciding the presence of workstations or the number of machines in each workstation but it globally downgraded the performance compared to the solver default strategy. Therefore, we only present in this paper results associated with the \( \text{takt} \) variable instantiation strategy.

Results for the mono-objective solving are presented in Table 2 for each design and each criteria. The solver finds the optimal solution in several cases, even for the largest instance. The optimal solution is either found in less than a minute or reached the time out. Note that the solver was unable to establish the optimality of the solution with respect to the number of workstations. On that point, it would be possible to compute a lower bound using the skill exclusion relationships. We could, for instance, find the size of the largest clique in the exclusion skills graph.

**Table 2** Mono-criteria CP solving with search phase customization on the \( \text{takt} \) variable. For each criteria, value and time (in seconds) are given. The symbol * denotes that the solution found is optimal.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Criterion</th>
<th>( \text{takt} ) Value</th>
<th>( \text{takt} ) Time</th>
<th>( n\text{Machines} ) Value</th>
<th>( n\text{Machines} ) Time</th>
<th>( T_{\text{max}} ) Value</th>
<th>( T_{\text{max}} ) Time</th>
<th>( n\text{Workstations} ) Value</th>
<th>( n\text{Workstations} ) Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design 1</td>
<td></td>
<td>550</td>
<td>25</td>
<td>5*</td>
<td>69</td>
<td>3600</td>
<td>59</td>
<td>2</td>
<td>300</td>
</tr>
<tr>
<td>Design 2</td>
<td></td>
<td>550</td>
<td>32</td>
<td>5*</td>
<td>28</td>
<td>3536</td>
<td>300</td>
<td>2</td>
<td>300</td>
</tr>
<tr>
<td>Design 3</td>
<td></td>
<td>340</td>
<td>35</td>
<td>8</td>
<td>300</td>
<td>3456</td>
<td>300</td>
<td>2</td>
<td>300</td>
</tr>
</tbody>
</table>
6.3 Multi Objective Results

Experiments setup. We did not give a global timeout to the whole algorithm but instead a 1 minute timeout to each call to \texttt{cpSolve}. Note that we have let CP Optimizer handle directly the lexicographic criteria. In fact, preliminary experiments showed that there was no real performance improvement when decomposing the resolution into optimizing the first criterion and fix it, then optimizing the next one and so on.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{pareto_solutions}
\caption{Pareto solutions obtained for Designs 1 and 2.}
\end{figure}

Figures 3a and 3b show the Pareto front obtained respectively for Designs 1 and 2. The leadtime is on the horizontal axis, the takt-time on the vertical axis, the number of machines is represented through colors and the number of stations are the lines on each figure. Each small cross corresponds a to dominated solution. Note that for Design 2, we have not represented a Pareto solution that had 18 stations and a smaller takt-time.

As expected, for each design, the more machines on the assembly line, the better takt-time and leadtime values it is possible to get. Each figure shows the possible trade-offs that have to be made for each design. For instance, in Design 1, with 2 workstations, the best takt-time is equal to 18 hours. When adding 1 more workstation, such a value falls to 12 hours but requires many more machines in order to maintain the leadtime value. With one additional workstation and the same leadtime, the takt-time is less than 10 hours. We also observe that it is not worth considering more than 8 workstations for that design. Similar remarks can be made for Design 2.

Figure 4a presents Pareto solutions for Designs 1 and 2 when the assembly line is equipped with 5 machines. It shows that Design 1 (in blue on the Figure) allows to reach lower takt-time values. If one more machine is available (Figure 4b), then solutions associated with Design 2 dominate solutions of Design 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{pareto_solutions_5_6_machines}
\caption{Comparison of Design 1 and 2 with 5 and 6 machines.}
\end{figure}
These results have been presented to industrial partners. They have appreciated the possibility to visualize the Pareto front, which allows them to foresee the trade-offs that could be made not only within the assembly line (number of workstations, number of machines, etc) but also between the aircraft design and the associated assembly line. Following results presented on Figure 4, they were surprised that Design 2 seems more promising than Design 1 only in the presence of an additional machine. Indeed, before this study, they had the false intuition that Design 2 would dominate Design 1 even with 5 machines. Such a positive feedback from end-users experts shows the added value of computing and exploring the Pareto front in this project.

7 Conclusion

In this paper, we have proposed a Constraint Programming based approach for supporting manufacturer in the early assembly design phase. We have formally defined the associated problem and have developed an algorithm for exploring the Pareto front. Each solution in this front is a trade-off between the takt-time, the leadtime, the number of machines equipping the assembly line and the number of workstations. Such tools allow the aircraft manufacturer not only to assess the performance of aircraft candidates with respect to the assembly line performances but also to compare candidates with each other.

There are several directions for future works. First, the CP encoding could be improved by computing some lower and upper bounds for the targeted criteria. In fact, the addition of redundant constraints for boosting the solving might change the way the Pareto exploration should be performed and should be studied more deeply. Then, the Pareto front exploration could benefit from some recent works on computing representative Pareto solutions, such as [27]. It could also be possible to compare the CP approach and the Pareto exploration with evolutionary algorithms in terms of quality of results. We would also like to port the model to other CP solvers in order to test them. While most of the constraints could easily be written in a more classical language such as PyCSP3 ([17]), the neutralization constraints modeled by a state function in OPL might be a little trickier to encode in order to stay compact.

The instances we have used here come from a real assembly line. In order to test the approach more broadly, it would be possible to modify these instances by adding random resources or changing the precedence between tasks. Similarly, we could also adapt existing instances of the literature.

Finally, a last perspective is to consider uncertainty in the tasks duration. To do so, it might be worth considering coupling CP solvers with learning approaches that are particularly suited for managing uncertainty.
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