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Abstract
In this paper, we propose a methodology for deriving a new kind of approximate temporal functional dependencies, called Approximate Predictive Functional Dependencies (APFDs), based on a three-window framework and on a multi-temporal relational model. Different features are proposed for the Observation Window (OW), where we observe predictive data, for the Waiting Window (WW), and for the Prediction Window (PW), where the predicted event occurs. We then discuss the concept of approximation for such APFDs, introduce two new error measures. We prove that the problem of deriving APFDs is intractable. Moreover, we discuss some preliminary results in deriving APFDs from real clinical data using MIMIC III dataset, related to patients from Intensive Care Units.
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1 Introduction

Knowledge from databases may be expressed by discovering patterns and data dependencies. Database dependencies express relevant characteristics of datasets, thereby enabling various critical analyses of data. Functional dependencies (FDs) have been proposed as a way of mining data, i.e., by discovering those FDs that hold on most data. The considered approximation may be heterogeneous and deal with both null values, quantitative data, data deletion/updates, and so on [7, 4, 18, 7, 12, 19].

Temporal Functional Dependencies (TFDs) received some interest since the nineties, initially as a way for specifying constraints on temporal data [32, 9, 5], and, more recently, as a mining approach in their approximate version, looking for hidden temporal patterns inside data [8, 25, 10].

To the best of our knowledge, TFDs have not yet been considered for the prediction task. Such decision-support task is mainly devoted to the prediction of some (future) event based on a (past) data history. Thus, as time is an inherent feature of this task, TFDs are interesting candidates as a formal tool, for discovering the predictivity of the stored data. Within this context, in this paper we propose and discuss an original temporally-oriented data mining framework to support the prediction of future events through the identification of recurring past temporal data patterns, expressed as Approximate Temporal Predictive Functional Dependencies (APFDs), according to a 3-window-based temporal framework. New kinds of
error and related thresholds are introduced, to deal with the required approximation. The main novelty can be summarized in the formalization of a new framework to exploit the predictive aspect of the APFDs, according to the following specific aspects:

- We introduce a new temporal framework based on three temporal windows: observation window (OW), waiting window (WW), and prediction window (PW). The waiting window is explicitly introduced to create a time span before the prediction for being able to (possibly) manage the predicted event.

- We define and exemplify the entire framework for the approximate predictive functional dependencies (APFDs) in a formal way by introducing and characterizing multi-temporal relations. It allows the representation of temporal patterns (made by attribute values) related to a set of observed entities (e.g., patients) and characterizes their predictivity, with respect to a target attribute (e.g., a disease).

- We discuss different kinds of error measures, named $G_3$, $H_3$, and $J_3$, to be evaluated when deriving APFDs;

- We discuss the (data) complexity of the problem of checking for APFDs and prove that is exponential. We then propose a new algorithm for checking APFDs.

- We provide some experimental results on real clinical data from patients in Intensive Care Units, using data from MIMIC III [16], to obtain different APFDs.

With respect to the preliminary proposal of APFDs sketched in [3], as specific novelties, here we first characterize a new temporal data model, based on relations having multiple valid times; we introduce the three-window framework and the related APFDs for such model; we extensively consider the related data complexity; we propose a new algorithm for checking APFDs; we discuss further experimental evaluation.

Our paper unfolds as follows. Section 2 contains the related work; in Section 3 we introduce and motivate the 3-window-based framework for prediction, the formalization of APFDs and their approximation; in Section 4 we discuss the data complexity of deriving APFDs, and provide a deterministic algorithm that could stop the analysis of a relation, as soon as it verifies that the relation cannot satisfy the given APFD; in Section 5, we introduce and discuss some experimental evaluation results and finally in Section 6 we draw some conclusions. The Appendix A completes the description of our approach through the proof of the NP-hardness of the APFDs-checking problem.

## 2 Related work

FDs were originally proposed to specify data constraints in the relational setting and then to derive normalized relational schemata [2].

Let us briefly recall the concept of FD in the context of relational databases [2]. Let $r$ be a relation over the relational schema $R(U)$ and let $X, Y \subseteq U$. $r$ fulfills the functional dependency $X \rightarrow Y$ (written as $r \models X \rightarrow Y$) if $\forall t, t' \in r(t[X] = t'[X] \rightarrow t[Y] = t'[Y])$.

In more recent years FDs have been extended in many different directions and with different goals. Here we mainly consider three different research directions: the first one deals with the representation of constraints on temporal data through temporal functional dependencies (TFDs), the second one focuses on the discovery of approximate functional dependencies (AFDs), and the third one deals with the use of FDs to support prediction and classification tasks.

TFDs add a temporal dimension to classical FDs to deal with temporal data. In literature, several kinds of TFDs have been proposed and various representation formalisms have been developed [5, 15, 29, 30, 31, 9]. In [9] Combi et al. propose a new formalism for the
representation of TFDs, involving multiple time granularities. They identify four relevant classes, named pure temporally grouping, pure temporally evolving, temporally mixed, and temporally hybrid TFDs, respectively.

In [22], the authors face another temporal aspect, which stems from the observation that frequent constraint violations in a database may be related to the fact that the considered (mini) world is changing, while the specified constraints remain static. FDs violated by current data are then identified and some approaches are proposed to suitably modify the given FD according to the new reality represented through the current data. In [26], the authors deal with the problem of continuously discovering FDs on dynamic datasets in an efficient way, and propose an incremental approach to solve it.

AFDs derive from the concept of plain FD. Given a relation $r$ where an FD holds for most of the tuples in $r$, we may identify some tuples for which that FD does not hold. In [18], Kivinen and Mannila introduce three measures, known as $G_1$, $G_2$ and $G_3$ considering, respectively, the number of violating couples of tuples, the number of tuples that violate the functional dependency, and finally the minimum number of tuples in $r$ to be deleted for the FD to hold. Discovering AFDs is a computationally expensive task, and different algorithms have been proposed to perform the discovery in an efficient way [19]. More recently, AFDs have been included in the wider scenario of relaxed FDs (RFDs), where not only exceptions, i.e., violating tuples, are considered, but also similarities among attribute values and conditional constraints [7, 6].

Temporal data mining techniques merging AFDs with TFDs have been proposed in [8], where the authors propose approximate temporal functional dependencies (ATFDs), which are defined and measured either on temporal granules or on sliding windows, and apply them to mine data from psychiatry and pharmacovigilance domains. They introduce a new error measure $G_4$, which considers the minimum number of tuples in $r$ which must be modified for the plain TFD to hold on all the tuples of $r$. In [1], the authors present AETAS, a system for the discovery of approximate temporal functional dependencies. The discovered TFDs are mainly pure temporally grouping TFDs with moving windows, according to the classification proposed in [9]. Also conditional TFDs are considered, where the moving window may have different values according to specific values of atemporal attributes. As an interesting aspect of AETAS, the authors deal with the discovery of TFDs from dirty web data, as well as with the discovery of the “optimal” duration for the moving window.

Moving to contributions dealing with the use of FDs to support prediction and classification tasks, in [20] the authors show that if there is a functional dependency between features, it is likely to affect the classifier negatively. In [21], the authors address the notion of trusting ML models by using also functional dependencies, discussing on the relationships between supervised classification and functional dependencies. They consider the issue of estimating the feasibility of classification over a given dataset using functional dependencies. As far as we know, few studies till now considered functional dependencies in this context, where, given a set of features $(A_1, ..., A_n, C)$ where $C$ values represent the class to be classified, the problem is to understand whether functional dependencies such as $A_1, ..., A_k \rightarrow A_j$ influence the classification performances.

3 The predictive aspects of functional dependencies

In this section, firstly we delineate the problem at hand, and introduce a 3-window model for the interpretation of predictive temporal data; then we illustrate the definitions needed to obtain a Predictive Functional Dependency, and finally, we analyze the concept of approximation for the Predictive Functional Dependencies.
Table 1 The multi-temporal relation PatientHistory, with a single atemporal attribute and one attribute for each valid time.

<table>
<thead>
<tr>
<th>#</th>
<th>Patient</th>
<th>HR'</th>
<th>VT'</th>
<th>SpO₂'</th>
<th>VT'</th>
<th>Drug'</th>
<th>VT'</th>
<th>AKI</th>
<th>VT'</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Daisy</td>
<td>High</td>
<td>19</td>
<td>High</td>
<td>21</td>
<td>Aspirin</td>
<td>23</td>
<td>False</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>Daisy</td>
<td>Low</td>
<td>2</td>
<td>High</td>
<td>4</td>
<td>Aspirin</td>
<td>6</td>
<td>False</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>Daisy</td>
<td>Low</td>
<td>2</td>
<td>Medium</td>
<td>4</td>
<td>Aspirin</td>
<td>6</td>
<td>False</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>Daisy</td>
<td>Medium</td>
<td>5</td>
<td>Medium</td>
<td>7</td>
<td>Indapamide</td>
<td>9</td>
<td>False</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>Luke</td>
<td>Low</td>
<td>7</td>
<td>High</td>
<td>8</td>
<td>Ibuprofen</td>
<td>12</td>
<td>True</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>Luke</td>
<td>Low</td>
<td>7</td>
<td>High</td>
<td>8</td>
<td>Ibuprofen</td>
<td>12</td>
<td>True</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>Luke</td>
<td>Medium</td>
<td>9</td>
<td>High</td>
<td>13</td>
<td>Sulindac</td>
<td>14</td>
<td>True</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>Luke</td>
<td>Medium</td>
<td>9</td>
<td>High</td>
<td>13</td>
<td>Sulindac</td>
<td>14</td>
<td>True</td>
<td>21</td>
</tr>
<tr>
<td>9</td>
<td>Stevie</td>
<td>Medium</td>
<td>4</td>
<td>Medium</td>
<td>7</td>
<td>Metolazone</td>
<td>8</td>
<td>True</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>Stevie</td>
<td>High</td>
<td>1</td>
<td>Low</td>
<td>2</td>
<td>Aspirin</td>
<td>5</td>
<td>False</td>
<td>8</td>
</tr>
<tr>
<td>11</td>
<td>Stevie</td>
<td>High</td>
<td>1</td>
<td>Low</td>
<td>2</td>
<td>Indapamide</td>
<td>7</td>
<td>False</td>
<td>8</td>
</tr>
<tr>
<td>36</td>
<td>Stevie</td>
<td>High</td>
<td>1</td>
<td>Low</td>
<td>2</td>
<td>Aspirin</td>
<td>5</td>
<td>False</td>
<td>25</td>
</tr>
</tbody>
</table>

3.1 A motivating scenario from Clinical Medicine

To illustrate the relevance and the potential meaning of our approach, we consider a real-world example from the domain of Intensive Care Unit (ICU) focusing on patients suffering from Acute Kidney Injury (AKI) [28], used as reference throughout the paper. In ICU, Acute Kidney Injury is a frequent clinical problem, characterized by sudden loss of the ability of the kidneys to excrete wastes, concentrate urine, store electrolytes, and maintain fluid balance [27].

In 2012, KDIGO (Kidney Disease: Improving Global Outcomes) published specific guidelines [17] for the definition of AKI, where a patient receives the diagnosis if one of the following criteria is satisfied: (i) an increase in serum creatinine by \( \geq 0.3 \) mg/dl (\( \geq 26.5 \) μmol/l) within 48 h, (ii) an increase in serum creatinine to \( \geq 1.5 \) times baseline within the previous 7 days and (iii) a urine volume \( \leq 0.5 \) ml/kg/h for 6 hours.

As we are interested in discovering whether some clinical data features allow the early identification of AKI patients, let us assume that we derive through a suitable query the (possibly materialized) view PatientHistory. It represents different ordered states of patients, we would like to associate to a final state, specifying whether the patient has AKI. Each state is represented by some attribute values and is associated to a valid time (VT), representing the timepoint when the state information is true in the modeled world [14]. Table 1 (partially) shows a possible instance of PatientHistory describing a clinical history of three patients, Daisy, Luke, and Stevie, who have some measured vital signs and undergo five different drugs, some of them specific for the AKI treatment. Such history can be derived from the data contained in a clinical database [16].

3.2 A 3-window framework for the interpretation of predictive temporal data

In general, the prediction models exploit the use of two-time windows, namely (i) a data collection (or observation) window, and (ii) a prediction window. Even though there are approaches [11, 24] which consider a third temporal window, to the best of our knowledge, a general and formal prediction framework considering three different time windows has not yet been considered in the data mining literature.
According to this view, depicted in Figure 1, we can observe:

1. Decisions are taken after gathering information for some time span (Observation Window: OW).
2. After the moment when the decision is taken, we have to execute all the related actions and (possibly) wait for a while (Waiting Window: WW). The WW is held to be the minimum time interval required to act in order to prevent the event in the prediction window. Indeed, not all the performed actions have an instantaneous effect.
3. The last temporal window refers to when the possible effects of the decision are observable and thus we can evaluate the suitability of the taken decision (Observation Window: OW).

It is worth noting that the span of such windows may be different and could be also composed of a single time-point. Moreover, the Waiting Window could be missing, i.e., of zero length, in case of decisions having an immediate observable effect.

In general, we may identify different orthogonal features for the introduced time windows. The first distinction is between (i) anchored and (ii) unanchored time windows. Indeed, with anchored time windows, we are able to represent specific periods of the considered time axis. An example of anchored time windows for the motivating scenario could consist of specifying OW as the first 4 hours from the admission to the ICU, the following 2 hours as WW (i.e., the fifth and sixth hour after the ICU admission), ending with the PW from the seventh to the tenth hour after the ICU admission. Figure 1 a) depicts the three anchored windows, the time-point corresponding to the decision moment, and possible temporal evolution of some observed quantitative parameter, having some varying behavior. On the other side, unanchored time windows represent windows that “move” through the time axis, constraining only the distance between the considered data. An example of such kind of windows for our scenario could consist in specifying again 4 hours, 2 hours, and 4 hours for OW, WW, and PW, respectively, but not anchored to any point of the time axis. Figure 1 b) represents two partially overlapping views, representing unanchored time windows. In this case, we may consider a possibly infinite number of unanchored (sliding) windows, even by specifying the width of the step size of sliding.

**Definition 1 (Unanchored Time-Frame).** An unanchored time-frame (uTF) $\alpha$ is a triple $\langle OW, WW, PW \rangle$ where OW, WW, and PW are expressed as durations, i.e., time distances. They allow the representation of three different unanchored windows, which we will use to observe temporal data.
Definition 2 (Anchored Time-Frame). An anchored time-frame (aTF) $\alpha$ is a time-frame associated to an anchor time point and can be represented through the structure $\langle atp, (OW, WW, PW) \rangle$, where $atp$ is a (anchor) time point.

A second subtle distinction, which may provide different results for prediction and is orthogonal with respect to the distinction between anchored and unanchored time windows, is between (i) fixed-length and (ii) variable-length time windows. Indeed, OW, and consequently the following WW and PW, could be either of fixed length, without any further constraint related to the temporal position of data inside it, or of variable length, and thus ending with the last time point associated with the data to consider in the window.

3.3 A multi-temporal relational model and its connection to the temporal framework

Let us introduce the concept of multi-temporal relation. Informally, a multi-temporal relation is characterized by multiple valid times. Each tuple of such relation represents a piece of history of a given entity, through the values of attributes holding at different (valid) times. A set of attributes of such relation allows the (optional) identification of the considered entities (e.g., a patient, an employee) and their characterization. Any other attribute of such relation is associated with a specific valid time.

Definition 3 (Multi-temporal relation (mt-relation)). Given an overall set of attributes $\mathcal{A}$ and a set of valid time attributes $\mathcal{VT}$, a multi-temporal relation $mtr$ is a relation with schema $\mathcal{WT}$ where $W \subseteq \mathcal{A}$ and $T = \{VT_1, ..., VT_i, ..., VT_k, VT_{k+1}\} \subseteq \mathcal{VT}$ are $k + 1$ valid time attributes.

For a multi-temporal relation schema, a mapping $V_{time}: T \rightarrow 2^W$ allows us to specify the attribute subset associated to a specific valid time. For such mapping, it holds $V_{time}(VT_i) \cap V_{time}(VT_j) = \emptyset$ for any $i, j$ with $i \neq j$.

The (possibly empty) set $Z \subseteq W$, $Z = W - \bigcup_{i=1}^{k+1} V_{time}(VT_i)$ contains attributes not associated with any valid time attribute.

For any relation $mtr$ it holds $\forall t \in mtr(t[VT_i] < t[VT_j])$ for $1 \leq i < j \leq k + 1$.

As we will discuss in the following, the main idea here is to propose a general framework allowing the definition of “specialized” functional dependencies having the antecedent composed of a set of attributes, called predictive attributes, ordered according to the corresponding valid times and the consequent defined as the predicted attributes. In order to distinguish such roles for attributes, we introduce a suitable partition of attributes, according to the following definition.

Definition 4 (Prediction-oriented partition of mt-relation valid times). Given a multi-temporal relation $mtr$ with schema $\mathcal{WT}$, where $W \subseteq \mathcal{A}$ and $T = \{VT_1, ..., VT_i, ..., VT_k, VT_{k+1}\}$, attributes in $T$ are partitioned in two sets $\mathcal{O}$, for observation-related valid times, and $\mathcal{P}$, for prediction-related valid times, where it holds $\forall VT_o, VT_p ((VT_o \in \mathcal{O} \land VT_p \in \mathcal{P}) \implies \forall t \in mtr(t[VT_o] < t[VT_p]))$

For the sake of simplicity and without losing generality, in the following, we assume that $\mathcal{O} \equiv \{VT_1, VT_2, ..., VT_k\}$, while $\mathcal{P} \equiv \{VT_{k+1}\}$. According to this choice, we use an overline-based notation for (ordered) observation-related valid times and the associated attributes. We use a dot notation for the prediction-oriented valid time and the associated attributes.
Example 5. The relation view depicted in Table 1 considers attributes according to the introduced notation. More precisely, in this case $O \equiv \{\overline{VT^1}, \overline{VT^2}, \overline{VT^3}\}$, $P \equiv \{\overline{VT}\}$, and $Vtime(\overline{VT^1}) = \{HRT^1\}$, $Vtime(\overline{VT^2}) = \{SpO_2\}$, $Vtime(\overline{VT^3}) = \{Drug\}$, and $Vtime(\overline{VT}) = \{AKI\}$.

Given a multi-temporal relation $mtr$, we are now interested in verifying which tuples are “fine” with or “contained” in a given time frame. More precisely, we are interested in eliciting those tuples having the (some of the) $k$ observation-related valid times contained in the observation window $OW$, and the last valid time in the prediction window $PW$. We will call them consistent with the considered time frame.

In the following, we will introduce different kinds of time-frame consistency, mainly considering both the partial containment of some valid times in the observation window and different requirements for the observation window.

Indeed, as for the first aspect, we may be interested in verifying the partial/complete containment of the $k$ observation-related valid times within the given $OW$, while for the second one, we may consider either fixed length $OW$s, or flexible observation windows, which end with the last valid time we have to consider in the given $OW$.

Definition 6 (Time-frame tuple consistency with range and modality). Given a tuple $t$ of a multi-temporal relation $mtr$ with schema $WT$, where $W \subseteq A$ and $T = \{VT_1, ..., VT_i, ..., VT_k\}$, $VT_{k+1} \subseteq VT$, and a (either anchored or unanchored) time frame $\alpha$, we say that $t$ is time-frame consistent with $\alpha$ according to modality $m \in \{\text{flex}', \text{fixed}'\}$ in the range $[i_1, i_2]$, where $1 \leq i_1 < i_2 \leq k$, if formula $\Theta(t, \alpha, m, [i_1, i_2])$ holds.

Formula $\Theta(t, \alpha, m, [i_1, i_2])$ is defined according to the following cases:

1. \[ \Theta(t, \alpha, \text{fixed}', [i_1, i_2]) \equiv t[\overline{VT^1}] - t[\overline{VT^1}] \leq OW \land t[\overline{VT}] - t[\overline{VT^1}] > OW + WW \land t[\overline{VT}] - t[\overline{VT^1}] < OW + WW + PW \]
   - if the time-frame is unanchored, or

2. \[ \Theta(t, \alpha, \text{fixed}', [i_1, i_2]) \equiv t[\overline{VT^1}] \geq atp \land t[\overline{VT^1}] \leq atp + OW \land t[\overline{VT}] > atp + OW + WW \land t[\overline{VT}] < atp + OW + WW + PW \]
   - if the time-frame is anchored, or

3. \[ \Theta(t, \alpha, \text{flex}', [i_1, i_2]) \equiv t[\overline{VT^1}] - t[\overline{VT^1}] \leq OW \land t[\overline{VT}] - t[\overline{VT^1}] > WW \land t[\overline{VT}] - t[\overline{VT^1}] < WW + PW \]
   - if the time-frame is unanchored, or

4. \[ \Theta(t, \alpha, \text{flex}', [i_1, i_2]) \equiv t[\overline{VT^1}] \geq atp \land t[\overline{VT^1}] \leq atp + OW \land t[\overline{VT}] - t[\overline{VT^1}] > WW \land t[\overline{VT}] - t[\overline{VT^1}] < WW + PW \]
   - if the time-frame is anchored.

3.4 Defining Predictive FDs

The overall idea is now to temporally characterize functional dependencies $X \rightarrow Y$ for the introduced multi-temporal relational model, by considering for the attribute set $X$ those attributes related to “past” properties, while attributes $Y$ would be those attributes related to “future” properties. “Past” and “future” values are evaluated according to a given time-frame consistency.

Definition 7 (Predictive Functional Dependency (PFD)). Given an $m$-relation schema $MTR(\mathcal{U}^h, \mathcal{U}^i, \mathcal{U}^s) \cup (\mathcal{VT}^1, \mathcal{VT}^2, ..., \mathcal{VT}^j, \mathcal{VT})$, a time frame, and a modality $m \in \{\text{flex}', \text{fixed}'\}$, a Predictive Functional Dependency is expressed as:

\[ \overline{ST}^h \overline{Q}^s \rightarrow \overline{R}^j \]

where $S \subseteq Z, \overline{P}^h \subseteq \overline{U}^h, \overline{Q}^s \subseteq \overline{U}^s, \overline{R}^j \subseteq \overline{U}^j$ and $\dot{Y} \subseteq \dot{U}$ is the predicted attribute set.
A PFD holds on an \( \text{mtr} \)-relation \( \text{mtr} \) with schema \( \text{MTR} \) in a timeframe \( \text{TF} \) with modality \( m \), with an extended range semantics (denoted as \( \text{mtr} \models_{\alpha,m} \text{ST} \rightarrow \text{Y} \)) if and only if
\[
\forall t,t' \in \text{mtr}((t[\text{ST} \rightarrow \text{Y}]) = t'[\text{ST} \rightarrow \text{Y}] \land \Theta(t,\alpha,m,[1,k]) \land \Theta(t',\alpha,m,[1,k]))
\]

A PFD holds on an \( \text{mtr} \)-relation \( \text{mtr} \) with schema \( \text{MTR} \) in a timeframe \( \text{TF} \) with modality \( m \), with a restricted range semantics (denoted as \( \text{mtr} \models_{\alpha,m} \text{ST}\rightarrow \text{Y} \)) if and only if
\[
\forall t,t' \in \text{mtr}((t[\text{ST} \rightarrow \text{Y}]) = t'[\text{ST} \rightarrow \text{Y}] \land \Theta(t,\alpha,m,[h,j]) \land \Theta(t',\alpha,m,[h,j]))
\]

According to the previous definition, it is straightforward to observe that the given PFD has to hold, by considering only a subset of \( \text{mtr} \), composed of tuples consistent with the considered time frame, the modality, and the range. Such subset is called \textit{time-frame relation view (TF-view)}. More formally, the TF-view \( w \) is defined as \( w = \text{TFv}(\text{mtr},\alpha,m,[i_1,i_2]) \equiv \{ t \mid t \in \text{mtr} \land \Theta(t,\alpha,m,[i_1,i_2]) \} \). Hereinafter, we will consider a time-frame \( \alpha = \langle 6,2,10 \rangle \), \( m \) is ‘fixed’, and an extended semantics, i.e., considering the range \([1,k]\).

\textbf{Example 8.} Let us consider the \( \text{mtr} \)-relation depicted in Table 1. Tuples \#10, \#11, and \#36 are out of the time frame \( \alpha \). It is straightforward to observe that the PFD \( \downarrow \text{Drug} \rightarrow \text{AKI} \models_{\alpha,m} \text{ST} \rightarrow \text{Y} \) holds.

On the other side, PFDs \( \downarrow \text{HRh} \rightarrow \text{SPo_2} \models_{\alpha,m} \text{ST} \rightarrow \text{Y} \) do not hold.

### 3.5 Discovering Approximate PFDs

To mine PFDs in a generic multi-temporal relation we have first to isolate those tuples that fit, with respect to a given modality and to a given semantics, the considered temporal frame, composed of OW, WW, and PW. As a second step, we need to deal with some kind of approximation, as it could happen that some PFDs hold on a subset of tuples of the time-frame relation view, we consider. Thus, we have to evaluate whether considering such subset is acceptable with respect to the prediction task supported by the considered PFDs.

In other words, we require a PFD \( f \) to be satisfied by most tuples of the TF-view \( w \). A very small portion of tuples of \( w \) is allowed to violate the dependency. In the context of predictive functional dependencies, we consider one of the measures proposed in [18] and introduce two other error measures, specifically tailored to the predictive purpose of approximate PFDs.

Given a TF-view \( w \subseteq \text{mtr} \), the first error measure \( G_3 \) considers the minimum number of tuples in \( w \) to be deleted to obtain a relation \( s \) where the given FD holds [18]. In our context, it is expressed according to the following definition.

\textbf{Definition 9 (Error measure \( G_3 \)).} Given a TF-view \( w = \text{TFv}(\text{mtr},\alpha,m,[1,k]) \) of an \( \text{mtr} \)-relation \( \text{mtr} \) with schema \( Z \rightarrow U^1 \cup U^2 \cup \ldots U^k \rightarrow \ldots \rightarrow Y \), where \( S \subseteq Z, \text{ST} \subseteq U^i \cup U^j \subseteq U, \text{R} \subseteq U \) and \( Y \subseteq U \), and any relation \( s \subseteq w \), such that \( s \models_{\alpha,m} \text{ST}\rightarrow Y \), the error measure \( G_3 \) is expressed as: \( G_3 = |w| - |s| \). The related scaled measurement \( g_3 \) is defined as: \( g_3 = \frac{G_3}{|w|} \).

Let us now introduce some new kinds of error, which may be of interest in the context of prediction. The first issue is in considering another error, no longer focused on the number of tuples that we have to satisfy the PFD, but focused on the number of entities
that we accept to discard for the sake of the PFD. The new error measure $H_3$ permits, for example, to disregard data of entities with a very low number of tuples, which could create noise in our dataset.

**Definition 10 (Error measure $H_3$).** Given a TF-view $w = TFv(mtr, \alpha, m, [1, k])$ of an mtr-relation $mtr$ with schema $\mathcal{U}^1 \ldots \mathcal{U}^i \ldots \mathcal{U}^k \cup \{\mathcal{V}^1, \mathcal{V}^2, \ldots, \mathcal{V}^k, \mathcal{V}^t\}$, and a PFD $\mathcal{P}^j \mathcal{Q}^j \rightarrow \mathcal{Y}$, where $S \subseteq \mathcal{Z}, \mathcal{P}^h \subseteq \mathcal{U}^h, \mathcal{Q}^j \subseteq \mathcal{U}^j, \mathcal{R}^j \subseteq \mathcal{U}^j$ and $\mathcal{Y} \subseteq \mathcal{U}$, and any relation $s \subseteq w$, such that $s \models_{\alpha, m} \mathcal{P}^j \mathcal{Q}^j \rightarrow \mathcal{Y}$, the error measure $H_3$ is expressed as: $H_3 = |\{t[Z] | \exists \in w\} - |\{t[Z] | \exists \in s\}|$. The related scaled measurement $h_3$ is defined as: $h_3 = \frac{|\{t[Z] | \exists \in w\}|}{|\{t[Z] | \exists \in s\}|}$.

Finally, considering the number of tuples for each entity we accept to discard to satisfy the PFD, we formalize a last error measure, namely $J_3$. It ensures to maintain enough “consistent” information for each entity.

**Definition 11 (Error measure $J_3$).** Given a TF-view $w = TFv(mtr, \alpha, m, [1, k])$ of an mtr-relation $mtr$ with schema $\mathcal{U}^1 \ldots \mathcal{U}^i \ldots \mathcal{U}^k \cup \{\mathcal{V}^1, \mathcal{V}^2, \ldots, \mathcal{V}^k, \mathcal{V}^t\}$, a PFD $\mathcal{P}^h \mathcal{Q}^j \rightarrow \mathcal{Y}$, and any relation $s \subseteq w$, such that $s \models_{\alpha, m} \mathcal{P}^h \mathcal{Q}^j \rightarrow \mathcal{Y}$, the error measure $J_3$ is expressed as in the following.

Let $w[v] \equiv \{t[Z] | t \in w \land t[Z] = v\}$ and $s[v] \equiv \{t[Z] | t \in s \land t[Z] = v\}$, then

$$J_3 = \max_{(v \in \{t[Z] | t \in s\})} \{|w[v] | - |s[v]| \}$$

The related scaled measurement $j_3$ is defined as follows:

$$j_3 = \max_{(v \in \{t[Z] | t \in s\})} \left\{ \frac{|w[v]| | - |s[v]|}{|w[v]|} \right\}$$

According to the introduced error measures, we are now able to define an approximate predictive functional dependency as follows:

**Definition 12 (Approximate Predictive Functional Dependency (APFD)).** Given a TF-view $w = TFv(mtr, \alpha, m, [1, k])$ of an mtr-relation $mtr$ with schema $\mathcal{U}^1 \ldots \mathcal{U}^i \ldots \mathcal{U}^k \cup \{\mathcal{V}^1, \mathcal{V}^2, \ldots, \mathcal{V}^k, \mathcal{V}^t\}$, $w$ fulfills the APFD

$$S\mathcal{P}^h \mathcal{Q}^j \rightarrow \mathcal{Y}$$

(written as $w \models_{\alpha, m} \mathcal{P}^h \mathcal{Q}^j \rightarrow \mathcal{Y}$), where $\varepsilon = \langle \varepsilon_g, \varepsilon_h, \varepsilon_j \rangle$ and $S \subseteq \mathcal{Z}, \mathcal{P}^h \subseteq \mathcal{U}^h, \mathcal{Q}^j \subseteq \mathcal{U}^j, \mathcal{R}^j \subseteq \mathcal{U}^j$, and any relation $s \subseteq w$ exists such that $s \models_{\alpha, m} \mathcal{P}^h \mathcal{Q}^j \rightarrow \mathcal{Y}$ with $g_3 \leq \varepsilon_g \land h_3 \leq \varepsilon_h \land j_3 \leq \varepsilon_j$. In other words, $\varepsilon_g, \varepsilon_h, \varepsilon_j$ are the maximum acceptable errors defined by the user for $g_3, h_3$, and $j_3$, respectively.

**Example 13.** Suppose that our final goal is to preserve at least the 75% of the tuples ($\varepsilon_g = 0.25$), the 80% of the patients ($\varepsilon_h = 0.2$), and the 50% of the tuples for each patient ($\varepsilon_j = 0.5$). In Table 1, the PFD $\mathcal{R}_1^1 \mathcal{R}_2^2 \rightarrow \mathcal{A}_1 \mathcal{K} \mathcal{I}$ is satisfied by considering a (sub)instance $s$ by deleting tuples #2 and #9. Thus, in this case, $g_3 = 2/9, h_3 = 1/3$, as any tuples for patient Stevie disappear; and $j_3 = 1/4$ as we delete a tuple of Daisy. It is easy to see that $g_3 < \varepsilon_g, h_3 > \varepsilon_h$, while $j_3 < \varepsilon_j$. On the other side, if we consider the instance
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As we said before, to obtain a set \( s \) representing the PFD is still satisfied, while \( g_2 = 2/9, h_3 = 0/3, \) and \( j_3 = 2/4 \). In this case, all the errors are below or equal to the given thresholds. Thus, we can say that \( w \models_{E, w} \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI} \) with \( \epsilon \equiv (0.35, 0.2, 0.5) \).

If we set the error thresholds as \( \epsilon_g = 0.25, \epsilon_h = 0.4, \) and \( \epsilon_j = 0.3 \) (mainly we accept to discard some more patients, but we increase the number of tuples per patient we want to preserve), we can observe that \( s \models_{E, w} \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI} \), while \( s' \nmodels_{E, w} \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI} \). Thus, \( w \models_{E, w} \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI} \) also with \( \epsilon \equiv (0.35, 0.4, 0.3) \).

It is easy to prove that if \( w \models_{E, w} \overrightarrow{SP^i^2 Q^j} \rightarrow \overrightarrow{Y} \), it will also hold \( w \models_{E, w} SS_{i} \overrightarrow{P^h Q^i} \rightarrow \overrightarrow{Y} \), where \( S_1 \subseteq Z, P_1^h \subseteq \overrightarrow{P}, Q_1^i \subseteq \overrightarrow{Q}, R_1^i \subseteq \overrightarrow{R^i}, V_x \subseteq \overrightarrow{V^i} \) with \( i < x < j \).

As an example, as \( w \models_{E, w} \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI} \) for the TF-view \( w \) depicted in Table 1, it is also the case that \( w \models_{E, w} \overrightarrow{Patient,HR^1,SpO_2^2} \rightarrow \overrightarrow{AKI} \). After adding the new attribute \( Patient \) in the antecedent, nothing changes for mt-relation \( s \subseteq w \), for which \( \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI} \) holds, independently from the values of attribute \( Patient \).

As we are interested in finding the minimum predictive attribute set, here we introduce the definition of minimal APFDs as follows:

▶ **Definition 14** (Minimal APFD). An APFD \( \overrightarrow{SP^i^2 Q^j} \rightarrow \overrightarrow{Y} \) is minimal for \( w \), if \( w \models_{E, w} \overrightarrow{SP^i^2 Q^j} \rightarrow \overrightarrow{Y} \) and \( \forall \overrightarrow{V} \subset \overrightarrow{SP^i^2 Q^j} \rightarrow \overrightarrow{R^i} \) we have that \( w \nmodels_{E, w} \overrightarrow{V} \rightarrow \overrightarrow{Y} \).

Minimal APFDs provide the most compact representation of the existing dependencies.

▶ **Example 15.** Considering the mt-relation \( w \) depicted in Table 1, it is straightforward to observe that the following two APFDs hold for \( \epsilon \equiv (0.25, 0.4, 0.4) \) and are minimal.

\[
w \models_{E, w} \overrightarrow{HR^1}, SpO_2^2 \rightarrow \overrightarrow{AKI}, \quad w \models_{E, w} \overrightarrow{Drug^3} \rightarrow \overrightarrow{AKI}
\]

As for the minimality of the first APFD, both \( SpO_2^2 \overrightarrow{E_{a,m}} \rightarrow AKI \) and \( \overrightarrow{HR^1} \overrightarrow{E_{a,m}} \rightarrow AKI \) cannot satisfy the first threshold, i.e., \( g_3 \leq 0.25 \).

## 4 The (data) complexity of deriving an APFD

As we said before, to obtain a set \( s \subseteq w \) which satisfies an APFD, we have to consider the three different thresholds.

We reduced the problem in hand to a general 3SAT problem, showing that checking an APFD considering all the three thresholds belongs to the class \( NP \).

Before starting with the theoretical analysis let us recall that an instance of SAT problem is a logical formula formed by a conjunction of disjunctive clauses. Namely, each clause is a disjunction of literals, and the general formula is a conjunction of disjunctive clauses. Therefore, an instance of SAT is a conjunction of clauses, each of them representable as a set of literals. In the specific case of 3SAT, each clause has exactly 3 literals [23].

Let us now introduce a simple relation representing any mt-relation. To discuss the complexity of checking an APFD, it is enough to consider a relation having a single attribute \( (Z) \) representing the entity attribute, a single attribute \( (A) \) representing the antecedent, the predicted attribute \( (B) \). Moreover, let us assume that the domain of all attributes is \( \mathcal{N} \) or a subset of it (the predicted values for \( B \) will be either 0 or 1, to represent boolean values). Thus, we will consider a relation \( w \) with schema \( W(A, B, Z) \). Before introducing the two
problems and then proving the NP-hardness of checking APFDs by a suitable reduction to an NP problem, let us introduce a simple reformulation of the satisfaction of error thresholds for \( G_3 \) and \( H_3 \) by a relation \( w \) in terms of conflict resolution (in the following we will make use of the standard projection operation \( \pi \) of relational algebra).

**Definition 16.** Given a relation \( w \subseteq N^3 \), a natural number \( 0 \leq k < |w| \), and a natural number \( 0 \leq h < |\pi_Z(w)| \) we say that \( w \) admits a conflict resolution of order \((k,h)\) if there exists a subset \( w^- \subseteq w \) such that:

1. \(|w^-| \leq k\)
2. for every pair of triplets \((a,b,z),(a',b',z') \in w \setminus w^- \) if \( a = a' \) then \( b = b' \);
3. \(|\pi_Z(w)| - |\pi_Z(w \setminus w^-)| \leq h\).

According to the introduced simplified form of \( mt \)-relation and the previous definition of conflict resolution, we may now represent the problem of checking an APFD as in the following. It is worth noting that the order \((k,h)\) of the conflict resolution represents the thresholds for errors \( G_3 \) and \( H_3 \), respectively.

**Problem 1.** Given a relation \( w \subseteq N^3 \), a natural number \( 0 \leq k < |w| \), and a natural number \( 0 \leq h < |\pi_Z(w)| \) determine whether or not \( w \) admits a conflict resolution of order \((k,h)\).

Now, we introduce the problem, well-known in the literature, we will use for the reduction.

**Problem 2.** Given an instance \( C \) of 3SAT in which each clause features only positive literals, \( C = \{\{a_1^1, a_2^1, a_3^1\}, \ldots, \{a_1^n, a_2^n, a_3^n\}\} \), with variable set \( A = \{a_j^i : 1 \leq i \leq n, 1 \leq j \leq 3\} \), and a number \( 0 \leq p < |C| \) determine whether or not there exists an assignment \( \sigma : A \rightarrow \{0, 1\}^1 \) such that \(|\{i : \sigma(a_i^1) = \sigma(a_j^1) = \sigma(a_k^1)\}| \leq p \) and \( C \) is satisfied.

For the sake of brevity, given a clause \( \{a_1^1, a_2^1, a_3^1\} \) in \( C = \{\{a_1^1, a_2^1, a_3^1\}, \ldots, \{a_1^n, a_2^n, a_3^n\}\} \) and an assignment \( \sigma : A \rightarrow \{0, 1\} \) we say that \( \{a_1^1, a_2^1, a_3^1\} \) is homogeneous w.r.t \( \sigma \), or simply homogeneous when \( \sigma \) is clear from the context, if and only if \( \sigma(a_i^1) = \sigma(a_j^1) = \sigma(a_k^1) \). Then, Problem 2 may be equivalently redefined as: given a set of clauses \( C = \{\{a_1^1, a_2^1, a_3^1\}, \ldots, \{a_1^p, a_2^p, a_3^p\}\} \) deciding whether or not there exists an assignment \( \sigma \) for the variables in \( C \) that makes \( C \) satisfied and at most \( p \) clauses of \( C \) homogeneous w.r.t \( \sigma \).

The complexity of Problem 2 is well known, as in the following theorem.

**Theorem 17.** Problem 2 is NP-Complete \([23]\).

The following theorem proves that checking an APFD according to the introduced error thresholds is NP-hard.

**Theorem 18.** Problem 1 is NP-Hard.

**Proof.** The proof is by reduction from Problem 2 and is reported in Appendix A.

Proved that the Problem 1 is NP-Hard, it is now necessary to find a deterministic algorithm that could stop the analysis of a relation, as soon as it verifies that the relation cannot satisfy the given APFD. Algorithm 1 provides the pseudo-code of such algorithm. The general idea of this algorithm is searching for a solution considering one tuple at a time, until it is possible to generate a solution, which satisfies the selected thresholds. Throughout the

---

1 here 0 and 1 represent the logical values false and true, respectively.
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Algorithm 1 DeterministicADC.

Input: an instance \( w \) of the relation \( W \), and three real numbers \( \epsilon_{g_1}, \epsilon_{h_3}, \) and \( \epsilon_{j_3} \) in \([0,1]\)
Output: a relation \( s \subseteq w \) s.t. \( s \models A \rightarrow B, g_3(w, s) \geq 1 - \epsilon_{g_1}, h_3(w, s) \geq 1 - \epsilon_{h_3}, j_3(w, s) \geq 1 - \epsilon_{j_3} \)

▷ Prepare data for initial call according to epsilons
1. \( \text{begin} \)
2. \( \text{del} \leftarrow [\epsilon_{g_1}|w|] \)
3. \( \text{count} \leftarrow t_{h_3}|\pi_Z(w)| \)
4. \( \text{for } z \in \pi_Z(w) \text{ do} \)
5. \( \text{thresholds}[z] \leftarrow [\epsilon_{j_3}|\sigma_Z|Z(w)] \)
6. \( \text{return RecADC}(w, \text{del}, \text{count}, \text{thresholds}) \)
7. \( \text{Function RecADC}(w, \text{del}, \text{count}, \text{thresholds}): \)
   ▷ This is the last recursive call before success
8. \( \text{if } w = \emptyset \text{ then} \)
9. \( \text{return } \emptyset \)
10. \( \text{let } a \in \pi_A(w) \)
   ▷ For each value of \( \mathbf{B} \)
11. \( \text{for } \mathbf{boolean\_val} \in \{0,1\} \text{ do} \)
   12. \( \text{▷ del\_tuples: tuples removed according to selection} \)
   13. \( \text{del\_tuples} \leftarrow \sigma_{A=A \wedge B=\mathbf{boolean\_val}}(w) \)
   14. \( s \leftarrow \mathbf{A} \approx a \wedge B=\neg \mathbf{boolean\_val}(w) \)
   15. \( \text{out} \leftarrow \{\} \)
   16. \( \text{for } z \in \pi_Z(\text{del\_tuples}) \text{ do} \)
   17. \( \text{thresholds'}[z] \leftarrow \text{thresholds}[z] - |\sigma_Z|Z(\text{del\_tuples})| \)
   18. \( \text{if } \text{thresholds'}[z] < 0 \leq \text{thresholds}[z] \text{ then} \)
   19. \( \text{▷ out: the } z \text{ groups that must disappear, since their tuples passed below the threshold } \epsilon_{j_3} \text{ in the current state} \)
   20. \( \text{if } \text{count} - |\text{out}| \geq 0 \text{ then} \)
   21. \( \text{▷ count': represent the } z \text{ groups still to be considered} \)
   22. \( \text{count'} \leftarrow \text{count} - |\text{out}| \)
   23. \( \text{del\_tuples'} \leftarrow \text{del\_tuples} \cup \sigma_Z|z \in \text{out}(w) \)
   24. \( \text{if } \text{del} - |\text{del\_tuples}| \geq 0 \text{ then} \)
   25. \( \text{▷ If the final test succeeds, we proceed with the recursive call on the updated values} \)
   26. \( \text{del'} \leftarrow \text{del} - |\text{del\_tuples}| \)
   27. \( w' \leftarrow w \setminus (\text{del\_tuples} \cup s) \)
   28. \( s' \leftarrow \text{RecADC}(w', \text{del'}, \text{count'}, \text{thresholds'}) \)
   29. \( \text{if } s' \neq \text{fail} \text{ then} \)
   30. \( \text{return } s \cup s' \)
31. \( \text{return } \text{fail} \)

code, \( w \) is the entire relation. \( \text{del}, \text{count}, \text{thresholds} \) represent the counters that control the errors. \( \text{del} \) counts the number of remaining tuples, \( \text{count} \) controls the number of remaining entities, and \( \text{thresholds} \) verifies the number of remaining tuples for each entity. After a trivial check about the (non)emptiness of relation \( w \), for each value \( a \in \pi_A(w) \), we try one boolean value and verify the dependency, if it fails, we try the second boolean value and verify the dependency. If both choices failed, then the algorithm fails. If one of the boolean values satisfies the thresholds, we update the counters, building at every step an intermediate relation \( s' \), as long as the thresholds are satisfied.
5 Deriving APFDs: an experimental evaluation

Here, we provide some results from an experimental evaluation on real-world clinical data. We derived APFDs by using a simpler, even sub-optimal, mining algorithm.

5.1 Computing APFDs

As for the first experimental evaluations of the proposed approach, we adopted a sub-optimal solution, on top of the well-known TANE [13] algorithm, a popular approximate functional dependency detection algorithm, customizing it to mine only approximate functional dependencies with a fixed consequent, the predicted attribute $\hat{Y}$.

To find all minimal non-trivial dependencies, TANE works as follows. It starts the search from singleton sets of attributes and works its way to larger attribute sets through the set containment lattice level by level. When the algorithm is processing a set $X$, it tests dependencies of the form $X \setminus A \rightarrow A$, where $A \in X$. This guarantees that only non-trivial dependencies are considered. In our proposal, we compute all the Approximate Predictive Functional Dependencies, considering the three errors, $g_3$, $h_3$, $j_3$.

Given $TF$-view $w$ and the predicted attribute $\hat{Y}$, our approach was mainly based on the following steps:

- Derive $s$ by TANE, such that $g_3 \leq \varepsilon_g$;
- Check on $s$ that $h_3 \leq \varepsilon_h$;
- If the previous check is fine, check that $j_3 \leq \varepsilon_j$.

It is easy to observe that this approach, while extracting APFDs that are satisfied by $w$ according to the given thresholds, could exclude other APFDs that are associated to some $s$, which is not maximal, i.e., minimal with respect to $g_3$, but still satisfies $g_3 \leq \varepsilon_g$. And such $s$ could satisfy also the other thresholds.

It is well known that the complexity of deriving AFDs is exponential in the number of attributes [13, 19], while the complexity of checking a single dependency is linear in the number of tuples (data complexity). In our experiments, even though the “maximality” of $s$ is related to a composite error threshold $\varepsilon = <\varepsilon_g, \varepsilon_h, \varepsilon_j>$ and many possible relations $s$ would be derived to evaluate a single APFD –making the data complexity higher as shown in the previous section–, the data complexity remains linear, as we rely on TANE, and check only further thresholds.

5.2 Dataset and data transformation

Our proposal has been applied to the clinical domain of the Intensive Care Unit (ICU) using the MIMIC III (Medical Information Mart for Intensive Care) [16] dataset, with the aim of finding significant APFDs for the AKI diagnosis. MIMIC III is a freely accessible relational database of de-identified patients, hospitalized in the intensive care units at Beth Israel Deaconess Medical Center between 2001 and 2012.

The data are associated with more than 46,000 patients and almost 60,000 admissions. The information contained in the database includes demographics, vital sign measures (such as heart rate, systolic and diastolic pressures, oxygen saturation, and body temperature) registered at the bedside, laboratory test results, administered drugs, medications and procedures.

From the original dataset, we used seven tables, transformed through an ETL (Extract, Transform, Load) process. $D\_ITEMS$ and $D\_LABITEMS$ were the reference tables needed to label every measure related to a patient. $PATIENTS$ and $ICUSTAYS$ were used to retrieve...
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information about the admission and discharge from the ICU and the age. PRESCRIPTIONS provided information about the administered medications. We mainly considered four categories: diuretics, Non-steroidal anti-inflammatory drugs (NSAID), radiocontrast agents, and angiotensin. LABEVENTS was used to extract information about serum creatinine and urine and CHARTEVENTS for heart rate, diastolic pressure and oxygen saturation. We categorized the numerical variables into “low, medium, high” according to clinical literature.

We considered two 3-window settings. The first one was characterized by an OW of 72 hours, a WW of 12 hours, and then a PW of 36 hours, where there is the (possible) onset of the illness according to one of the KDIGO criteria. The second one was characterized by an OW of 120 hours, a WW of 12 hours, and a PW of 36 hours. Starting from the literature [33], we considered six measures: creatinine, administered drugs, respiratory rate, oxygen saturation, and diastolic blood pressure. From a cohort of 50,711 patients, we considered three different TF-views:

- TF-view #1, with four states of the same measure (serum creatinine) to build a sequence of four values of a measure, where any value is the next of the preceding one (if any), within the first 3-window setting. In this case, we obtain 2546 subjects (1878 patients without AKI, 668 patients with AKI) with 3839 rows;
- TF-view #2, with four states of the same measure (administered drugs) to build a sequence of four values of a measure, where any value is the next of the preceding one (if any), within the second 3-window setting. In this case, we obtain 148 subjects (109 patients without AKI, 39 patients with AKI) with 1047 rows;
- TF-view #3 with four states, each one related to a different measure (administered drug, diastolic blood pressure, respiratory rate, oxygen saturation) with \( V_T^k = V_T^{k-1} + 1 \) for \( k = 1, ..., 3 \) within the second 3-window setting. In this case, we have 413 subjects (305 patients without AKI, 108 patients with AKI) with 193,173 rows.

With the two 3-window settings, we achieved similar results. First of all, the error values were completely comparable between the two settings. Secondly, we recorded a similar trend in all the TF-views. Indeed, the temporal states kept dropping until the results of functional dependencies consisted of a single antecedent, with the increase of error \( \epsilon \).

Regarding serum creatinine, our experiments suggested that creatinine needed a medium-long history to provide predictive patterns, so considering the 4 measures the difference in terms of error between functional dependencies that had more than one antecedent state, and those that had only one state, was very small. With six measures we were able to have temporal patterns formed by more than one state.

In Table 2, we reported some of the APFDs obtained through the algorithm, with the corresponding error thresholds. The algorithm took a few minutes for each TF-view to extract these APFDs.

During the experimental evaluation, we observed that data related to some patients are completely discarded when mining APFDs. Indeed, dealing with a large population, whatever the entity under study, it may be common to completely discard some (entity) outliers.

6 Conclusions

In this paper, we introduced a 3-window framework for the specification and evaluation of Approximate Predictive Functional Dependencies, dealing with the capability of exploiting data dependencies for the prediction task. The declarative framework, which we represented through relational calculus queries and formulas, allows one to consider different kinds of anchored and unanchored time windows.
Table 2: APFDs from the three TF-views.

<table>
<thead>
<tr>
<th>APFD</th>
<th>$\varepsilon_g$</th>
<th>$\varepsilon_h$</th>
<th>$\varepsilon_j$</th>
<th>TF-view</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creat, Creat → AKI</td>
<td>27.45%</td>
<td>27%</td>
<td>50%</td>
<td>#1</td>
</tr>
<tr>
<td>Creat, Creat → AKI</td>
<td>27.45%</td>
<td>27%</td>
<td>50%</td>
<td>#1</td>
</tr>
<tr>
<td>Drug, Drug, Drug → AKI</td>
<td>21%</td>
<td>30%</td>
<td>50%</td>
<td>#2</td>
</tr>
<tr>
<td>Drug, Drug, Drug → AKI</td>
<td>21%</td>
<td>30%</td>
<td>80%</td>
<td>#2</td>
</tr>
<tr>
<td>Drug, Drug, Drug → AKI</td>
<td>21%</td>
<td>30%</td>
<td>80%</td>
<td>#2</td>
</tr>
<tr>
<td>Drug, RespRate → AKI</td>
<td>10%</td>
<td>51%</td>
<td>75%</td>
<td>#3</td>
</tr>
<tr>
<td>RespRate → AKI</td>
<td>30%</td>
<td>75%</td>
<td>75%</td>
<td>#3</td>
</tr>
<tr>
<td>Drug → AKI</td>
<td>30%</td>
<td>75%</td>
<td>75%</td>
<td>#3</td>
</tr>
<tr>
<td>Spo2 → AKI</td>
<td>30%</td>
<td>75%</td>
<td>75%</td>
<td>#3</td>
</tr>
</tbody>
</table>

Such dependencies have been specified with respect to three different kinds of error related to: the number of tuples to be deleted for having the corresponding PFD holding, the number of entities having all tuples deleted for having the corresponding PFD holding, and the number of tuples we admit to discard for any entity.

We also discussed the computational aspects related to the extraction of APFDs. We detailed a theoretical analysis of the complexity to derive a relation $s \subseteq w$ considering the error thresholds $G_3$ and $H_3$. We reduced the problem in hand to a general 3SAT problem, showing that checking an APFD considering all the three thresholds belongs to the class NP.

We applied our approach to real clinical data, specifically to MIMIC III dataset, obtaining results that demonstrate the applicability of this new type of temporal pattern mining in medicine, but also in other contexts where the core of the problem is finding temporal patterns in the past associated, in a prediction-oriented approach, to following (future) events.
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A Data Complexity

In this Appendix, we first provide the proof of Theorem 18 and then discuss some algorithmic issues.

**Proof of Theorem 18.** The proof is by reduction from Problem 2. Let $C = \{\{a_1^1, a_1^2, a_1^3\}, \ldots, \{a_n^1, a_n^2, a_n^3\}\}$ and $p$ an instance of Problem 2. We introduce the following relation $w_C = \{(a_i^j, 0, 2i) : 1 \leq i \leq n, 1 \leq j \leq 3\} \cup \{(a_i^j, 1, 2i + 1) : 1 \leq i \leq n, 1 \leq j \leq 3\}$. It is easy to observe that $|w_C| = 6|C|$ and $w_C$ may be generated in polynomial space from $C$. Let us define a function $\text{clause} : w_C \to \{1, \ldots, n\}$ defined as:

$$\text{clause}(a_i^j, \hat{b}, z) = \begin{cases} \frac{z}{2} & \text{if } z \text{ is even} \\ \frac{(z-1)}{2} & \text{otherwise} \end{cases}.$$  

Let us observe that function $\text{clause}$ is well-defined and maps each element $(a_i^j, \hat{b}, z) \in w_C$ to the index of the clause which corresponds to it in the above construction. Now we prove that $(C, p)$ is a positive instance of Problem 2 if and only if $(w_C, |w_C|, p)$ is a positive instance of Problem 1.
For the left-to-right direction, let us assume that \( C = \{a_1^1, a_2^1, a_3^1\}, \ldots, \{a_n^1, a_2^2, a_3^2\}\) and \( p \) is a positive instance of Problem 2. Let \( A \) be the set of all and only variables which appear in \( C \). Thus, there exists an assignment \( \sigma : A \rightarrow \{0, 1\} \) and at most \( p \) distinct indexes \( i_1, \ldots, i_p \) such that \( \sigma(a_j^1) = \sigma(a_j^2) = \sigma(a_k^2) \) for each \( 1 \leq k \leq p \). Let \( \pi_C = (\{a_j^1, 2i\} : \sigma(a_j^1) = 0) \cup (\{a_j^2, 2i + 1\} : \sigma(a_j^2) = 1) \). Let us observe that \( \pi_C \subseteq \pi_C \).

For proving that \( \pi_C \) satisfies the three conditions of Definition 16 for the pair \( (|w_C|, p) \) we need to prove the following useful property:

\[(\text{OddEvenProperty}) \text{ for each } 1 \leq i \leq n \text{ we have that } (2i, 2i + 1) \cap \pi_C = (w_C \setminus w_C) \neq \emptyset.\]

Informally speaking property \((\text{OddEvenProperty})\) states that for every possible value \( 2i \in \pi_C = \pi_C \setminus w_C \) it is not the case that both \( 2i \) and \( 2i + 1 \) do not belong to \( \pi_C = \pi_C \setminus w_C \).

Now we are ready to prove that conditions 1., 2., and 3. of Definition 16 are satisfied by the pair \(|w_C|\) and \( p \) and thus \((w_C, |w_C|, p)\) is a positive instance of Problem 1. Condition 1. of Definition 16 imposes that \(|w_C| \leq |w_C|\) which is trivially satisfied since \( w_C \subseteq w_C \). Condition 2. of Definition 16 imposes that for every pair of triplets \((a_j^1, b, z), (a_j^1, b', z') \in w_C \setminus w_C\) if \( a_j^1 = a_j^2 \), i.e., they represent the occurrence of the same variable possibly in two distinct clauses we have \( b = b' \). Let us assume by contradiction that this is not the case, then there exists \((a_j^1, 0, z), (a_j^2, 1, z') \in w_C \setminus w_C\) for some \( z, z' \in \{2, \ldots, 2n + 1\} \) with \( a_j^1 = a_j^2 \). By definition of \( w_C \) the fact that \((a_j^1, 0, z) \in w_C \setminus w_C\) means that \( \sigma(a_j^1) = 0 \) while \((a_j^2, 1, z') \in w_C \setminus w_C\) means that \( \sigma(a_j^2) = 1 \) since \( a_j^1 = a_j^2 \), we have a contradiction.

Condition 3. of Definition 16 imposes that \(|\pi_C(w_C)| - |\pi_C(w_C)\| \leq p\). Let us assume by contradiction that there exist \( p + 1 \) distinct indexes \( 2 \leq i_1 < \ldots < i_{p+1} = 2n + 1 \) such that \( i_j \notin \pi_C(w_C) \) for every \( 1 \leq j \leq p + 1 \). This means that for every \( 1 \leq j \leq p + 1 \) if \( i_j \) is even (resp., odd) then \((a_{q_j}^1, 1, i_j) \in w_C \) (resp., \((a_{q_j}^2, 0, i_j) \in w_C\)) for each \( 1 \leq q \leq 3 \) and thus by definition of \( w_C \) we have \( \sigma(a_{q_j}^i) = 0 \) for each \( 1 \leq q \leq 3 \), thus the clause \( i_j/2 \) (resp., \((i_j - 1)/2\)) is homogeneous w.r.t. to \( \sigma \).

Since, \( \sigma \) is a “witness” that \((C, p)\) is a positive instance of Problem 1 we have that there is the number of clauses homogeneous w.r.t \( \sigma \) is at most \( p \). Since we just proved that \( 2 \leq i_1 < \ldots < i_{p+1} = 2n + 1 \) may be associated to \( p + 1 \) homogeneous clauses then there exist \( 1 \leq j < p + 1 \) such that \( i_{j'} \) is even and \( i_{j'} + 1 = i_j \) because at least two distinct indexes among \( i_1, \ldots, i_{p+1} \) must be mapped to the same clause. However, by applying the \((\text{OddEvenProperty})\) on \( i_{j'}, i_{j' + 1} \) we have that at least one among \( i_{j'} \) and \( i_{j' + 1} \) must belong to \( \pi_C( w_C \setminus w_C) \) and thus we have a contradiction.

For the right-to-left direction, let us assume that \( w_C \) and \((|w_C|, p)\) is a positive instance of Problem 1. Thus, there exists \( w_C \subseteq w_C \) and a function \( f : A' \rightarrow \{0, 1\} \) with \( A' \subseteq A \) such that:

- for all \((a, b) \in \pi_{AB}(w_C \setminus w_C)\) we have \( b = f(a)\);
- \(|\pi_{Z}(w_C)| - |\pi_{Z}(w_C \setminus w_C)| \leq p\).

Let us assume w.l.o.g. that \( w_C \) is minimal, that is for every \((a, b) \in \pi_{AB}(w_C \setminus w_C)\) we have that there exists \((a, b') \in \pi_{AB}(w_C \setminus w_C) \) with \( b \neq b' \). In other words, any tuple in \( \pi_{AB}(w_C \setminus w_C) \) “conflicts” with at least one tuple in \( \pi_{AB}(w_C \setminus w_C) \). Under this assumption, we may easily prove that \( A' = A \). Let us assume by contradiction that \( A' \not\subseteq A \). Thus, there exists \( a \in A \setminus A' \) such that \((a, 0), (a, 1) \in \pi_{AB}(w_C)\). If we take \( w_C = w_C \setminus \{(a, 0, z) : (a, 0, z) \in w_C\} \) we have
that \( w_C \setminus w_C^= \) admits a \(|w_C|, p') conflict resolution with \( p' \leq p \) since, informally speaking, we are possibly “reducing” the size of \( w_C^= \). By construction, we have that \( \{(a, 0, z) : (a, 0, z) \in w_C^= \} \neq \emptyset \) because since \( a \in A \) we have that there exists at least one clause \( \{a_1^+, a_2^+, a_4^+\} \) in \( C \) for which \( a_j^+ = a \) for some \( j \in \{1, 2, 3\} \) and thus \( (a, 0, 2i + 1) \in w_C^= \). Thus, we can conclude that \( w_C^= \) is not minimal (contradiction). By having \( A' = A \) we can now claim that \( f \) is also a completely defined assignment for \( C \). Let us prove that \( f \) is an assignment that makes at most \( p \) clauses in \( C \) homogeneous. Let us assume by contradiction that \( f \) makes at least \( p + 1 \) distinct clauses homogeneous and let \( i_1 < \ldots < i_{p+1} \) be the indexes of such clauses.

By construction and by minimality of \( w_C^= \), let us assume that for every \( 1 \leq h \leq p + 1 \) either \( (a_j^+, 0, 2i + 1) \in w_C \setminus w_C^= \) for every \( j \in \{1, 2, 3\} \) – in such a case \( f(a_j^+) = f(a_3^+) = f(a_3^+) = 0 \), or \( (a_j^+, 0, 2i) \in w_C \setminus w_C^= \) for every \( j \in \{1, 2, 3\} \) – in such a case \( f(a_j^+) = f(a_3^+) = f(a_4^+) = 1 \). This means that for each \( 1 \leq h \leq p + 1 \), if \( f(a_j^+) = f(a_3^+) = f(a_4^+) = 1 \), we have \( 2i_h \in \pi_Z(w_C \setminus w_C^=) \) and \( 2i_h + 1 \notin \pi_Z(w_C \setminus w_C^=) \). Symmetrically, for each \( 1 \leq h \leq p + 1 \) if \( f(a_j^+) = f(a_3^+) = f(a_4^+) = 0 \) we have \( 2i_h \notin \pi_Z(w_C \setminus w_C^=) \) and \( 2i_h + 1 \in \pi_Z(w_C \setminus w_C^=) \). Let \( U = \{2i_1, 2i_2 + 1, \ldots, 2i_{p+1}, 2i_{p+1} + 1\} \). We can conclude that \( \pi_Z(w_C \setminus w_C^=) \cap U \) and \( \pi_Z(w_C^=) \cap U \) is a bi-partition of \( U \) with \( \pi_Z(w_C^=) \cap U \setminus \pi_Z(w_C) \cup U = \pi_Z(w_C^=) \cap U \) and \( \pi_Z(w_C^=) \cap U \leq \pi_Z(w_C^=) \).

Thus, \( \pi_Z(w_C^=) \cap U = p + 1 \leq |\pi_Z(w_C)| - |\pi_Z(w_C^=)| \). Thus \( |\pi_Z(w_C)| - |\pi_Z(w_C^=)| \geq p + 1 \) (contradiction).

As we just proved, the problem of verifying any APFD even only considering \( H_3 \) is NP-Hard. Algorithm 2 represents a guess and check non-deterministic algorithm to solve the general problem, namely to verify all three errors. This algorithm shows that the verification of the three errors is an NP-complete problem. In the following algorithms, the symbol >> precedes comments.

**Algorithm 2** ApproximateDependencyCheck.

\[\text{Input:} \text{ an instance } w \text{ of relation } W, \text{ and three real numbers } \epsilon_{g3}, \epsilon_{h3}, \text{ and } \epsilon_{j3} \text{ in } [0, 1]\]

\[\text{Output:} \text{ a relation } s \subseteq w \text{ s.t. } s \models A \Rightarrow B, g_3(w, s) \geq 1 - \epsilon_{g3}, h_3(w, s) \geq 1 - \epsilon_{h3}, j_3(w, s) \geq 1 - \epsilon_{j3}\]

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{begin}
\State \hspace{1em} \textbf{guess} \( s \subseteq w \)
\State \hspace{2em} \textbf{Check if} \( s \models A \Rightarrow B \)
\State \hspace{1em} \textbf{for} \( v \in \pi_A(s) \) \textbf{do}
\State \hspace{2em} \textbf{if} \( |\pi_B(\pi_A=\sigma_v)| \geq 2 \) \textbf{then}
\State \hspace{3em} \textbf{fail}
\State \hspace{2em} \textbf{Check} \( g_3(w, s) \)
\State \hspace{2em} \textbf{if} \( |\sigma_v| / |\pi_A| < 1 - \epsilon_{g3} \) \textbf{then}
\State \hspace{3em} \textbf{fail}
\State \hspace{2em} \textbf{Check} \( h_3(w, s) \)
\State \hspace{2em} \textbf{if} \( |\sigma_v| / |\pi_A| < 1 - \epsilon_{h3} \) \textbf{then}
\State \hspace{3em} \textbf{fail}
\State \hspace{2em} \textbf{Check} \( j_3(w, s) \)
\State \hspace{1em} \textbf{for} \( z \in \pi_A(s) \) \textbf{do}
\State \hspace{2em} \textbf{if} \( |\sigma_v(\pi_A=\sigma_z)| < 1 - \epsilon_{j3} \) \textbf{then}
\State \hspace{3em} \textbf{fail}
\State \textbf{return} \( s \)
\end{algorithmic}
\end{algorithm}