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This volume contains the proceedings of the 8th Conference on Algebra and Coalgebra in Computer Science (CALCO), held at University College London, London, UK, from June 3 to June 6, 2019. CALCO took place under the auspices of IFIP WG 1.3 “Foundations of System Specification”. Local organizers were Philipa Gardner, Emanuele D’Osualdo, Alexandra Silva, and Fabio Zanasi. Henning Basold was publicity chair. CALCO was co-located with the conference Mathematical Foundations of Programming Semantics (MFPS).

At the conference were four invited talks, by Stefan Milius, Damien Pous, Grigore Rosu, and Mehrnoosh Sadrzadeh. Damien Pous and Mehrnoosh Sadrzadeh were joint invited speakers for CALCO and MFPS, and the invited talk by Damien Pous was accompanied by a special session on Coinduction organized by Damien with invited talks by Chung-Kil Hur and Andrei Popescu. There were further 20 contributed talks, of which 14 were full papers, 2 tool papers, and 6 early ideas. Areas covered included Automata, Logics, Causality, Behaviour, Categories, Graphs, and Strings. This volume collects abstracts for the four invited talks, the peer reviewed full papers, and the peer reviewed tool papers. Further details on CALCO are featured on the conference website (https://www.coalg.org/calco-mfps-2019/calco/).

CALCO 2019 received submissions from Argentina, Australia, Czechia, Egypt, France, Germany, Iceland, Italy, Japan, the Netherlands, Norway, Slovenia, Switzerland, the United Kingdom, and the United States. In total, there were 30 submissions, of which 21 were full papers, 2 were tool papers and 7 were early ideas submissions.

CALCO is a high-level, bi-annual conference formed by joining the forces and reputations of CMCS (the International Workshop on Coalgebraic Methods in Computer Science), and WADT (the Workshop on Algebraic Development Techniques). It provides a forum to present and discuss results of theoretical nature on the mathematics of algebras and coalgebras, the way these results can support methods and techniques for software development, as well as experience reports concerning the transfer of the resulting technologies into industrial practice. Typical topics of interest include:

- Abstract models and logics
- Algebraic and coalgebraic semantics
- Corecursion in programming languages
- Algebraic and coalgebraic methods in software and systems engineering
- Specialised models and calculi
- String diagrams and network theory
- System specification and verification
- Tools supporting algebraic and coalgebraic methods
- Quantum computing with algebra and coalgebra

CALCO can look back on a proud history: previous CALCO editions took place in Swansea (Wales, 2005), Bergen (Norway, 2007), Udine (Italy, 2009), Winchester (UK, 2011), Warsaw (Poland, 2013), Nijmegen (The Netherlands, 2015) and Ljubljana (Slovenia, 2017).

This volume first presents abstracts of the four invited talks, followed by the contributed papers and tool papers in the order they were presented at the conference. We hope that reading the contributions in this volume will be as inspirational as listening to the talks was in June 2019 in London.
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Abstract

$\mathbb{K}$ framework is an effort in realizing the ideal language framework where programming languages must have formal semantics and all languages tools are automatically generated from the formal semantics in a correct-by-construction manner at no additional costs. In this extended abstract, we present matching $\mu$-logic as the foundation of $\mathbb{K}$ and discuss some of its applications in defining constructors, transition systems, modal $\mu$-logic and temporal logic variants, and reachability logic.
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1 Introduction

In an ideal language framework, all programming languages must have formal semantics and all language tools are automatically generated from the formal semantics in a correct-by-construction manner at no additional costs. $\mathbb{K}$ framework (www.kframework.org) is an almost 20-year continuous effort in realizing the ideal language framework. Many real-world languages such as C [5], Java [1], JavaScript [9] as well as the emerging blockchain languages such as EVM [6], have had their formal semantics successfully defined in $\mathbb{K}$ and language tools such as parsers, interpreters, and deductive verifiers have been automatically generated by $\mathbb{K}$.

In terms of program verification, $\mathbb{K}$ adopts a language-independent approach that is different from the classic language-specific approaches such as Hoare-style verification [7], where different languages have different program logics and thus different verifiers. Instead, the current $\mathbb{K}$ implementation uses matching logic [10] to specify static structures of programs and reachability logic [11] to reason about dynamic reachability properties for all languages. Formal semantics are given as theories in these logics, so their fixed and thus language-independent proof systems achieve semantic-based program verification for all languages [4].

As its name suggests, reachability logic can only express reachability properties, which limits $\mathbb{K}$ to verifying, for instance, liveness properties, which are beyond reachability logic but can naturally be expressed in temporal logics such as linear temporal logic (LTL) or computation tree logic (CTL). To overcome this limitation, we recently proposed matching $\mu$-logic [2], which is a powerful logic that subsumes not only matching logic and reachability logic, but also first-order logic with least fixpoints, modal $\mu$-logic, many variants of temporal logics, dynamic logic, and others (see Fig. 1). This demonstrates that matching $\mu$-logic can serve as the uniform foundation of an ideal language framework.

Here we only present matching $\mu$-logic by examples and show its application in specifying and reasoning about constructors, transition systems, and reachability. For more details see [2, 3].
2 Matching $\mu$-Logic Examples

Preliminaries and basic examples

Matching logic (the version without $\mu$) is a variant of many-sorted first-order logic (FOL) which makes no distinction between functions and predicates but uses symbols to uniformly build patterns that can represent static structures, dynamic properties, and logic constraints. Matching $\mu$-logic extends matching logic with the least fixpoint $\mu$-binder as in modal $\mu$-logic [8], which can build inductive patterns to represent inductive and co-inductive data structures and recursive properties and logical constraints.

Intuitively speaking, a pattern evaluates to the set of elements matching it. For example:

- $x$, called an element variable, is matched by exactly one element $x$;
- $X$, called a set variable, is matched by any set $X$ of elements;
- $\text{suc}(x)$ is matched by the successor(s) of $x$; here $\text{suc}$ is a symbol that builds structures;
- $\exists x. \text{suc}(x)$ is matched by the successor of some $x$, i.e., all successors;
- $\text{zero} \lor \exists x. \text{suc}(x)$ is matched by either zero or successors;
- $\top \equiv \exists x. x$ is matched by $x$ for some $x$, i.e., everything; $\bot \equiv \neg \top$ is matched by nothing;
- $\text{list}(x)$ is matched by all linked lists in the heap starting at pointer $x$; $\text{list}$ is also a symbol;
- $\text{list}(x) \land \text{prime}(x)$, same as above but with prime $x$;
- $\mu N. \text{zero} \lor \text{suc}(N)$ is matched by all natural numbers zero, $\text{suc(0)}$, $\text{suc(\text{suc(0)})}$, $\ldots$; this is because the $\mu$-binder denotes the least set $N$ w.r.t. set containment such that $N = \text{zero} \lor \text{suc}(N)$; in other words, $N$ is the least set closed under zero and $\text{suc}$.

Constructors

The last example above $\mu N. \text{zero} \lor \text{suc}(N)$ that is matched by all natural numbers can be easily generalized to deal with any constructor set $C = \{ c_i | c_i \text{ is a constructor of arity } n_i \}$, where the pattern $\mu D. \bigvee_{i \in C} c_i(D, \ldots, D)$ evaluates to the least set that is closed under all constructors in $C$, yielding the set of all terms generated by $C$.
Transition systems and temporal logics

A transition system \((S,R)\) is a pair of a state set \(S\) and a transition relation \(R \subseteq S \times S\). In matching \(\mu\)-logic, transition systems can be captured by one unary symbol \(\bullet\) called one-path next (we write \(\bullet\varphi\) instead of \(\bullet(\varphi)\)) with the intended interpretation that \(\bullet\varphi\) is matched by all predecessors of those matching \(\varphi\):

\[
\cdots s \xrightarrow{R} s' \xrightarrow{R} s'' \cdots // \text{states}
\]

\[
\bullet\varphi \quad \bullet\varphi \quad \varphi \quad // \text{patterns}
\]

In other words, a state matches \(\bullet\varphi\) iff it has one next state that matches \(\varphi\). Its dual all-path next \(\circ\varphi \equiv \neg\bullet\neg\varphi\) is matched by those states whose next states all match \(\varphi\) (see Fig. 2).

We can define patterns that represent more complex dynamic properties. For example,

- \(\bullet\top\) is matched by all non-terminal states;
- \(\circ\bot\) is matched by all terminal states;
- \(\Diamond\varphi \equiv \mu X.\varphi \lor \bullet X\) is matched by all states that eventually reach \(\varphi\) on some path;
- \(\Box\varphi \equiv \nu X.\varphi \land \circ X\) is matched by all states that always stay in \(\varphi\) on all paths; \(\nu\)- binder is the dual of \(\mu\)-binder that builds greatest fixpoints instead of least fixpoints, defined as usual: \(\nu X.\varphi \equiv \neg\mu X.\neg\varphi[X/\_]\) where \(\_[/\_]\) is the standard capture-avoiding substitution;
- \(\mathrm{WF} \equiv \mu X.\circ X\) is matched by all states that are well-founded, i.e., have no infinite paths.

\[\text{Figure 2 One/All-path next.}\]

We point out that the above definitions are standard definitions in modal \(\mu\)-logic. Since, as is well known, modal \(\mu\)-logic subsumes many variants of temporal logic such as LTL and CTL and that matching \(\mu\)-logic subsumes modal \(\mu\)-logic (see [2, Section VII]), there is no surprise that matching \(\mu\)-logic also subsumes LTL and CTL. What is interesting is that it only requires a few natural and intuitive axioms to faithfully capture LTL and CTL in matching \(\mu\)-logic, as summarized below:

<table>
<thead>
<tr>
<th>Target logic</th>
<th>Assumption on traces</th>
<th>Axioms required in matching (\mu)-logic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modal (\mu)-logic</td>
<td>Any traces, no assumptions</td>
<td>No axioms</td>
</tr>
<tr>
<td>Infinite-trace LTL</td>
<td>Infinite and linear traces</td>
<td>((\text{Inf}) + (\text{Lin}))</td>
</tr>
<tr>
<td>Finite-trace LTL</td>
<td>Finite and linear traces</td>
<td>((\text{Fin}) + (\text{Lin}))</td>
</tr>
<tr>
<td>CTL</td>
<td>Infinite traces</td>
<td>((\text{Inf}))</td>
</tr>
</tbody>
</table>

where \((\text{Inf})\) is the pattern/axiom \(\bullet\top\) stating that all states are non-terminal states, \((\text{Fin})\) is the pattern/axiom \(\mathrm{WF} \equiv \mu X.\circ X\) stating that all states are well-founded, and \((\text{Lin})\) is the pattern/axiom \(\bullet X \rightarrow \circ X\) enforcing the linear paths: \(X\) holds on one next state implies \(X\) holds on all next states.

In conclusion, modal \(\mu\)-logic is the empty theory over a unary symbol \(\bullet\) that contains no axioms. Adding \((\text{Inf})\) yields precisely CTL. Adding \((\text{Inf})\) yields precisely infinite-trace LTL and replacing \((\text{Inf})\) with \((\text{Fin})\) yields finite-trace LTL. Therefore, matching \(\mu\)-logic over the one-path next symbol \(\bullet\) gives a playground for defining variants of temporal logics.
Reachability logic

Our last example is to define reachability properties \( \varphi \Rightarrow \varphi' \), called reachability rules [11], in matching \( \mu \)-logic using the one-path next symbol. Here, \( \varphi \) and \( \varphi' \) are matching logic patterns not containing \( \mu \) that are matched by program configurations. The semantics of \( \varphi \Rightarrow \varphi' \) is that for every configuration \( \gamma \) that matches \( \varphi \), either it reaches some configuration \( \gamma' \) that matches \( \varphi' \) in finitely many steps, or it is not well-founded. In other words, reachability is like a “weak” eventuality statement that applies to only well-founded states. This suggests to define the derived construct “weak eventually” \( \Diamond w \psi \equiv \nu X . \psi \lor \Box X \), which is like the definition of the normal eventually \( \Diamond \psi \) but replacing \( \mu \) by \( \nu \), and define \( \varphi \Rightarrow \varphi' \equiv \varphi \Rightarrow \Diamond w \varphi' \). We can prove that \( \Diamond w \psi \equiv \Diamond \psi \lor \neg \text{WF} \), i.e., it indeed captures the semantics of (partial correctness) reachability, and thus our definition of reachability logic is faithful.

3 Conclusion

In this extended abstract, we presented matching \( \mu \)-logic as the foundation of \( K \) and discussed some of its applications to defining constructors, transition systems, modal \( \mu \)-logic and temporal logic variants, and finally reachability logic.
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Abstract
This extended abstract first presents a new category theoretic approach to equationally axiomatizable classes of algebras. This approach is well-suited for the treatment of algebras equipped with additional computationally relevant structure, such as ordered algebras, continuous algebras, quantitative algebras, nominal algebras, or profinite algebras. We present a generic HSP theorem and a sound and complete equational logic, which encompass numerous flavors of equational axiomizations studied in the literature. In addition, we use the generic HSP theorem as a key ingredient to obtain Eilenberg-type correspondences yielding algebraic characterizations of properties of regular machine behaviours. When instantiated for orbit-finite nominal monoids, the generic HSP theorem yields a crucial step for the proof of the first Eilenberg-type variety theorem for data languages.
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1 Equations and Algebras with Structure

A key tool in the algebraic theory of data structures is their specification by operations (constructors) and equations that they ought to satisfy. Birkhoff’s celebrated HSP theorem [7] states that a class of algebras over a signature $\Sigma$ is a variety (i.e. closed under homomorphic images, subalgebras, and products) iff it is axiomatizable by equations $s = t$ between $\Sigma$-terms. Birkhoff also introduced a complete deduction system for reasoning about equations.

In algebraic approaches to the semantics of programming languages and computational effects, it is often natural to study algebras whose underlying sets are equipped with additional computationally relevant structure and whose operations preserve that structure. An important line of research thus concerns extensions of Birkhoff’s theory of equational axiomatization beyond ordinary $\Sigma$-algebras. On the syntactic level, this requires to enrich Birkhoff’s notion of an equation in ways that reflect the extra structure. For example, Bloom [8] and Adámek et al. [1,2] established versions of the HSP theorem for ordered algebras and continuous ones, respectively, along with complete deduction systems. Here, the role of equations $s = t$ is taken over by inequations $s \leq t$. Recently, Mardare, Panangaden and Plotkin [19,20] presented an HSP theorem for quantitative algebras and a complete deduction system. In the quantitative setting, equations $s =_{\epsilon} t$ are equipped with a non-negative real number $\epsilon$, interpreted as “$s$ and $t$ have distance at most $\epsilon$”. Varieties of nominal algebras were studied by Gabbay [15] and Kurz and Petrişan [18]. Here, the appropriate syntactic concept involves equations $s = t$ with constraints on the support of their variables. Finally, Reiterman [29] as well as Eilenberg and Schützenberger [13] showed that pseudovarieties (i.e. classes of finite algebras closed under homomorphic images, subalgebras and finite...
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products) can be axiomatized by so-called profinite equations or, equivalently, by sequences of ordinary equations \((s_i = t_i)_{i<\omega}\), interpreted as “all but finitely many of the equations \(s_i = t_i\) hold”.

We propose a general category theoretic framework that allows to study equationally specified classes of algebras with extra structure in a systematic way. Our overall goal is to isolate the domain-specific part of any theory of equational axiomatization from its generic core. Our framework is parametric in the following data:
- a category \(\mathcal{A}\) with a factorization system \((\mathcal{E}, \mathcal{M})\);
- a full subcategory \(\mathcal{A}_0 \subseteq \mathcal{A}\);
- a class \(\Lambda\) of cardinal numbers;
- a class \(\mathcal{X}\) of objects.

Here, \(\mathcal{A}\) is the category of algebras under consideration (e.g. ordered algebras, quantitative algebras, nominal algebras). Varieties are formed within \(\mathcal{A}_0\), and the cardinal numbers in \(\Lambda\) determine the arities of products under which the varieties are closed. Thus, the choice \(\mathcal{A}_0 = \text{finite algebras and } \Lambda = \text{finite cardinals}\) corresponds to pseudovarieties, and \(\mathcal{A}_0 = \mathcal{A}\) and \(\Lambda = \text{all cardinals}\) to varieties. The crucial ingredient of our setting is the parameter \(\mathcal{X}\), which is the class of objects over which equations are formed. Typically, \(\mathcal{X}\) is chosen to be some class of freely generated algebras in \(\mathcal{A}\). Equations are modeled as \(\mathcal{E}\)-quotients \(e: X \twoheadrightarrow E\) (more generally, filters of such quotients) with domain \(X \in \mathcal{X}\).

The choice of \(\mathcal{X}\) reflects the desired expressivity of equations in a given setting, and it determines the type of quotients under which equationally axiomatizable classes are closed. More precisely, in our category theoretic framework a variety is defined to be a subclass of \(\mathcal{A}_0\) closed under \(\mathcal{E}_\mathcal{X}\)-quotients, \(\mathcal{M}\)-subobjects, and \(\Lambda\)-products, where \(\mathcal{E}_\mathcal{X}\) is a subclass of \(\mathcal{E}\) derived from \(\mathcal{X}\). Due to its parametric nature, this concept of a variety is widely applicable and turns out to specialize to many interesting cases. The main result is the

\[\text{General HSP Theorem [22]. A subclass of } \mathcal{A}_0 \text{ forms a variety if and only if it is axiomatizable by equations.}\]

In addition, we introduce a generic deduction system for equations, based on two simple proof rules for equations \(e: X \twoheadrightarrow E\), and establish a

\[\text{General Completeness Theorem [22]. The generic deduction system for equations is sound and complete.}\]

The above two theorems can be seen as the generic building blocks of the model theory of algebras with structure. They form the common core of numerous Birkhoff-type results and give rise to a systematic recipe for deriving concrete HSP and completeness theorems.

2 Varieties of Data Languages

Since the above results also cover Reiterman-type results (via the choice of \(\mathcal{X}\) as free algebras over finite sets) the General HSP Theorem yields a key tool for a generic algebraic language theory. In this theory one studies formal languages and other types of behaviours of finite machines (e.g. weighted languages, infinite words, trees, cost functions) in terms of algebraic structures that recognize them. As a prime example, regular languages can be described purely algebraically as the languages recognized by finite monoids, and a celebrated result by McNaughton, Papert, and Schützenberger [21,33] asserts that a regular language is definable in first-order logic if and only if its syntactic monoid is aperiodic (i.e. it satisfies the equation \(x^{n+1} = x^n\) for sufficiently large \(n\)). As an immediate application, this algebraic
characterization yields an effective procedure for deciding first-order definability. The first systematic approach to correspondence results of this kind was initiated by Eilenberg [14] who proved that varieties of languages (i.e. classes of regular languages closed under the set-theoretic boolean operations, derivatives, and homomorphic preimages) correspond bijectively to pseudovarieties of monoids. Inspired by Eilenberg’s work, over the past four decades numerous further variety theorems were discovered for regular languages [16, 24, 27, 36], treating notions of varieties with modified closure properties, but also for machine behaviors beyond finite words, including weighted languages over a field [30], infinite words [25, 38], words on linear orderings [5, 6], ranked trees [4], binary trees [32], and cost functions [12]. Recent research [3, 9] has focused on generic approaches and has culminated in Salamanca’s work [31] and our General Eilenberg Theorem that covers all of the above ones as special instances [37]. Its proof is based on two key ingredients: (1) duality in order to establish a correspondence between (profinite) equational theories and varieties of recognizable languages and (2) a generic Reiterman-type correspondence to pseudovarieties.

That duality plays an important role for Eilenberg-type correspondences has been established by Gehrke, Grigorieff and Pin [16]. The duality based proofs in [31, 37] yield a blueprint for new correspondences of this kind. For example, it allows to obtain the first Eilenberg-type correspondence for data languages [22]. Such languages are of significant interest in recent years, driven by practical applications in various areas of computer science, including efficient parsing of XML documents or software verification. Mathematically, data languages are modeled using nominal sets (see e.g. [26]). Over the years, several machine models for handling data languages of different expressive power have been proposed; see [34, 35] for a comprehensive survey. Here we focus on languages recognized by orbit-finite nominal monoids. They form an important subclass of the languages accepted by Francez and Kaminski’s finite memory automata [17] (which are expressively equivalent to orbit-finite automata in the category of nominal sets [11]) and have been characterized by a fragment of monadic second-order logic over data words called rigidly guarded MSO [28]. In addition, Bojańczyk [10] and Colcombet, Ley and Puppis [28] established nominal versions of the McNaughton-Papert-Schützenberger theorem and showed that the first-order definable data languages are precisely the ones recognizable by aperiodic orbit-finite monoids. It is therefore natural to ask whether an Eilenberg-type theorem can be developed for data languages, and we answer this question affirmatively:

▶ Nominal Eilenberg Theorem [23]. Varieties of data languages correspond bijectively to pseudovarieties of nominal monoids.

Here, the notion of a pseudovariety of nominal monoids is as expected: a class of orbit-finite nominal monoids closed under quotient monoids, submonoids, and finite products. In contrast, the notion of a variety of data languages requires two extra conditions unfamiliar from other Eilenberg-type correspondences, most notably a technical condition called completeness. Like the original Eilenberg theorem, its nominal version gives rise to a generic relation between properties of data languages and properties of nominal monoids. For instance, the aperiodic orbit-finite monoids form a pseudovariety, and the first-order definable data languages form a variety, and thus the equivalence of these concepts can be understood as an instance of the nominal Eilenberg correspondence.
It should be pointed out that the Nominal Eilenberg Theorem requires new techniques and cannot be obtained as a mere instance of the previous General Eilenberg Theorem, since the latter is based on working with algebraic-like base categories (which excludes nominal sets) and the recognition by finite structures. However, our approach can be seen as an indication of the robustness of the key ideas behind the duality-based methodology for algebraic recognition and the guidance they provide towards future applications and results.
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Residuated monoids model the structure of sentences. Vectors provide meaning representations for words. A functorial mapping between the two is obtained by lifting the vectors to tensors. The resulting sentence representations solve similarity, disambiguation and entailment tasks.
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1 The Algebra of Grammatical Types

A partially ordered monoid is called residuated and is denoted by \((M, \cdot, 1, \leq, \rightarrow, \leftarrow)\), whenever for \(b, c \in M\) we have \(c \cdot c \rightarrow b \leq b\) and \(b \leftarrow c \cdot c \leq b\). Given a set of basic types \(B\) and a vocabulary \(\Sigma\), a monoid grammar is the tuple \((T(B), \Sigma, D, \{s\})\), wherein \(T(B)\) is a residuated monoid generated over \(B\) and \(D \subseteq \Sigma \times T(B)\) is a type assignment to the vocabulary. A string of words \(w_1w_2 \cdots w_n\) is grammatical in a monoid grammar, whenever for \((w_i, t_i) \in D\), we have \(t_1 \cdot t_2 \cdots \cdot t_n \leq s\), where \(s\) is an element of \(B\) and stands for the type of a sentence.

As an example, consider the vocabulary \(\Sigma = \{\text{men}, \text{dogs}, \text{cute}\}\) and the type dictionary \(D = \{(\text{men}, n), (\text{dogs}, n), (\text{cute}, n \leftarrow n), (\text{kill}, n \rightarrow s) \leftarrow n\}\) . The sentence “men kill cute dogs” is grammatical, since we have

\[
n \cdot (n \rightarrow s) \leftarrow n \cdot (n \leftarrow n) \cdot n \leq n \cdot (n \rightarrow s) \leftarrow n \cdot n \leq n \cdot (n \rightarrow s) \leq s
\]

2 Tensor Semantics

Suppose \(W\) is a vector space with a set of fixed orthonormal basis \(\{b_i\}_i\). Elements of \(W\) are vectors \(\sum_i c_i b_i\) and elements of \(W \otimes \cdots \otimes W\) are tensors \(T_{i_1i_2 \cdots i_n} = \sum_{t_1t_2 \cdots t_n} C_{i_1i_2 \cdots i_n} b_{i_1} \otimes b_{i_2} \otimes \cdots \otimes b_{i_n}\). The action of a tensor on another tensor is called tensor contraction and is defined as \(T_{i_1i_2 \cdots i_n} T_{n+i+n+1 \cdots n+k} = T_{i_1i_2 \cdots i_n+i+n+1 \cdots n+k} \in W \otimes \cdots \otimes W\).

We develop a mapping \(F\) between a monoid grammar and the tensor powers of \(W\). To basic types \(t \in B\), we assign \(W\), i.e., \(F(t) := W\); to words \(w\) with basic types \(t\) we assign elements of \(W\), i.e., \(F(w) := T_t \in W\). To complex types, we assign tensors of \(W\) as follows

\[
F(t_1 \cdot t_2) = F(t_1 \rightarrow t_2) = F(t_1 \leftarrow t_2) := F(t_1) \otimes F(t_2)
\]
Words with complex types are assigned elements of the tensor spaces of their types, that is, \( F(w) = T_{i_1i_2\cdots i_n} \in W \otimes \cdots \otimes W \). Given a grammatical sentence \( w_1w_2\cdots w_n \), its tensor meaning is defined as the tensor contraction of the tensor semantics of its words, that is, \( F(w_1w_2\cdots w_n) := F(w_1)F(w_2)\cdots F(w_n) \).

As an example, suppose we assign vectors \( T_{\text{men}}^\text{dogs} \) and \( T_{\text{men}}^\text{men} \) in \( W \) to \( \text{men} \) and \( \text{dogs} \), the matrix \( T_{\text{cute}}^\text{cute} \) in \( W \otimes W \) to \( \text{cute} \) and the cube \( T_{\text{kill}}^\text{kill} \) in \( W \otimes W \otimes W \) to \( \text{kill} \). The meaning of “men kill cute dogs” is computed via the following contraction of tensors \( T_{\text{men}}^\text{men}T_{\text{kill}}^\text{kill}T_{\text{cute}}^\text{cute}T_{\text{dog}}^\text{dog} \).

Recall that when we have a fixed set of orthonormal basis, \( T_{ij} \sim T_{ji} \).

### 3 Implementation on Corpora of Textual Data

Given a corpus of text, e.g. the English Wikipedia, a set of target words \( T \) and a set of context words \( C \), a vector space \( W \) is created over \( C \). In this vector space, each target word has a vector, where each \( c_i \) is (a function of) the number of times \( w \) occurred with each basis vector in a neighbourhood window, e.g. 5 words to the left or right. As an example, suppose \( C = \{ \text{blood, grave, dead} \} \) and \( T = \{ \text{vampire, zombie, butterfly} \} \) and the following vectors

- \( T_{\text{zombie}}^\text{zombie} = (17, 13, 10) \)
- \( T_{\text{vampire}}^\text{vampire} = (15, 9, 8) \)
- \( T_{\text{butterfly}}^\text{butterfly} = (0, 1, 3) \)

Words that have complex types are modelled as tensors. The tensors are learnt by first building vector representations for phrases containing the words, then learning a tensor whose contraction with the tensors of other words in the phrase provides a reasonable approximation for the vector of the phrase. For example, in order to learn a matrix for the adjective \( \text{green} \), we first build vectors for all the adjective-noun phrases with \( \text{green} \) as adjective, e.g. for \( \text{green grass} \), \( \text{green dress} \), \( \text{green space} \). Machine learning algorithms such as least squared distance are employed to learn an approximation for \( T_{\text{green}}^\text{green} \) such that

- \( T_{i}^\text{green grass} \sim T_{ij}^\text{green}T_{j}^\text{grass} \)
- \( T_{i}^\text{green dress} \sim T_{ij}^\text{green}T_{j}^\text{dress} \)
- \( T_{i}^\text{green space} \sim T_{ij}^\text{green}T_{j}^\text{space} \)

Once the grammatical structure of a language is modelled in a monoid grammar and word vectors and tensors have been built for its vocabulary, tensor contraction is applied to obtain vector representations for its sentences. The cosine distances between these representations provide a measure of sentence similarity and are applied to paraphrasing and disambiguation tasks. For paraphrasing, one builds vectors for sentences such as “man shut doors”, “gentleman closed eyes”, “programme faces difficulty”, “project hits problem” and uses their distances to decide that the latter two are more similar than the former two. For disambiguation, one builds vectors for sentences such as “man drew sword”, “man sketched sword”, “man pulled sword” to decide whether \( \text{drew} \) means \( \text{sketched} \) or \( \text{pulled} \).

### 4 History and References

Similar to programming languages, natural languages have different characteristic features such as morphology, phonology, syntax, semantics, and pragmatics. Formal structures have been used to study these features and indeed ideas are shared between natural and programming semantics communities. An example is the setting of Context Free Grammars, introduced by Chomsky to analyse the grammatical structure of English [4] and subsequently applied to other languages and programming languages. The first algebraic approaches to natural language go back to the work of Ajdukiewicz [1], where structures similar to groups were used to provide a functional interpretation for grammatical types. These systems
were later refined with a noncommutative multiplication by Bar-Hillel [2] and then Lambek developed a residuated monoid semantics and a cut-free sequent calculus for them [15]. The expressive powers of these two systems were proven equivalent by Pentus [20].

The vector space semantics of natural language is motivated by the distributional semantic ideas of Firth [8] and Harris [12], who argued that words that occur in the same contexts have similar meanings. These models were both implemented in Information Retrieval [27] and applied to Natural Language Processing [24].

Encoding a model of grammar in vector space semantics to obtain vector representations for sentences was an open problem until recently. In 2007 Clark and Pulman showed how a context free parse tree of a sentence can be assigned a tensor semantics by taking the Kronecker products of the vectors of the words therein and the symbolic vectors of their grammatical roles [5]. It was not clear, however, how to build vectors for grammatical roles. Between 2008 and 2011, with Clark, Coecke, and Preller we showed that if one uses Lambek’s pregroup grammars [16, 23] one obtains a functorial semantics in the compact closed category of finite dimensional vector spaces and linear maps [6, 22]. Later with Coecke and Grefenstette, we showed how residuated monoid grammars also get a functorial semantics via the translation between a residuated monoid and a pregroup [7]. More recently, I showed how one can get by without using category theory and still be able to express this semantics using the language of tensor contraction [25]; this is via the $F$ mapping that I have tried to spell out in this abstract.

Starting from 2011, we have implemented and experimented with the tensor models on large corpora of textual data in similarity, disambiguation, and entailment tasks and showed that in each case there is a tensor model that outperforms the vector models [10, 11, 13, 19, 14, 26]. The method that we have described here and which is used to learn the tensors was introduced by Baroni and Zamparelli for adjectives [3] and later extended to verbs [9, 21]. Maillard and Clark [17] showed how one can use neural networks and the Skipgram algorithm of Mikolov [18] to obtain much better results. In work in progress with Clark and Wijnholds, we are extending these models to arbitrary tensors.
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Abstract

Coinduction is a mathematical tool that is used pervasively in computer science: to program and reason about infinite data-structures, to give semantics to concurrent systems, to obtain automata algorithms. We present some of these applications in automata theory and in formalised mathematics. Then we discuss recent developments on the abstract theory of coinduction and its enhancements.
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Induction and coinduction

Induction and coinduction are used in two main ways in computer science: to define datatypes and compute with those, and to define predicates and reason about them. The former can be presented using category theory: inductive datatypes such as natural numbers, lists, or trees can be modelled as initial algebras, while coinductive datatypes such as streams, infinite trees, automata, or labelled transition systems can be modelled as final coalgebras. In contrast, we use lattice theory for predicates: inductive predicates such as reachability or derivability in a proof system are presented as least fixpoints while coinductive predicates such as divergence, bisimilarity, or language equivalence, are presented as greatest fixpoints.

When doing a proof by induction, one has to be careful about two things: 1/ choosing an appropriate induction principle (e.g., simple induction, rank-2 induction, or course of value induction), and 2/ choosing a strong enough invariant. We shall see that the very same observation applies with coinduction.

Automata algorithms

Take for instance algorithms for checking language equivalence of finite deterministic automata. Language equivalence can be characterised as a greatest fixpoint, so that it can be checked using a coinductive algorithm: start from a relation consisting of the pair of initial states, and widen this relation until it becomes a bisimulation [5]. This iterative process corresponds to point 2/ above: we iteratively refine an initial guess until we get a proper invariant. Such an algorithm can be made more efficient by choosing a more powerful coinduction principle, e.g., bisimulations up to equivalence, or bisimulations up to congruence for non-deterministic automata; this is point 1/ above.
Formal proofs and equational theories

Coinduction can be used for many automata algorithms, which in turn can be used in the context of formal proofs, to improve automation and delegate administrative steps to the computer. Indeed, several equational theories can be decided by characterising them in terms of language equivalence. The key example is that of Kleene algebra: this (quasi)equational theory admits binary relations and formal languages as free models [13, 15, 4], and is decidable in PSPACE using automata algorithms. Therefore, proof obligations corresponding to this fragment can be discharged automatically in proof assistants [6], using so-called reflexive tactics. Another important theory is that of Kleene algebra with tests (KAT) [14], which can be decided using automata on guarded strings. This was used successfully to reason about while programs and flowchart schemes in the Coq proof assistant [18].

Other theories include Kleene algebra with converse [3, 10], Kleene allegories [7, 17], and concurrent Kleene algebra [8]. Those respectively require working with downward-closed languages, languages of graphs, and languages of partially ordered multisets (pomsets) [20]. Decidability can be obtained by designing appropriate automata models, and by characterising language equivalence as a greatest fixpoint (a coinductive predicate). In some cases, completeness can be obtained by reasoning about this greatest fixpoint [9]. Those various results are technically involved, so that formalising them in a proof assistant in order to extend the aforementioned reflexive tactics would require an important work.

Theory of enhanced coinduction in complete lattices

For predicates, the theory of coinduction can be expressed in complete lattices, starting from Knaster-Tarski’s theorem [12, 25]: every monotone function $b$ in a complete lattice admits a greatest fixpoint $\nu b$. Enhancements, or up-to techniques, have been studied by Sangiorgi [23, 24]. Given a function $b$, the idea is to find other functions $b'$ that are easier to use, and such that $\nu b' = \nu b$. A recent proposal [19] consists in using the function $b' = bt$, where $t$, the companion of $b$ is the largest function $f$ such that $f b \leq bf$. This simple idea greatly simplifies the whole theory: the companion is a closure operator and it intuitively contains all potential enhancements. It moreover makes it possible present coinductive proofs on the fly, without needing to announce the invariant upfront – a important feature when it comes of formalisation in proof assistants [11].

Theory of enhanced coinduction in category theory

Streams of real numbers form the final coalgebra for the functor $BX = R \times X$. This observation makes it possible to define streams corecursively: it suffices to provide a coalgebra for $B$. The constant streams, the stream $nat$ of natural numbers, and the pointwise addition of streams can be defined in this way. Note that for $nat$, one has to define a coalgebra that provides not only $nat$, but also all its suffixes; this is point 2/ above: one has to provide a strong enough invariant. In slightly more involved situations, one has to use a stronger corecursion principle (point 1/ above). This the case for the convolution product, whose natural definition builds on addition [22]. A standard solution [16, 1] consists in using distributive laws $\lambda : FB \Rightarrow BF$, and such techniques were recently implemented in Isabelle/HOL [2]. Given the aforementioned situation in complete lattices, one can naturally ask whether there exists a “largest” such distributive law, a companion $T$ for $B$ [21]. If it exists, the companion is a monad; if $B$ preserves the codensity monad of its final sequence, then the companion is that codensity; this is the case for polynomial functors, and in this case the companion can be characterised in terms of causal algebras on the final coalgebra. An intriguing open question is whether the finite powerset functor admits a companion.
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Abstract

In this work, we provide a simple coalgebraic characterisation of regular \(\omega\)-languages based on languages of lassos, and prove a number of related mathematical results, framed into the theory of a new kind of automata called \(\Omega\)-automata. In earlier work we introduced \(\Omega\)-automata as two-sorted structures that naturally operate on lassos, pairs of words encoding ultimately periodic streams (infinite words). Here we extend the scope of these \(\Omega\)-automata by proposing them as a new kind of acceptor for arbitrary streams. We prove that \(\Omega\)-automata are expressively complete for the regular \(\omega\)-languages. We show that, due to their coalgebraic nature, \(\Omega\)-automata share some attractive properties with deterministic automata operating on finite words, properties that other types of stream automata lack. In particular, we provide a simple, coalgebraic definition of bisimilarity between \(\Omega\)-automata that exactly captures language equivalence and allows for a simple minimization procedure. We also prove a coalgebraic Myhill-Nerode style theorem for lasso languages, and use this result, in combination with a closure property on stream languages called lasso determinacy, to give a characterization of regular \(\omega\)-languages.

1 Introduction

The theory of finite automata, seen as devices for classifying (possibly) infinite structures [11], combines a rich mathematical theory, dating back to the seminal work of Büchi, Rabin, and others, with a wide range of applications, in areas related to the verification and synthesis of systems that are not supposed to terminate. This applies in particular to automata operating on streams (infinite words): stream automata (or \(\omega\)-automata), see [15] for a comprehensive reference. Stream automata can be classified in terms of their acceptance conditions (e.g. parity, Muller, Büchi), and come in deterministic, nondeterministic and alternating variants. With the exception of the weaker deterministic Büchi automata, these models all recognize the same class of stream languages (or \(\omega\)-languages), viz., the regular ones.

Our perspective on stream automata and regular \(\omega\)-languages will be coalgebraic. Universal Coalgebra [17] is a mathematical, category-based theory of evolving state-based systems such as streams, (infinite) trees, Kripke models, (probabilistic) transition systems, and many others. This approach combines simplicity with generality and wide applicability:
many features, including input, output, nondeterminism, probability, and interaction, can easily be encoded in the coalgebra type, which is formally an endofunctor $T$ on some base category $C$ (often $\text{Set}$, the category with sets as objects and functions as arrows). When it comes to the coalgebraic perspective on automata theory, the standard deterministic finite automata (DFAs) operating on finite words have been recognized as paradigmatic examples of coalgebras [16]: Standard coalgebraic concepts such as final coalgebras and bisimulations, feature very naturally in the theory of DFAs. For instance, language equivalence between DFA states is captured exactly by the notion of bisimilarity, an observation yielding both a coinductive procedure to decide language equivalence and an elegant method for minimizing automata; states of the final coalgebra also represent equivalence classes of the celebrated Myhill-Nerode theorem. These observations naturally raise the question whether automata operating on streams admit an attractive coalgebraic presentation as well.

Exactly this problem was addressed in our earlier paper [9]. Based on the well-known characterization of regular $\omega$-languages by their ultimately periodic (UP) fragment, we focused on finite representations of UP streams called lassos: a lasso is a pair $(u, v)$ of a finite word $u$ and a finite nonempty word $v$, representing the UP stream $uv^\omega$. This approach built on the work of Calbrix, Nivat & Podelski [7], who introduced certain DFAs operating on finite words of the form $uSv$, where $S$ is a special symbol separating the spoke $u$ from the loop $v$ of a lasso. The contribution of [9] was threefold. First, we introduced two-sorted automata operating on lassos directly, and we showed that these lasso automata share some nice properties with standard DFAs. Second, we presented these lasso automata as coalgebras, for a functor $\Omega$ on the category $\text{Set}^2$ of two-sorted sets with two-sorted functions. And third, we identified two properties, coherence and circularity, that characterize those $\Omega$-coalgebras of which the recognized lasso language correspond to the UP fragment of a regular $\omega$-language.

Where our discussion in [9] stayed at a fairly abstract level, and we only considered acceptance of lassos, the current paper shows how to make concrete use of $\Omega$-coalgebras as automata operating on arbitrary streams. For this purpose, we introduce a new kind of stream automaton by defining an $\Omega$-automaton as a circular and coherent lasso automaton, and endowing these structures with a suitable notion of acceptance for streams.

**Contribution**

The technical results that we prove on these $\Omega$-automata include the following:
- we prove that the property of being an $\Omega$-automaton is decidable; that is, we show that it is decidable whether a given lasso automaton is circular and coherent (Theorem 18);
- we show that, with respect to expressive power, $\Omega$-automata exactly capture the regular $\omega$-languages (Theorem 22 and Corollary 24);
- we show that for $\Omega$-automata, the natural (and coalgebraic) notion of bisimilarity exactly captures language equivalence (Theorem 25), and
- as a corollary we obtain a simple and natural minimization procedure for $\Omega$-automata (Theorem 28), which is an instance of the well-known coalgebraic partition refinement;
- we prove a Myhill-Nerode theorem for lassos (Theorem 34), which is closely related to the work of Maler & Staiger [14], but has a coalgebraic component involving the final $\Omega$-coalgebra;
- as a corollary of this, we give a new characterization of regular $\omega$-languages (Theorem 37).

---

1 In fact, the automata that we consider in this paper are a simplification of the ones defined in [9], see Remark 3. All results proved in [9] also apply in this setting, with only trivial modifications to the proofs.
Combining these observations with the results obtained in [9], we find that \( \Omega \)-automata share many of the attractive properties of DFAs: bisimulation captures language equivalence and can be used for a minimization procedure, regular \( \omega \)-languages correspond to the finitely generated subcoalgebras of the final coalgebra, Boolean operations (including complementation) on regular \( \omega \)-languages can be implemented by straightforward operations on \( \Omega \)-coalgebras, etc. This is in sharp contrast to the setting of standard devices such as Büchi or parity automata, where to the best of our knowledge no satisfactory notion of bisimilarity between automata has been defined.

The main point of this article, then, lies not so much in the above list of individual contributions, but in the picture we obtain by putting all technical results (from this paper and from [9]) together. The emerging picture shows that stream automata and (regular) \( \omega \)-languages do fit in a coherent coalgebraic framework, and one that shares many of the attractive properties of DFAs and regular languages of finite words.

**Related work.** In between the publication of [9] and this work, some relevant results on coalgebraic interpretations of stream automata appeared in the literature. The research line of [20, 19] follows the so-called Kleisli approach to trace semantics of coalgebras. Here a system is a coalgebra in the Kleisli category associated with some monad \( T \) that encodes the branching style exhibited by the system. In such a Kleisli category the homsets are often equipped with a natural order relation, and the authors use this fact to characterize the behaviour of parity-style automata as an arrow that is a solution of some hierarchical equation system over this order. Proving the effectiveness of their definition, the authors are able to capture not only regular \( \omega \)-languages, but also various forms of so-called \( \omega \)-regular behavioural equivalences of a labelled graph, including infinite trace semantics, tree languages, and systems with both non-deterministic and probabilistic branching. In [6] similar results are developed for systems with so-called *internal moves* and the corresponding notion of weak bisimilarity.

Attractive about this perspective is the modularity of the coalgebraic approach, which permits results to be generalised to various interpretations of the notion “(\( \omega \)-regular) behaviour”, and its clear link to the research area of *process calculi* and the categorical modelling of their behavioural equivalences; however, such abstract representations are not directly exploitable for the verification of properties related to such equivalences. In contrast, our approach is framed in the logical-algorithmic view of automata, and therefore aimed at simple, finite representations, and algorithms such as minimization (see Section 4.4) or Boolean operations (defined in [9], including complementation) that are also a typical ingredient of model checkers. This does *not* mean that our presentation lacks generality; for instance, changing the base category is an interesting possibility to explore (consider e.g. [8], defining a class of *nominal* omega-regular languages, notably also characterised by a form of ultimately periodic behaviour, see Theorem 7 therein).

To mention some closely related work in a different direction, a well-known algorithmic application in language theory is automata learning [1]. It is noteworthy that, in fact, a class of finite-state machines [2], similarly inspired by [14], has been used by Angluin and Fisman for learning \( \omega \)-regular languages [3], and exploited by an independent group in a tool that obtained best-in-class results in terms of computational efficiency [12]. We believe that the coalgebraic perspective brings in some unique improvements on its own; for instance, minimization and Myhill-Nerode style theorems are a standard consequence of the theory; furthermore, the theory of coalgebras opens up to the possibility of generalising the presented constructions, and derive new ones (more on this in the Conclusions).
2 Preliminaries

Assuming that the reader is familiar with the theory of automata operating on (in)finite words [15], we fix some notation and terminology.

Given sets $X, Y$ and $Z$, we define $Y^X$ as the function space of maps from $X$ to $Y$, and using currying we may identify the sets $Z^{X \times Y}$ and $(Z^Y)^X$.

Throughout this paper we fix a finite alphabet $C$ consisting of symbols or colors. We write $C^*$ ($C^+$) for the set of finite (respectively, finite nonempty) words over $C$. The empty word is denoted as $\varepsilon$, and the length of a word $u$ as $|u|$. With $\omega$ denoting the set of natural numbers, $C^\omega$ is the collection of streams (infinite words) over $C$. The binary operation of concatenation between finite and (in)finite words is denoted by juxtaposition. For $u \in C^+$, we let $u^\omega$ denote the stream that repeats $u$ $\omega$ many times, and for $(v_i)_{i \in \omega}$ in $C^+$ we write $\vec{v}$ for the stream $v_0v_1\ldots$. A stream $\alpha$ is ultimately periodic if it is of the form $u^\omega$ for some $u \in C^*$ and $v \in C^+$. A language is a set of finite words; an $\omega$-language or stream language is a set of streams. The ultimately periodic fragment $UP(L)$ of a stream language $L$ is the set of its ultimately periodic members.

A transition function on a set $X$ is a map of the form $\rho : X \times C \rightarrow X$ (or, equivalently, $\rho : X \rightarrow X^C$). Given such a map, we inductively define the functions $\hat{\rho} : X \times C^* \rightarrow X$ and $\rho^\omega : X \times C^+ \rightarrow \mathcal{P}X$ by putting $\hat{\rho}(x, c) := x$, $\hat{\rho}(x, cu) := \hat{\rho}(\rho(x, c), u)$, resp. $\rho^\omega(x, c) := \emptyset$, $\rho^\omega(x, cu) := \{\rho(x, c)\} \cup \rho^\omega(\rho(x, c), u)$. In words, $\hat{\rho}(p, u)$ denotes the state reached by a transition system after, starting at state $p$, it has processed the word $u$; and $\rho^\omega(p, u)$ is the set of states reached along the way, after leaving $p$. We often write $x \xrightarrow{\alpha} y$ for $\rho(x, c) = y$ and $x \xrightarrow{\alpha} \hat{\rho}(x, u) = y$, omitting the subscript if $\rho$ is understood.

Our concept of an automaton will not include an initial state; rather, we define an initialized or pointed automaton to be a pair $(\mathbb{A}, a)$ such that $a$ is a state of the automaton $\mathbb{A}$. Given a transition map $\rho : X \times C \rightarrow X$, a state $x \in X$, and a stream $\alpha$, we let $\text{Inf}(x, \alpha)$ denote the set of states in $X$ traversed infinitely often when following $\alpha$ starting from $x$. A (deterministic) parity automaton is a triple $\mathcal{P} = (P, \rho, \Pi)$ such that $P$ is a finite set of states, $\rho : P \times C \rightarrow P$ is a transition map, and $\Pi : P \rightarrow \omega$ is a priority function. An initialized parity automaton $(\mathcal{P}, p)$ accepts a stream $\alpha$ if $\max(\Pi[\text{Inf}(p, \alpha)])$ is even. The sets of words/nonempty words/streams recognized by an initialized automaton $(\mathbb{A}, a)$ (of the appropriate kind) are denoted as $L(\mathbb{A}, a)/L^+(\mathbb{A}, a)/\text{Streams}(\mathbb{A}, a)$. We shall generally use the symbol $\triangleright$ for acceptance. A stream language is regular if it is recognized by some initialized parity automaton.

3 $\omega$-coalgebras as lasso automata

3.1 Basics

As mentioned in the introduction, regular stream languages are determined by their ultimately periodic fragments. This motivates our interest in finite representations of ultimately periodic streams: lassos.

Definition 1. A lasso is a pair $(u, v) \in C^* \times C^+$, representing the stream $uv^\omega$. The words $u$ and $v$ are respectively the spoke and loop of the lasso. We call two lassos $(u_0, v_0)$ and $(u_1, v_1)$ bisimilar, notation: $(u_0, v_0) \equiv (u_1, v_1)$, if they represent the same stream, i.e., if $u_0v_0^\omega = u_1v_1^\omega$.

Continuing the program of Calbrix, Nivat & Podelski [7] in a coalgebraic direction, in [9] we introduced $\omega$-coalgebras as automata operating on lassos.
Definition 2. An \(\Omega\)-coalgebra is a structure \(\mathcal{A} = (P, X, \rho, \xi, \sigma, F)\) such that \(P\) and \(X\) are sets of spoke and loop states, respectively; both \(\rho : P \to PC\) and \(\xi : X \to X^C\) are transition functions; \(\sigma : P \to X^C\) is the switch map; and \(F \subseteq X\) is a set of accepting states. A lasso automaton is a finite \(\Omega\)-coalgebra.

The loop automaton of \(\mathcal{A}\) is the DFA \(\mathcal{A}_\ell := (P \uplus X, \sigma \xi, F)\), where \(\sigma \xi : (P \uplus X) \to (P \uplus X)^C\) is defined as \(\sigma\) on \(P\) and as \(\xi\) on \(X\). For \(p \in P\), we define \(\text{Loop}(p)\) as the set of finite words accepted by \((\mathcal{A}_\ell, p)\).

Think of \(\mathcal{A} = (P, X, \rho, \xi, \sigma, F)\) as a spoke part \((P, \rho)\) and a loop part \((X, \xi, F)\) that are connected by the switch function \(\sigma : P \times C \to X\). Clearly this “loop part” is a DFA in its own right, just like “the” loop automaton \(\mathcal{A}_\ell\); observe that \((X, \xi, F)\) is a subautomaton of the loop automaton \(\mathcal{A}_\ell\), and that by construction, any initialized automaton \((\mathcal{A}_\ell, p)\) with \(p \in P\) will accept nonempty words only.

Remark 3. In fact, Definition 2 is a simplification of the one given in [9], where the switching function has type \(\sigma : P \to X\), and the loop part is a finite automaton designed to operate on nonempty words.

Remark 4. Although the main point of the paper is to show how stream automata nicely fit a coalgebraic framework and our entire approach is coalgebraic in spirit, we decided to keep the categorical machinery at a minimum. The coalgebraic definition is phrased as follows. Our base category is \(\text{Set}^2\), the category of two-sorted sets with two-sorted functions. For the definition of the endofunctor \(\Omega : \text{Set}^2 \to \text{Set}^2\), it will be convenient to use the functors \(E_C := (-)^C\) and \(D_C := 2 \times (-)^C\), respectively, \((C)\)-transition functions and \((C)\)-DFAs. Now, given an object \((X_0, X_1)\) in \(\text{Set}^2\), we define

\[
\Omega(X_0, X_1) := (E_C X_0 \times E_C X_1, D_C X_1).
\]

For the action of \(\Omega\) on arrows, consider a pair \(f = (f_0, f_1)\) of functions \(f_i : X_i \to Y_i\), then \(\Omega f\) is the pair of functions \((E_C f_0 \times E_C f_1, D_C f_1)\). With this definition, the \(\Omega\)-coalgebras of Definition 2 and 6 are coalgebras for the functor \(\Omega\) indeed; to see this, observe that a coalgebra for the functor \(\Omega\) consists of two sets \(X_0\) and \(X_1\), and three maps \(h : X_0 \to X_0^C\), \(h' : X_0 \to X_1^C\), and \(h'' : X_1 \to 2 \times X_1^C\). An \(\Omega\)-coalgebra \((P, X, \rho, \xi, \sigma, F)\) is rendered in such a form by letting \(X_0 = P\), \(X_1 = X\), \(h = \rho\), \(h' = \xi\), and deriving \(h''\) from \(\sigma\) and \(F\). As the construction is similar to that of [9], we leave the details as an exercise for the reader.

Definition 5. Where \(\mathcal{A} = (P, X, \rho, \xi, \sigma, F)\) is an \(\Omega\)-coalgebra, and \(p \in P\) is a spoke state, we say that a lasso \((u, v)\) is accepted by \(\mathcal{A}\) at \(p\), notation: \(\mathcal{A}, p \triangleright (u, v)\), if \(\sigma \xi (\hat{\rho}(p, u), v)\) \(\in F\), and we write \(\text{Lassos}(\mathcal{A}, p)\) to denote the lasso language recognized by \((\mathcal{A}, p)\), that is, the set of all lassos accepted by \(\text{Lassos}(\mathcal{A}, p)\). Finally, a lasso language is called regular if it is the language recognized by a pointed finite \(\Omega\)-coalgebra, i.e., a lasso automaton.

Intuitively, an \(\Omega\)-coalgebra operates on a lasso \((u, v)\) by first processing the spoke \(u\), then switching to the loop automaton and processing the loop \(v\). It accepts the lasso iff the resulting state is accepting. That is, \((\mathcal{A}, p)\) accepts \((u, v)\) iff \(v \in \text{Loop}(\hat{\rho}(p, u))\).

Definition 6. Let \(\mathcal{A} = (P, X, \rho, \xi, \sigma, F)\) and \(\mathcal{A}' = (P', X', \rho', \xi', \sigma', F')\) be two \(\Omega\)-coalgebras. An \(\Omega\)-morphism from \(\mathcal{A}\) to \(\mathcal{A}'\) is a pair \(h = (h_0, h_1)\) of maps \(h_0 : P \to P', h_1 : X \to X'\) such that, for all \(p \in P, x \in X\) and \(c \in C\) we have

\[
\begin{align*}
(M1) & \quad h_0(\rho(p, c)) = \rho'(h_0 p, c), \\
(M2) & \quad h_1(\xi(x, c)) = \xi'(h_1 x, c), \\
(M3) & \quad h_1(\sigma(p, c)) = \sigma'(h_0 p, c), \quad \text{and}
\end{align*}
\]
A spoke state \( p \) of \( \mathcal{A} \) generates a subcoalgebra \( \mathcal{A}_p \) of \( \mathcal{A} \) that is based on the sets of spoke and loop states that are reachable from \( p \) (in the obvious sense, using \( \rho, \sigma, \) and \( \xi \)).

As a manifestation of the coalgebraic nature of our structures, we discuss below how the natural concept of equivalence induced by \( \Omega \)-morphisms can be captured by a notion of bisimilarity.

\begin{definition}
A bisimulation between two \( \Omega \)-coalgebras \( \mathcal{A} \) and \( \mathcal{A}' \) is a pair \( Z = (Z_0, Z_1) \) of relations \( Z_0 \subseteq P \times P' \), \( Z_1 \subseteq X \times X' \) such that, for all \( (p, p') \in Z_0 \) and \( (x, x') \in Z_1 \), and all \( c \in C \) we have
\begin{itemize}
  \item[(B1)] \( (p(c), p'(c)) \in Z_0 \),
  \item[(B2)] \( (\xi(x, c), \xi'(x', c)) \in Z_1 \), and
  \item[(B3)] \( (\sigma(p, c), \sigma'(p', c)) \in Z_1 \), and
  \item[(B4)] \( x \in F \) iff \( x' \in F' \).
\end{itemize}

Two pointed coalgebras \( \langle \mathcal{A}, p \rangle \) and \( \langle \mathcal{A}', p' \rangle \) are bisimilar, notation: \( \mathcal{A}, p \cong \mathcal{A}', p' \), if there is a bisimulation linking \( p \) and \( p' \).

The following characterization of bisimilarity using morphisms holds for a wide range of coalgebras; in coalgebraic terms, it says that for the functor \( \Omega \), the notions of bisimilarity and behavioral equivalence coincide. The proposition follows from categorical properties of the functor \( \Omega \), but also has a straightforward direct proof.

\begin{proposition}
Let \( \langle \mathcal{A}, p \rangle \) and \( \langle \mathcal{A}', p' \rangle \) be pointed \( \Omega \)-coalgebras. Then \( \langle \mathcal{A}, p \rangle \cong \langle \mathcal{A}', p' \rangle \) iff there is a \( \Omega \)-coalgebra \( \mathcal{B} \) and \( \Omega \)-morphisms \( h : \mathcal{A} \to \mathcal{B} \) and \( h' : \mathcal{A}' \to \mathcal{B} \) such that \( hp = h'p' \).
\end{proposition}

The following proposition on bisimilarity will be needed later on; we omit the proof which follows a routine coalgebra argument.

\begin{proposition}
Let \( \mathcal{A} \) and \( \mathcal{A}' \) be two \( \Omega \)-coalgebras. Then
\begin{enumerate}
  \item the collection of bisimulations between \( \mathcal{A} \) and \( \mathcal{A}' \) forms a complete lattice, of which the join is given by union;
  \item the relation \( \cong \) itself is the largest bisimulation between \( \mathcal{A} \) and \( \mathcal{A}' \);
  \item if \( \mathcal{A} = \mathcal{A}' \), the relation \( \cong \) is an equivalence relation.
\end{enumerate}
\end{proposition}

The key observation is that bisimilarity exactly captures lasso equivalence. This was first shown in [9]; by looking at the explicit definition of bisimilarity given in Definition 7, the proof is a simple extension to the two-sorted setting of the classical result that in classical DFAs operating on finite words, bisimilarity coincides with language equivalence (see [16]).

\begin{fact}
[9] Any pair of pointed \( \Omega \)-coalgebras \( \langle \mathcal{A}, p \rangle \) and \( \langle \mathcal{A}', p' \rangle \) satisfy
\[ \mathcal{A}, p \cong \mathcal{A}', p' \iff \text{Lassos}(\mathcal{A}, p) = \text{Lassos}(\mathcal{A}', p'). \]
\end{fact}

\begin{example}
Fixing the alphabet \( C = \{ a, b \} \), we define the \( \Omega \)-coalgebra \( \mathcal{A} = (P, X, \rho, \xi, \sigma, F) \) where \( P = \{1, 2, 3\} \), \( X = \{4, 5, 6\} \), \( \rho = \{(1, a) \mapsto 1, (1, b) \mapsto 2, (2, a) \mapsto 1, (2, b) \mapsto 3, (3, a) \mapsto 2, (3, b) \mapsto 3\} \), \( \xi = \{(4, a) \mapsto 4, (4, b) \mapsto 6, (5, b) \mapsto 5, (5, a) \mapsto 6, (6, a) \mapsto 6, (6, b) \mapsto 6\} \), \( \sigma = \{(p, a) \mapsto 4, (p, b) \mapsto 5\} \) for each \( p \in P \), and \( F = \{4, 5\} \). By construction, for all \( p \in P \), we have \( \text{Lassos}(\mathcal{A}, p) = \{(u, v) | u \in C^* \land v \in \{a^+, b^+\}\} \). Consider the \( \Omega \)-coalgebra \( \mathcal{A}' = (\{1\}, X, \rho', \sigma', \xi, F) \), where \( \rho' \) and \( \sigma' \) are the restriction of \( \rho \) and \( \sigma \), respectively, to the singleton \( \{1\} \). By Fact 10, \( \mathcal{A}, 1 \cong \mathcal{A}, 2 \cong \mathcal{A}, 3 \). The situation is witnessed by the \( \Omega \)-morphism \( h : \mathcal{A} \to \mathcal{A}' \), which identifies all the states in \( P \) by mapping them to the state 1. Furthermore, for all \( p \in P \), we have \( \mathcal{A}, p \cong \mathcal{A}' \), 1.
3.2 From parity automata to lasso automata

Given a Büchi automaton $\mathbb{B}$, Calbrix, Nivat & Podelski [7] constructed a DFA recognizing the finite-word language $\{ u\alpha v \mid \mathbb{B} \vdash uv^\omega \}$, where $\$ \$ is a new symbol (i.e., not in $\mathbb{C}$). Here we give a similar construction for parity automata.

**Definition 12.** Let $\mathbb{P} = (P, \rho, \Pi)$ be a parity automaton and let $p$ be a state of $\mathbb{P}$. The DFA $\mathbb{X}_p := (X, \xi, F_p)$ is based on the state space $X := (P \times N)^P$, where $N := \text{Ran}(\Pi)$ is the range of $\Pi$. To define its transition map $\xi$, consider any infinite sequence $t \in X$ and think of $t$ as the pairing of $t^0 : P \rightarrow P$ and $t^1 : P \rightarrow N$. Now define

$$\xi(t)(c) := \lambda_q \left( \rho(t^0 q, c), \max(t^1 q, \Pi(\rho(t^0 q, c))) \right)$$

For the set $F_p$ of accepting states, define, for an arbitrary state $t \in X$, the sequence $(p^i)_{i \in \omega}$ by putting $p^0 := p$, $p^i+1 := t^0 p^i$, and put

$$F_p := \{ t \in X \mid \max(t^1 \inf((p^i)_{i \in \omega})) \text{ is even} \},$$

where $\inf((p^i)_{i \in \omega})$ is the set of $p \in P$ occurring as $p^i$ for infinitely many $i$. Finally, we define $s^p_\xi \in X$ as the initial state $s^p_\xi := \lambda_q(q, 0)$.

Intuitively, the initialized DFA $(\mathbb{X}_p, s^p_\xi)$ consumes a word $v$ by following it in parallel, starting from each state of $\mathbb{P}$. Moreover, in each of these parallel runs the automaton collects the maximum priority of the traversed states. This explains the carrier and the transition map of the automaton $\mathbb{X}_p$. For its set of accepting states, first note that $F_p$ is the only part of $\mathbb{X}_p$ depending on $p$. The idea behind its definition is that for a word $v \in C^+$, the state $t := \xi(s^p_\xi, v)$ encodes essential information on the run $(\mathbb{P}, p)$ on the stream $v^\omega$. In particular, we have $p^i = \hat{\rho}(p, v^i)$, for all $i$. Analyzing the way in which the map $t^1 : P \rightarrow N$ keeps track of maximal priorities along finite runs, we may then show that $\max(t^1 \inf((p^i)_{i \in \omega}))$ corresponds to the maximal priority that one encounters in the run of $(\mathbb{P}, p)$ on $v^\omega$.

The key observation on this automaton is that $(\mathbb{X}_p, s^p_\xi)$ recognizes the looping language of $(\mathbb{P}, p)$, that is, for all $v \in C^+$:

$$s^p_\xi \in S_p \text{ accepts } v \iff (\mathbb{P}, p) \text{ accepts } v^\omega.$$  

**Definition 13.** Let $\mathbb{P} = (P, \rho, \Pi)$ be a parity automaton. Recalling that by definition, $P$ is finite, we define the lasso automaton $\mathbb{A}_P := (X, \xi, \sigma, F)$ by letting $(X, \xi, F)$ be the coproduct (disjoint union) of the family $\{\mathbb{X}_p \mid p \in P\}$ of DFAs, and putting $\sigma(p, c) := \xi(s^p_\xi, c)$.

**Fact 14.** [9] Let $(\mathbb{P}, p)$ be an initialized parity automaton. For any lasso $(u, v) \in C^* \times C^+$:

$$(\mathbb{A}_P, p) \text{ accepts } (u, v) \iff (\mathbb{P}, p) \text{ accepts } uv^\omega.$$  

**Example 15.** Using the alphabet $\mathbb{C} = \{a, b\}$, consider the parity automaton $\mathbb{P} = (P, \rho, \Pi)$ where $P$ and $\rho$ come from Example 11, and $\Pi = \{1 \mapsto 0,3 \mapsto 0,2 \mapsto 1\}$. It is easily seen that, no matter what the initial state is, the language accepted by the automaton is $\{ \alpha \subseteq C^* \mid \exists \omega \exists c \in C \forall j \geq 1, i \alpha_i = c\}$, that is, those streams that have a tail consisting of an infinite repetition of one symbol. The reader should note that there is no single-state parity automaton accepting the same language, as a single-state automaton may either accept $C^*$ or the empty language. However, either by direct construction, or by Fact 14, for all $p \in P$, it can be shown that $\mathbb{A}_P, p \vdash A, 1$, where $A$ comes from Example 11, in turn.
3.3 Coherence & Circularity

The language recognized by a lasso automaton \((A, p)\) does not necessarily correspond to the ultimately periodic fragment of a regular \(\omega\)-language. A necessary condition for the latter is that \(\text{Lassos}(A, p)\) is \(\text{invariant under lasso bisimilarity:}\) \((u, v) \cong (u', v')\) implies that \((u, v) \in \text{Lassos}(A, p)\) iff \((u', v') \in \text{Lassos}(A, p)\). In [9] we proved that this condition is also sufficient, and we characterized it by the properties of coherence and circularity.

\begin{definition}
A regular language \(L\) is circular if \(v \in L \iff v^k \in L,\) for all \(k > 0\) and \(v \in C^+\). An initialized DFA \((A, a)\) is circular if \(L(A, a)\) is circular. A lasso automaton \(A\) is circular if each \(\text{Loop}(p)\) is circular, and coherent if \(cu \in \text{Loop}(p) \iff uc \in \text{Loop}(\rho(p, c))\), for every spoke state \(p, u \in C^*\) and \(c \in C\).
\end{definition}

\begin{fact}
[9] For any lasso automaton \(A = (P, X, \rho, \xi, \sigma, F)\) the following are equivalent:
\begin{enumerate}
\item \(\forall p \in P. \ \text{Lassos}(A, p) = \{(u, v) \mid u v^2 \in L\}\) for some regular \(\omega\)-language \(L\);
\item \(\forall p \in P. \ \text{Lassos}(A, p)\) is bisimulation invariant;
\item \(A\) is circular and coherent.
\end{enumerate}

Motivated by Fact 17, in the sequel we will largely confine our attention to circular and coherent lasso automata. This explains the importance of the following result.

\begin{theorem}
It is decidable whether a given lasso automaton is circular and coherent.
\end{theorem}

Finally, we note that by Fact 10, the class of circular and coherent lasso automata is closed under taking surjective \(\Omega\)-morphisms.

4 \(\Omega\)-automata

In this section, we look at \(\Omega\)-automata as acceptors of streams. As we shall see, this notion of acceptance coincides with the one of parity automata (Theorem 22) and is invariant under \(\Omega\)-morphisms (Theorem 23). The main goal of this section is to show that, unlike the standard types of stream automata, \(\Omega\)-automata admit a natural notion of bisimilarity that exactly captures language equivalence (Theorem 25). Finally, as a corollary of these results we obtain a simple and natural minimization procedure for \(\Omega\)-automata (Theorem 28).

4.1 \(\Omega\)-coalgebras as stream automata

In the previous section we saw that a lasso language corresponds to the ultimately periodic fragment of a regular \(\omega\)-language if and only if it is the language recognized by an initialized, circular and coherent lasso automaton. This suggests that circular and coherent \(\Omega\)-coalgebras might be used directly as stream automata, and inspires the following definition.

\begin{definition}
An \(\Omega\)-automaton is a circular and coherent lasso automaton.
\end{definition}

Following ideas in Calbrix, Nivat & Podelski [7], we now define acceptance of streams.

\begin{definition}
Let \(A = (P, X, \rho, \xi, \sigma, F)\) be an \(\Omega\)-automaton, and let \(q\) be a spoke state of \(A\). We say that a stream \(\alpha\) is accepted by \((A, q)\), notation: \((A, q) \triangleright \alpha\), if there are a finite word \(u\), a sequence \((v_i)_{i \in \omega}\) of finite, non-empty words, a state \(p \in P\) and an accepting state \(z \in F\) such that \(\alpha = u \bar{v}, q \xrightarrow{\rho, p} p \xrightarrow{\sigma, z} z\) for each \(i \in \omega\). The set of streams accepted by an initialized \(\Omega\)-automaton \((A, p)\) is denoted as \(\text{Streams}(A, p)\).
\end{definition}
Remark 21. Where this notion of acceptance may seem somewhat odd at first sight, it can be related to that of well-known stream automata. A successful run of \((A,q)\) on a stream \(\alpha\) consists of

- a run of the spoke part of \(A\) on a (finite) initial segment \(u\) of \(\alpha\) (i.e., \(\alpha = u\beta\) for some stream \(\beta\)), leading to a spoke state \(p\), followed by
- an infinite run of the product structure of \((P,\rho)\) and \(A_{\ell}\) on the remaining stream \(\beta\), where for some accepting state \(z \in F\), the product automaton infinitely often makes a silent step from \((p,z)\) to \((p,p)\):

\[
(p,p) \xrightarrow{\rho \times (\sigma,\xi)} (p,z) \xrightarrow{\epsilon} (p,p) \xrightarrow{\rho \times (\sigma,\xi)} \cdots
\]

Based on this observation, it is not difficult to show (but rather tedious to spell out in detail) that \(\Omega\)-automata can be seen as rather special Büchi automata, where the nondeterminism is restricted to (1) a unique jump from an initial part of the automaton to a final part, and (2) some very specific silent steps. From this perspective, that is, with \(\Omega\)-automata taken as a subclass of Büchi automata with silent steps, it is remarkable that the theory of \(\Omega\)-automata is so well-behaved when we consider bisimilarity etc. This good behavior may be explained by the observation that seen as lasso automata, \(\Omega\)-coalgebra are completely deterministic.

4.2 Adequacy

The following theorem states that, when it comes to recognizing stream languages, \(\Omega\)-automata are as least as expressive as more standard models like parity automata.

Theorem 22 (Adequacy). Let \((P,q)\) be an initialized deterministic parity automaton. Then

\[
\text{Streams}(P,q) = \text{Streams}(\Omega P,q).
\]

4.3 Language equivalence as bisimilarity

Theorem 23 (Invariance). Let \(h : \mathcal{A} \to \mathcal{A}'\) be an \(\Omega\)-morphism between two \(\Omega\)-automata.

\[
\text{Streams}(\mathcal{A},q) = \text{Streams}(\mathcal{A}',hq)
\]

for any spoke state \(q\) of \(\mathcal{A}\).

Corollary 24. Let \((\mathcal{A},q)\) be an \(\Omega\)-automaton. Then \(\text{Streams}(\mathcal{A},q)\) is an \(\omega\)-regular language and \(\text{Lassos}(\mathcal{A},q) = \{(u,v) \mid uu^\omega \in \text{Streams}(\mathcal{A},q)\}\).

The next result shows that, unlike well-known types of stream automata such as Büchi, Muller or parity automata, \(\Omega\)-automata share a fundamental property with deterministic automata operating on finite words.

Theorem 25 (Language equivalence as bisimilarity). Let \((\mathcal{A},q)\) and \((\mathcal{A}',q')\) be two initialized \(\Omega\)-automata. Then

\[
\mathcal{A},q \leftrightarrow \mathcal{A}',q' \iff \text{Streams}(\mathcal{A},q) = \text{Streams}(\mathcal{A}',q').
\]

Example 26. Continuing from Example 15, observe that the \(\Omega\)-coalgebras \(\mathcal{A}\) and \(\mathcal{A}'\) are actually circular and coherent, and therefore \(\Omega\)-automata. The stream language that these coalgebras accept, from any initial state, is the same as the one accepted by the parity automaton \(\mathcal{P}\), from any initial state. However, in the realm of \(\Omega\)-automata, by virtue of the associated notion of bisimilarity, there is a canonical representative for the class of all pointed \(\Omega\)-automata accepting the stream language of \(\mathcal{P}\) (from any state, as they all accept.
the same language). It should not be difficult to guess that the canonical representative is 
\((A', 1)\), up-to isomorphism. A formal proof needs just to show that the three states in \(X\) accept different languages (of finite words). In Section 4.4 we shall discuss computation of such a representative by partition refinement.

### 4.4 Minimal \(\Omega\)-automaton

The minimization problem for stream automata is much harder than that for deterministic finite automata operating on finite words. In particular, regular \(\omega\)-languages generally do not have a unique minimal automaton [18], and to the best of our knowledge, nice minimization procedures are only available for restricted classes of automata [18, 13].

This is different in the setting of \(\Omega\)-automata. As a corollary of Theorem 25 we obtain a simple and natural minimization procedure for \(\Omega\)-automata, linking the final coalgebra to the minimal automaton: Theorem 28. A partition refinement algorithm is a standard consequence of the coalgebraic framework (see [9] for a more detailed explanation).

**Definition 27.** Let \(A = (P, X, \rho, \xi, \sigma, F)\) be an \(\Omega\)-automaton, and recall from Proposition 8 that \(\cong\) is an equivalence relation on \(P\) and on \(X\). We denote the equivalence class of a state \(a\) with \(\bar{a}\). Since \(\cong\) is itself a bisimulation relation, the following is a correct definition of an \(\Omega\)-coalgebra structure on the \(\cong\)-cells:

\[
\begin{align*}
\rho(\bar{p}) & := \rho \bar{p}, \\
\xi(\bar{x}) & := \xi \bar{x}, \\
\sigma(\bar{p})(c) & := \sigma(p)(c), \quad \text{for all } c, \\
F & := \{\bar{x} \mid x \in F\}.
\end{align*}
\]

We denote the resulting \(\Omega\)-automaton by \(A_{/\cong}\).

The following theorem shows that \(A_{/\cong}\) is a minimal automaton recognizing the languages of \(A\).

**Theorem 28.** Let \((A, p)\) be an initialized \(\Omega\)-automaton, with \(L := \text{Streams}(A, p)\). Then

1. \(\text{Streams}(A_{/\cong}, \bar{p}) = L\);
2. For any initialized \(\Omega\)-automaton \((A', p')\) such that \(\text{Streams}(A', p') = L\), there is an \(\Omega\)-morphism \(h : A' \to A_{/\cong}\) such that \(h(p') = \bar{p}\).

In passing we note that the Theorems 22 and 28 yield a minimization procedure for parity automata (and other standard stream automata) as well; this procedure transforms any parity automaton, not into a minimal parity automaton, but into a canonically obtained minimal \(\Omega\)-automaton.

**Example 29.** Continuing from Example 26, the \(\Omega\)-coalgebra \(A'\) is, up to isomorphism, the minimal representative of the coalgebra \(A\). Note that the three states \(\{1, 2, 3\}\) are quotiented by the unique morphism \(h\) (from Example 11).

### 5 A final \(\Omega\)-coalgebra and a Myhill-Nerode Theorem

#### 5.1 Final \(\Omega\)-coalgebra

In the theory of Universal Coalgebra, an important role is played by final coalgebras. Recall that an object \(z\) is final in a category \(C\) if for every object there is a unique arrow to \(z\). Final coalgebras do not exist for every functor, but when they exist, they usually encode a
natural notion of behavior related to the functor. For instance, in the theory of DFAs, a final coalgebra is provided by the ‘language automaton’, in which the states are languages (of finite words), the transition structure is given by the derivatives ($L_c := \{ u \in C^* \mid cu \in L \}$), and a language/state is accepting iff it contains the empty word. This language coalgebra has many nice properties and can be used to prove many fundamental properties of regular languages [16]. In this section we will see that the category of $\Omega$-coalgebras admits a final coalgebra, and we will use this coalgebra to give a Myhill-Nerode theorem for regular lasso languages, and a related characterization for regular $\omega$-languages.

Definition 30. With defining

\[
\begin{align*}
Z_0 &:= \mathcal{P}(C^* \times C^+) \\
Z_1 &:= \mathcal{P}C^* \\
\zeta_0(L,c) &:= \{ (u,v) \in C^* \times C^+ \mid (cu,v) \in L \} \\
\zeta_1(M,c) &:= \{ v \in C^* \mid cv \in M \} \\
\sigma(L,c) &:= \{ v \in C^* \mid (\epsilon,cv) \in L \} \\
F &:= \{ M \in \mathcal{P}C^* \mid \epsilon \in F \}
\end{align*}
\]

we obtain the $\Omega$-coalgebra $Z := (Z_0, Z_1, \zeta_0, \zeta_1, \sigma, F)$.

Observe that the loop part of this $\Omega$-coalgebra is given by the final coalgebra for DFAs that we just mentioned; in particular, its carrier is based on the set of all languages of finite words. The carrier of the spoke part is given by the set $\mathcal{P}(C^* \times C^+)$ of all lasso languages. The exact relation of this $\Omega$-coalgebra with the set of all stream languages remains to be investigated in more detail, but note that the relation of lasso determinacy (Definition 35) will play an important role here.

A very useful property of the structure $Z$ is that any lasso language $L$ coincides with the set of lassos that it accepts, seen as a state of $Z$.

Theorem 31. Let $L$ be a lasso language. Then for any lasso $(u,v)$ we have

\[Z, L \triangleright (u,v) \iff (u,v) \in L.\]  

(5)

As a corollary, the relation $\equiv_L$ restricts to the identity relation on $Z$.

Theorem 32. $Z$ is final in the category of $\Omega$-coalgebras and $\Omega$-morphisms. That is, for every $\Omega$-coalgebra $A$ there is a unique $\Omega$-morphism $h : A \to Z$.

5.2 A Myhill-Nerode Theorem for lasso languages

Rutten provided a nice coalgebraic perspective on the Myhill-Nerode theorem for regular languages of finite words, identifying the congruence classes of the Myhill-Nerode equivalence relation with states in the final coalgebra [16]. A similar result holds for lasso languages.

Definition 33. Let $L$ be a lasso language. Define the equivalence relation $\equiv_0$ on $C^*$ such that $u_0 \equiv_0 u_1$ if for all lassos $(u,v)$ it holds that $(u_0u,v) \in L \iff (u_1u,v) \in L$. Define a family of binary relations $\equiv_{[u]}$ on $C^+$, indexed by the set of $\equiv_0$-cells, such that $v_0 \equiv_{[u]} v_1$ if for all $w \in C^*, u_0, u_1 \in [u]$ we have $(u_0, v_0w) \in L \iff (u_1, v_1w) \in L$. Finally, let

\[(u_0, v_0) \equiv_L (u_1, v_1) \iff u_0 \equiv_0 u_1 \text{ and } v_0 \equiv_{[u]} v_1 \]

define a relation $\equiv_L$ on lassos.
It is obvious that $\equiv_L$ is an equivalence relation, and here we have arrived at our coalgebraic Myhill-Nerode theorem for lassos. It refers to the generated subcoalgebra of a state/language $L$ in the final coalgebra, see Definition 6. Recall that a lasso language is regular if it is the set of all lassos that are accepted by a pointed lasso automaton.

**Theorem 34.** The following are equivalent, for any lasso language $L$:

1. $L$ is regular;
2. $L$ generates a finite subcoalgebra in $\mathbb{Z}$;
3. the relation $\equiv_L$ has finite index.

### 5.3 A characterization theorem for stream languages

Attempts at finding congruences that characterise $\omega$-regularity date back to the earliest works in the theory of $\omega$-languages, such as Arnold [4], who isolates the *syntactic congruence* of a regular $\omega$-regular language $L \subseteq C^\omega$ as the coarsest congruence on $C^*$ that recognizes $L$ (in some precisely defined manner). An interesting open question was to identify a congruence which is of finite index if and only if a given stream language is regular. Maler and Staiger [14] approached this problem via so-called *families of right congruences* (FORCs), and proved that a stream language $L$ is $\omega$-regular if and only if there exists a finite FORC that recognises it. Furthermore, the paper identified a necessary and sufficient characterisation of those regular $\omega$-languages that are accepted by a minimal state automaton, derived from Arnold’s syntactic congruence.

While moving in a similar direction, we are able to simplify the matter somewhat. The definition of our lasso relation $\equiv_L$ is reminiscent to that of a FORC, as it is dependent on equivalence classes of a right congruence on finite words.\(^2\) Using the relation $\equiv_L$, we were able to provide an *exact* characterisation of regular $\omega$-languages. Our characterization, Theorem 37, involves a property, *lasso determinacy*, that is somewhat related to (but not the same as) Arnold’s saturation property. One may also look at lasso determinacy as an infinitary version of the *pumping* property of regular languages of finite words.

**Definition 35.** A stream language $L$ is lasso determined, or has the property $LD$, if for every infinite sequence $(v_i)_{i \in \omega}$ of nonempty words there is an infinite set $Y \subseteq \omega$ such that

$$\bar{v} \in L \iff (v_0 \cdot \cdots \cdot v_j)(v_{j+1} \cdot \cdots \cdot v_k)^\omega \in L.$$for all $j, k \in Y$ with $j < k$.

It is not difficult to verify that all regular $\omega$-languages are lasso determined. The following property justifies the terminology.

**Proposition 36.** Let $L, L'$ be two stream languages with the property $LD$. If $\text{Lassos}(L) = \text{Lassos}(L')$ then $L = L'$.

**Theorem 37.** The following are equivalent, for any stream language $L$:

1. $L$ is regular;
2. $L$ is lasso determined and $\text{Lassos}(L)$ generates a finite subcoalgebra in $\mathbb{Z}$;
3. $L$ is lasso determined and the relation $\equiv_L$ has finite index.

\(^2\) However, $\equiv_L$ does not exactly correspond to a FORC as it lacks the condition $v_0 \equiv_{[u]} v_1 \implies u_0 v_0 \equiv_0 u_1 v_1$.\(\)
6 Conclusions

The main point of this paper was to argue that (a slight variation of) the two-sorted lasso automaton we introduced in [9] provides an interesting framework for recognizing regular stream languages as well. For this purpose, we presented $\Omega$-automata as the class of finite, circular and coherent lasso automata, and we defined a notion of acceptance for streams. Throughout the paper we used the fact that these structures are coalgebras for an endofunctor $\Omega$ on the category $\textbf{Set}^2$ of two-sorted sets and functions. The advantage of this coalgebraic presentation of stream automata is that bisimilarity and minimization are easily obtained using the general theory of Universal Coalgebra. Using another standard feature of the coalgebraic framework, namely, final coalgebras, we proved a Myhill-Nerode theorem for lasso automata that extends the basic framework of Rutten [16] to lassos. Then, involving a property we called \textit{lasso determinacy}, we obtained a characterization of regular $\omega$-languages. These results provide additional motivation for and in some sense complete the work of Maler & Staiger [14] on two-sorted congruences.

Of the many interesting directions to take from here we mention a few. First, not only $\Omega$-automata but in particular the objects they operate on (lassos, streams) admit a very simple and natural coalgebraic presentation. It would be interesting to explore and exploit this connection further – in particular, we are interested in truly coalgebraic characterizations of regular $\omega$-languages. In a subsequent publication we hope to report on such a characterization, which reveals the coalgebraic nature of the property of lasso determinacy and involves a pumping property for lasso languages. Second, a very interesting and useful coalgebraic concept is that of \textit{coinduction}. This definition and proof principle has many applications in the theory of DFAs. It would be worthwhile to find and study manifestations of coinduction in the world of stream automata as well, also patterned after [20, 19, 6]. Third, given the two-sorted nature of our framework, it seems natural to explore its connections with the theory of \textit{Wilke algebras} [21]. Finally, recent work on \textit{coalgebraic automata learning} [5] could shed further light on the link between our framework and the research line on learning of omega-regular languages; a first step in this direction would be a mathematically precise comparison between the automata model presented in [2] and our coalgebraic variant.

Using Category Theory for modelling abstract notions entails the possibility to generalise results by changing the base category that is used. In this respect, our paper can be used as a starting point for further development of \textit{nominal} omega-regular languages [8]. Finally, it would be interesting to study our work from the categorical perspective of [20, 19, 6]. As a starting point one could try to rephrase our acceptance definition for streams (Definition 20) in the approach of [19].
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A Proofs

Proof of Theorem 18. Let $A$ be lasso automaton. Decidability of coherence is straightforward, since it can be checked in terms of the equivalence of various pairs of initialized DFAs that can easily be constructed from the loop automaton of $A$.

For circularity, it suffices to consider initialized DFAs. A routine argument shows that a language is circular iff $Pow(L) = L = Root(L)$, where the power and root of $L$ are defined by $Pow(L) := \{u^k \mid u \in L, k \geq 1\}$ and $Root(L) := \{u \mid u^k \in L \text{ for some } k \geq 1\}$. The decidability of the equation, $L = Pow(L)$, was established by Fazekas [10].

The problem, whether $L(A, a) = Root(L(A, a_1))$ for a given initialized DFA $(A, a_1)$, can be solved by first defining an initialized DFA $(A', i)$ that accepts $Root(L)$ and then checking language equivalence with $L$. So consider a DFA $(A, \delta, F)$ and a state $a_1 \in A$. Let $A' := (A^A, \theta, G)$ be the DFA where $\theta$ is given pointwise: $\theta(f, c) := \lambda a.\delta(fa, c)$. For the definition of $G$, define, for an arbitrary $g \in A^A$, the set $A_g := \{g^n a_1 \mid n \geq 1\}$ – since $A$ is finite, this set can be computed in at most $|A|$ steps. Put $G := \{g \in A^A \mid A_g \cap F \neq \emptyset\}$.

Let $u$ an arbitrary finite word, and define $g_u := \hat{\theta}(i, u)$. By construction we obtain for all $a \in A$ that $g_u a = \hat{\delta}(a, u)$, so that $A_{g_u} = \{\hat{\delta}(a_1, u^n) \mid n \geq 1\}$. Now consider the following chain of equivalences:

$$A', i \triangleright u \iff g_u = \hat{\theta}(i, u) \in G \quad \text{(definition of acceptance)}$$

if $A_{g_u} \cap F \neq \emptyset$. (definition $G$)

$$\text{if } \hat{\delta}(a_1, u^n) \in F, \text{ some } k \geq 1 \quad (A_{g_u} = \{\hat{\delta}(a_1, u^n) \mid n \geq 1\})$$

if $u^k \in L = L(A, a_1)$, some $k \geq 1 \quad \text{(definition of acceptance)}$

if $u \in Root(L)$ (definition Root)

From this it follows that $L(A', i) = Root(L(A, a_1))$, as required. $

Proof of Theorem 22. Let $P = (P, \rho, \Pi)$ be a parity automaton, let $A_P = (P, X, \rho, \xi, \sigma, F)$ be its associated lasso automaton, and let $N$ denote the range of $\Pi$. Fix a state $q \in P$.

For the inclusion $\text{Streams}(P, q) \subseteq \text{Streams}(A_P, q)$, assume that $P, q \triangleright \alpha$ for some stream $\alpha$. Without loss of generality we may assume that $\alpha$ can be split as $\alpha = u\bar{w}$, such that, with $p := \rho(q, u)$, we have $p \overset{\alpha}{\Rightarrow} p$ and $Inv_f(q, \alpha) = \rho^*_f(p, v_i)$, for each $i \in \omega$. Define $v_{ij} := v_i \cdots v_{j-1}$ for $i, j \in \omega$ with $i < j$. It follows by construction of $A_P$ that

$$\sigma\xi(p, v_{ij}) \in F \text{ for each } i, j \text{ with } i < j. \quad (6)$$

Note that the equivalence relation on $\omega_\prec = \{(i, j) \in \omega^2 \mid i < j\}$ given by $(i, j) \sim (k, l)$ if $\sigma\xi(p, v_{ij}) = \sigma\xi(p, v_{kl})$, has finite index. It then follows by Ramsey’s Theorem that there is an infinite subset $Y \subseteq \omega$, and a unique $z \in F$ such that $\sigma\xi(p, v_{ij}) = z$, for each pair $i, j \in Y$ with $i < j$.

Enumerate $Y = \{k_0, k_1, \ldots\}$ with $k_0 < k_1 < \cdots$, and define $u' := v_{ik_0}$, for each $i \in \omega$, $w_i := v_{k_0, k_0+i+1}$. It is obvious from these definitions that

$$\alpha = uu'\bar{w}. \quad (7)$$

In addition, we claim that

$$q \overset{uu'}{\Rightarrow}_\rho p \quad (8)$$

and that

$$p \overset{w_i}{\Rightarrow}_{\sigma, \xi} z, \text{ for all } i \in \omega. \quad (9)$$
For the proof of (8) and (9), observe that \( p \xrightarrow{u_j} p \) for each \( j \), so that we find \( p \xrightarrow{u_i} p \) and \( p \xrightarrow{u_j} p \) for each \( i \) on the basis of \( u' \) and each \( w_i \) being finite concatenations of \( w_j \)'s. From this we immediately obtain the first statement in (9), but also (8) because \( q \xrightarrow{w_i} p \xrightarrow{u'_i} p \).

The remaining, second, statement in (9) follows directly from the assumption on \( z \) and the definition of the \( w_i \).

Finally, it follows directly from (7), (8) and (9) that \( \alpha \) is accepted by \((\mathcal{A}, p, q)\).

For the inclusion \( \text{Streams}(\mathcal{A}, p, q) \subseteq \text{Streams}(\mathcal{P}, q) \), assume that \((\mathcal{A}, p, q)\) accepts some given stream \( \alpha \). Then by definition we can split this stream as \( \alpha = u\bar{w} \), find states \( p \in \mathcal{P} \) and \( t \in F \) such that \( q \xrightarrow{\omega} p \) and \( p \xrightarrow{\omega} p \), \( p \xrightarrow{\omega \xi} t \) for each \( i \in \omega \). Fix some \( i \in \omega \). By definition of \( \mathcal{A} \) it follows from \( p \xrightarrow{u_i \omega} p \), \( p \xrightarrow{u_j \omega} t \) in \( \mathcal{X}_p \), where \( \mathcal{X}_p, \omega^p \) and \( \xi \) are as in Definition 12. But since it is straightforward to verify from \( p \xrightarrow{u_i \omega} p \) that \( p^\xi(p, v_i) \) consists of all states traversed on the cycle \( p \xrightarrow{\omega} p \), it follows that \( t \in (\mathcal{P} \times \mathcal{N})' \) satisfies \( t(p, (\Pi|\rho^\xi(p, v_i))) \). Since \( t \) is accepting it follows that \( \max(\Pi|\rho^\xi(p, v_i)) \) is even. Since this holds for each \( i \in \omega \), it easily follows that \((\mathcal{P}, q)\) accepts \( \alpha \).

\[ \square \]

**Proof of Theorem 23.** Fix \( \mathcal{A} = (P, X, \rho, \xi, \sigma, F) \) and \( \mathcal{A}' = (P', X', \rho', \xi', \sigma', F') \), and let \( h : \mathcal{A} \rightarrow \mathcal{A}' \) be an \( \Omega \)-morphism. The proof of the inclusion \( \text{Streams}(\mathcal{A}, p, q) \subseteq \text{Streams}(\mathcal{A}', q') \) is routine and left to the reader.

For the opposite inclusion, assume that \((\mathcal{A}', hq) \) accepts some stream \( \alpha \). Let \( u_i, (v_i)_{i \in \omega} \), \( p' \in P' \) and \( z' \in F' \) be witness to this, in the sense that \( \alpha = u\bar{v} \), \( hq \xrightarrow{p'} p' \) and \( p' \xrightarrow{\omega'} p' \), \( p' \xrightarrow{\omega' \eta} z' \) for each \( i \in \omega \).

Define \( p_0 := \hat{h}(q, u) \) and \( p_{i+1} := \hat{h}(p_i, v_i) \) for \( i > 0 \). Observe that \( h p_i = p' \) for all \( i \in \omega \). Since \( P \) is finite, so is the set \( Q := \{ p_i \mid i \in \omega \} \), and hence, some element \( p \in Q \) is traversed infinitely often in the path \( p_0 \xrightarrow{v_0} p_1 \xrightarrow{v_1} p_2 \xrightarrow{v_2} \cdots \). In other words, there is an infinite subset \( K = \{ k_0, k_1, \ldots \} \subseteq \omega \) with \( k_0 < k_1 < \cdots \) such that \( p_0 \xrightarrow{v_0 \cdots v_{k_i-1}} p \) and \( p \xrightarrow{v_k \cdots v_{k+i-1}} p \) for all \( i \in \omega \). Define \( u' := v_0 \cdots v_{k_0-1} \) and \( w_i := v_{k_i} \cdots v_{k_i-1} \), then we have \( \alpha = u\bar{w} \).

Define, for \( i < j \in \omega \), the word \( w_{ij} := w_i \cdots w_{j-1} \) and the state \( z_{ij} := \hat{\sigma}(\hat{q}(p, w_{ij})) \).

By Ramsey’s Theorem there must be an infinite set \( N \subseteq \omega \) and a single element \( z \in X \) such that \( z_{ij} = z \) for all \( i, j \in N \). Note that \( h z_{ij} = z' \) for all \( i, j \in N \), since \( h \) is an \( \Omega \)-morphism. Write \( N = \{ n_0, n_1, \ldots \} \) with \( n_0 < n_1 < \cdots \), and define \( u'' := w_0 \cdots w_{n_0-1} \) and \( s_i := w_{n_i} \cdots w_{n_{i+1}-1} \), then clearly we have

\[ \alpha = uu'w''s. \] (10)

Second, we claim that

\[ q \xrightarrow{u'w''} p. \] (11)

To see this, note that \( u'' \) is a finite concatenation of \( w_i \)'s. Since \( p \xrightarrow{u_i} p \) for each \( i \), it follows that \( p \xrightarrow{u''} p \), and hence we obtain (11) from \( q \xrightarrow{u'w''} p \xrightarrow{u''} p \). In addition, we have

\[ p \xrightarrow{\omega} p \text{ and } p \xrightarrow{\omega \xi} z, \] for all \( i \in \omega \). (12)

Here the first statement follows from each \( s_i \) being a finite concatenation of \( w_j \)'s, and the second is by assumption on \( z \).

Finally, the fact that \( \mathcal{A}, q \vdash \alpha \) is immediate from (10), (11) and (12).

\[ \square \]

**Proof of Corollary 24.** It follows from Fact 17 that there is an initialized parity automaton \((\mathcal{P}, p)\) such that \( \text{Lassos}(\mathcal{A}, q) = \text{Lassos}(\mathcal{P}, p) \), and from Fact 14 that \( \text{Lassos}(\mathcal{P}, p) = \text{Lassos}(\mathcal{A}, q) \).
Lassos($k_P, p$). From this it is immediate that $\text{Lassos}(\mathcal{A}, q) = \text{Lassos}(k_P, p)$, and so Fact 10 yields that $\mathcal{A}, q \not\equiv \mathcal{A}, p$. Then we may derive by Proposition 8 and Theorem 23 that $\text{Streams}(\mathcal{A}, q) = \text{Streams}(k_P, p)$, and so by Theorem 22 we find that $\text{Streams}(\mathcal{A}, q) = \text{Streams}(\mathcal{P}, p)$. This immediately gives that $\text{Streams}(\mathcal{A}, q)$ is regular, and gathering our findings we obtain that $\text{Lassos}(\text{Streams}(\mathcal{A}, q)) = \text{Lassos}(\text{Streams}(\mathcal{P}, p)) = \text{Lassos}(\mathcal{P}, p)$. 

Proof of Theorem 25. The direction from left to right is immediate by Proposition 8 and Theorem 23. The opposite direction follows from Corollary 24 and Fact 10.

Proof of Theorem 28. The first part of the theorem is immediate by the fact that the quotient map from $\mathcal{A}$ to $\mathcal{A}/\equiv$ is an $\Omega$-morphism. For part 2, assume that $\text{Streams}(\mathcal{A}', p') = L$. Then by Theorem 25 we have that $\mathcal{A}, p \not\equiv \mathcal{A}', p'$, so that a routine argument shows that every state in $\mathcal{A}'$ is bisimilar to some state in $\mathcal{A}$. This yields a natural map $h$ from $\mathcal{A}'$ to $\mathcal{A}/\equiv$ such that $h(p') = \bar{p}$. We leave it for the reader to verify that this map is an $\Omega$-morphism.

Proof of Theorem 32. With $\mathcal{A} = (P, X, \rho, \xi, \sigma, F)$, define the maps $h_0: P \to P(C^* \times C^*)$ and $h_1: X \to PC^*$ by putting

$$h_0(p) := \text{Lassos}(\mathcal{A}, p),$$
$$h_1(x) := L((X, \xi, F), x).$$

It is a routine exercise to verify that this is an $\Omega$-morphism. For uniqueness, let $h': \mathcal{A} \to \mathcal{Z}$ be an $\Omega$-morphism. Then for every spoke state $p$ of $\mathcal{A}$ we find that $hp = \text{Lassos}(\mathcal{A}, p) = \text{Lassos}(\mathcal{Z}, h'p) = h'p$.

Proof of Theorem 34. We confine ourselves to a sketch. The equivalence of (1) and (2) is a direct consequence of the Theorems 31 and 32, so it suffices to show that (2) $\iff$ (3).

For this purpose, fix a lasso language $L$. We first show that, for any pair of words $u_0, u_1$:

$$u_0 \equiv u_1 \iff \tilde{\zeta}_0(L, u_0) = \tilde{\zeta}_0(L, u_1).$$

(13)

Second, for all words $u$ and pairs of nonempty words $v_0, v_1$, with $L_u := \tilde{\zeta}_0(L, u)(\equiv \{(u'v) | (uv', v) \in L\})$ we can prove:

$$v_0 \equiv_{[u]} v_1 \iff \tilde{\sigma}_\zeta_1(L_u, v_0) = \tilde{\sigma}_\zeta_1(L_u, v_1)$$

(14)

By the previous two steps we may conclude that $(u_0, v_0) \equiv (u_1, v_1)$ if and only if, starting from $L$ in the spoke part of $\mathcal{Z}$, consuming either $u_0$ or $u_1$ takes us to the same state $L'$, and from $L'$, consuming either $v_0$ or $v_1$, takes us to the same state $L''$ in the loop part of $\mathcal{Z}$. Now let $Y_L$ be the set of spoke states reachable from $L$, and for $M \in Y_L$, let $Y_M$ be the set of loop states reachable from $M$. It then follows by the above observation that the equivalence classes of $\equiv_L$ are in one-to-one correspondence with the set $\bigcup_{M \in Y_L} M$. This suffices to prove that $\equiv_L$ has finite index iff $L$ generates a finite subcoalgebra in $\mathcal{Z}$.

Proof of Proposition 36. Fix a stream $\alpha = \vec{v}$. By lasso determinacy of $L$ there is an infinite set $Y \subseteq \omega$ as in the definition. Write $Y = \{n_0, n_1, \ldots\}$ with $n_0 < n_1 < \cdots$. Define $w_0 := v_0 \cdots v_{n_0}$ and $w_{i+1} := v_{n_i+1} \cdots v_{n_{i+1}}$. Then $\alpha = \vec{w}$ and for all $j, k \in \omega$ with $j < k$ we have

$$\alpha \in L \iff (w_0 \cdots w_j) (w_{j+1} \cdots w_k)^\omega \in L$$

(15)
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Now by the LD property of $L'$ there is an infinite set $Y' \in \omega$ as in the definition. Take any two elements $j, k \in Y'$ with $j < k$. Then we have

$$\alpha \in L' \iff (w_0 \cdots w_j)(w_{j+1} \cdots w_k)\omega \in L'$$  \hspace{1cm} (16)

It is then immediate by (15), (16) and the assumption $\text{Lassos}(L) = \text{Lassos}(L')$ that

$$\alpha \in L \iff \alpha \in L'.$$

Since $\alpha$ was arbitrary, this shows that $L = L'$.

Proof of Theorem 37. The equivalence of (2) and (3) is immediate by Theorem 34, and the implication from (1) to (2/3) follows from the same result, together with the observation that regular $\omega$-languages are lasso-determined.

For the remaining implication (2/3 $\Rightarrow$ 1), assume (2), and let $L'$ be the stream language accepted by the pointed $\Omega$-coalgebra $(Z, \text{Lassos}(L))$. It follows that $\text{Lassos}(L) = \text{Lassos}(L')$, and since $L'$, being regular, is lasso-determined, Proposition 36 implies $L = L'$, which immediately yields the regularity of $L$. \hfill \blacksquare
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1 Introduction

Automata have been extensively studied using category theory, both from an algebraic and a coalgebraic perspective [26, 6, 43, 40]. Categorical insights have enabled the development of generic algorithms for minimisation [4], determinisation [45], and equivalence checking [15].

A fruitful line of work has focussed on characterising the semantics of different types of automata as final coalgebras. The final coalgebra contains unique representatives of behaviour, and the existence of a minimal automaton can be formalised by a suitable factorisation of the map from a given automaton into the final coalgebra. Algorithms to compute the minimal automaton can be devised based on the final sequence, which yields procedures resembling classical partition refinement [32, 18]. Unfortunately, bottom-up tree automata do not fit the abstract framework of final coalgebras.1 This impeded the application of abstract

1 The language semantics of top-down tree automata represented as coalgebras is given in [30], based on a transformation to bottom-up tree automata. In this paper, we focus on bottom-up automata only.
algorithms for minimisation, determinisation, and equivalence. We embrace the categorial algebraic view on automata due to Arbib and Manes [8] to study bottom-up tree automata (Section 3). This algebraic approach is also treated in detail by Adámek and Trnková [6], who, among other results, give conditions under which minimal realisations exist (see also [3]) and constructions to determinise partial and non-deterministic bottom-up tree automata. However, generic algorithms for minimisation, and a more abstract and uniform picture of determination, have not been studied in this context.

The contributions of this paper are three-fold. First, we explore the notion of cobase to devise an iterative construction for minimising tree automata, at the abstract level of algebras, resembling partition refinement (Section 4). The notion of cobase is dual to that of base [11], which plays a key role in reachability of coalgebras [46, 10] and therefore in minimisation of automata. Second, we study a different characterisation of minimality via the Nerode equivalence, again based on work of Arbib and Manes [8], and provide a generalisation using monads that allows to treat automata with equations (Section 5). Third, we extend bottom-up tree automata to algebras in the Kleisli category of a monad, which enables us to study tree automata enriched with side-effects and derive an associated determinisation procedure (Section 6). We demonstrate the generality of our approach by applying it both to classical examples – deterministic, non-deterministic, and multiplicity/weighted tree automata – and to a novel kind of tree automata, namely nominal tree automata.

2 Preliminaries

We assume basic knowledge of category theory. Throughout this paper, we fix a category C.

Monads. A monad on C is a triple \((T, \eta, \mu)\) consisting of an endofunctor \(T\) on C and two natural transformations: a unit \(\eta: \text{Id} \to T\) and a multiplication \(\mu: T^2 \to T\), which satisfy the compatibility laws \(\mu \circ \eta_T = \text{id}_T = \mu \circ T\eta\) and \(\mu \circ \mu_T = \mu \circ T\mu\).

Example 2.1. The triple \((P_f, \{-\}, \bigcup)\) is a monad on Set, where \(P_f\) is the finite powerset functor, \(\{-\}\) is the singleton operation, and \(\bigcup\) is union of sets. Another example is the multiplicity monad \((M_F, e, m)\) for a field \(F\), where \(M_F\) is the functor sending a set \(X\) to \(M_F X = \{\phi: X \to F \mid \phi\text{ has finite support}\}\). An element \(\phi\) can be seen as a formal finite sum \(\sum_i s_i x_i\), where each \(x_i\) has multiplicity \(s_i\). The unit \(e\) sends \(x\) to \(1\cdot x\) and the multiplication is \(m_x(\sum_i s_i \phi_i)(x) = \sum_i s_i \cdot \phi_i(x)\), where \(\cdot\) is the field multiplication.

Algebras and Varietors. We fix a functor \(\Sigma : C \to C\) and write \(\text{Alg}(\Sigma)\) for the category of \(\Sigma\)-algebras. Throughout this paper, we assume that \(\Sigma\) is a variety [6], i.e., that the forgetful functor \(U : \text{Alg}(\Sigma) \to C\) admits a left adjoint \(F : C \to \text{Alg}(\Sigma)\). The variety \(\Sigma\) induces a monad \((\Sigma^\circ, \eta, \mu)\) on C, where \(\Sigma^\circ = UF\). Given an object \(X\) of C, we refer to \(F X = (\Sigma^\circ X, \alpha_X)\) as the free \(\Sigma\)-algebra over \(X\). The free \(\Sigma\)-algebra satisfies the following: for every \(\Sigma\)-algebra \(Q\) and every morphism \(x : X \to UQ\) of C, there is a unique \(\Sigma\)-algebra morphism \(x^\#: (\Sigma^\circ X, \alpha_X) \to Q\) with \(U(x^\#) \circ \eta_X = x\).

Example 2.2. A functor is finitary if it preserves filtered colimits. Any finitary Set functor is a variety: free algebras over a set \(X\) can be obtained as a colimit of a transfinite sequence \([2, 28]\). A polynomial functor on Set is a functor inductively defined by \(P := \text{id} | A | P_1 \times P_2 | \prod_{i \in I} P_i\) where \(A\) is any constant functor. Polynomial functors are finitary and therefore varietors.
3 Tree automata, categorically

In this section we start our categorical investigation of (bottom-up) tree automata. We first discuss a general notion of automaton over an endofunctor $\Sigma$ due to Arbib and Manes [8] and then discuss how this notion can be instantiated to obtain various kinds of automata.

Definition 3.1 ($\Sigma$-tree automaton). A $\Sigma$-tree automaton over objects $I$ and $O$ in $\mathcal{C}$ is a tuple $(Q, \delta, i, o)$ such that $(Q, \delta)$ is a $\Sigma$-algebra and $i: I \to Q$ and $o: Q \to O$ are morphisms of $\mathcal{C}$. The objects $I$ and $O$ are referred to as the input object and output object respectively. A homomorphism from an automaton $(Q, \delta, i, o)$ to an automaton $(Q', \delta', i', o')$ is a $\Sigma$-algebra homomorphism $h: Q \to Q'$ (i.e., $\delta' \circ h = h \circ \delta$) such that $h \circ i = i'$ and $o' \circ h = o$.

Throughout this paper, we fix input and output objects $I$ and $O$ respectively. If $\Sigma$ is clear from the context we sometimes refer to a $\Sigma$-tree automaton simply as an automaton.

A language (over $\Sigma$) is a morphism $L: \Sigma^o I \to O$. In the context of an automaton $A = (Q, \delta, i, o)$, we can think of $U(i^2): \Sigma^o I \to Q$, induced by the free $\Sigma$-algebra $FI$ on $I$, as the reachability map, telling us which state is reached by parsing an element of the free algebra over $I$. We will write $rch_A$ (or $rch$ if $A$ is obvious) for $U(i^2)$. The language of $A$ is the morphism $L(A): \Sigma^o I \to O$ in $\mathcal{C}$ given by $L(A) = o \circ rch_A$.

Example 3.2 (Deterministic bottom-up tree automata). Let us see how $\Sigma$-tree automata can capture deterministic bottom-up tree automata. We first recall some basic concepts.

A ranked alphabet is a finite set of symbols $\Gamma$, where each $\gamma \in \Gamma$ is equipped with an arity $ar(\gamma) \in \mathbb{N}$. A frontier alphabet is a finite set of symbols $I$. The set of $\Gamma$-trees over $I$, denoted $T_\Gamma(I)$, is the smallest set such that $I \subseteq T_\Gamma(I)$, and for all $\gamma \in \Gamma$ we have that $t_1, \ldots, t_{ar(\gamma)} \in T_\Gamma(I)$ implies $(\gamma, t_1, \ldots, t_{ar(\gamma)}) \in T_\Gamma(I)$. In other words, $T_\Gamma(I)$ consists of finite trees with leaves labelled by symbols from $I$ and internal nodes labelled by symbols from $\Gamma$; the number of children of each internal node matches the arity of its label.

A ranked alphabet $\Gamma$ gives rise to a polynomial signature endofunctor $\Sigma: \text{Set} \to \text{Set}$ given by $\Sigma X = \prod_{\gamma \in \Gamma} X^{ar(\gamma)}$. A deterministic bottom-up tree automaton is a $\Sigma$-tree automaton $A = (Q, \delta, i, o)$ where $Q$ is finite, $\Sigma$ is a signature endofunctor, and $O = 2$. Here $Q$ is the set of states, $i: I \to Q$ is the initial assignment, $o: Q \to 2$ is the characteristic function of final states, and for each $\gamma \in \Gamma$ we have a transition function $\delta_\gamma = \delta \circ \kappa_\gamma : Q^{ar(\gamma)} \to Q$. The language $L(A)$ is the set of all $\Gamma$-trees $t$ such that $(o \circ \delta)(t) = 1$, where $\delta: T_\Gamma(I) \to Q$ extends $\delta$ to trees by structural recursion:

$$
\delta(\ell) = i(\ell) \quad (\ell \in I) \\
\delta(\gamma, t_1, \ldots, t_k) = \delta_\gamma(\delta(t_1), \ldots, \delta(t_k))
$$

In other words, $L(A)$ contains the trees that evaluate to a final state. The map $\delta$ above is the transpose $i^2$ in the relevant adjunction between $\text{Set}$ and $\text{Alg}(\Sigma)$, where the left adjoint sends a set $I$ to the $\Sigma$-algebra with carrier $T_\Gamma(I)$ and the obvious structure map.

3.1 Nominal tree automata

To show the versatility of our definition, we instantiate it in the category $\text{Nom}$ of nominal sets and equivariant functions. This results in a notion of nominal tree automaton – along the lines of nominal automata theory [13] – which, as we shall see below, provides a useful model for languages of trees with variables and variable binding. We first recall some basic notations of nominal set theory [41]. Let $A$ be a countable set of atoms, and let $\text{Sym}(A)$ be the associated symmetry group, consisting of all permutations on $A$. A nominal set is a pair $(X, \cdot)$ of a set $X$ and a function $\cdot : \text{Sym}(A) \times X \to X$ forming a left action of $\text{Sym}(A)$ on $X$. 
Each \( x \in X \) is required to have finite support, i.e., there must exist a finite \( A \subseteq \mathbb{A} \) such that for all \( \pi \in \text{Sym}(\mathbb{A}) \), if \( \pi \) is equal to \( \text{id}_A \) when restricted to \( A \), then \( \pi \cdot x = x \). The minimal such \( A \) is denoted \( \text{supp}(x) \), and can be understood as the set of “free” names of \( x \). Given \( x \in X \), its orbit is the set \( \{ \pi \cdot x \mid \pi \in \text{Sym}(\mathbb{A}) \} \). We say that a nominal set \( X \) is orbit-finite whenever it has finitely many orbits. An equivariant function \( f : (X, \cdot) \to (Y, \cdot) \) is a function \( X \to Y \) that respects permutations, i.e., \( f(\pi \cdot x) = \pi \cdot f(x) \).

Polynomial functors in \( \text{Nom} \) support additional operations [20], such as the name abstraction functor \( [\mathbb{A}] : \text{Nom} \to \text{Nom} \), which “binds” a name in the support. For instance, if \( x \in X \), then \( \langle a \rangle x \in [\mathbb{A}]X \), with \( \text{supp}(\langle a \rangle x) = \text{supp}(x) \setminus \{a\} \). The element \( \langle a \rangle x \) should be thought of as an equivalence class up to \( \alpha \)-conversion w.r.t. the binder \( \langle a \rangle \). We can then define tree automata for parsing trees with binders. Consider for instance \( \Sigma_\lambda : \text{Nom} \to \text{Nom} \) given by

\[
\Sigma_\lambda X = X \times X + [\mathbb{A}]X
\]

\[
\text{appl}\lambda
\]

\[
\text{lambda}_{\lambda}
\]

describing the syntax of the \( \lambda \)-calculus [21]. This functor is finitary [20], which implies the existence of free algebras. Fixing \( I = \mathbb{A} \), the carrier of the free \( \Sigma_\lambda \)-algebra over \( I \) consists of parse trees for \( \lambda \)-terms (up to \( \alpha \)-conversion) with variables in \( \mathbb{A} \). We can then define automata parsing these trees as \( \mathcal{A} = (Q, \delta, i, o) \), where

\[ Q \text{ is a nominal set; } \]

\[ \delta \text{ consists of two equivariant functions } \delta_{\text{appl}} : Q \times Q \to Q \text{ and } \delta_{\text{lambda}} : [\mathbb{A}]Q \to Q; \]

\[ i : \mathbb{A} \to Q \text{ is an equivariant function, selecting states for parsing variables; } \]

\[ o : Q \to 2 \text{ is an equivariant characteristic function of final states, which implies that if a state is final, so are all the states in its orbit.} \]

The reachability function is the equivariant function given by

\[
\text{rch}_\mathcal{A}(t) = \begin{cases} i(t) & \text{if } t \in \mathbb{A} \\ \delta_{\text{appl}}(\text{rch}_\mathcal{A}(t_1), \text{rch}_\mathcal{A}(t_2)) & \text{if } t = (t_1, t_2) \\ \delta_{\text{lambda}}(\langle a \rangle \text{rch}_\mathcal{A}(t')) & \text{if } t = \langle a \rangle t'. \end{cases}
\]

The most interesting case is the last one: in order to parse the \( \alpha \)-equivalence class \( \langle a \rangle t' \), we first parse any tree \( t' \) such that \( \langle a \rangle t' \) is in the class, and then we take the resulting state up to \( \alpha \)-conversion w.r.t. \( \langle a \rangle \). Note that \( \mathcal{L}(\mathcal{A}) \) is equivariant, i.e., invariant under permutations of atoms. Thus \( \mathcal{A} \) recognises \( \lambda \)-trees up to bijective renamings of variables.

## 4 Minimisation

In this section we define a construction that allows to minimise a given tree automaton. We start with a few basic preliminary notions related to quotients and factorisation systems.

**Factorisations.** An \((\mathcal{E}, \mathcal{M})\)-factorisation system on \( C \) consists of classes of morphisms \( \mathcal{E} \) and \( \mathcal{M} \), closed under composition with isos, such that for every morphism \( f \) in \( C \) there exist \( e \in \mathcal{E} \) and \( m \in \mathcal{M} \) with \( f = m \circ e \), and we have a unique diagonal fill-in property.

We list a few properties of factorisation systems. First, both \( \mathcal{E} \) and \( \mathcal{M} \) are closed under composition. Furthermore, if \( g \circ f \in \mathcal{E} \) and \( f \in \mathcal{E} \), then \( g \in \mathcal{E} \). Lastly, if \( \mathcal{E} \) consists of epimorphisms, then it is closed under cointersections, i.e., wide pushouts of epimorphisms [5]. A functor \( \Sigma \) is said to preserve \( \mathcal{E} \)-cointersections if it preserves wide pushouts of epimorphisms in \( \mathcal{E} \). In that case, for an epimorphism \( e \), if \( e \in \mathcal{E} \) then \( \Sigma e \) is again an epimorphism.
**Quotients.** Define by \( \leq \) the order on morphisms with common domain given by \( f \leq g \) iff \( \exists h, g = h \circ f \). This induces an equivalence relation on such morphisms. A quotient of an object \( X \) is an epimorphism \( q: X \xrightarrow{} X' \) identified up to the equivalence, i.e., an equivalence class. We denote by \( \text{Quot}(X) \) the class of all quotients of \( X \). The underlying category \( C \) is said to be cowellpowered if \( \text{Quot}(X) \) is a set for every \( X \). In that case, if \( C \) is cocomplete, \( \text{Quot}(X) \) forms a complete lattice, with the order given by \( \leq \), and the least upper bound (join) given by cointersection. We denote by \( \text{Quot}_E(X) \) the set of quotients of \( X \) that are in \( E \). (This is well-defined because \( E \) is closed under isomorphisms.)

**Assumption 4.1.** Throughout this section, \( C \) is cocomplete and cowellpowered. Moreover, we fix an \((E,M)\)-factorisation system in \( C \), where \( E \) contains epimorphisms only.

**Remark 4.2.** The category \( \text{Set} \) is cocomplete and cowellpowered, and so is \( \text{Nom} \) introduced in Section 3.1. In general, the existence of an (epi, strong mono)-factorisation system already follows from \( C \) being cocomplete and cowellpowered [16]. Allowing a more general choice of factorisation system will be useful in Section 5, where we work with a different \( E \).

Let \( (Q, \delta) \) be a \( \Sigma \)-algebra. A quotient algebra is a \( \Sigma \)-algebra \( (Q', \delta') \) together with a quotient \( q: Q \twoheadrightarrow Q' \) in \( E \) that is an algebra homomorphism. Given a \( \Sigma \)-tree automaton \( (Q, \delta, i, o) \), a quotient automaton is a \( \Sigma \)-tree automaton \( (Q', \delta', i', o') \) together with a quotient \( q: Q \twoheadrightarrow Q' \) in \( E \) that is a homomorphism of automata.

**Definition 4.3** (Minimisation). The minimisation of a \( \Sigma \)-tree automaton \( (Q, \delta, i, o) \) is a quotient automaton \( (Q_m, \delta_m, i_m, o_m) \), \( q: Q \twoheadrightarrow Q_m \) such that for any quotient automaton \( (Q', \delta', i', o') \), \( q': Q \twoheadrightarrow Q' \) of \( (Q, \delta, i, o) \) there exists a (necessarily unique) automaton homomorphism \( h: Q' \twoheadrightarrow Q_m \) such that \( h \circ q' = q \).

Minimisation is called minimal reduction in [6]. Note that the morphism \( h \) in the definition of minimisation is in \( E \), since \( q' \) and \( q \) are. In the sequel, we sometimes refer to a quotient \( q: Q \twoheadrightarrow Q_m \) as the minimisation if there exist \( \delta_m, i_m, o_m \) turning \( (Q_m, \delta_m, i_m, o_m), q \) into the minimisation of \( (Q, \delta, i, o) \).

**Definition 4.4.** A \( \Sigma \)-tree automaton \( A \) is said to be reachable if the associated reachability map \( rch \) is in \( E \). It is minimal if it is reachable and for every reachable \( \Sigma \)-tree automaton \( A' \) s.t. \( \mathcal{L}(A) = \mathcal{L}(A') \) there exists a (necessarily unique) homomorphism from \( A' \) to \( A \).

The above definition of minimality relies on reachability; a more orthogonal (but equivalent) definition of minimality is explored in Section 4.2.

We conclude with a few observations on the connection between minimisation and minimality, treated in detail in [6]. We say \( \Sigma \) admits minimisation of reachable automata if every reachable automaton over \( \Sigma \) has a minimisation.

**Lemma 4.5.** An automaton \( A \) is minimal iff it is the minimisation of \( (\Sigma^* I, \alpha_I, \eta_I, \mathcal{L}(A)) \).

**Lemma 4.6.** The functor \( \Sigma \) admits minimisation of reachable automata if and only if a minimal automaton exists for every language over \( \Sigma \). In that case, if \( A \) is reachable, then the minimisation of \( A \) is minimal.

**Proof.** For the equivalence, the implication left to right follows from Lemma 4.5. For the converse, one readily shows that the minimisation of an automaton \( A \) is given by the minimal automaton accepting \( \mathcal{L}(A) \). The second statement holds by uniqueness of minimisations.
4.1 Minimisation via the cobase

We show how to compute the minimisation of a given automaton \((Q, \delta, i, o)\) using the so-called cobase [11]. This is the dual of the base, which is used in [10, 46] for reachability of coalgebras. The cobase allows us to characterise the minimisation as the greatest fixed point of a certain monotone operator on \(\text{Quot}_\mathcal{E}(Q)\), which is a complete lattice by Assumption 4.1.

**Definition 4.7.** Let \(f : \Sigma X \to Y\) be a morphism. The \((\mathcal{E})\)-cobase of \(f\) (if it exists) is the greatest quotient \(q \in \text{Quot}_\mathcal{E}(X)\) such that there exists a morphism \(g\) with \(g \circ \Sigma q = f\).

A concrete instance of the cobase will be given below in Example 4.11. The cobase can be computed as the join of all quotients satisfying the relevant condition, provided that the functor preserves cointersections.

**Theorem 4.8 (Existence of cobases).** Suppose \(\Sigma : \mathcal{C} \to \mathcal{C}\) preserves \(\mathcal{E}\)-cointersections. Then every map \(f : \Sigma X \to Y\) has an \(\mathcal{E}\)-cobase, given by the cointersection
\[
\bigvee \{q \in \text{Quot}_\mathcal{E}(X) \mid \exists g. g \circ \Sigma q = f\}.
\]

**Proof.** For \(\mathcal{E}\) the class of all epis, the dual is shown in [10, 46]. The proof goes through in the current, more general setting, using that \(\mathcal{E}\) is closed under cointersections. ▶

**Remark 4.9.** A Set functor preserves cointersections if it is finitary [6]. In particular, this is the case for polynomial functors. For Nom functors we can use that, in general, a functor preserves cointersections if it is finitary and preserves reflexive coequalisers [6]. These conditions hold for polynomial Nom functors introduced in Section 3.1, because they preserve sifted colimits [34], which include filtered colimits and reflexive coequalisers.

We now define an operator on quotients of the state space of an automaton, which characterises the minimisation of an automaton and gives a way of computing it. To this end, given a \(\Sigma\)-algebra \((Q, \delta)\) and a quotient \(q : Q \to Q' \in \text{Quot}_\mathcal{E}(Q)\), define the quotient \(\Theta_\delta(q) : Q \to \Theta_\delta(Q')\) as the cobase of \(q \circ \delta\). This defines a monotone operator \(\Theta_\delta : \text{Quot}_\mathcal{E}(Q) \to \text{Quot}_\mathcal{E}(Q)\) that has the following important property (see [10, 46]):

**Lemma 4.10.** Suppose \(\Sigma\) preserves \(\mathcal{E}\)-cointersections. For any \(\Sigma\)-algebra \((Q, \delta)\), a quotient \(q : Q \to Q' \in \text{Quot}_\mathcal{E}(Q)\) satisfies \(q \leq \Theta_\delta(q)\) iff there is an algebra structure \(\delta' : \Sigma Q' \to Q'\) turning \(q\) into an algebra homomorphism.

The operator \(\Theta_\delta\) allows us to quotient the transition structure of the automaton. In order to obtain the minimal automaton, we incorporate the output map \(o : Q \to O\) into the construction of a monotone operator based on \(\Theta_\delta\). For technical convenience, we assume that this map is an element of \(\text{Quot}_\mathcal{E}(Q)\). The relevant monotone operator for minimisation is \(\Theta_\delta \cup o\) (where the meet \(\cup\) is taken pointwise in \(\text{Quot}_\mathcal{E}(Q)\)).

**Example 4.11.** Let \(\Sigma : \text{Set} \to \text{Set}\) be a polynomial functor induced by signature \(\Gamma\). We first spell out what the cobase means concretely in this case and then study the operator \(\Theta_\delta\) in more detail. Since \(\Sigma\) is an endofunctor on Set, the cobase of a map \(f : \Sigma X \to Y\) is the largest quotient \(q \in \text{Quot}_\mathcal{E}(X)\) such that for all \(t, t' \in \Sigma X\):

\[
\text{if } \Sigma q(t) = \Sigma q(t'), \text{ then } f(t) = f(t').
\]

\[\text{This is not a real restriction: one can just pre-process the automaton by factorising } o, \text{ i.e., keeping only those outputs actually occurring in the automaton.}\]
This means that for every \( \gamma \in \Gamma \) with \( k = \text{ar}(\gamma) \), and any \( x_1, \ldots, x_k, y_1, \ldots, y_k \), we have that
\[
q(x_1) = q(y_1) \quad \ldots \quad q(x_k) = q(y_k)
\]
and
\[
f(\kappa_\gamma(x_1, \ldots, x_k)) = f(\kappa_\gamma(y_1, \ldots, y_k))
\]
or equivalently that for all \( x_1, \ldots, x_k \) and \( x'_i \) with \( 1 \leq i \leq k \) we have
\[
q(x_i) = q(x'_i)
\]
\[
f(\kappa_\gamma(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_k)) = f(\kappa_\gamma(x_1, \ldots, x_{i-1}, x'_i, x_{i+1}, \ldots, x_k))
\]
Suppose \((Q, \delta, i, o)\) is an automaton. For \( q \in \text{Quot}(Q) \), we have \( q \leq \Theta_\delta(q) \cap o \) if
- for all \( x, x' \in Q \): if \( q(x) = q(x') \), then \( o(x) = o(x') \); and
- for all \( \gamma \in \Gamma \) with \( k = \text{ar}(\gamma) \), and \( x_1, \ldots, x_k \) and \( x'_i \) with \( 1 \leq i \leq k \) we have
\[
q(x_i) = q(x'_i)
\]
\[
f(\kappa_\gamma(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_k)) = f(\kappa_\gamma(x_1, \ldots, x_{i-1}, x'_i, x_{i+1}, \ldots, x_k))
\]
A partition \( q \) with the above two properties is known as a forward bisimulation [25].

**Theorem 4.12.** Suppose \( \Sigma \) preserves \( \mathcal{E} \)-cointersections. Let \((Q, \delta, i, o)\) be an automaton, where \( o \in \text{Quot}_\mathcal{E}(Q) \). Then \( \text{gfp}(\Theta_\delta \land o) \) is the minimisation of \((Q, \delta, i, o)\).

**Proof.** Denote the quotient \( \text{gfp}(\Theta_\delta \land o) \) by \( q_m : Q \rightarrow Q_m \). Thus \( q_m \leq \Theta_\delta(q_m) \) and \( q_m \leq o \), hence (using Lemma 4.10) there exist \( \delta_m, o_m \) turning \( q_m \) into an automaton homomorphism from \((Q, \delta, i, o)\) to \((Q_m, \delta_m, q_m \circ i, o_m)\). We show that this is the minimisation of \((Q, \delta, i, o)\).

To this end, let \((Q', \delta', i', o')\), \( q' : Q \rightarrow Q' \) be a quotient automaton of \((Q, \delta, i, o)\). By Lemma 4.10 we get \( q' \leq \Theta_\delta(q) \), and since \( o' \circ q' = o \) we have \( q' \leq o \), hence \( q' \leq \Theta_\delta(q) \land o \). Thus \( q' \leq \text{gfp}(\Theta_\delta \land o) \), i.e., there is a quotient \( h : Q' \rightarrow Q_m \) such that \( h \circ q' = q_m \). It only remains to show that \( h \) is a homomorphism of automata. First, since \( q' \in \mathcal{E} \) and \( \Sigma \) preserves \( \mathcal{E} \)-cointersections, \( \Sigma q' \) is an epimorphism. Combined with the fact that \( q' \) and \( q_m \) are algebra homomorphisms and that \( h \circ q' = q_m \), it easily follows that \( h \) is an algebra homomorphism. To see that it preserves the input, we have \( o_m \circ h \circ q' = o_m \circ q_m = o = o' \circ q' \); hence, since \( q' \) is epic, we get \( o_m \circ h = o' \). For preservation of the output, we have \( h \circ i' = h \circ q' \circ i = q_m \circ i \), where the first step holds because \( q' \) is a homomorphism of automata.

The above characterisation of minimisation of an automaton \((Q, \delta, i, o)\) gives us two ways of constructing it by standard lattice-theoretic computations. First, via the Knaster-Tarski theorem, we obtain it as the join of all post-fixed points of \( \Theta_\delta \land o \), which, by Lemma 4.10, amounts to the join of all quotient algebras respecting the output map \( o \). That corresponds to the construction in [6]. Second, and perhaps most interestingly, we obtain the minimisation of \((Q, \delta, i, o)\) by iterating \( \Theta_\delta \land o \), starting from the top element \( \top \) of the lattice \( \text{Quot}_\mathcal{E}(Q) \). The latter construction is analogous to the classical partition refinement algorithm: Starting from \( \top \) corresponds to identifying all states as equivalent (or in other words, starting from the coarsest equivalence class of states). Every iteration step of \( \Theta_\delta \land o \) splits the states that can be distinguished successively by just outputs, trees of depth 1, trees of depth 2, etc. If the state space is finite, this construction terminates, yielding the minimisation of the original automaton by Theorem 4.12.

### 4.2 Simple automata

We defined an automaton to be minimal if it is reachable and satisfies a universal property w.r.t. reachable automata accepting the same language. It is also interesting to ask whether
there is another property that, together with reachability, implies minimality, but is not itself
dependent on reachability [9]. Here we propose precisely such a condition.

Definition 4.13. An automaton \((Q, \delta, i, o)\) is called simple if for every quotient automaton
\((Q', \delta', i', o')\) the associated quotient \(q: Q \to Q'\) is an isomorphism.

The result below asserts that minimal automata are precisely the automata that are simple
and reachable. It can be seen as a refinement (and dual) of [10, Theorem 17], computing the
reachable part of a coalgebra. One of the implications makes use of Theorem 4.12, so we
assume that \(\Sigma\) preserves \(\mathcal{E}\)-cointersections.

Proposition 4.14. Suppose \(\Sigma\) preserves \(\mathcal{E}\)-cointersections. Let \((Q, \delta, i, o)\) be an automaton
with \(o \in \mathcal{E}\), and let \((Q', \delta', i', o')\), \(q: Q \to Q'\) be a quotient automaton. Then \((Q', \delta', i', o')\) is
simple if and only if it is the minimisation of \((Q, \delta, i, o)\).

Proof. By Theorem 4.12, the minimisation of \((Q, \delta, i, o)\) exists. We denote it by \(q_m: Q \to Q_m\)
and its associated automaton structure by \((Q_m, \delta_m, i_m, o_m)\).

Suppose \((Q', \delta', i', o')\) is simple. Since \(Q_m\) is the minimisation of \(Q\) and \(Q'\) is a quotient
automaton of \(Q\), there exists a homomorphism of automata \(h: Q' \to Q_m\). Since \(Q'\) is simple,
this homomorphism is an iso.

Conversely, suppose \((Q', \delta', i', o')\) is the minimisation of \((Q, \delta, i, o)\) and consider any
quotient automaton \(Q''\) of \(Q'\), witnessed by some \(q': Q' \to Q''\). Then \(Q''\) is also a quotient
automaton of \(Q\), via \(q' \circ q\). Because \(Q'\) is the minimisation of \(Q\), there exists \(k: Q'' \to Q'\)
such that \(k \circ q' \circ q = q\). Thus \(k \circ q' = \text{id}\), using that \(q\) is an epi. Since \(q' \circ k \circ q' = q'\) and \(q'\)
is an epi as well, we also have \(q' \circ k = \text{id}\). Hence \(q'\) is an iso, as needed.  ▶

Corollary 4.15. If \(\Sigma\) preserves \(\mathcal{E}\)-cointersections, then an automaton \(A = (Q, \delta, i, o)\) with
\(o \in \mathcal{E}\) is minimal if and only if it is simple and reachable.

Proof. First, suppose that \(A\) is minimal. By Lemma 4.5, we know that \(A\) is the minimisation
(and, in particular, a quotient) of \((\Sigma^o I, \alpha_I, \eta_I, L(A))\). In that case, \(A\) is reachable, and thus,
since \(o \in \mathcal{E}\), we have \(L(A) \in \mathcal{E}\). By Proposition 4.14, we conclude that \(A\) is simple.

Conversely, let \(A\) be simple and reachable. By reachability, \(A\) is a quotient automaton
of \((\Sigma^o I, \alpha_I, \eta_I, L(A))\); also, \(L(A) = o \circ \text{rch} \in \mathcal{E}\). Proposition 4.14 then tells us that \(A\) is the
minimisation of \((\Sigma^o I, \alpha_I, \eta_I, L(A))\); by Lemma 4.5 we conclude that \(A\) is minimal.  ▶

5 Nerode equivalence

We now show a generalised Nerode equivalence from which the minimal automaton can be
constructed. Most of this section is based upon the work by Arbib and Manes [8],
whose construction was further studied and refined by Anderson et al. [7] and Adámek
and Trnková [6]. We make a significant improvement in generality by phrasing the central
equivalence definition (Definition 5.5) in terms of an arbitrary monad, which unlike the
previous cited work allows applications to algebras satisfying a fixed set of equations. A
monad generalisation of the Myhill-Nerode theorem appears in [12], which confines itself to
categories of sorted sets and does not characterise the equivalence as an object.

The abstract construction in this section does not require the varietor \(\Sigma\). Instead, we
focus on the monad \(\Sigma^o\) induced by its adjunction and generalise by fixing an arbitrary
monad \(T, \eta, \mu\) in \(\mathcal{C}\). Let \(F \vdash U: \mathcal{C} \Rightarrow \mathcal{E}\mathcal{M}(T)\) be the adjunction with its category of
(Eilenberg-Moore) algebras. Given a \(\mathcal{C}\)-morphism \(f: X \to UY\) for \(X\) in \(\mathcal{C}\) and \(Y\) in \(\mathcal{E}\mathcal{M}(T)\),
we write \(f^\#: FX \to Y\) for its adjoint transpose. We can then use a generalised version of the
automata defined in Section 3.
Definition 5.1 (T-automaton). A T-automaton is a tuple \((Q, \delta, i, o)\), where \((Q, \delta)\) is a T-algebra and \(i: I \to Q\) and \(o: Q \to O\) are morphisms in \(C\). A homomorphism from \((Q, \delta, i, o)\) to \((Q', \delta', i', o')\) is a T-algebra homomorphism \(h: (Q, \delta) \to (Q', \delta')\) such that \(h \circ i = i'\) and \(o' \circ h = o\).

The reachability map of a T-automaton \(A = (Q, \delta, i, o)\) is given by \(\text{rch}_A = U(i\bar{\delta}): TI \to Q\) and is therefore the unique T-algebra homomorphism \((TI, \mu) \to (Q, \eta)\) preserving initial states, taking \(\eta_I: I \to TI\) to be the initial state selector of \(TI\). The language of \(A\) is given by \(L(A) = o \circ \text{rch}_A: TI \to O\).

The \(\Sigma\)-tree automata defined in Section 3 are recovered using the following fact: the \(\Sigma\)-algebra \(\Sigma\) is isomorphic to \(\mathcal{E}M(T)\) for the free \(\Sigma\)-algebra monad \(\Sigma\).

Remark 5.2. In \(\text{Set}\), we may even add equations to the signature [36, Chapter VI.8. Theorem 1]. For \(\text{Nom}\), this follows from the treatment of [34], giving a standard universal algebraic presentation of algebras over \(\text{Nom}\). Indeed, results in this section apply to nominal tree automata, unless explicitly stated. For brevity we therefore focus on examples in \(\text{Set}\).

Assumption 5.3. In this section we will need the class \(\mathcal{E}\) to be the reflexive regular epis.\(^3\)

The next lemma will be used in proving our main theorems.

Lemma 5.4. Suppose \(T\) maps reflexive coequalisers to epimorphisms. If \(i: B \to UC\) is such that \(U(i\bar{\delta})\) reflexively coequalises \(q_1, q_2: A \to TB\) in \(C\), then \(i\bar{\delta}\) reflexively coequalises \(q_1^\sharp, q_2^\sharp: FA \to FB\).

Before defining an abstract Nerode equivalence, we recall the classical definition for languages of words. Given a language \(L: A^* \to 2\), the equivalence \(R \subseteq A^* \times A^*\) is defined as

\[ R = \{ (u, v) \in A^* \times A^* \mid \forall w \in A^*. L(uw) = L(vw) \}. \]

In this setting, \(I = 1\) and \(O = 2\). A function \(Q \times A \to Q\) corresponds to an algebra for the monad \(T = (-) \times A^*, \) whose unit and multiplication are defined using the unit and multiplication of the monoid \(A^*.\) If \(p_1, p_2: R \to A^* \cong 1 \times A^*\) are the projections, we note that \(R\) is defined to be the largest relation making the following diagram commute.

\[ \begin{array}{ccc}
R \times A^* & \xrightarrow{p_2 \times \text{id}} & 1 \times A^* \times A^* \\
p_1 \times \text{id} & & 1 \times A^* \\
\downarrow & & \downarrow \mu \\
1 \times A^* \times A^* & \xrightarrow{\mu} & 1 \times A^* \\
\end{array} \]

\[ \begin{array}{ccc}
1 \times A^* \times A^* & \xrightarrow{L} & 2 \\
\end{array} \]

This leads to an abstract definition, using a limit\(^4\) to generalise what it means to be maximal.

Definition 5.5 (Nerode equivalence). Given a language \(L: TI \to O\) and an object \(R\) with morphisms \(p_1, p_2: R \to TI\) in \(C\), we say that \((R, p_1, p_2)\) is the Nerode equivalence of \(L\) if the diagram below on the left commutes and for all objects \(S\) with a reflexive pair \(q_1, q_2: S \to TI\)

\[^3\] In a regular category, (reflexive regular epi, mono) forms a factorisation system in the same way (regular epi, mono) does, though one should note that the theory in this section does not actually need a factorisation system; the instantiation of \(\mathcal{E}\) is only invoked to obtain the right notion of reachability.

\[^4\] Note that it is not exactly a limit, as the defining property works with cones under \(T\).
such that the diagram in the middle commutes there is a unique morphism $u: S \to R$ making the diagram on the right commute.

$$
\begin{array}{ccc}
TR & \xrightarrow{T_{p_2}} & TTI \\
\downarrow T_{p_1} & & \downarrow \mu \\
TTI & \xrightarrow{L} & TI \\
\end{array} \quad \begin{array}{ccc}
TS & \xrightarrow{T_{q_2}} & TTI \\
\downarrow T_{q_1} & & \downarrow \mu \\
TTI & \xrightarrow{L} & TI \\
\end{array} \quad \begin{array}{ccc}
S & \xrightarrow{q_1} & q_2 \\
\downarrow & & \downarrow \\
R & \xrightarrow{p_1} & p_2 \\
\end{array} \\
\begin{array}{ccc}
TTI & \xrightarrow{\mu} & TI \\
\downarrow L & & \downarrow L \\
TI & \xrightarrow{L} & O \\
\end{array} \quad \begin{array}{ccc}
TI & \xrightarrow{L} & O \\
\end{array}
$$

To show the versatility of our definition, we briefly explain a different example where the language is a set of words. This example cannot be recovered from the original definition by Arbib and Manes [8].

► Example 5.6 (Syntactic congruence). Let $T$ be the free monoid or list monad $(-)^*$ so that $\mathcal{EM}(T)$ is the category of monoids, $I = A$, and $O = 2$. Given a language $L: A^* \to 2$, the Nerode equivalence as defined above is then the largest relation $R \subseteq A^* \times A^*$ such that

$$
n \in \mathbb{N} \quad (u_1, v_1), \ldots, (u_n, v_n) \in R \\
L(u_1 \cdots u_n) = L(v_1 \cdots v_n)
$$

Equivalently, $R$ is the largest relation such that

$$
(u, v) \in R \\
\frac{w, x \in A^*}{L(wx) = L(wx)},
$$

which is precisely the syntactic congruence of the language.

We can show that the Nerode equivalence in $\text{Set}$ exists, as long as the monad is finitary.

To define it concretely, we use the following piece of notation. For any set $X$ and $x \in X$, denote by $1_x: 1 \to X$ the constant $x$ function, assuming no ambiguity of the set involved.

► Proposition 5.7. For $C = \text{Set}$ and $T$ any finitary monad, every language $L: TI \to O$ has a Nerode equivalence given by

$$
R = \left\{ (u, v) \in TI \times TI \mid L \circ \mu \circ T[\text{id}_{TI}, 1_u] = L \circ \mu \circ T[\text{id}_{TI}, 1_v]: T(TI + 1) \to O \right\}
$$

with the corresponding projections $p_1, p_2: R \to TI$.

The definition of $R$ above states that $u, v \in TI$ are related iff the elements of $TI$ formed by putting either $u$ or $v$ in any context and then applying $\mu$ have the same value under $L$. A context is an element of $T(TI + 1)$, where $1 = \{\square\}$ denotes a hole where either $u$ or $v$ can be plugged in. In the tree automata literature, such contexts, although restricted to contain a single instance of $\square$, are used in algorithms for minimisation [25] and learning [44, 19]. Unfortunately, the characterisation of Proposition 5.7 does not directly extend to $\text{Nom}$, because the functions $1_x$ are not, in general, equivariant. We leave this for future work.

Below we show that, under a few mild assumptions, the abstract equivalence is in fact a congruence: it induces a $T$-automaton, which moreover is minimal. Intuitively, given a language $L: TI \to O$ that has a Nerode equivalence, we use the equivalence to quotient the $T$-automaton $(FI, \eta, L)$. We first need a technical lemma.

► Lemma 5.8. If $C$ has coproducts, then for any Nerode equivalence $(R, p_1, p_2)$ there exists a unique $T$-algebra structure $u: TR \to R$ making $p_1$ and $p_2$ $T$-algebra homomorphisms $(R, u) \to (TI, \mu)$ that have a common section.
Theorem 5.9. If \( C \) has coproducts and reflexive coequalisers and \( T \) preserves reflexive coequalisers, then for every language that has a Nerode equivalence there exists a minimal \( T \)-automaton accepting it.

Proof. Let \( L : TI \to O \) be the language with Nerode equivalence \( (R, p_1, p_2) \) and \( c : T \to M \) the coequaliser of \( p_1 \) and \( p_2 \) in \( C \). By Lemma 5.8 there exists a \( T \)-algebra structure on \( R \) making \( p_1 \) and \( p_2 \) \( T \)-algebra homomorphisms into \( (TI, \mu) \) that have a common section. Since \( T \) preserves reflexive coequalisers, they are lifted by \( U \), and we have a morphism \( m : TM \to M \) making \( (M, m) \) a \( T \)-algebra such that \( c \) is a \( T \)-algebra homomorphism \( (TI, \mu) \to (M, m) \).

Since the diagram below on the left commutes and \( c \) coequalises \( p_1 \) and \( p_2 \), there is a unique morphism \( o : M \) rendering the diagram on the right commutative.

Choosing \( i_M = c \circ \eta : I \to M \), we obtain a \( T \)-automaton \( M = (M, m, i_M, o_M) \). Note that \( U(i^2_M) = c \), so \( c \) is the reachability map of \( M \). Hence, we find that \( \mathcal{L}(M) = L \) by (1). The morphism \( c \) coequalises the reflexive pair \((p_1, p_2)\) by definition, so \( M \) is reachable.

To see that \( M \) is minimal, consider any reachable \( T \)-automaton \( A = (Q, \delta, i, o) \) such that \( \mathcal{L}(A) = L \). Reachability amounts to the reachability map \( rch : TI \to UQ \) being the reflexive coequaliser of a pair of morphisms \( q_1, q_2 : S \to TI \). From commutativity of

we obtain by the Nerode equivalence property a unique morphism \( v : S \to R \) making the diagram below on the left commute.

Extending this with \( c \), the coequaliser of \( p_1 \) and \( p_2 \), gives the commutative diagram on the right. Recall that \( U(i^2_M) = c \). We now find

\[
i^2_M \circ q_1^2 = (U(i^2_M) \circ q_1)^2 = (c \circ q_1)^2 = (c \circ q_2)^2 = (U(i^2_M) \circ q_2)^2 = i^2_M \circ q_2^2.
\]

Here the first and last equality apply a general naturality property of the adjunction. Since \( rch = U(i^2) \) is the reflexive coequaliser of \( q_1 \) and \( q_2 \), \( i^2 \) is the reflexive coequaliser of \( q_1^2 \) and
We conclude that \( h \circ i = i_M \). Thus, \( h = T \)-automaton homomorphism \( A \to M \). To see that it is unique, note that any \( T \)-automaton homomorphism \( h' : A \to M \) is a \( T \)-automaton homomorphism \( (Q, \delta) \to (M, m) \) such that \( h' \circ i = i_M \). It is then not hard to see that \( h' \circ i^\sharp = (h' \circ i)^\sharp = i_M^\sharp \). We conclude that \( h' = h \) by the uniqueness property of \( h \) satisfying \( h \circ i^\sharp = i_M^\sharp \).

**Remark 5.10.** We briefly discuss the conditions of the above theorem in the specific case of \( C = \text{Set} \) with \( T \) a finitary monad. This includes the setting of tree automata in \( \text{Set} \), as a monad on \( \text{Set} \) is finitary if and only if \( \mathcal{EM}(T) \) is equivalent to the category of algebras for a signature modulo equations. Proposition 5.7 shows that all Nerode equivalences exist here. Furthermore, Lack and Rosický [35] observe that an endofunctor on \( \text{Set} \) is finitary if and only if it preserves sifted colimits, of which reflexive coequalisers form an instance.

To conclude this section we show that the converse of the previous theorem also holds, using the existence of kernel pairs rather than coproducts. We need a technical lemma first.

**Lemma 5.11.** If \( q_1, q_2 : A \to TB \) is a reflexive pair in \( C \), then so is \( (q_1^\sharp, q_2^\sharp) \) in \( \mathcal{EM}(T) \).

**Theorem 5.12.** If \( C \) has kernel pairs and reflexive coequalisers and \( T \) preserves reflexive coequalisers, then every language that has a minimal \( T \)-automaton has a Nerode equivalence.

**Proof.** Let \( M = (M, \delta_M, i_M, o_M) \) be a minimal \( T \)-automaton and \( p_1, p_2 : K \to TI \) the kernel pair of its reachability map \( rch : FI \to M \). We claim that \( K \) together with \( p_1 \) and \( p_2 \) forms the Nerode equivalence of \( \mathcal{L}(M) \). To see this, note that the diagram below on the left commutes.

Now if \( S \) with \( q_1, q_2 : S \to TI \) is any reflexive pair making the diagram on the right commute, we let \( c : TI \to Q \) be the coequaliser of \( U(q_1^\sharp) \) and \( U(q_2^\sharp) \), noting that this is a reflexive pair by Lemma 5.11. Then since \( T \) preserves reflexive coequalisers, they are lifted by \( U \), meaning that there exists a unique \( T \)-algebra structure \( \delta : TQ \to Q \) making \( c : FI \to (Q, \delta) \) a \( T \)-algebra homomorphism that is the coequaliser of \( q_1^\sharp \) and \( q_2^\sharp \). We also have \( \mathcal{L}(M) \circ U(q_1^\sharp) = \mathcal{L}(M) \circ U(q_2^\sharp) \) by commutativity of the diagram on the right, so with \( c \) coequalising \( U(q_1^\sharp) \) and \( U(q_2^\sharp) \) there is a unique morphism \( o : Q \to O \) such that \( o \circ c = \mathcal{L}(M) \). Setting \( i = c \circ \eta_I \), we have a
Tree automata with side-effects

We extend tree automata with various side-effects, covering as examples non-deterministic, weighted, and non-deterministic nominal automata. The key insight is to view them as algebras in the Kleisli category of a monad $S$. We first recall some basic notions.

**Kleisli category.** Every monad $(S, \eta, \mu)$ has an associated Kleisli category $\mathcal{K}(S)$, whose objects are those of $C$ and whose morphisms $X \to Y$ are morphisms $X \to SY$ in $C$. Given such morphisms $f: X \to Y$ and $g: Y \to Z$, their (Kleisli) composition $g \circ f$ is defined as $\mu_z \circ Sg \circ f$ in $C$. The Kleisli adjunction $\eta: \mathcal{K}(S) \rightleftarrows C: \mathcal{K}(S)$ is given by $JX = X$, $J(f: X \to Y) = \eta_Y \circ f$ and $VY = SY$, $V(f: X \to Y) = \mu_Y \circ Sf$.

**Example 6.1.** The category $\mathcal{K}(\mathcal{P}_1)$ has morphisms $X \to \mathcal{P}_1 Y$, which are finitely-branching relations, and Kleisli composition is relational composition. We have that $J$ maps a function to its graph, and $V$ maps $X$ to $\mathcal{P}_1 X$ and a relation $R: X \to Y$ to the function

$$\lambda U \subseteq X. \{ y \mid \exists x \in U : (x, y) \in R \}.$$

The category $\mathcal{K}(\mathcal{M}_2)$ has morphisms $X \to \mathcal{M}_2 Y$ that are matrices over $\mathbb{F}$ indexed by $X$ and $Y$ (equivalently, linear maps between the corresponding free vector spaces), and composition is matrix multiplication. The left adjoint $J$ maps a function $f: X \to Y$ to the matrix $Jf[x, f(x)] = 1$, for $x \in X$, and 0 elsewhere, and the right adjoint $V$ maps a matrix $X \to Y$ to the corresponding linear function $\mathcal{M}_2 X \to \mathcal{M}_2 Y$.

Given an endofunctor $\Sigma$ on $C$, a functor $\hat{\Sigma}: \mathcal{K}(S) \to \mathcal{K}(S)$ is an extension of $\Sigma$ if the following diagram commutes:

$$\begin{array}{ccc}
C & \xrightarrow{\Sigma} & C \\
J \downarrow & & \downarrow J \\
\mathcal{K}(S) & \xrightarrow{\hat{\Sigma}} & \mathcal{K}(S)
\end{array}$$

Extensions are in bijective correspondence with distributive laws $\lambda: \Sigma S \Rightarrow \Sigma \Sigma$ [39], which are natural transformations satisfying certain axioms. Explicitly, we have $\hat{\Sigma}X = \Sigma X$ and $f: X \to Y$ (a morphism $X \to SY$ in $C$) is mapped to $\lambda_Y \circ \Sigma f: \Sigma X \to \Sigma \Sigma Y$, seen in $\mathcal{K}(S)$.

In [23, Lemma 2.4] it is shown that a canonical distributive law in $\text{Set}$ always exists in case $\Sigma$ is polynomial and $S$ is a commutative monad [31].
Example 6.2. For a polynomial \( \mathbb{Set} \) endofunctor, the canonical distributive law \( \lambda : \Sigma \mathcal{P} \Rightarrow \mathcal{P} \Sigma \) can be directly defined as follows: \( \lambda_X(u) = \{v \in \Sigma X \mid (v, u) \in \text{im}(\langle \Sigma p_1, \Sigma p_2 \rangle)\} \), where \( p_1 \) and \( p_2 \) are the left and right projections of the membership relation \( \in_X \subseteq X \times \mathcal{P}_X \).

The multiplicity monad \( (\mathcal{M}_\mathbb{F}, e, m) \) admits a distributive law \( \lambda : \Sigma \mathcal{M}_\mathbb{F} \Rightarrow \mathcal{M}_\mathbb{F} \Sigma \), inductively defined as follows, where \( \otimes \) is the Kronecker product:

\[
\lambda^\text{id} = \text{id}_{\mathcal{M}_\mathbb{F}} \quad \lambda^A = e_A \quad \lambda^{\Sigma_1 \times \Sigma_2} = \otimes \circ (\lambda^\Sigma_1 \times \lambda^\Sigma_2) \quad \lambda^{\bigcup_{i \in I} \Sigma_i} = [\mathcal{M}_\mathbb{F}(\kappa_i) \circ \lambda^\Sigma_i]_{i \in I}
\]

We can now define our notion of tree automaton with side-effects.

Definition 6.3 ((\( \Sigma, S \))-tree automaton). Given a monad \( S \), and \( \tilde{\Sigma} : \mathcal{K}(S) \Rightarrow \mathcal{K}(S) \) extending a functor \( \Sigma \) on \( \mathcal{C} \), a \((\Sigma, S)\)-tree automaton is a \( \tilde{\Sigma}\)-tree automaton, i.e., a tuple \((Q, \delta, i, o)\), where \((Q, \delta)\) is a \( \tilde{\Sigma}\)-algebra and \( i : I \rightarrow Q \) and \( o : Q \rightarrow O \) are morphisms in \( \mathcal{K}(S) \).

Example 6.4.

1. Let \( \Gamma \) be a signature, and let \( \Sigma \) be its signature functor. Then the extension of \( \Sigma \) to \( \mathcal{K}(\mathcal{P}_1) \) is obtained via the distributive law of Example 6.2, namely \( \tilde{\Sigma} = \Sigma X \) and

\[
\tilde{\Sigma}(f : X \rightarrow Y)(\kappa_\gamma(x_1, \ldots, x_{\text{ar}(\gamma)})) = \{(\kappa_\gamma(y_1, \ldots, y_{\text{ar}(\gamma)})) \mid y_j \in f(x_j) \text{ for } 1 \leq j \leq \text{ar}(\gamma)\}
\]

for \( \gamma \in \Gamma \). Non-deterministic tree automata are \((\Sigma, P)\)-tree automata \((Q, \delta, i, o)\) with \( O = 1 \), the singleton set. In fact, we have that \( \delta : \prod_{\gamma \in \Gamma} Q^{\text{ar}(\gamma)} \rightarrow Q \) is a family of relations \( \delta_\gamma \subseteq Q^{\text{ar}(\gamma)} \times Q \); by the same token, \( i \subseteq I \times Q \) relates the frontier alphabet with (possibly several) states, and \( o \subseteq Q \times 1 \cong Q \) is the set of final states.

2. Let \( \Gamma \) be a signature, and let \( \Sigma \) be its signature functor. The extension of \( \Sigma \) to \( \mathcal{K}(\mathcal{M}_\mathbb{F}) \) is obtained via the distributive law of Example 6.2. Explicitly, \( \tilde{\Sigma}X = \Sigma X \) and \( \tilde{\Sigma}(f : X \rightarrow Y) \) maps \( \kappa_\gamma(x_1, \ldots, x_{\text{ar}(\gamma)}) \) to the vector \([\kappa_\gamma(v_z)]_{z \in Y_{\text{ar}(\gamma)}}\) such that \( v_z \) is the \( z \)-th component of \( f(x_1) \otimes \cdots \otimes f(x_{\text{ar}(\gamma)}) \), for \( \gamma \in \Gamma \). A multiplicity tree automaton [29] is a \((\Sigma, \mathcal{M}_\mathbb{F})\)-tree automaton \((Q, \delta, i, o)\) with \( I = O = 1 \). In fact, we have that \( \delta_\gamma \) is the transition matrix \( Q^{\text{ar}(\gamma)} \rightarrow Q \) in \( \mathbb{F}[Q^{\text{ar}(\gamma)} \times Q] \); similarly, \( i : 1 \rightarrow Q \) is the initial weight vector in \( \mathbb{F}[1 \times Q] \), and \( o : Q \rightarrow 1 \) is the final weight vector in \( \mathbb{F}[Q \times 1] \). Intuitively, \( \delta_\gamma \) maps an \( \text{ar}(\gamma) \)-tuple of elements of \( Q \) to a linear combination over \( Q \). We note that we can go beyond fields and consider \((\Sigma, \mathcal{M}_\mathbb{F})\)-tree automata for a semiring \( \mathbb{S} \), encompassing weighted tree automata [17].

3. The nondeterministic version of the automata defined in Section 3.1 can be obtained via the monad \( \mathbb{P}_\omega : \text{Nom} \rightarrow \text{Nom} \), mapping a nominal set to the nominal set of its finitely-supported, orbit-finite subsets.\(^5\) This is analogous to non-deterministic nominal automata [13]. We note that \( \mathcal{K}(\mathbb{P}_\omega) \) is precisely the category of nominal sets and (orbit-finitely branching) equivariant relations and that \( \Sigma_{\lambda} \) extends to relations just as a set endofunctor – the distributive law is defined as the one for \( \mathcal{P}_1 \) of Example 6.2, where all the maps are equivariant. A nondeterministic nominal \( \Sigma_{\lambda}\)-tree automaton is a \((\Sigma_{\lambda}, \mathbb{P}_\omega)\)-tree automaton \((Q, \delta, i, o)\) with \( O = 1 \), the one-element nominal set with trivial group action. We have that \( i \) and the components of \( o \) are equivariant relations. For instance, \( \delta_{\lambda\text{ar} \mu} \subseteq [\lambda\mu]Q \times Q \), and \( o \) is an equivariant subset of \( Q \).

We now study language semantics of \((\Sigma, S)\)-tree automata. Languages are defined via free algebras (see Section 3). It turns out that the free algebras in \( \text{Alg}(\Sigma) \) and \( \text{Alg}(\tilde{\Sigma}) \) are closely related. To see this, we use the following result, which follows from [24, Theorem 2.14].

\(^5\) This is the finitary version of the powerset functor in \( \text{Nom} \).
Lemma 6.5. Let $\Sigma : C \to C$ be a functor, $S : C \to C$ a monad, and $\hat{\Sigma} : \mathcal{K}I(S) \to \mathcal{K}I(S)$ an extension of $\Sigma$. Let $\lambda : \Sigma S \Rightarrow S \Sigma$ be the corresponding distributive law.

Then the Kleisli adjunction $J : C \rightleftarrows \mathcal{K}I(S)$ lifts to an adjunction in: $\mathcal{J} \rightleftarrows \mathcal{V}$

\[
\begin{array}{c}
\text{Alg}(\Sigma) \\
\downarrow \downarrow \\
\mathcal{V} \\
\downarrow \downarrow \\
\mathcal{K}I(S) \\
\end{array} \\
\begin{array}{c}
\text{Alg}(\hat{\Sigma}) \\
\downarrow \downarrow \\
\mathcal{V} \\
\downarrow \downarrow \\
\mathcal{K}I(S) \\
\end{array}
\]

From Lemma 6.5, and using that free algebras can be obtained as colimits of transfinite sequences [2, 28], it follows that any free $\Sigma$-algebra $(\Sigma^\circ X, \alpha_X)$ is mapped by the left adjoint $\mathcal{J}$ to a free $\hat{\Sigma}$-algebra with the same carrier. Concretely, given a $\hat{\Sigma}$-algebra $(Q, \delta)$ and a morphism $i : I \to Q$, a (unique) morphism $rch : \Sigma^\circ I \to SQ$ makes the diagram on the left commute in $\mathcal{C}$ if it makes the diagram on the right commute in $\mathcal{K}I(S)$:

$$
\begin{array}{c}
\Sigma^\circ \Sigma I \\
\downarrow \downarrow \\
\Sigma^\circ I \\
\downarrow \downarrow \\
\Sigma Q \\
\end{array} \xrightarrow{\alpha} \\
\begin{array}{c}
\hat{\Sigma}^\circ \Sigma I \\
\downarrow \downarrow \\
\hat{\Sigma}^\circ I \\
\downarrow \downarrow \\
\hat{\Sigma} Q \\
\end{array} \xleftarrow{\hat{\alpha}} \\
\begin{array}{c}
\Sigma^\circ I \\
\downarrow \downarrow \\
\Sigma I \\
\downarrow \downarrow \\
\Sigma Q \\
\end{array} \xleftarrow{\eta} \\
\begin{array}{c}
\hat{\Sigma}^\circ I \\
\downarrow \downarrow \\
\hat{\Sigma} I \\
\downarrow \downarrow \\
\hat{\Sigma} Q \\
\end{array} \xleftarrow{\hat{\eta}} \\
\begin{array}{c}
\Sigma Q \\
\downarrow \downarrow \\
\Sigma^\circ I \\
\downarrow \downarrow \\
\Sigma^\circ \Sigma Q \\
\end{array} \xrightarrow{\mathcal{J}(\Sigma^\circ I, \alpha)} \\
\begin{array}{c}
\hat{\Sigma} Q \\
\downarrow \downarrow \\
\hat{\Sigma}^\circ I \\
\downarrow \downarrow \\
\hat{\Sigma}^\circ \Sigma Q \\
\end{array} \xleftarrow{\mathcal{J}(\hat{\Sigma}^\circ I, \hat{\alpha})} \\
\begin{array}{c}
\Sigma Q \\
\downarrow \downarrow \\
\Sigma^\circ \Sigma Q \\
\downarrow \downarrow \\
\Sigma I \\
\end{array} \xleftarrow{\eta} \\
\begin{array}{c}
\hat{\Sigma} Q \\
\downarrow \downarrow \\
\hat{\Sigma}^\circ \Sigma Q \\
\downarrow \downarrow \\
\hat{\Sigma} I \\
\end{array} \xleftarrow{\hat{\eta}} \\
\begin{array}{c}
\Sigma I \\
\downarrow \downarrow \\
\Sigma^\circ \Sigma I \\
\downarrow \downarrow \\
\Sigma^\circ \Sigma Q \\
\end{array} \xrightarrow{\mathcal{J}(\Sigma^\circ I, \alpha)} \\
\begin{array}{c}
\hat{\Sigma} I \\
\downarrow \downarrow \\
\hat{\Sigma}^\circ \Sigma Q \\
\downarrow \downarrow \\
\hat{\Sigma}^\circ \Sigma I \\
\end{array} \xleftarrow{\mathcal{J}(\hat{\Sigma}^\circ I, \hat{\alpha})}
$$

Note that the adjoint transpose of $rch$ is the same morphism, seen in $\mathcal{K}I(S)$. The functor $\mathcal{V}$ can be viewed as a determinisation construction for $(\Sigma, S)$-tree automata.

Definition 6.6. Given an $(\Sigma, S)$-tree automaton $(Q, \delta, i, o)$, let $\overline{\delta} : \Sigma S(Q) \to S(Q)$ be the algebra structure of $\mathcal{V}(Q, \delta)$, i.e., $(S(Q), \overline{\delta}) = \mathcal{V}(Q, \delta)$, and $\overline{o} = V(o)$. The $\Sigma$-tree automaton $(SQ, \overline{\delta}, i, \overline{o})$ is called the determinisation of $(Q, \delta, i, o)$.

The following shows correctness of this determinisation construction, using the correspondence in (2), and provides a concrete description of the language semantics of $(\Sigma, S)$-tree automata.

Corollary 6.7. Let $(Q, \delta, i, o)$ be a $(\Sigma, S)$-tree automaton. Then $L(SQ, \overline{\delta}, i, \overline{o}) = L(Q, \delta, i, o)$.

We conclude this section with some example instantiations of determinisation, and of how they can be used to compute languages.

Example 6.8.

1. The determinisation of a $(\Sigma, P_f)$-tree automaton $(Q, \delta, i, o)$ is $\overline{\delta}(X_1, \ldots, X_k) = \bigcup_{x_1 \in X_1, \ldots, x_k \in X_k} \delta(x_1, \ldots, x_k)$ $\overline{o}(X) = \bigcup_{x \in X} o(x)$ for $\gamma \in \Gamma$ with $k = ar(\gamma)$, and $X_1, \ldots, X_k, X$ finite subsets of $Q$. This definition precisely corresponds to the usual determinisation of bottom-up tree automata (see e.g. [22]). The reachability function is then given by $rch(t) = \begin{cases} i(t) & \text{if } t \in I \\ \bigcup_{x_1 \in rch(t_1)} \delta(x_1, \ldots, x_k) & \text{if } t = (\gamma, x_1, \ldots, x_k), k = ar(\gamma). \end{cases}$

Using Corollary 6.7, we have that the language of $(Q, \delta, i, o)$ is $L(Q, \delta, i, o)(t) = \bigcup_{s \in rch(t)} o(s)$. 

G. van Heerdt, T. Kappé, J. Rot, M. Sammartino, and A. Silva 6:15
That is: a tree $t$ is accepted by $(Q, \delta, i, o)$ whenever there is a final state among those reached by parsing $t$.

2. The determinisation of a $(\Sigma, M_F)$-tree automaton is given by

$$\overline{\delta}_\gamma(\varphi_1, \ldots, \varphi_k) = (\varphi_1 \otimes \cdots \otimes \varphi_k) \bullet \delta_\gamma$$

where $\gamma \in \Gamma$ and $\ar(\gamma) = k$; also, $\otimes$ is the Kronecker product and $\bullet$ is matrix multiplication. Explicitly, $\overline{\delta}_\gamma$ takes a $k$-tuple of vectors over $Q$ and turns it into a vector $\varphi$ over $k$-tuples of states via the distributive law (defined as the Kronecker product, see Example 6.2), i.e., $\varphi(q_1, \ldots, q_k) = \varphi_1(q_1) \cdots \varphi_k(q_k)$, for $q_1, \ldots, q_k \in Q$. The result is then multiplied by the matrix $\delta_\gamma$ to compute the successor vector.

Similarly, the reachability function becomes

$$rch(t) = \begin{cases} i(t) & \text{if } t \in I \\ (rch(t_1) \otimes \cdots \otimes rch(t_k)) \bullet \delta_\gamma & \text{if } t = (\gamma, t_1, \ldots, t_k), k = \ar(\gamma). \end{cases}$$

Hence we obtain the language $L(Q, \delta, i, o)(t) = rch(t) \bullet o$, which corresponds to the language semantics given in [29].

3. The case of $(\Sigma_\lambda, \mathcal{P}_\omega)$-tree automata is completely analogous to point 1. For instance,

$$\overline{\delta}_{\lambda}\text{mbox{d}}(X) = \bigcup_{x \in X} \overline{\delta}_\lambda(x)$$

for $X$ a finitely supported orbit-finite subset of $[A]Q$.

## 7 Future work

The algorithmic side of the iterative minimisation construction presented in Section 4 is left open. For classical tree automata there exist sophisticated variants of partition refinement [25, 1], akin to Hopcroft’s classical algorithm. A generalisation to the current algebraic setting is an interesting direction of research, for which a natural starting point would be to try and integrate in our setting the efficient coalgebraic algorithm presented in [18].

Further, we characterised the minimal automaton as the greatest fixed point of a monotone function, recovering the notion of forward bisimulations as its post-fixed points (although it is perhaps more natural to think of these as congruences). This characterisation suggests an integration with up-to techniques [42, 14, 15], which have, to the best of our knowledge, not been applied to tree automata. In particular, we are interested in applying these algorithms to decide equivalence of series-parallel rational and series-rational expressions [38].

Since completeness of Kleene Algebra is connected to minimality of deterministic finite automata [33], we wonder whether a completeness proof can be recovered using automata as presented in this paper. In particular, our abstract framework might allow us to transpose such a proof to settings such as Bi-Kleene Algebra [37] or Concurrent Kleene Algebra [27].

## References


In the proofs below, we will use the following basic adjunction properties, in particular for the adjunction $F \dashv U : C \rightleftarrows \mathcal{EM}(T)$ with adjoint transpose $(-)^T$:

- The transpose $f^T : FA \to B$ for $f : A \to UB$ in $C$ can be defined as $f^T = y \circ Tf$, where $y$ is the $T$-algebra structure on $Y$.
- For all $f : X \to UY$ and $g : UY \to UZ$ in $C$ we have $U(g^T) \circ Tf = U((g \circ f)^T)$.
- We have $U(\eta_X^X) = id_{TX}$.

We need the following additional lemmas in the proofs below.
- **Lemma A.1.** If \( f : A \to B \) and \( h : A \to C \) in \( \mathcal{E}M(T) \) are such that there exists \( g : UB \to UC \) in \( C \) with \( g \circ f = h \) and \( Tf \) is an epi, then \( g \) is a \( T \)-algebra homomorphism \( B \to C \).

**Proof.** Let \( \alpha : TA \to A, \beta : TB \to B, \) and \( \gamma : TC \to C \) be the respective \( T \)-algebra structures on \( A, B, \) and \( C \). By commutativity of

\[
\begin{array}{ccc}
TA & \xrightarrow{Tf} & TB \\
\downarrow{\alpha} & & \downarrow{Tg} \\
A & \xrightarrow{h} & TC \\
\downarrow{f} & & \downarrow{\gamma} \\
TB & \xrightarrow{\beta} & B \\
\end{array}
\]

and \( Tf \) being an epi, we directly conclude that \( g \) is a \( T \)-algebra homomorphism \( B \to C \).

- **Lemma A.2.** Given a language \( L \) and \( q_1, q_2 : S \to TI \) making the diagram below on the left commute, the diagram on the right commutes.

\[
\begin{array}{c}
TS \xrightarrow{Tq_2} TTI \\
\downarrow{Tq_1} \\
TTI \xrightarrow{\mu} TI \xrightarrow{L} O
\end{array}
\quad
\begin{array}{c}
TTS \xrightarrow{TTq_2} TTTI \xrightarrow{T\mu} TTI \\
\downarrow{T\mu_1} \\
TTTI \xrightarrow{\mu} TI \xrightarrow{L} O
\end{array}
\]

Furthermore, if \( (q_1, q_2) \) is a reflexive pair, then so is \( (\mu_1 \circ Tq_1, \mu_1 \circ Tq_2) \).

**Proof.** We extend the assumption to the following commutative diagram.

\[
\begin{array}{c}
TTS \xrightarrow{TTq_2} TTTI \xrightarrow{\mu} TTI \\
\downarrow{T\mu_1} \\
TTTI \xrightarrow{\mu} TI \xrightarrow{\mu} O \\
\end{array}
\quad
\begin{array}{c}
\odot \quad \odot \\
\odot \quad \odot \\
\end{array}
\]

As for reflexivity, \( (\mu_1 \circ Tq_1, \mu_1 \circ Tq_2) \) is the composition of the reflexive pairs \( (\mu_1, \mu_1) \) and \( (Tq_1, Tq_2) \).

- **Lemma 5.4.** Suppose \( T \) maps reflexive coequalisers to epimorphisms. If \( i : B \to UC \) is such that \( U(i) \) reflexively coequalises \( q_1, q_2 : A \to TB \) in \( C \), then \( i^2 \) reflexively coequalises \( q_1^2, q_2^2 : FA \to FB \).

**Proof.** For \( k \in \{1, 2\} \) we have \( U(i^2 \circ q^2_k) \circ \eta_A = \text{rch} \circ U(q^2_k) \circ \eta_A = \text{rch} \circ q_k \), so by \( U(i^2) \) coequalising \( q_1 \) and \( q_2 \) we have \( i^2 \circ q^2_1 = i^2 \circ q^2_2 \). If a \( T \)-algebra homomorphism \( f : TB \to Z \) is such that \( f \circ q^2_1 = f \circ q^2_2 \), then

\[
Uf \circ q_1 = Uf \circ U(q^2_1) \circ \eta_A = Uf \circ U(q^2_2) \circ \eta_A = Uf \circ q_2,
\]

which because \( U(i^2) \) coequalises \( q_1 \) and \( q_2 \) yields a unique function \( u : UC \to UZ \) such that \( u \circ \text{rch} = f \). Remains to show that \( u \) is a \( T \)-algebra homomorphism. Note that since \( U(i^2) \) is a reflexive coequaliser, \( TU(i^2) \) is an epi by assumption on \( T \). Precomposing \( u \) with \( U(i^2) \) yields the \( T \)-algebra homomorphism \( f \), so by \( TU(i^2) \) being an epi and Lemma A.1 we conclude \( u \) is a \( T \)-algebra homomorphism \( C \to Z \). Reflexivity of the pair follows from Lemma 5.11.
Proposition 5.7. For $C = \text{Set}$ and $T$ any finitary monad, every language $L: TI \to O$ has a Nerode equivalence given by

$$R = \{(u, v) \in TI \times TI \mid L \circ \mu \circ T[\text{id}_{TI}, 1_u] = L \circ \mu \circ T[\text{id}_{TI}, 1_v] : T(TI + 1) \to O\}$$

with the corresponding projections $p_1, p_2: R \to TI$.

Proof. For each subset $X \subseteq R$, we define $p_X: R \to TI$ by

$$p_X(r) = \begin{cases} p_1(r) & \text{if } r \notin X \\ p_2(r) & \text{if } r \in X. \end{cases}$$

We have $T p_1 = T p_2$ by definition. Consider any $t \in TR$ and let a finite $E \subseteq R$ with inclusion map $e: E \to R$ and $t' \in TE$ be such that $T(e)(t') = t$. These exist because $T$ is finitary. We will show by induction on $E$ that

$$(L \circ \mu \circ T p_E)(t) = (L \circ \mu \circ T p_E)(t').$$

The case where $E = \emptyset$ is clear, so assume $E = E' \cup \{z\}$ with $z \notin E'$ and (3) holds when $E'$ is substituted for $E$. We fix the singleton $1 = \{\square\}$ and define $d: R \to TI + 1$ by

$$d(r) = \begin{cases} (\kappa_1 \circ p_1)(r) & \text{if } r \notin E \\ (\kappa_1 \circ p_2)(r) & \text{if } r \in E' \\ \kappa_2(\square) & \text{if } r = z, \end{cases}$$

where $\kappa_1$ and $\kappa_2$ are the coproduct injections. By this definition, we have $[\text{id}_{TI}, 1_{p_1(z)}] \circ d = p_{E'}$ and $[\text{id}_{TI}, 1_{p_2(z)}] \circ d = p_E$, so

$$\begin{align*}
(L \circ \mu \circ T p_E)(t) &= (L \circ \mu \circ T p_{E'})(t) \\
&= (L \circ \mu \circ T([\text{id}_{TI}, 1_{p_1(z)}] \circ d))(t) \\
&= (L \circ \mu \circ T([\text{id}_{TI}, 1_{p_2(z)}] \circ d))(t) \\
&= (L \circ \mu \circ T p_E)(t),
\end{align*}$$

(4)

thus concluding the proof of (3). Now $T p_1 = T p_2$ by definition and

$$T p_E(t) = T(p_E \circ e)(t') = T(p_2 \circ e)(t') = T p_2(t),$$

from which we find that $(L \circ \mu \circ T p_1)(t) = (L \circ \mu \circ T p_2)(t) = (L \circ \mu \circ T p_E)(t) = (L \circ \mu \circ T p_2)(t)$.

As this argument works for any $t \in TR$, we have $L \circ \mu \circ T p_1 = L \circ \mu \circ T p_2$.

Now consider any set $S$ with $q_1, q_2: S \to TI$ making

$$\begin{array}{ccc}
TS & \xrightarrow{T q_2} & TTI \\
\downarrow T q_1 & & \downarrow \mu \\
TTI & \xrightarrow{\mu} & TI \\
\downarrow L & & \downarrow L \\
TI & \xrightarrow{L} & O
\end{array}$$

(4)

commute, and assume $q_1$ and $q_2$ have a common section $j: TI \to S$. We define $u: S \to R$ by $u(s) = (q_1(s), q_2(s))$. To see that this is indeed an element of $R$, note that for $k \in \{1, 2\}$,

$$L \circ \mu \circ T[\text{id}_{TI}, 1_{q_k(s)}] = L \circ \mu \circ T[\text{id}_{TI}, q_k \circ 1_s]$$

$$= L \circ \mu \circ T[q_k \circ j, q_k \circ 1_s]$$

(4)

$$= L \circ \mu \circ T q_k \circ T[j, 1_s],$$

(4)
and therefore \( L \circ \mu \circ T[\text{id}_{TI}, 1_{\eta(\text{id})}] = L \circ \mu \circ T[\text{id}_{TI}, 1_{\eta(\text{id})}] \) follows from (4). By definition, \( u \) is the unique map making the diagram below commute.

\[
\begin{array}{c}
T \quad \downarrow^u \quad R \\
\downarrow^{\eta} \quad \downarrow^\mu \\
T \quad \downarrow^\mu \quad R \\
\end{array}
\]

\[\xymatrix{T I \ar[r]^u & R \ar[r]^{p_2} & T I}
\]

\[\Box\text{Lemma 5.8. If } C \text{ has coproducts, then for any Nerode equivalence } (R, p_1, p_2) \text{ there exists a unique } T\text{-algebra structure } u : T R \to R \text{ making } p_1 \text{ and } p_2 \text{ } T\text{-algebra homomorphisms } (R, u) \to (T I, \mu) \text{ that have a common section.}
\]

\[\text{Proof. Let } L : T I \to O \text{ be a language with Nerode equivalence } (R, p_1, p_2). \text{ Then } (p_1, p_2) \text{ is a reflexive pair by the Nerode equivalence property, since } (\text{id}_{T I}, \text{id}_{T I}) \text{ is a reflexive pair trivially satisfying the Nerode equivalence condition. We apply Lemma A.2 to obtain from the Nerode equivalence property a unique morphism } r : T R \to R \text{ making the diagram below commute.}
\]

\[
\begin{array}{c}
T T I \quad \downarrow^{T p_1} \quad T R \quad \downarrow^{T p_2} \\
\downarrow^{\eta} \quad \downarrow^{r} \quad \downarrow^{\eta} \quad \downarrow^{\mu} \\
T T I \quad \downarrow^{p_1} \quad R \quad \downarrow^{p_2} \quad T I
\end{array}
\]

\[
\begin{array}{c}
T T I \ar[r]^{T p_1} & T R \ar[r]^{T p_2} & T T I \\
\downarrow^{\eta} \quad \downarrow^{r} \quad \downarrow^{\eta} \quad \downarrow^{\mu} \\
T T I \ar[r]^{p_1} & R \ar[r]^{p_2} & T I
\end{array}
\]

We need to show that \((R, r)\) is a \(T\)-algebra. The first commutative diagram below shows that \(r \circ \eta_R\) preserves \(p_1\) and \(p_2\), so since \(\text{id}_R\) also does this we must have \(r \circ \eta_R = \text{id}_R\) by the uniqueness property of the Nerode equivalence.

\[
\begin{array}{c}
T \quad \downarrow^\mu \quad T I \\
\downarrow^{\eta} \quad \downarrow^\mu \\
\downarrow^{p_1} \quad \downarrow^\mu \\
\end{array}
\]

\[\square \text{ monad law}
\]

\[\square \text{ naturality of } \eta 
\]

\[\square \text{ naturality of } \mu 
\]

As for the other two, we use a double application of Lemma A.2 to see that the pair \((\mu \circ T \mu \circ T T p_1, \mu \circ T \mu \circ T T p_2)\) satisfies the Nerode equivalence conditions. Commutativity of the two diagrams then shows that both \(r \circ T r\) and \(r \circ \mu\) are the unique map commuting with the pairs \((\mu \circ T \mu \circ T T p_1, \mu \circ T \mu \circ T T p_2)\) and \((p_1, p_2)\), so they must be equal and \((T R, r)\) is a \(T\)-algebra.

It remains to show that \(p_1\) and \(p_2\) have a common section in \(\mathcal{E}M(T)\). To this end, note that \([(\eta, T \eta T), (\eta, T \eta T)]\) is a reflexive pair trivially satisfying the Nerode equivalence condition. Thus, we obtain by the Nerode equivalence property a unique morphism \(u : I + T I \to R\) making

\[
\begin{array}{c}
I + T I \quad \downarrow^u \quad [\eta, \text{id}] \\
\downarrow^{p_1} \quad \downarrow^{p_2} \\
T I \quad \downarrow^u \quad R \quad \downarrow^{p_2} \quad T I
\end{array}
\]
commute. Then for $k \in \{1, 2\}$,
\[ p_k \circ (u \circ \kappa_1)^\sharp = (p_k \circ u \circ \kappa_1)^\sharp = (p_k \circ [\eta_I, \text{id}_{T_I}])^\sharp = \eta_I^\sharp = \text{id}_{(T_I, \mu)}. \]

**Lemma 5.11.** If $q_1, q_2 : A \to TB$ is a reflexive pair in $C$, then so is $(q_1^\sharp, q_2^\sharp)$ in $\mathcal{EM}(T)$.

**Proof.** Assume $j : TB \to A$ is the common section of $q_1$ and $q_2$. Then, for $k \in \{1, 2\}$,
\[ q_k^\sharp \circ (\eta_A \circ j \circ \eta_B)^\sharp = U((U(q_k^\sharp) \circ \eta_A \circ j \circ \eta_B)^\sharp) = U((q_k \circ j \circ \eta_B)^\sharp) = U(\eta_B^\sharp) = \text{id}_B. \]
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Abstract

Using the theory of coalgebra, we introduce a uniform framework for adding modalities to the
language of propositional geometric logic. Models for this logic are based on coalgebras for an
endofunctor $T$ on some full subcategory of the category $\text{Top}$ of topological spaces and continuous
functions. We compare the notions of modal equivalence, behavioural equivalence and bisimulation
on the resulting class of models, and we provide a final object for the corresponding category.
Furthermore, we specify a method of lifting an endofunctor on $\text{Set}$, accompanied by a collection of
predicate liftings, to an endofunctor on the category of topological spaces.
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1 Introduction

Propositional geometric logic arose at the interface of (pointfree) topology, logic and theoretical
computer science as the logic of finite observations [1, 28]. Its language is constructed from
a set of proposition letters by applying finite conjunctions and arbitrary disjunctions, these
being the propositional operations preserving the property of finite observability. Through
an interesting topological connection, formulas of geometric logic can be interpreted in the
frame of open sets of a topological space. Central to this connection is the well-known
adjunction between the category $\text{Frm}$ of frames and frame morphisms and the category $\text{Top}$
of topological spaces and continuous maps, which restricts to several interesting Stone-type
dualities [15].

Coalgebraic logic is a framework in which generalised versions of modal logics are developed
parametric in the signature of the language and a functor $T : C \to C$ on some base category
$C$. With classical propositional logic as base logic, two natural choices for the base category
are $\text{Set}$, the category of sets and functions, and $\text{Stone}$, the category of Stone spaces and continuous functions, i.e. the topological dual to the algebraic category of Boolean algebras.

1 The presented material originates from the master’s thesis of the second author, supervised by the first
Coalgebraic logic for endofunctors on \textbf{Set} has been well investigated and still is an active area of research, see e.g. [8, 20]. In this setting, modal operators can be defined using the notion of relation lifting [22] or predicate lifting [23]. Coalgebraic logic in the category of Stone coalgebras has been studied in [19, 13, 9], and there is a fairly extensive literature on the design of a coalgebraic modal logic based on a general Stone-type duality (or adjunction), see for instance [7] and references therein.

In this paper we investigate some links between coalgebraic logic and geometric logic. That is, we shall use methods from coalgebraic logic to introduce modal operators to the language of geometric logic, with the intention of studying interpretations of these logics in certain topological coalgebras. Note that extensions of geometric logic with the basic modalities $\Box$ and $\Diamond$, which are closely related to the topological Vietoris construction, have received much attention in the literature, see [28] for some early history. A first step towards developing coalgebraic geometric logic was taken in [27], where a method is explored to lift a functor on \textbf{Set} to a functor on the category \textbf{KHaus} of compact Hausdorff spaces, and the connection is investigated between the lifted functor and a relation-lifting based “cover” modality.

Our aim here is to develop a framework for the coalgebraic geometric logics that arise if we extend geometric logic with modalities that are induced by appropriate predicate liftings. Guided by the connection between geometric logic and topological spaces, we choose the base category of our framework to be \textbf{Top} itself, or one of its full subcategories such as \textbf{Sob} (sober spaces), \textbf{KSob} (compact sober spaces) or \textbf{KHaus} (compact Hausdorff spaces). On this base category \textbf{C} we then consider an arbitrary endofunctor \textbf{T} which serves as the type of our topological coalgebras. Furthermore, we shall see that if we want our formulas to be interpreted as open sets of the coalgebra carrier, we need the predicate liftings that interpret the modalities of the language to satisfy some natural openness condition. Summarizing, we shall study the coalgebraic geometric logic induced by (1) a functor \textbf{T} : \textbf{C} \to \textbf{C}, where \textbf{C} is a full subcategory of \textbf{Top}, and (2) a set \textbf{Λ} of open predicate liftings for \textbf{T}. As running examples we take the combination of the basic modalities for the Vietoris functor, and that of the monotone box and diamond modalities for various topological manifestations of the monotone neighborhood functor on \textbf{Set}. The structures providing the semantics for our coalgebraic geometric logics are the \textbf{T}-models consisting of a \textbf{T}-coalgebra together with a valuation mapping proposition letters to open sets in the coalgebra carrier.

The main results that we report on here are the following:

- In Section 4, we construct a final object in the category of \textbf{T}-models, where \textbf{T} is an endofunctor on \textbf{Top} which preserves sobriety and admits a Scott-continuous, characteristic geometric modal signature.

- After that, in Section 5 we adapt the method of [17], in order to lift a \textbf{Set}-functor together with a collection of predicate liftings to an endofunctor on \textbf{Top}. We obtain the Vietoris functor and monotone functor on \textbf{KHaus} as restrictions of such lifted functors.

- Finally, in Section 6 we transfer the notion of \textbf{Λ}-bisimilarity from [10, 2] to our setting, and we compare this to geometric modal equivalence, behavioural equivalence and Aczel-Mendler bisimilarity. Our main finding is that on the categories \textbf{Top}, \textbf{Sob} and \textbf{KSob}, the first three notions coincide, provided \textbf{Λ} and \textbf{T} meet some reasonable conditions.

We finish the paper with listing some questions for further research.
2 Preliminaries

We briefly fix notation and review some preliminaries.

Categories and functors

We use a **bold font** for categories. We assume familiarity with the following categories:
- **\( \text{Set} \)** is the category of sets and functions;
- **\( \text{Top} \)** is the category of topological spaces and continuous functions;
- **\( \text{KHaus} \)** and **\( \text{Stone} \)** are the full subcategories of **\( \text{Top} \)** whose objects are compact Hausdorff spaces and Stone spaces respectively;
- **\( \text{BA} \)** is the category of Boolean algebras and Boolean algebra homomorphisms.

Categories can be connected by functors. We use a **sans serif font** for functors. In particular, the following functors are regularly used in this paper:
- **\( U : \text{Top} \to \text{Set} \)** is the forgetful functor sending a topological space to its underlying set.
- **\( P : \text{Set} \to \text{Set} \)** and **\( \hat{P} : \text{Set}^{\text{op}} \to \text{Set} \)** are the covariant and contravariant powerset functor respectively;
- **\( Q : \text{Set}^{\text{op}} \to \text{BA} \)** sends a set to its Boolean powerset algebra and a function to the inverse image map viewed as morphism in **\( \text{BA} \)**;
- **\( \Omega : \text{Top} \to \text{Set} \)** sends a topological space to the set of opens.

More categories and functors will be defined along the way. We use the symbol \( \equiv \) for categorical equivalence.

Coalgebra

Let **\( \mathcal{C} \)** be a category and **\( T \)** an endofunctor on **\( \mathcal{C} \)**. A **\( T \)-coalgebra** is a pair \( (X, \gamma) \) where \( X \) is an object in **\( \mathcal{C} \)** and \( \gamma : X \to TX \) is a morphism in **\( \mathcal{C} \)**. A **\( T \)-coalgebra morphism** between two **\( T \)-coalgebras** \( (X, \gamma) \) and \( (X', \gamma') \) is a morphism \( f : X \to X' \) in **\( \mathcal{C} \)** satisfying \( \gamma' \circ f = Tf \circ \gamma \).

The collection of **\( T \)**-coalgebras and **\( T \)**-coalgebra morphisms forms a category, which we shall denote by **\( \text{Coalg}(T) \)**. The category **\( \mathcal{C} \)** is called the **base category** of **\( \text{Coalg}(T) \)**.

Example 1 (Kripke frames). The category of Kripke frames and bounded morphisms is isomorphic to **\( \text{Coalg}(P) \)** [20].

Example 2 (Monotone neighbourhood frames). Let **\( D : \text{Set} \to \text{Set} \)** be the functor given on objects by \( DX = \{W \subseteq PX \mid a \in W \text{ and } a \leq b \text{ then } b \in W\} \), for \( X \) a set. For a morphism \( f : X \to X' \) define \( DF : DX \to DX' : W \mapsto \{a' \in PX' \mid f^{-1}(a') \in W\} \). Then the category of monotone frames a bounded morphisms is isomorphic to **\( \text{Coalg}(D) \)** [6, 12, 13].

Coalgebraic logic for Set-coalgebras

Let **\( T \)** be a **\( \text{Set} \)**-functor and \( \Phi \) a set of proposition letters. A **\( T \)-model** is a triple \( (X, \gamma, V) \) where \( (X, \gamma) \) is a **\( T \)**-coalgebra and \( V : \Phi \to PX \) is a valuation of the proposition letters. An **\( n \)-ary predicate lifting** for **\( T \)** is a natural transformation \( \lambda : \hat{P}^n \to \hat{P} \circ T \), where \( \hat{P}^n \) denotes the \( n \)-fold product of the contravariant powerset functor. A predicate lifting is called **monotone** if for all sets \( X \) and subsets \( a_1, \ldots, a_n, b \subseteq X \) we have \( \lambda_X(a_1, \ldots, a_i, \ldots, a_n) \subseteq \lambda_X(a_1, \ldots, a_i \cup b, \ldots, a_n) \).

For a set \( \Lambda \) of predicate liftings for **\( T \)**, define the **language** \( \text{ML}(\Lambda) \) by

\[
\varphi ::= p \mid \neg \varphi \mid \varphi \land \varphi \mid \mathcal{V}^\lambda(\varphi_1, \ldots, \varphi_n),
\]
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where \( p \in \Phi \) and \( \lambda \in \Lambda \) is \( n \)-ary. The **semantics** of \( \varphi \in \text{ML}(\Lambda) \) on a \( \mathbf{T} \)-model \( \mathbf{X} = (X, \gamma, V) \) is given recursively by \([pt]^X = V(p), [[\varphi_1 \land \varphi_2]]^X = [[\varphi_1]]^X \cap [[\varphi_2]]^X, [[\neg \varphi]]^X = X \setminus [[\varphi]]^X\), and
\[
[[\land (\varphi_1, \ldots, \varphi_n)]]^X = \gamma^{-1}((\lambda([[\varphi_1]]^X, \ldots, [[\varphi_n]]^X)),
\]
where \( p \in \Phi \) and \( \lambda \) ranges over \( \Lambda \).

**Example 3** (Kripke models). Consider for \( \mathbf{P} \)-models the predicate liftings \( \lambda^0, \lambda^\omega : \mathbf{P} \to \mathbf{P} \bullet \mathbf{P} \) given by \( \lambda^0_X(a) = \{ b \in PX \mid b \subseteq a \} \) and \( \lambda^\omega_X(a) = \{ b \in PX \mid b \cap \varnothing \neq \varnothing \} \). Then \( \lambda^0 \) and \( \lambda^\omega \) yield the usual Kripke semantics of \( \land \) and \( \omega \).

**Example 4** (Monotone neighbourhood frames). Monotone neighbourhood models are precisely \( \mathbf{D} \)-models, where \( \mathbf{D} \) is the functor defined in Example 2. The usual semantics for the box and diamond in this setting can be obtained from the predicate liftings given by
\[
\lambda^X_\Box(a) = \{ W \in DX \mid a \in W \}, \quad \lambda^X_\Diamond(a) = \{ W \in DX \mid X \setminus a \notin W \}.
\] (1)

We refer to [20] for many more examples of coalgebraic logic for \( \text{Set} \)-functors.

**Frames and spaces**

A **frame** is a complete lattice \( F \) in which for all \( a \in F \) and \( S \subseteq F \) we have \( a \land \lor S = \lor \{ a \land s \mid s \in S \} \). A **frame homomorphism** is a function between frames that preserves finite meets and arbitrary joins. For \( a, b \in F \) we say that \( a \) is **well inside** \( b \), notation: \( a \ll b \), if there is a \( c \in F \) such that \( c \land a = \bot \) and \( c \lor b = \top \). An element \( a \in F \) is called **regular** if \( a = \lor \{ b \in F \mid b \ll a \} \) and the frame is called **regular** if all of its elements are regular. The **negation** of an \( a \in F \) is defined as \( \neg a = \lor \{ b \in F \mid a \land b = \bot \} \) and we have \( a \ll b \) if \( \neg a \lor b = \top \). A frame is said to be **compact** if \( \lor S = \top \) implies that there is a finite subset \( S' \subseteq S \) such that \( \lor S' = \top \). Frames can be defined by generators and relations, and any presentation by generators and relations presents a unique frame. For details see [15, 28].

**Remark 5.** We will regularly define a frame homomorphism \( f : F \to F' \) from a frame \( F \) presented by \( (G, R) \) to some frame \( F' \). It then suffices to give an assignment \( f' : G \to F' \) such that whenever \( x = x' \) is a relation in \( R \), \( f(x) = f(x') \) in \( F' \).

The collection of open sets of a topological space \( \mathbf{X} \) forms a frame, denoted \( \text{opn}\mathbf{X} \). A continuous map \( f : \mathbf{X} \to \mathbf{X}' \) induces \( \text{opn} f = f^{-1} : \text{opn} \mathbf{X}' \to \text{opn} \mathbf{X} \) and with this definition \( \text{opn} \) is a contravariant functor \( \text{Top} \to \text{Frm} \). A frame is called **spatial** if it is isomorphic to \( \text{opn} \mathbf{X} \) for some topological space \( \mathbf{X} \).

A **point** of a frame \( F \) is a frame homomorphism \( p : F \to 2 \), where \( 2 = \{ \top, \bot \} \) is the two-element frame. Let \( \text{pt}F \) be the collection of points of \( F \) endowed with the topology \( \{ \bar{a} \mid a \in F \} \), where \( \bar{a} = \{ p \in \text{pt}F \mid p(a) = \top \} \). For a frame homomorphism \( f : F \to F' \) define \( \text{pt}f : \text{pt}F' \to \text{pt}F \) by \( p \mapsto p \circ f \). The assignment \( \text{pt} \) defines a contravariant functor \( \text{Frm} \to \text{Top} \). A topological space that arises as the space of points of a lattice is called **sober**. The **sobrification** of a topological space \( \mathbf{X} \) is \( \text{pt}(\text{opn}\mathbf{X}) \).

We denote by \( \text{Sob} \) and \( \text{KSob} \) the full subcategories of \( \text{Top} \) whose objects are sober spaces and compact sober spaces, respectively. Where \( \text{Frm} \) is the category of frames and frame homomorphisms, \( \text{S Frm} \), \( \text{KS Frm} \) and \( \text{KR Frm} \) are the full subcategories of \( \text{Frm} \) whose objects are spatial frames, compact spatial frames and compact regular frames, respectively. The functor \( \text{Z} : \text{Frm} \to \text{Set} \) is the forgetful functor sending a frame to the underlying set, and restricts to every subcategory of \( \text{Frm} \). Note that \( \Omega = \text{Z} \circ \text{opn} \).

**Fact 6.** The functor \( \text{pt} \) is a right adjoint to \( \text{opn} \). This adjunction restricts to the duality \( \text{S Frm} \cong \text{Sob}^{\text{op}} \), which in turn restricts to \( \text{KS Frm} \cong \text{KSob}^{\text{op}} \) and \( \text{KR Frm} \cong \text{K Haus}^{\text{op}} \).
For a more thorough exposition of frames and spaces, and a proof of the statements in Fact 6 we refer to section C1.2 of [16]. We explicitly mention one isomorphism which is part of this duality, for we will encounter it later on.

**Remark 7.** Let \( \mathcal{X} \) be a sober space. Then Fact 6 entails that there is an isomorphism \( \mathcal{X} \to pt(\text{opn}\mathcal{X}) \). This isomorphism sends \( x \) to \( p_x \), where \( p_x : \text{opn}\mathcal{X} \to 2 \) is the point given by \( p_x(a) = T \) iff \( x \in a \), for all \( x \in \mathcal{X} \) and \( a \in \Omega \mathcal{X} \).

### 3 Logic for topological coalgebras

Although not all of our results can be proved for every full subcategory of \( \text{Top} \), we will give the basic definitions in full generality. To this end, we let \( C \) be some full subcategory of \( \text{Top} \) and define coalgebraic logic over base category \( C \). In particular \( C = \text{KHAUS} \) and \( C = \text{Sob} \) will be of interest. Throughout this section \( T \) is an arbitrary endofunctor on \( C \). Recall that \( \Phi \) is an arbitrary but fixed set of proposition letters. We commence with defining the topological version of a predicate lifting, called an open predicate lifting.

**Definition 8.** An open predicate lifting for \( T \) is a natural transformation

\[
\lambda : \Omega^n \to \Omega \circ T.
\]

An open predicate lifting is called **monotone in its \( i \)-th argument** if for every \( \mathcal{X} \in \mathcal{C} \) and all \( a_1, \ldots, a_n, b \in \Omega \mathcal{X} \) we have \( \lambda \mathcal{X}(a_1, \ldots, a_i, \ldots, a_n) \subseteq \lambda \mathcal{X}(a_1, \ldots, a_i \cup \ldots, a_n) \), and **monotone** if it is monotone in every argument. It is called **Scott-continuous** in its \( i \)-th argument if for every \( \mathcal{X} \) and every directed set \( A \subseteq \Omega \mathcal{X} \) we have \( \lambda \mathcal{X}(a_1, \ldots, \bigcup A, \ldots, a_n) = \bigcup_{a \in A} \lambda \mathcal{X}(a_1, \ldots, b, \ldots, a_n) \) and **Scott-continuous** if it is Scott-continuous in every argument.

A collection of open predicate liftings for \( T \) is called a **geometric modal signature** for \( T \). A geometric modal signature for a functor \( T \) is called **monotone** if every open predicate lifting in it is monotone, **Scott-continuous** if every predicate lifting in it is Scott-continuous, and **characteristic** if for every topological space \( \mathcal{X} \in \mathcal{C} \) the collection \( \{ \lambda \mathcal{X}(a_1, \ldots, a_n) | \lambda \in A \text{ n-ary}, a_i \in \Omega \mathcal{X} \} \) is a sub-base for the topology on \( T \mathcal{X} \).

**Remark 9.** Using the fact that for any two (open) sets \( a, b \) the set \( \{ a, a \cup b \} \) is directed, it is easy to see that Scott-continuity implies monotonicity.

Scott-continuity will play a rôle in Section 4, where it is used to show that the collection of formulas modulo (semantic) equivalence is a set, rather than a proper class.

Let \( S \) be the Sierpinski space, i.e. the two-element set \( 2 = \{ 0, 1 \} \) topologised by \( \{ \emptyset, \{ 1 \} \} \). For a topological space \( \mathcal{X} \) and \( a \subseteq \mathcal{X} \) let \( \chi_a : \mathcal{X} \to S \) be the characteristic map (i.e. \( \chi_a(x) = 1 \) iff \( x \in a \)). Note that \( \chi_a \) is continuous if and only if \( a \in \Omega \mathcal{X} \). Analogously to predicate liftings for \( \text{Set} \)-functors [25, Proposition 43], one can classify \( n \)-ary predicate liftings as open subsets of \( T \mathcal{S}^n \). This elucidates the analogy with predicate liftings for \( \text{Set} \)-functors.

**Proposition 10.** Suppose \( S \in \mathcal{C} \), then there is a bijective correspondence between \( n \)-ary open predicate liftings and elements of \( \Omega T \mathcal{S}^n \). This correspondence is given as follows: To an open predicate lifting \( \lambda \) assign the set \( \lambda_\mathcal{S}^n(\pi_1^{-1}(\{ 1 \}), \ldots, \pi_n^{-1}(\{ 1 \})) \in \Omega T \mathcal{S}^n \), where \( \pi_i : \mathcal{S}^n \to S \) be the \( i \)-th projection, and conversely, for \( c \in \Omega T \mathcal{S}^n \) define \( \lambda^c : \Omega^n \to \Omega T \) by \( \lambda^c_\mathcal{X}(a_1, \ldots, a_n) = (T(\chi_{a_1}, \ldots, \chi_{a_n}))^{-1}(c) \).

**Definition 11.** The **language** induced by a geometric modal signature \( \Lambda \) is the collection \( \text{GML}(\Lambda) \) of formulas defined by the grammar

\[
\varphi ::= T | p | \varphi_1 \land \varphi_2 \bigvee_{i} \varphi_i \bigodot^\Lambda(\varphi_1, \ldots, \varphi_n),
\]
where $p$ ranges over the set $\Phi$ of proposition letters, $I$ is some index set and $\lambda \in \Lambda$ is $n$-ary. Abbreviate $1 := \forall \emptyset$. We call a formula in GML($\Lambda$) finitary if it does not involve any infinite disjunctions.

The language GML($\Lambda$) is interpreted in so-called geometric $T$-models.

**Definition 12.** A geometric $T$-model is a triple $\mathfrak{X} = (\mathcal{X}, \gamma, V)$ where $(\mathcal{X}, \gamma)$ is a $T$-coalgebra and $V : \Phi \to \Omega \mathcal{X}$ is a valuation of the proposition letters. A map $f : \mathfrak{X} \to \mathfrak{X}'$ is a geometric $T$-model morphism from $(\mathcal{X}, \gamma, V)$ to $(\mathcal{X}', \gamma', V')$ if $f$ is a coalgebra morphism between the underlying coalgebras and $f^{-1} \circ V' = V$. The collection of geometric $T$-models and geometric $T$-model morphisms forms a category, which we denote by Mod($T$).

The semantics of $\varphi \in \text{GML}(\Lambda)$ on such a model $\mathfrak{X} = (\mathcal{X}, \gamma, V)$ is given recursively by

- $[T]^\mathfrak{X} = X$, $[p]^\mathfrak{X} = V(p)$,
- $[\varphi \land \psi]^\mathfrak{X} = [\varphi]^\mathfrak{X} \cap [\psi]^\mathfrak{X}$, $[\forall \varphi]^\mathfrak{X} = \bigcup_{i \in I} [\varphi_i]^\mathfrak{X}$,
- $[\forall \lambda(\varphi_1, \ldots, \varphi_n)]^\mathfrak{X} = \gamma^{-1}(\lambda_{\mathcal{X}}([\varphi_1]^\mathfrak{X}, \ldots, [\varphi_n]^\mathfrak{X}))$.

We write $\mathfrak{X}, x \models \varphi$ iff $x \in [\varphi]^\mathfrak{X}$. Two states $x$ and $x'$ are called modally equivalent if they satisfy the same formulas, notation: $x \equiv_A x'$.

The following proposition shows that morphisms preserve truth. Its proof is similar to the proof of theorem 6.17 in [26].

**Proposition 13.** Let $A$ be a geometric modal signature for $T$. Let $\mathfrak{X} = (\mathcal{X}, \gamma, V)$ and $\mathfrak{X}' = (\mathcal{X}', \gamma', V')$ be geometric $T$-models and let $f : \mathfrak{X} \to \mathfrak{X}'$ be a geometric $T$-model morphism. Then for all $\varphi \in \text{GML}(\Lambda)$ and $x \in \mathcal{X}$ we have $\mathfrak{X}, x \models \varphi$ iff $\mathfrak{X}', f(x) \models \varphi$.

We state the notion of behavioural equivalence for future reference.

**Definition 14.** Let $\mathfrak{X} = (\mathcal{X}, \gamma, V)$ and $\mathfrak{X}' = (\mathcal{X}', \gamma', V')$ be two geometric $T$-models and $x \in \mathcal{X}$, $x' \in \mathcal{X}'$ two states. We say that $x$ and $x'$ are behaviourally equivalent in $\text{Mod}(T)$ ($x \equiv_{\text{Mod}(T)} x'$) if there exists a cospan $\mathfrak{X} \xrightarrow{f} \mathfrak{Y} \xleftarrow{f'} \mathfrak{X}'$ in $\text{Mod}(T)$ such that $f(x) = f'(x')$.

As an immediate consequence of Proposition 13 we find that behavioural equivalence implies modal equivalence. Let us give some concrete examples of functors.

**Example 15** (Trivial functor). Let $2 = \{0, 1\}$ be topologised by $\{\emptyset, \{0, 1\}\}$ (the trivial topology). Define the functor $F : \text{Top} \to \text{Top}$ by $F \mathcal{X} = 2$ for every $\mathcal{X} \in \text{Top}$ and $F f = \text{id}_2$, the identity map on $2$, for every continuous function $f$. This is clearly a functor. Consider the open predicate lifting $\lambda : \emptyset \to \Omega = \text{Mod}(\mathfrak{X})$ given by $\lambda_{\mathcal{X}}(a) = \emptyset$ for all $a \in \Omega \mathcal{X}$. For a $F$-model $\mathfrak{X} = (\mathcal{X}, \gamma, V)$ we then have $\mathfrak{X}, x \models \forall \lambda \varphi$ iff $\gamma(x) \in \lambda([\varphi]^\mathfrak{X})$ iff $[\varphi]^\mathfrak{X} \in \Omega \mathcal{X}$. So $\forall \lambda = \top$.

Next we have a look at the Vietoris functor on $\text{KHaus}$. Coalgebras for this functor have also been studied in [3].

**Example 16** (Vietoris functor). For a compact Hausdorff space $\mathcal{X}$, let $\mathcal{V}_{kh} \mathcal{X}$ be the collection of closed subsets of $\mathcal{X}$ topologised by the subbase

$$\Box a := \{b \in \mathcal{V}_{kh} \mathcal{X} \mid b \subseteq a\}, \quad \Diamond a := \{b \in \mathcal{V}_{kh} \mathcal{X} \mid a \cap b \neq \emptyset\},$$

where $a$ ranges over $\Omega \mathcal{X}$. For a continuous map $f : \mathcal{X} \to \mathcal{X}'$ define $\mathcal{V}_{kh} f : \mathcal{V}_{kh} \mathcal{X} \to \mathcal{V}_{kh} \mathcal{X}'$ by $\mathcal{V}_{kh} f(a) = f[a]$. If $\mathcal{X}$ is compact Hausdorff, then so is $\mathcal{V}_{kh} \mathcal{X}$ [21, Theorem 4.9], and if $f : \mathcal{X} \to \mathcal{X}'$ is a continuous map between compact Hausdorff spaces, then $\mathcal{V}_{kh} f$ is well defined and continuous [19, Lemma 3.8], so $\mathcal{V}_{kh}$ defines an endofunctor on $\text{KHaus}$. 
Let $\mathcal{X} = (\mathcal{X}, \gamma, V)$ be a $\mathcal{V}_{\text{kh}}$-model. The natural transformation $\lambda^\mathcal{O}$ defined by

$$\lambda^\mathcal{O}_\mathcal{X} : \Omega \mathcal{X} \to \Omega(\mathcal{V}_{\text{kh}} \mathcal{X}) : a \mapsto \{ b \in \mathcal{V}_{\text{kh}} \mathcal{X} \mid b \subseteq a \},$$

where $\mathcal{X} \in \text{Top}$, is such that $\mathcal{X}, x \Vdash \forall x \varphi$ iff $\mathcal{X}, x \Vdash \Box \varphi$ (with the usual interpretation of $\Box$). Similarly $\lambda^\Box_\mathcal{X} : \Omega \mathcal{X} \to \Omega \circ \mathcal{V}_{\text{kh}} \mathcal{X}$, given by $\lambda^\Box_\mathcal{X}(a) = \Diamond a$, yields the usual semantics of the diamond modality.

The functor defined in the next example generalises the monotone functor on $\text{Stone}$ [13].

**Example 17 (Monotone functor).** For a compact Hausdorff space $\mathcal{X}$, let $\mathcal{D}_{\text{kh}} \mathcal{X}$ be the collection of sets $W \subseteq P \mathcal{X}$ such that $u \in W$ iff there exists a closed $c \subseteq u$ such that every open superset of $c$ is in $W$. Endow $\mathcal{D}_{\text{kh}} \mathcal{X}$ with the topology generated by the subbase

$$\forall a := \{ W \in \mathcal{D}_{\text{kh}} \mathcal{X} \mid a \in W \}, \quad \exists a := \{ W \in \mathcal{D}_{\text{kh}} \mathcal{X} \mid X \setminus a \notin W \},$$

where $a$ ranges over $\Omega \mathcal{X}$. For continuous functions $f : \mathcal{X} \rightarrow \mathcal{X}'$ define $\mathcal{D}_{\text{kh}} f : \mathcal{D}_{\text{kh}} \mathcal{X} \rightarrow \mathcal{D}_{\text{kh}} \mathcal{X}' : W \mapsto \{ a \in P \mathcal{X} \mid f^{-1}(a) \in W \}$. It is proven in the report version of the current paper [4] that this defines an endofunctor on $\text{KHAUS}$ which naturally extends the monotone functor on $\text{Stone}$ [13, 9]. The open predicate liftings $\lambda^\mathcal{O}, \lambda^\Box : \Omega \rightarrow \Omega \mathcal{V}_{\text{kh}} \mathcal{X}$ defined by $\lambda^\mathcal{O}_\mathcal{X}(a) = \forall a$ and $\lambda^\Box_\mathcal{X}(a) = \exists a$ yield the usual box and diamond semantics of monotone modal logic [12].

In Section 6 it turns out to be useful to have a slightly stronger notion of open predicate liftings, called strong open predicate liftings, as this allows us to prove that behavioural equivalence implies so-called $\Lambda$-bisimilarity. Whereas the action of open predicate liftings is defined only on open subsets, a strong open predicate lifting acts on *every* subset of elements of a topological space. Recall that $U : \text{Top} \rightarrow \text{Set}$ is the forgetful functor.

**Definition 18.** A strong open predicate lifting for $T : C \rightarrow C$ is a natural transformation $\mu : (\hat{P} \circ U)^n \rightarrow \hat{P} \circ U \circ T$ such that for all $\mathcal{X} \in C$ and $a_1, \ldots, a_n \in \Omega \mathcal{X}$ the set $\lambda_\mathcal{X}(a_1, \ldots, a_n)$ is open in $T(\mathcal{X})$. Monotonicity of strong open predicate liftings is defined in the standard way.

We call an open predicate lifting (from Definition 11) strong if it is the restriction of some strong open predicate lifting and *strongly monotone* if it is the restriction of a monotone strong open predicate lifting.

Evidently, every strong open predicate lifting restricts to an open predicate lifting, and it is only this weaker notion of open predicate lifting that has an effect on the semantics. Our notion of strong open predicate lifting is similar to the notion of a topological predicate lifting for endofunctors on $\text{Stone}$, which were introduced in [9].

**Example 19.** The predicate lifting corresponding to the box modality from Example 16 is strong, for it is the restriction of $\mu : U \rightarrow U \circ \mathcal{V}_{\text{kh}}$ given by $\mu_\mathcal{X}(u) = \{ b \in \mathcal{V}_{\text{kh}} \mathcal{X} \mid b \subseteq u \}$. Likewise, all other predicate liftings from Examples 15, 16 and 17 are strong as well.

We devote the remainder of this section to investigating strong open predicate liftings. Recall from Example 15 that $2$ denotes the two-element set with the trivial topology. We claim that natural transformations $\mu : (\hat{P} \circ U)^n \rightarrow \hat{P} \circ U \circ T$ correspond one-to-one with elements of $\hat{P}_{\text{UT2}}$, provided $2 \in C$. To a natural transformation $\mu$ associate the set $\mu_2(p_i^{-1}(1), \ldots, p_i^{-1}(1))$, where $p_i : 2^n \rightarrow 2$ denotes the $i$-th projection. Conversely, for $c \in \hat{P}_{\text{UT2}}$ define $\mu^c$ by $\mu^c(a_1, \ldots, a_n) = (T(\chi_{a_1}, \ldots, \chi_{a_n}))^{-1}(c)$, where $\mathcal{X}$ is a topological space, $a \subseteq \mathcal{X}$ and $\chi_a : \mathcal{X} \rightarrow 2$ is the characteristic map. Note that $\chi_a$ is continuous regardless of whether $a$ is open or not, hence $T$ acts on all $\chi_a$. Details of the bijection are left to the reader.
Proposition 20. Let $T$ be an endofunctor on $C$ and suppose that $C$ contains the spaces $2$ and $S$. Let $s : S \to 2$ be the identity map and let $c \in \hat{\mathcal{P}} \mathcal{U} \mathcal{T}^n$. The natural transformation $\mu^c$ is a strong open predicate lifting if and only if $(T^n)^{-1}(c) \subseteq T^S$ is open.

Proof. We give the proof for the case $n = 1$, the general case being similar. Let $s : S \to 2$ be open in $S$, hence $\mu^c(1) = (T\chi(1))^{-1}(c) = (T)^{-1}(c)$ must be open in $TS$. For the converse, let $\chi$ be a topological space and $a \in \Omega \chi$. We need to show that $\mu^c_{\chi}(a)$ is open. Since $a$ is open, the characteristic map $\chi_a : \chi \to S$ is continuous and hence $\chi_a = s \circ \chi$. We have

$$
\mu^{\chi}_a = (T\chi)(-1)(c) = (T(s \circ \chi_a))^{-1}(c) = (T \circ T\chi_a)^{-1}(c) = (T\chi_a)^{-1} \circ (T)^{-1}(c).
$$

Since $T\chi_a$ is continuous and $(T)^{-1}(c)$ is assumed to be open in $TS$, the set $\mu^c_{\chi}(a)$ is open in $T\chi$.

The following proposition gives two sufficient conditions on $T$ for its open predicate liftings to be strong. For a full subcategory $C$ of $\mathbf{Top}$ let $\mathbf{preC}$ denote the category of topological spaces in $C$ and (not necessarily continuous) functions.

Proposition 21. Let $T$ be an endofunctor on $C$ and suppose $2, S \in C$. Let $T$ and suppose that $\mu^c$ is strong open predicate lifting for an endofunctor on $KC Haus$ and suppose $2, S \in C$. Let $T$.

1. If $T$ preserves injective functions then every open predicate lifting for $T$ is strong.
2. If $T$ extends to $\mathbf{preC}$, then every open predicate lifting for $T$ is strong.

Proof. For the first item, let $c \in \Omega T \mathcal{S}^n$ determine the $n$-ary open predicate lifting $\lambda^c$. Since $s^n$ is injective, by assumption $T\mathcal{S}^n$ is as well, and hence $c = (UT^n)^{-1}(\{c\})$. Proposition 20 now implies that $\mu^c_{\mathcal{S}^n}(c)$ is a strong open predicate lifting. It is easy to see that $\mu^c_{\mathcal{S}^n}(c)$ extends $\lambda^c$, hence the latter is strong.

For the second item we show that, under the assumption, $T$ preserves injective functions. Let $f : X \to Y$ be an injective function in $C$, then there exists a (not necessarily continuous) function $g : Y \to X$ satisfying $g \circ f = \text{id}_X$. Then $Tg \circ Tf = Tg \circ f = T \text{id}_X = \text{id}_{T \chi}$, so $Tf$ has a (set-theoretic) left-inverse, hence is injective.

Monotone open predicate lifting for an endofunctor on $KC Haus$ are always strong:

Proposition 22. Let $T$ be an endofunctor on $KC Haus$ and $\Lambda$ a monotone geometric modal signature for $T$. Then $\Lambda$ is strongly monotone.

Proof. Let $\lambda \in \Lambda$. We need to show that $\lambda$ is the restriction of some strong monotone predicate lifting. Define

$$
\lambda^{\chi} : \hat{\mathcal{P}}^n \mathcal{U} \chi \to \hat{\mathcal{P}} \mathcal{U} \mathcal{X} : \chi(b_1, \ldots, b_n) \mapsto \bigcap \{\lambda^{\chi}(a_1, \ldots, a_n) \mid a_i \in \Omega \chi \text{ and } a_i \geq b_i\}.
$$

Monotonicity of $\lambda^{\chi}$ ensures $\lambda^{\chi}(a) = \lambda^{\chi}(a)$ for all $a \in \Omega \chi$ and $\lambda^{\chi}$ is monotone by construction. So we only need to show that $\lambda^{\chi}$ is indeed a strong open predicate lifting, i.e. a natural transformation $\hat{\mathcal{P}}^n \mathcal{U} \chi \to \hat{\mathcal{P}} \mathcal{U} \mathcal{X}$. We assume $\lambda$ to be unary, the general case being similar.

For a continuous map $f : \chi \to \chi'$ between compact Hausdorff spaces we need to show that $\lambda^{\chi} \circ f^{-1} = (Tf)^{-1} \circ \lambda^{\chi'}$. Since, by naturality of $\lambda$, the right hand side is equal to $\bigcap \{\lambda^{\chi}(f^{-1}(a')) \mid a' \in \Omega \chi' \text{ and } b' \leq a'\}$, it suffices to show

$$
\bigcap \{\lambda^{\chi}(c) \mid c \in \Omega \chi \text{ and } f^{-1}(b') \subseteq c\} = \bigcap \{\lambda^{\chi}(f^{-1}(a')) \mid a' \in \Omega \chi' \text{ and } b' \leq a'\}.
$$

(2)
If $a'$ is an open superset of $b'$ then clearly $f^{-1}(b') \subseteq f^{-1}(a')$. So every element in the intersection of the right hand side is contained in the one on the left hand side and therefore we have $\subseteq$ in (2). For the converse, suppose $c \in \Omega \mathcal{X}$ and $f^{-1}(b') \subseteq c$. Then the set $a' = X' \setminus f[X \setminus c]$ is open, contains $b'$, and satisfies $f^{-1}(b') \subseteq f^{-1}(a') \subseteq c$. Therefore $\lambda_{\mathcal{X}}(f^{-1}(a'))$ is one of the elements in the intersection on the left hand side of (2). Since $\lambda_{\mathcal{X}}(f^{-1}(a')) \subseteq \lambda_{\mathcal{X}}(c)$ this shows "$\supseteq$" in (2).

4 A final model

We construct a final model in $\mathbf{Mod}(T)$ for a functor $T$ where either $T$ is an endofunctor on $\mathbf{Sob}$, or $T$ is an endofunctor on $\mathbf{Top}$ which preserves sobriety. This assumption need not be problematic: If a functor on $\mathbf{Top}$ does not preserve sobriety we can look at its sobrification. Topological functors which arise as lifts from set functors using the procedure in Section 5 automatically preserve sobriety.

- **Assumption.** Throughout this section, fix an endofunctor $T$ on $\mathbf{Top}$ which preserves sobriety, and a Scott-continuous characteristic geometric modal signature $\Lambda$ for $T$. Recall that $\Phi$ is a set of proposition letters.

- **Definition 23.** Call two formulas $\varphi$ and $\psi$ equivalent in $\mathbf{Mod}(T)$ with respect to $\Lambda$, notation: $\varphi \equiv_{T, \Lambda} \psi$, if $\mathcal{X}, x \models \varphi$ iff $\mathcal{X}, x \models \psi$ for all $\mathcal{X} \in \mathbf{Mod}(T)$ and $x \in \mathcal{X}$. Denote the equivalence class of $\varphi$ in $\mathbf{GML}(\Lambda)$ by $[\varphi]$. Let $E = E(T, \Lambda, \Phi)$ be the collection of formulas modulo $\equiv_{T, \Lambda}$.

Recall that a finitary formula is one which does not involve arbitrary disjunctions.

- **Lemma 24 (Normal form).** Under the assumption, every formula is equivalent to a formula of the form $\bigvee_{i \in I} \varphi_i$, where all the $\varphi_i$ are finitary formulas.

**Proof.** The proof proceeds by induction on the complexity of the formula. Suppose $\varphi = \varphi_1 \lor \varphi_2$. By induction we may assume that $\varphi_1 \equiv_{T, \Lambda} \bigvee_{i \in I} \psi_i$ and $\varphi_2 \equiv_{T, \Lambda} \bigvee_{j \in J} \psi_j$, where all the $\psi_i$ and $\psi_j$ are finitary, and we have $\varphi \equiv_{T, \Lambda} \bigvee_{i \in I \cup J} \psi_i$, as desired. If $\varphi = \varphi_1 \land \varphi_2$, then $\varphi \equiv_{T, \Lambda} (\bigvee_{i \in I} \psi_i) \land (\bigvee_{j \in J} \psi_j) \equiv_{T, \Lambda} \bigvee_{(i,j) \in I \times J} \psi_i \land \psi_j$. Lastly, suppose $\varphi = \Box^\lambda \bigvee_{i \in I} \psi_i$, where all the $\psi_i$ are finitary. Then we have $\forall_{i \in I} \psi_i = \bigvee_{i \neq I \text{ finite}}$ and by construction the set $\{\bigvee_{i \in I'} \psi_i | I' \subseteq I, I' \text{ finite}\}$ is directed for every $T$-model $\mathcal{X} = (\mathcal{X}, \gamma, V)$. Hence by Scott-continuity of $\lambda$ we obtain

$$\lambda_{\mathcal{X}}(\bigvee_{i \in I} \psi_i) = \lambda_{\mathcal{X}}(\bigcup \{\bigvee_{i \in I} \psi_i | I' \subseteq I \text{ finite}\}) = \bigcup (\lambda_{\mathcal{X}}(\bigvee_{i \in I'} \psi_i) | I' \subseteq I \text{ finite})$$

Therefore $\varphi \equiv_{T, \Lambda} \bigvee (\bigvee_{i \in I} \psi_i) \bigvee I' \subseteq I \text{ finite}$, i.e. $\varphi$ is equivalent to an arbitrary disjunction of finitary formulas. The case for $n$-ary modalities is similar. This proves the lemma.

- **Corollary 25.** The collection $E$ from Definition 23 is a set.

**Proof.** This follows immediately from Lemma 24 and the fact that the collection of finitary formulas is a set.

- **Definition 26.** Define disjunction and arbitrary conjunction on $E$ by $[\varphi] \land [\psi] := [\varphi \land \psi]$ and $\bigvee_{i \in I}[\varphi_i] := [\bigvee_{i \in I} \varphi_i]$. It is easy to check that $E$ is a frame.

Set $L = op \circ T \circ pt : \mathbf{Frm} \to \mathbf{Frm}$. This functor restricts to an endofunctor on $\mathbf{Sfrm}$ which is dual to the restriction of $T$ to $\mathbf{Sob}$. Since $\Lambda$ is characteristic, the frame $L\mathbf{E}$ is generated.
by \( \{ \lambda x([\varphi_1], \ldots, [\varphi_n]) \mid \lambda \in \Lambda, \varphi_i \in \text{GML}(\Lambda) \} \). Define an \( L \)-algebra structure \( \delta : LE \to E \) on generators by

\[
\delta : LE \to E : \lambda_{ptE}([\varphi_1], \ldots, [\varphi_n]) \mapsto [\nabla^\lambda(\varphi_1, \ldots, \varphi_n)].
\]

To show that \( \delta \) is well defined it suffices to verify that the images of the generators of \( E \) satisfy the same relations that they satisfy in \( LE \). We refer to the the report version of the current paper for details. The dual of \( E \) will be the topological space underlying the final model in \( \text{Mod}(T) \):

**Definition 27.** Set \( \mathcal{Z} := ptE \) and let \( \zeta : \mathcal{Z} \to T\mathcal{Z} \) be the composition

\[
\begin{array}{c}
ptE \xrightarrow{pt\delta} pt(LE) \xrightarrow{pt(opn(T(ptE)))} pt(opn(T(ptE))) \xrightarrow{k_{T(ptE)}} T(ptE),
\end{array}
\]

where \( k_{T(ptE)} : T(ptE) \to pt(opn(T(ptE))) \) is the isomorphism given in Remark 7. Together with the valuation \( V_Z : \Phi \to \Omega Z : p \mapsto [p] \), the triple \( \mathfrak{F} = (\mathcal{Z}, \zeta, V_Z) \) forms a \( T \)-model.

For an object \( \Gamma \in \mathcal{Z} \), the element \((pt\delta)(\Gamma)\) is the completely prime filter

\[
F = \{ \lambda(\varphi_1, \ldots, \varphi_n) \in pt(opn(T(ptE))) \mid [\nabla^\lambda(\varphi_1, \ldots, \varphi_n)] \in \Gamma \}
\]

in \( pt(opn(T(ptE))) \). The element \( \zeta(\Gamma) \) is the unique element in \( T(ptE) \) corresponding to \( F \) under the isomorphism \( k_{T(ptE)} \). By definition of \( k_{T(ptE)} \), this is the unique element in the intersection of \( \{ \lambda_{ptE}([\varphi_1], \ldots, [\varphi_n]) \mid [\nabla^\lambda(\varphi_1, \ldots, \varphi_n)] \in \Gamma \} \). Moreover, it follows from the definition of \( k_{T(ptE)} \) that \([\nabla^\lambda(\varphi_1, \ldots, \varphi_n)] \notin \Gamma \) implies \( \zeta(\Gamma) \neq \lambda_{ptE}([\varphi_1], \ldots, [\varphi_n]) \). The following lemma follows from the previous discussion and a straightforward induction. Both Lemma 28 and Proposition 29 are proven in detail in the report version of this paper.

**Lemma 28 (Truth lemma).** For all \( \Gamma \in \mathcal{Z} \), we have \( \mathfrak{F} \models \varphi \iff [\varphi] \in \Gamma \).

**Proposition 29.** For every geometric \( T \)-model \( \mathfrak{X} = (\mathcal{X}, \gamma, V) \) the map \( th_\mathfrak{X} : \mathcal{X} \to \mathcal{Z} \) given by \( x \mapsto [\varphi] \in E \mid \mathfrak{X}, x \models \varphi \) is a \( T \)-model morphism.

The developed theory results in the following theorem.

**Theorem 30.** Let \( T \) be a sobriety-preserving endofunctor on \( \text{Top} \) and \( \Lambda \) a Scott-continuous characteristic geometric modal signature for \( T \). Then \( \mathfrak{F} = (\mathcal{Z}, \zeta, V_Z) \) is final in \( \text{Mod}(T) \).

**Proof.** Proposition 29 states that for every geometric \( T \)-model \( \mathfrak{X} = (\mathcal{X}, \gamma, V) \) there exists a \( T \)-coalgebra morphism \( th_\mathfrak{X} : \mathcal{X} \to \mathfrak{F} \), so we only need to show that this morphism is unique. Let \( f : \mathcal{X} \to \mathfrak{F} \) be any coalgebra morphism. Then by Proposition 13 and Lemma 28 we have \([\varphi] \in f(x) \iff \mathfrak{F}, x \models \varphi \) for all \( x \in \mathcal{X} \), hence \( f = th_\mathfrak{X} \).

**Theorem 31.** Under the assumptions of Theorem 30, we have \( \equiv_\Lambda = \equiv_{\text{Mod}(T)} \).

**Proof.** If \( x \) and \( x' \) are behaviourally equivalent, then they are modally equivalent by Proposition 13. Conversely, if they are modally equivalent, then \( th_\mathfrak{X}(x) = th_\mathfrak{X}(x') \) by construction, so they are behaviourally equivalent.

**Remark 32.** If \( T \) is an endofunctor on \( \text{Sob} \) rather than \( \text{Top} \), the same procedure yields a final model in \( \text{Mod}(T) \). In particular, \( T \) need not be the restriction of a \( \text{Top} \)-endofunctor. However, if \( T \) is an endofunctor on \( \text{KSob} \) or \( \text{K Haus} \) the procedure above does not guarantee a final coalgebra in \( \text{Mod}(T) \); indeed the state space \( \mathcal{Z} \) of the final coalgebra \( \mathfrak{F} \) we construct need not be compact sober or compact Hausdorff. Of course, there may be a different way to attain similar results for \( \text{KSob} \) or \( \text{K Haus} \). We leave this as an interesting open question. In Theorem 51 we prove an analog of Theorem 31 for endofunctors on \( \text{KSob} \).
5 Lifting functors from Set to Top

In [18, Section 4] the authors give a method to lift a $\text{Set}$-functor $T : \text{Set} \to \text{Set}$, together with a collection of predicate liftings $\Lambda$ for $T$, to an endofunctor on $\text{Stone}$. We adapt their approach to obtain an endofunctor $\tilde{F}_{\Lambda}$ on $\text{Top}$. In this section the notation $\bigvee$ is used for directed joins, i.e., joins over directed sets. To define the action of $\tilde{F}_{\Lambda}$ on a topological space $\mathcal{X}$ we take the following steps:

Step 1. Construct a frame $\tilde{F}_{\Lambda}\mathcal{X}$ of the images of predicate liftings applied to the open sets of $\mathcal{X}$ (viewed simply as subsets of $T(U\mathcal{X})$);

Step 2. Quotient $\tilde{F}_{\Lambda}\mathcal{X}$ with a suitable relation that ensures $\bigvee_{b \in B} \lambda(b) = \lambda(\bigvee B)$ whenever $\lambda$ is monotone;

Step 3. Employ the functor $\text{pt} : \text{Frm} \to \text{Top}$ to obtain a (sober) topological space.

This is the content of Definitions 33, 35, and 37. Recall that $U : \text{Top} \to \text{Set}$ is the forgetful functor and that $Q$ is the contravariant functor sending a set to its Boolean powerset algebra.

Definition 33. Let $T : \text{Set} \to \text{Set}$ be a functor and $\Lambda$ a collection of predicate liftings for $T$. We define a contravariant functor $\tilde{F}_{\Lambda} : \text{Top} \to \text{Frm}$. For a topological space $\mathcal{X}$ let $\tilde{F}_{\Lambda}\mathcal{X}$ be the subframe of $Q(T(U\mathcal{X}))$ generated by the set

$$\{ \lambda_{U\mathcal{X}}(a_1, \ldots, a_n) \mid \lambda \in \Lambda \ n\text{-ary}, a_1, \ldots, a_n \in \Omega\mathcal{X} \}.$$

That is, we close this set under finite intersections and arbitrary unions in $Q(T(U\mathcal{X}))$. For a continuous map $f : \mathcal{X} \to \mathcal{X}'$ let $\tilde{F}_{\Lambda}f : \tilde{F}_{\Lambda}\mathcal{X} \to \tilde{F}_{\Lambda}\mathcal{X}'$ be the restriction of $Q(T(Uf))$ to $\tilde{F}_{\Lambda}\mathcal{X}'$.

Lemma 34. The assignment $\tilde{F}_{\Lambda}$ defines a contravariant functor.

Proof. We need to show that $\tilde{F}_{\Lambda}$ is well defined on morphisms and that it is functorial. To show that the action of $\tilde{F}_{\Lambda}$ on morphisms is well-defined, it suffices to show that $(\tilde{F}_{\Lambda}f)(\lambda_{U\mathcal{X}}(a'_1, \ldots, a'_n)) \in \tilde{F}_{\Lambda}(\mathcal{X})$ for all generators $\lambda_{U\mathcal{X}}(a'_1, \ldots, a'_n)$ of $\tilde{F}_{\Lambda}\mathcal{X}'$, because frame homomorphisms preserve finite meets and all joins. This holds by naturality of $\lambda$:

$$(\tilde{F}_{\Lambda}f)(\lambda_{U\mathcal{X}}(a_1, \ldots, a_n)) = (Tf)^{-1}(\lambda_{U\mathcal{X}}(a_1, \ldots, a_n)) = \lambda_{U\mathcal{X}}(f^{-1}(a_1), \ldots, f^{-1}(a_n)).$$

By continuity of $f$ we have $f^{-1}(a_i) \in \Omega\mathcal{X}$ so the latter is indeed in $\tilde{F}_{\Lambda}\mathcal{X}$. Functoriality of $\tilde{F}_{\Lambda}$ follows from functoriality of $Q \circ T = U$.

Definition 35. Let $\Lambda$ be a collection of predicate liftings for a set functor $T$. For $\mathcal{X} \in \text{Top}$, let $\tilde{F}_{\Lambda}\mathcal{X}$ be the quotient of $\tilde{F}_{\Lambda}\mathcal{X}$ with respect to the congruence $\sim$ generated by

$$\bigvee_{b \in B} \lambda(a_i, a_{i-1}, b, a_{i+1}, \ldots, a_n) \sim \lambda(a_1, \ldots, a_{i-1}, \bigvee B, a_{i+1}, \ldots, a_n)$$

for all $a_i \in \Omega\mathcal{X}$, $B \subseteq \Omega\mathcal{X}$ directed, and $\lambda \in \Lambda$ monotone in its $i$-th argument. Write $\pi_{\mathcal{X}} : \tilde{F}_{\Lambda}\mathcal{X} \to \tilde{F}_{\Lambda}\mathcal{X}$ for the quotient map and $[x]$ for the equivalence class in $\tilde{F}_{\Lambda}\mathcal{X}$ of an element $x \in \tilde{F}_{\Lambda}\mathcal{X}$. For a continuous function $f : \mathcal{X} \to \mathcal{X}'$ define $\tilde{F}_{\Lambda}f : \tilde{F}_{\Lambda}\mathcal{X}' \to \tilde{F}_{\Lambda}\mathcal{X} : [\lambda_{U\mathcal{X}}(a_1, \ldots, a_n)] \mapsto [\tilde{F}_{\Lambda}(\lambda_{U\mathcal{X}}(a_1, \ldots, a_n))].$

Quotienting by the congruence from Definition 35 ensures that the lifted versions of monotone predicate liftings are Scott-continuous, see Proposition 43 below.

Lemma 36. The assignment $\tilde{F}_{\Lambda}$ defines a contravariant functor.
Proof. We need to prove functoriality of \( \tilde{F}_A \) and that \( \tilde{F}_A f \) is well defined for every continuous map \( f : \mathcal{X} \to \mathcal{X}' \). In order to show that \( \tilde{F}_A \) is well defined, it suffices to show that \( \tilde{F}_A f \) is invariant under the congruence \( \sim \). If \( f : \mathcal{X} \to \mathcal{X}' \) is a continuous, then

\[
\forall 1_{\mathcal{U} \in \mathcal{B}}(\tilde{F}_A f)(\lambda_{\mathcal{U} \mathcal{X}}(a_1', \ldots, a_{i-1}', b, a_{i+1}', \ldots, a_n')) = \forall 1_{\mathcal{U} \in \mathcal{B}}(\tilde{T} f)(\lambda_{\mathcal{U} \mathcal{X}}(a_1', \ldots, a_{i-1}', b, a_{i+1}', \ldots, a_n'))
\]

so \( \tilde{F}_A f \) is invariant under the congruence. In the \( \sim \)-step we use the fact that \( \{ f^{-1}(b') \mid b' \in B \} \) is directed in \( \Omega \mathcal{X} \). Functoriality of \( \tilde{F}_A f \) follows from functoriality of \( Q \circ T \circ U \).

We are now ready to define the topological Kupke-Kurz-Pattinson lift of a functor on \( \text{Set} \) together with a collection of predicate liftings, to a functor on \( \text{Top} \).

Definition 37. Define the topological Kupke-Kurz-Pattinson lift (KKP lift for short) of \( T \) with respect to \( \Lambda \) to be the functor

\[
\tilde{F}_A = \text{pt} \circ \tilde{F}_A.
\]

This is a functor \( \text{Top} \to \text{Top} \) and since pt lands in \( \text{Sob} \) it restricts to an endofunctor on \( \text{Sob} \).

Let us put our theory into action. For details see the report version of the current paper.

Example 38 (The monotone functor). Recall the monotone functor \( D \) on \( \text{Set} \) and the corresponding set of predicate liftings \( \Lambda = \{ \lambda^0, \lambda^1 \} \) from Examples 2 and 4. It can be seen that the topological KKP lift \( \tilde{D}_\Lambda \) of \( D \) with respect to \( \Lambda \) restricts to \( D_{kh} \).

Example 39 (The Vietoris functor). Likewise, one can show that, when restricted to \( \text{KHaus} \), the topological KKP lift of \( P \) with respect to the usual box and diamond lifting coincides with the Vietoris functor from Example 16.

Example 40. Not every endofunctor on \( \text{Top} \) can be obtained as the lift of a \( \text{Set} \)-functor with respect to a (cleverly) chosen set of predicate liftings in the sense of Definition 37. A trivial counterexample is the functor \( F : \text{Top} \to \text{Top} \) from Example 15. For every topological space \( \mathcal{X} \) we have \( F(\mathcal{X}) = 2 \), which is not a \( T_0 \) space, hence not a sober space. Therefore \( F \) does not preserve sobriety, while every lifted functor automatically preserves sobriety. Thus \( F \) is not the lift of a \( \text{Set} \)-functor.

We describe how to lift a predicate lifting to an open predicate lifting. Recall that \( Z : \text{Frm} \to \text{Set} \) is the forgetful functor which sends a frame to its underlying set.

Definition 41. Let \( \Lambda \) be a collection of predicate liftings for a functor \( \mathcal{T} : \text{Set} \to \text{Set} \). A predicate lifting \( \lambda : \mathcal{P}^n \to \mathcal{P} \circ \mathcal{T} \) in \( \Lambda \) induces an open predicate lifting \( \tilde{\lambda} : \Omega^n \to \Omega \circ \tilde{\mathcal{T}} \) for \( \tilde{T} \) via

\[
\Omega^n \mathcal{X} \xrightarrow{\lambda_{\mathcal{U} \mathcal{X}}} Z(\tilde{F}_A \mathcal{X}) \xrightarrow{Z_{\mathcal{U} \mathcal{X}}} Z(\tilde{F}_A \mathcal{X}) \xrightarrow{Z_{\mathcal{U} \mathcal{X}}} \Omega(\text{pt}(\tilde{F}_A \mathcal{X})) = \Omega(\tilde{T} \mathcal{X}).
\]

By \( \lambda_{\mathcal{U} \mathcal{X}} \) we actually mean the restriction of \( \lambda_{\mathcal{U} \mathcal{X}} \) to \( \Omega^n \mathcal{X} \subseteq \bar{P}(U \mathcal{X}) \). The map \( k_{\mathcal{U} \mathcal{X}} \) is the frame homomorphism given by \( a \mapsto \{ p \in \text{pt}(\tilde{F}_A \mathcal{X}) \mid p(a) = 1 \} \). Then \( \tilde{\lambda} := \{ \tilde{\lambda} \mid \lambda \in \Lambda \} \) is a geometric modal signature for \( \tilde{T} \).

Lemma 42. The assignment \( \tilde{\lambda} \) is a natural transformation.
This section is devoted to bisimulations and bisimilarity between coalgebraic geometric models. We compare two notions of bisimilarity, modal equivalence (Definition 12) and behavioural equivalence (Definition 14). Again, where \( C \) is a full subcategory of \( \textbf{Top} \) and \( T \) an endofunctor on \( C \), we give definitions and propositions in this generality where possible. When necessary, we restrict our scope to particular instances of \( C \).

**Definition 44.** Let \( \mathcal{X} = (\mathcal{X}, \gamma, V) \) and \( \mathcal{X'} = (\mathcal{X'}, \gamma', V') \) be two geometric \( T \)-models. Let \( B \in \mathcal{X} \times \mathcal{X} \) be a relation such that, equipped with the subspace topology, it is in \( C \) and let \( \pi : B \to \mathcal{X}, \pi' : B \to \mathcal{X'} \) be projections. Then \( B \) is called an Aczel-Mendler bisimulation.
between $X$ and $X'$ if for all $(x, x') \in B$ we have $x \in V(p)$ iff $x' \in V'(p)$, and there exists a transition map $\beta : B \to TB$ that makes $\pi$ and $\pi'$ coalgebra morphisms. Two states $x \in UX, x' \in UX'$ are called bisimilar if there is some Aczel-Mendler bisimulation linking them, notation $x \equiv x'$.

It follows from Proposition 13 that bisimilar states satisfy the same formulas. Furthermore, it easily follows by taking pushouts that Aczel-Mendler bisimilarity implies behavioural equivalence. If moreover $T$ preserves weak pullbacks, the converse holds as well [24].

However, we do not wish to make this assumption on topological spaces, since few functors seem to preserve weak pullbacks. For example, the Vietoris functor does not preserve weak pullbacks [5, Corollary 4.3] and neither does the monotone functor from Definition 17. (To see the latter statement, consider the example given in Section 4 of [13] and equip the sets in use with the discrete topology.) Therefore we define $\Lambda$-bisimulations for $\text{Top}$-coalgebras as an alternative to Aczel-Mendler bisimulations. This notion is an adaptation of ideas in [2, 10]. Under some conditions on $\Lambda$, $\Lambda$-bisimilarity coincides with behavioural equivalence.

In the next definition we need the concept of coherent pairs: If $X$ and $X'$ are two sets and $B \subseteq X \times X'$ is a relation, then a pair $(a, a') \in PX \times PX'$ is called $B$-coherent if $B[a] \subseteq a'$ and $B^{-1}[a'] \subseteq a$. For details and properties see section 2 in [14].

**Definition 45.** Let $T$ be an endofunctor on $C$, $\Lambda$ a geometric modal signature for $T$ and $X = (\mathcal{X}, \gamma, V)$ and $X' = (\mathcal{X}', \gamma', V')$ two geometric $T$-models. A $\Lambda$-bisimulation between $X$ and $X'$ is a relation $B \subseteq U\mathcal{X} \times U\mathcal{X}'$ such that for all $(x, x') \in B$, all $p \in \Phi$ and all tuples of $B$-coherent pairs of opens $(a_i, a'_i) \in \Omega \mathcal{X} \times \Omega \mathcal{X}'$ we have

\[ x \in V(p) \text{ iff } x' \in V'(p) \quad (4) \]

\[ \gamma(x) \in \lambda_X(a_1, \ldots, a_n) \text{ iff } \gamma'(x') \in \lambda_X'(a'_1, \ldots, a'_n). \quad (5) \]

Two states are called $\Lambda$-bisimilar if there is a $\Lambda$-bisimulation linking them, notation: $x \equiv_\Lambda x'$.

We give an alternative characterisation of (5) to elucidate the connection with [2].

**Remark 46.** Let $B \subseteq X \times X'$ be a relation endowed with the subspace topology and let $\pi : B \to X$ and $\pi' : B \to X'$ be projections. Then $(a, a') \in \Omega X \times \Omega X'$ is $B$-coherent iff $\pi^{-1}(a) = (\pi')^{-1}(a')$.

Let $P$ be the pullback of the cospan $\Omega X \xrightarrow{\Omega \pi} \Omega B \xleftarrow{\Omega \pi'} \Omega X'$ in $\text{Frm}$ and let $p : P \to X$ and $p' : P \to X'$ be the corresponding projections. Then the $B$-coherent pairs are precisely $(p(x), p'(x))$, where $x$ ranges over $P$. It follows from the definitions that equation (5) holds for all $B$-coherent pairs if and only if

\[ \Omega \pi \circ \Omega \gamma \circ \lambda_X \circ p^n = \Omega \pi' \circ \Omega \gamma' \circ \lambda_X' \circ (p')^n, \]

where $\lambda$ is $n$-ary.

As desired, $\Lambda$-bisimilar states satisfy the same formulas.

**Proposition 47.** Let $T$ be an endofunctor on $C$ and $\Lambda$ a geometric modal signature for $T$. Then $\equiv_\Lambda \subseteq \equiv_\Lambda$.

**Proof.** Let $B$ be a $\Lambda$-bisimulation between geometric $T$-models $X$ and $X'$, and suppose $xBx'$. Using induction on the complexity of the formula, we show that $X, x \Vdash \varphi$ iff $X', x' \Vdash \varphi$ for all $\varphi \in \text{GML}(\Lambda)$. The propositional case is by definition, and $\land$ and $\lor$ are routine. Suppose $X, x \Vdash \gamma(\varphi_1, \ldots, \varphi_n), \text{ then } \gamma(x) \in \lambda_X(\llbracket \varphi_1 \rrbracket^X, \ldots, \llbracket \varphi_n \rrbracket^X)$. By the induction hypothesis $\llbracket \varphi_i \rrbracket^X$ is $B$-coherent for all $i$. Then $\gamma'(x') \in \lambda_X'(\llbracket \varphi_1 \rrbracket^X, \ldots, \llbracket \varphi_n \rrbracket^X)$ since $B$ is a $\Lambda$-bisimulation, hence $X', x' \Vdash \gamma(\varphi_1, \ldots, \varphi_n)$. The converse is proven symmetrically. □
The proof of the next proposition is similar to [2, Proposition 20].

**Proposition 48.** Let $T$ be an endofunctor on $C$ and $\Lambda$ a geometric modal signature for $T$. Then $\equiv \subseteq \equiv_{\Lambda}$.

We know by now that $\Lambda$-bisimilarity implies modal equivalence. Furthermore, if $T$ is an endofunctor on $\text{Top}$ which preserves sobriety, modal equivalence implies behavioural equivalence. In order to prove a converse, i.e. that behavioural equivalence implies $\Lambda$-bisimilarity, we need to assume that the geometric modal signature is strong.

Recall that two elements $x, x'$ in two models are behaviourally equivalent in $\text{Mod}(T)$, notation: $\equiv_{\text{Mod}(T)}$, if there exist morphisms $f, f'$ in $\text{Mod}(T)$ such that $f(x) = f'(x')$.

**Proposition 49.** Let $\Lambda$ a strongly monotone geometric modal signature for $T : C \to C$ and let $X = (X, \gamma, V)$ and $X' = (X', \gamma', V')$ be two geometric $T$-models. Then $\equiv_{\text{Mod}(T)} \subseteq \equiv_{\Lambda}$.

**Proof.** Suppose $x$ and $x'$ are behaviourally equivalent. Then there are some geometric $T$-model $Y = (Y, \nu, V_Y)$ and $T$-model morphisms $f : X \to Y$ and $f' : X' \to Y$ such that $f(x) = f'(x')$. We will show that

$$B = \{(u, u') \in X \times X' \mid f(u) = f'(u')\}.$$  

is a $\Lambda$-bisimulation $B$ linking $x$ and $x'$.

Clearly $xBx'$. It follows from Proposition 13 that $u$ and $u'$ satisfy precisely the same formulas whenever $(u, u') \in B$. Suppose $\lambda \in \Lambda$ is $n$-ary and for $1 \leq i \leq n$ let $(a_i, a'_i)$ be $B$-coherent pairs of opens. Suppose $Bu$ and $\gamma(u) \in \lambda_X(a_1, \ldots, a_n)$. We will show that $\gamma'(u') \in \lambda_{X'}(a'_1, \ldots, a'_n)$. The converse direction is similar. By monotonicity and naturality of $\lambda$ we obtain

$$\gamma(u) \in \lambda_X(a_1, \ldots, a_n) \subseteq \lambda_X(f^{-1}(f[a_1]), \ldots, f^{-1}(f[a_n])) = (Tf)^{-1}(\lambda_Y(f[a_1], \ldots, f[a_n])),$$

so $(Tf)(\gamma(u)) \in \lambda_Y(f[a_1], \ldots, f[a_n])$. (The $f[a_i]$ need not be open in $Y$, but since $\lambda$ is strong, $\lambda_Y(f[a_1], \ldots, f[a_n])$ is defined.) Because $f$ and $f'$ are coalgebra morphisms and $f(u) = f'(u')$ we have $(Tf)(\gamma(u)) = \nu(f(u)) = \nu(f'(u')) = (Tf')(\gamma'(u'))$. Finally, we get

$$\gamma'(u') \in (Tf')^{-1}(\lambda_X(f[a_1], \ldots, f[a_n]))$$

$$= \lambda_{X'}((f')^{-1}(f[a_1]), \ldots, (f')^{-1}(f[a_n]))$$

(naturality of $\lambda$)

$$= \lambda_{X'}(B[a_1], \ldots, B[a_n])$$

(strong monotonicity of $\lambda$)

$$\subseteq \lambda_{X'}(a'_1, \ldots, a'_n).$$

(coherence of $(a_i, a'_i)$)  

**Remark 50.** If $C = KHaus$ in the proposition above, then Proposition 22 allows us to drop the assumption that $\Lambda$ be strong.

Let $T$ be an endofunctor on $\text{Top}$ and let $\Lambda$ be a geometric modal signature for $T$. The following diagram summarises the results from Propositions 47 and 49 and Theorem 31. The arrows indicate that one form of equivalence implies the other. Here (1) holds if $T$ preserves weak pullbacks, (2) is true when $\Lambda$ is Scott-continuous and characteristic and $T$ preserves sobriety, and (3) holds when $\Lambda$ is strongly monotone. Note that the converse of (2) always holds, because morphisms preserve truth (Proposition 13).

\[
\begin{array}{ccc}
\Rightarrow & \equiv_{\text{Mod}(T)} & \equiv_{\Lambda} \\
\equiv_{\Lambda} & \Rightarrow & \equiv_{\text{Mod}(T)} \\
\end{array}
\]

(7)
As stated in the introduction we are not only interested in endofunctors on $\text{Top}$, but also in endofunctors on full subcategories of $\text{Top}$, in particular $\text{KHaus}$.

The implications in the diagram hold for endofunctors on $\text{Sob}$ as well (use Remark 32). Moreover, with some extra effort it can be made to work for endofunctors on $\text{KSob}$ as well.

In order to achieve this, we have to redo the proof for the bi-implication between modal equivalence and behavioural equivalence. This is the content of the following theorem.

$\triangleright$ Theorem 51. Let $T$ be an endofunctor on $\text{KSob}$, $\Lambda$ a Scott-continuous characteristic geometric modal signature for $T$ and $X = (X, \gamma, V)$ and $X' = (X', \gamma', V')$ two geometric $T$-models. Then $\equiv_\Lambda = \equiv_{\text{Mod}(T)}$.

Proof. If $x$ and $x'$ are behaviourally equivalent then they are modally equivalent by Proposition 13. The converse direction can be proved using similar reasoning as in Section 4. The major difference is the following: We define an equivalence relation $\equiv_2$ on $\text{GML}(\Lambda)$ by $\varphi \equiv_2 \psi$ iff $J\varphi^X = J\psi^X$ and $J\varphi'^{X'} = J\psi'^{X'}$. (Note that $X$ and $X'$ are now fixed.) That is, $\varphi \equiv_2 \psi$ iff $\varphi$ and $\psi$ are satisfied by precisely the same states in $X$ and $X'$ (compare Definition 23). The frame $E_2 := \text{GML}(\Lambda)/\equiv_2$ can then be shown to be a compact frame and hence $Z_2 := \text{pt}E_2$ is a compact sober space. The remainder of the proof is analogous to the proof of Theorem 31. A detailed proof can be found in [11, Theorem 3.34]. $\triangleleft$

We summarise the results for $\text{Top}$ and two of its full subcategories:

$\triangleright$ Theorem 52. Let $T$ be an endofunctor on $\text{Top}$, $\text{Sob}$ or $\text{KSob}$ and $\Lambda$ a Scott-continuous characteristic strongly monotone geometric modal signature for $T$. If $x$ and $x'$ are two states in two geometric $T$-models, then

$$x \equiv_\Lambda x' \text{ iff } x \equiv_\Lambda x' \text{ iff } x \equiv_{\text{Mod}(T)} x'.$$

For coalgebras over base category $\text{KHaus}$ we have:

$\triangleright$ Theorem 53. Let $T$ be an endofunctor on $\text{KHaus}$ which is the restriction of an endofunctor $S$ on $\text{Sob}$ or $\text{KSob}$ and let $\Lambda$ be a Scott-continuous characteristic monotone geometric modal signature for $S$ (hence for $T$). Then $x \equiv_\Lambda x' \text{ iff } x \equiv_{\text{Mod}(T)} x'$.

Both the Vietoris functor $V_{kh}$ and the monotone functor $D_{kh}$, together with their respective open predicate liftings for box and diamond, satisfy the premises of this theorem.

7 Conclusion

We have started building a framework for coalgebraic geometric logic and we have investigated examples of concrete functors. There are still many unanswered and interesting questions. We outline possible directions for further research.

Modal equivalence versus behavioural equivalence From Theorem 52 we know that modal equivalence and behavioural equivalence coincide in $\text{Mod}(T)$ if $T$ is an endofunctor on $\text{KSob}$, $\text{Sob}$ or an endofunctor on $\text{Top}$ which preserves sobriety. A natural question is whether the same holds when $T$ is an endofunctor on $\text{KHaus}$.

When does a lifted functor restrict to $\text{KHaus}$? We know of two examples, namely the powerset functor with the box and diamond lifting, and the monotone functor on $\text{Set}$ with the box and diamond lifting, where the lifted functor on $\text{Top}$ restricts to $\text{KHaus}$.

It would be interesting to investigate whether there are explicit conditions guaranteeing that the lift of a functor restricts to $\text{KHaus}$. These conditions could be either for the $\text{Set}$-functor one starts with, or the collection of predicate liftings for this functor, or both.
Bisimulations In [2] the authors define $\Lambda$-bisimulations (which are inspired by [10]) between Set-coalgebras. In this paper we define $\Lambda$-bisimulations between $C$-coalgebras. A similar definition yields a notion of $\Lambda$-bisimulation between Stone-coalgebras, where the interpretants of the proposition letters are clopen sets, see [11, Definition 2.19]. This raises the question whether a more uniform treatment of $\Lambda$-bisimulations is possible, which encompasses all these cases.

Modalities and finite observations Geometric logic is generally introduced as the logic of finite observations, and this explains the choice of connectives ($\land$, $\lor$ and, in the first-order version, $\exists$). We would like to understand to which degree modalities can safely be added to the base language, without violating the (semantic) intuition of finite observability. Clearly there is a connection with the requirement of Scott-continuity (preservation of directed joins), and we would like to make this connection precise, specifically in the topological setting.
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1 Introduction

Recursion is one of the most fundamental notions in computer science and mathematics, be it as the foundation of computability, or to define and reason about structures determined by repeated constructions. In this paper, we will focus on the use of recursion as a method for coinductive proofs and coinductive programming.

Usually, coinductive programming is presented by means of coiteration schemes and coinduction as bisimulation proof principle. Coiteration schemes are a syntactic implementation of coalgebras and their coinductive extension to a homomorphism into the final coalgebra [32, 48]. The bisimulation proof principle, on the other hand, asserts that bisimilarity implies equality in the final coalgebra [29, 36, 60]. There are, however, also different approaches that break with this dogma. In coinductive programming, guarded recursion [5, 6, 16, 50, 52], and sets of recursive equations [1, 33, 61] have been used to construct elements of final coalgebras and of coinductive types. On the side of proofs and semantics, several improvements of coinduction...
have been suggested: simplification of invariants \[63\] via up-to techniques \[19, 54, 58\] and
the companion \[11, 55, 56\], incremental techniques \[38, 51\], games \[53, 65\], and basic cyclic
proofs for stream equality \[57\]. In this paper, we will focus on guarded recursion because it
can be widely applied, and because it leads to clean proof and programming methods.

A concrete appearance of coinduction can be found in the modal \(\mu\)-calculus \(L_\mu\) \[46, 20\]
and its quantitative interpretations \[39\] \(pL_\mu\) or \(L_\mu\) \[49\] in form of Park’s rule, which assert
that if \(\psi \rightarrow \varphi(\psi/X)\), then \(\psi \rightarrow \nu X.\varphi\). This rule says that an implication with a greatest fixed
point as conclusion can be proven by showing that \(\psi\) is an invariant for \(\varphi\). Kozen \[46\] gave
an axiomatisation of \(L_\mu\) based on this rule, and its dual, that turned out to be complete \[75\].
Thus, this axiomatisation is expressive, but often difficult to use in practice, let alone for
proof search. It should be noted that \(L_\mu\) is decidable if it is interpreted in classical logic.
The goal of this work is, however, to develop techniques that can also be used to obtain
(constructive) proof objects and can be applied to more general logics. Thus, our focus will
be on improving the axiomatisation of \(L_\mu\) and of coinductive proofs in general.

Coming back to Park’s rule, we often find ourselves having to prove \(\psi \rightarrow \nu X.\varphi\) for a
formula \(\psi\), which is not an invariant. We are then required to find an invariant \(\psi'\), such that,
\(\psi \rightarrow \psi'\). Finding such an invariant can be difficult in general and it does not fit common
practice. Instead, it would be preferable if we could incrementally construct the proof for
\(\psi \rightarrow \nu X.\varphi\) rather than guessing an invariant \(\psi'\). Such an incremental construction leads
to a recursive proof methodology for coinductive proofs. As such incremental methods are
valuable in any theory that is based on coiteration or coinduction schemes, we set out in this
paper to replace invariant guessing by a general iterative programming and proof method.

The proposed iterative method will be given in form of a framework that introduces
recursion into coinductive proofs and programs, while preserving soundness and termination.
This framework is centred around the so-called later modality \[52\], which allows for us to
control the use of recursion and thereby avoid the introduction of non-termination and
inconsistencies. The later modality has been successfully used in the context of semantics \[16,
72\], programming \[5, 6, 50\], and reasoning \[23, 14\]. Ultimately, we generalise the work of
Birkedal et al. \[16\] on the topos of trees to arbitrary fibrations with the effect of much wider
applicability to, for example, quantitative reasoning and probabilistic programming.

In the case of \(L_\mu\), we extend the logic with the later modality as a new logical connective.
Given a formula \(\varphi\), we thus obtain a formula \(\triangleright \varphi\). This formula should be read as “later \(\varphi\)
”, which allows us to formulate that knowledge varies over time. The later modality comes
with three crucial axioms: \(\varphi \rightarrow \varphi\) (next), \(\triangleright(\varphi \rightarrow \psi) \rightarrow \triangleright \varphi \rightarrow \psi\) (monotonicity), and
\((\triangleright \varphi \rightarrow \varphi) \rightarrow \varphi\) (fixed point or Löb). It is the Löb rule that introduces recursion into the
logic, and it should be read as “if we can prove \(\varphi\) from the assumption that \(\varphi\) holds later,
then \(\varphi\) holds at any time”. However, the assumption \(\triangleright \varphi\) introduced by the Löb rule cannot
be used directly. We need one final axiom for that: \(\varphi \triangleright \nu X.\varphi/X \rightarrow \nu X.\varphi\) (\(\triangleright\) step). These
axioms can be combined to obtain recursive proofs, as we will show later. As an appetiser,
the reader may have a look already at Figure 3 on Page 15.

The reader may have noticed that the first three axioms, next, monotonicity and Löb,
are independent of the logic at hand. Only the step axiom makes use of the structure of
formulas. This observation is what enables the topos of trees and the framework presented
here to work. More precisely, we will start with a given fibration \(p: E \rightarrow B\) and construct a
new fibration \(\bar{p}: \bar{E} \rightarrow \bar{B}\) out of it. This fibration will have, under mild conditions, the later
modality as a map of fibrations \(\triangleright, \triangleright\) on it. The next and Löb axioms correspond then to
certain morphisms in \(\bar{E}\), while monotonicity says that \(\triangleright\) is a strong functor. From a logical
perspective, it is more natural to consider another fibration \(\tilde{p}: \tilde{E} \rightarrow B\) over the same base
category as the initial fibration. In this fibration, we will not only have access to the later
modality and its axioms, but also to quantifiers that are present in the original fibration \(p\),
Contributions. Apart from the applications to the probabilistic modal $\mu$-calculus and to probabilistic programming, the technical contributions of this paper are as follows. Given a fibration $p$ and a well-ordered class $I$, we let $\mathbf{E}^I$ be the category of $I$-indexed chains in $\mathbf{E}$, that is, functors $\sigma : I^{op} \to \mathbf{E}$. The fibration $\mathbf{p}$ is given by post-composition with $p$ and thus maps a chain to the chain of its indices given by $p$. On this fibration, we construct the later modality and find all its good properties. We then restrict our attention to the fibration $\mathbf{p} : \mathbf{E} \to \mathbf{B}$, which consists only of chains with constant index. In other words, $\mathbf{p}$ is given by the change-of-base (pullback) along the functor $K^B : \mathbf{B} \to \mathbf{← − B}$ that maps $I \in \mathbf{B}$ to the chain that is equal to $I$ at every position. This is indicated in the right diagram in Figure 1. The diagram on the left summarises the most important ingredients of the framework:

- the later modality is a map of fibrations $\triangleright : \mathbf{p} \to \mathbf{p}$ and $(\triangleright, \triangleright) : \mathbf{p} \to \mathbf{p}$ with a natural transformation next: $\text{Id} \Rightarrow \triangleright$ (Theorem 16 and Theorem 17);
- $\mathbf{p}$ and $\mathbf{p}$ are fibred Cartesian closed categories and feature the Löb rule as morphism $\text{Löb}_\sigma : \sigma \triangleright \sigma \to \sigma$ that fulfils a unique solution condition (Theorem 20 and Theorem 27);
- fixed points of so-called locally contractive functors on $\mathbf{p}$ and $\mathbf{p}$ (Theorem 31);
- the final chain construction of final coalgebras via a locally contractive functor (Theorem 34) and up-to techniques as proof rules (Theorem 35);
- if $\mathbf{B}$ has $I^{op}$-limits, then there is an adjunction $K^{\mathbf{B}} \dashv L^{\mathbf{B}}$ between $\mathbf{B}$ and $\mathbf{← − B}$, and an adjunction $I \dashv R$ between $\mathbf{E}$ and $\mathbf{← − E}$ (Theorem 19);
- fibred $I^{op}$-limits in $p$ give a fibred adjunction $K^{\mathbf{E}} \dashv L^{\mathbf{E}}$ between $\mathbf{E}$ and $\mathbf{E}$ (Theorem 19);
- if $p$ is a first-order fibration, then $\mathbf{p}$ is a first-order fibration and $L^E$ preserves truth of first-order formulas if disjunction, existentials and equality preserve $I^{op}$-limits (Theorem 41).

Particularly interesting is that $\mathbf{p}$ is a first-order fibration, in other words, models first-order logic. This result can be restricted to any subset of connectives, which allows us to extend any logic with the later modality and its axioms. The adjunction between $p$ and $\mathbf{p}$ shows then that this yields a sound and complete axiomatisation of coinductive predicates. We leverage this generality to devise a novel proof system for the probabilistic modal $\mu$-calculus and a language for productive probabilistic programming with coinductive types.

Another interesting aspect of the diagram is that one of the central results used by Hasuo et al. [35] (Lem. 3.5) appears here as the composition $L^E \circ R : \mathbf{E} \to \mathbf{E}$. In fact, the results in [35] tell us under which conditions we can use the finite ordinals $\omega$ as index $I$ to obtain a sound and complete proof system for coinductive predicates.

Organisation. The framework is introduced in the following steps. First, we provide in Section 2 a brief overview over fibrations, coinductive predicates and well-founded induction. Next, we describe in Section 3 the chain fibrations $\mathbf{p}$ and $\mathbf{p}$, construct the later modality and give some basic results. Section 4 is devoted to show that functor fibrations are fibred Cartesian closed and to the Löb rule. In Section 5 we construct fixed points of so-called...
locally contractive functors, both, on the whole fibration and on the fibres. Moreover, we show how the final chain arises as locally contractive functor, and how this leads to the proof rule “step” that we saw above. This allows us also to obtain proof rules on the final chain for compatible up-to techniques. As promised, we prove in Section 6 that $\mathcal{F}$ is a first-order fibration. Furthermore, we give the adjunctions from Figure 1 that relate the various fibrations. The flexibility of the framework is then demonstrated by providing a recursive proof system for probabilistic $\mathcal{L}_\mu$ and a language for guarded recursive probabilistic programming in Section 7. We conclude with a few remarks and future work in Section 8.

Related Work. To a large part, the present paper generalises the work of Birkedal et al. [16] from the codomain fibration $\text{Set} \to \text{Set}$ of sets to arbitrary fibrations. That [16] was so restrictive is not so surprising, as the intention there was to construct models of programming languages, rather than applying the developed techniques to proofs. Going beyond the category of sets also means that one has to involve much more complicated machinery to obtain exponential objects, see Section 4. Later, Bizjak et al. [17] extended the techniques from [16] to dependent type theory, thereby enabling reasoning by means of recursive proofs in a syntactic type theory. However, also this is a very specific setting, which rules out the main examples that we are interested in here. Similarly, also the parameterised coinduction in categories [51] and in lattices [38] is too restrictive, as they only apply to, respectively, propositional and to set-theoretic settings. It might be possible to develop parameterised coinduction in the setting of fibrations by using the companion [11, 55, 56], but we leave this question for another time. Recursion is also central to cyclic proof systems [21, 24, 26, 64]. These are particularly useful in settings that require proofs by induction or coinduction because cyclic proof systems ease proofs enormously compared to the invariant-based method of (co)induction schemes. Nothing comes for free though: In this case checking proofs becomes more difficult, as the correctness conditions are typically global for a proof tree and not compositional. For the same reason, also soundness proofs are often rather complex. The framework we study here gives rise to proof rules that require no further global condition on proofs, which straightforwardly yields proof checking [8] and soundness. Higher-order recursion has also been studied in other categorical settings like topos theory [47, 40] or monoidal categories [30, 34]. Unfortunately, these neither apply to our examples of interest, nor do they provide the logical results and constructions that appear in this paper.

Finally, in the realm of algorithmic proofs, circular proofs have been used to automatically prove identities of streams [57]. Else, computer-supported coinduction is usually limited to proof checking [31, 18, 25]. There have been limited approaches to combine coinduction with resolution [66]. In [10], we were able to go beyond the state of the art by extending uniform proofs to coinduction and using the framework presented in this paper as logical foundation. This shows that the framework of this paper paves the way for algorithmic proof search.

2 Preliminaries

We begin by recalling the terminology of fibrations, coalgebras, coinductive predicates, and well-founded induction. Moreover, we discuss examples that underlie the motivating applications of this paper.

2.1 Fibrations

One of the central notions used in this paper are fibrations [13, 41, 71], as they are an elegant way of capturing (typed) variables in a (higher-order) predicate logic.
Definition 1. Let $p : E \rightarrow B$ be a functor, where $E$ is called the total category and $B$ the base category. A morphism $f : A \rightarrow B$ in $E$ is said to be Cartesian over $u : I \rightarrow J$, provided that i) $pf = u$, and ii) for all $g : C \rightarrow B$ in $E$ and $v : pC \rightarrow I$ with $pg = u \circ v$ there is a unique $h : C \rightarrow A$ such that $f \circ h = g$. For $p$ to be a fibration, we require that for every $B \in E$ and $u : I \rightarrow pB$ in $B$, there is a cartesian morphism $f : A \rightarrow B$ over $u$. Finally, a fibration is cloven, if it comes with a unique choice for $A$ and $f$, in which case we denote $A$ by $u^* B$ and $f$ by $\pi B$, as displayed in the diagram in Figure 2.

\[ \begin{array}{c}
\xymatrix{
C 
\ar[r]^{g} 
\ar[d]_{h} & B \\
pC 
\ar[r]^{p} & I 
\ar[u]_{u^*} \\
\ar[d] & \\
E 
\ar[r] & B
} \end{array} \]

Figure 2 Cartesian Lifting in a Fibration

On cloven fibrations, we can define for each $u : I \rightarrow J$ in $B$ a functor, the *reindexing along $u$*, as follows. Let us denote by $E_I$ the category having objects $A$ with $p(A) = I$ and morphisms $f : A \rightarrow B$ with $p(f) = id_I$. We call $E_I$ the *fibre above $I$* and the morphisms in $E_I$ *vertical*. The assignment of $u^* B$ to $B$ for a cloven fibration can then be extended to a functor $u^* : E_J \rightarrow E_I$. Moreover, one can show that there are natural isomorphisms $\text{id}_I^* \cong \text{Id}_{E_I}$ and $(v \circ u)^* \cong u^* \circ v^*$ subject to some coherence conditions.

For a fibration $p : E \rightarrow B$ and a functor $F : C \rightarrow B$, we can form a new fibration $F^*(p) : F^*(E) \rightarrow C$ by pulling $p$ back along $F$, see [41]. The fibration $F^*(p)$ is said to be obtained by *change-of-base*. Given another fibration $q : D \rightarrow A$, a *map of fibrations* $p \rightarrow q$ is a pair $(F,G)$ of functors $F : A \rightarrow B$ and $G : D \rightarrow E$, with $p \circ G = F \circ q$ and such that $G$ preserves Cartesian morphisms. This means in particular for $u : I \rightarrow J$ and $A \in E_J$ that for $G(u^* A) \cong (Fu)^*(GA)$. Finally, the fibration $p$ is said to have *fibred* $\Diamond$ (certain limits, colimits, exponentials, etc.), if every fibre has $\Diamond$ and reindexing preserves these.

Let $C$ be a Cartesian closed category. We denote for $f : Y \rightarrow X$ by $\Diamond f : 1 \rightarrow X^Y$ the code of $f$. Recall [45] that a functor $F : C \rightarrow C$ is *strong* if there is natural family of morphisms $\text{st}_{X,Y} : X^Y \rightarrow FX^{FY}$, s.t. $\text{st}_{X,Y} \circ \Diamond f = \Diamond Ff$. A map of fibrations $(F,G) : p \rightarrow p$ is strong if both $F$ and $G$ are strong, and $p \text{st}_G = \text{st}_F$.

As the definition of fibrations and the associated notions are fairly abstract, let us give a few examples. There are five examples that we shall use to illustrate different aspects of the theory: predicates over sets, quantitative predicates, syntactic logic, the codomain fibration over the category of sets, and categories as trivial fibrations. The codomain fibration will allow us to recover later the topos of trees. We begin with the simplest example, namely that of predicates. Despite its simplicity, it is already quite useful because it allows us to reason about predicates and relations for arbitrary coalgebras in $\text{Set}$.

Example 2 (Predicates). The fibration $\text{Pred} \rightarrow \text{Set}$ of predicates has as objects in its total category $\text{Pred}$ predicates $(P \subseteq X)$ over a set $X$. Each fibre $\text{Pred}_X$ has a final object $1_X = (X \subseteq X)$ and the fibred binary products are given by intersection. We note that fibred constructions, like the above products, are preserved by a change-of-base, see [41, Lem. 1.8.4]. Hence, one can also apply the results in this paper to, for example, the fibration of (binary) relations $\text{Rel} \rightarrow \text{Set}$, which is given by pulling $\text{Pred} \rightarrow \text{Set}$ back along the diagonal functor $\delta : \text{Set} \rightarrow \text{Set}$ with $\delta(I) = I \times I$. 
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Often, one is not just interested in merely logical predicates, but rather wants to analyse quantitative aspects of system. Such predicates will be the foundation for the probabilistic \( \mu \)-calculus. The following example extends the predicate fibration from Example 2 to quantitative predicates, which will give us a convenient setting to reason about quantitative properties.

\textbf{Example 3.} We define the category of quantitative predicates \( \text{qPred} \) as follows.

\[
\text{qPred} = \begin{cases}
\text{objects:} & \text{pairs } (X, \delta) \text{ with } X \in \text{Set} \text{ and } \delta: X \to [0, 1] \\
\text{morphisms:} & f: (X, \delta) \to (Y, \gamma) \text{ if } f: X \to Y \text{ in } \text{Set} \text{ and } \delta \leq \gamma \circ f
\end{cases}
\]

It is easy to show that the first projection \( \text{qPred} \to \text{Set} \) gives rise to a cloven fibration, for which the reindexing functors are given for \( u: X \to Y \) by \( u^*(Y, \gamma) = (X, \lambda x. \gamma(u(x))) \). For brevity, let us refer to an object \((X, \delta)\) in \( \text{qPred} \) just by its underlying valuation \( \delta \). One readily checks that in \( \text{qPred} \) fibred products can be defined by \( (\delta \times \gamma)(x) = \min(\delta(x), \gamma(x)) \) and coproducts as maximum. Fibred final objects are given by the constantly \( 1 \) valuation.

The original motivation for the work presented in this paper was to abstract away from the details that are involved in constructing a syntactic logic for a certain coinductive relation in [9]. In [9], the author developed a first-order logic that features the later modality to reason about program equivalences. This logic was given in a very pedestrian way, since the syntax, proof system and models were constructed from scratch. The proofs often involved phrases along the lines of “true because this is an index-wise interpretation of intuitionistic logic”. In the following example, we show how a first-order logic can be presented as a fibration, which allows us to apply the framework to a syntactic logic.

\textbf{Example 4 (Syntactic Logic).} Suppose we are given a typed calculus, for example the simply typed \( \lambda \)-calculus or even the category \( \text{Set} \) of sets, and a first-order logic, in which the variables range over the types of the calculus. More precisely, let \( \Gamma \) be a context with \( \Gamma = \{x_1: A_1, \ldots, x_n: A_n\} \), where the \( x_i \) are variables and the \( A_i \) are types of the calculus. We write then \( \Gamma \vdash t: A \) if \( t \) is a term of type \( A \) in context \( \Gamma \), \( \Gamma \vdash \varphi \) if \( \varphi \) is formula with variables in \( \Gamma \), and \( \Gamma \vdash \varphi \) if \( \varphi \) is provable in the given logic. This allows us to form a fibration as follows. First, we define \( C \) to be the \textit{syntactic category} that has context \( \Gamma \) as objects and tuples \( t \) of terms as morphisms \( \Delta \to \Gamma \) with \( \Delta \vdash t_i: A_i \). Next, we let \( L \) be the category that has pairs \((\Gamma, \varphi)\) with \( \Gamma \vdash \varphi \) as objects, and a morphism \((\Delta, \psi) \to (\Gamma, \varphi)\) in \( L \) is given by a morphism \( t: \Delta \to \Gamma \) in \( C \) if \( \Delta \vdash \psi \to \varphi[t] \), where \( \varphi[t] \) denotes the substitution of \( t \) in the formula \( \varphi \). The functor \( p: L \to C \) that maps \((\Gamma, \varphi)\) to \( \Gamma \) is then easily seen to be a cloven fibration, see for example [41]. Let us assume that the logic also features a truth formula \( \top \), conjunction \( \land \) and implication \( \to \), which are subject to the usual proof rules of intuitionistic logic. We note that \( p \) has fibred finite products given by \( \top \) and conjunction.

As promised, the setup of Birkedal et al. [16], the topos of trees, can be recovered as an instance of our framework.

\textbf{Example 5 (Codomain Fibration).} Let \( \text{Set}^\to \) be the arrow category over the category of sets and functions. This category has maps as objects and commuting squares as morphisms. The functor \( \text{cod}: \text{Set}^\to \to \text{Set} \) that sends a map to its codomain is a fibration, in which reindexing is given by taking pullbacks, see [41].

The final example will allow us to apply the framework of this paper to any category.

\textbf{Example 6 (Trivial Fibration).} Let \( 1 \) be the final category with one object \( * \) and only the identity on \( * \). Then any category \( C \) can be seen as fibration \( !: C \to 1 \), such that fibred products etc. are normal products.
2.2 Coalgebras and Coinductive Predicates

Let us now introduce the second central notion of this paper: coinductive predicates. For that, we first need the notion of coalgebra \[2, 42, 43, 60, 62\].

**Definition 7.** Let \( F : C \rightarrow C \) be a functor. A coalgebra is a morphism \( c : X \rightarrow FX \). Given coalgebras \( c : X \rightarrow FX \) and \( d : Y \rightarrow FY \), a homomorphism from \( c \) to \( d \) is a morphism \( h : X \rightarrow Y \) with \( Fh \circ c = d \circ h \). We can form a category \( \text{CoAlg}(F) \) of coalgebras and their homomorphisms and we call a final object in this category a final coalgebra.

Coinductive predicates are easiest introduced by taking for a moment a more abstract perspective. Recall that we introduced fibrations as a way to talk abstractly about predicates, relations etc. Now we use this view to define coinductive predicates over a given coalgebra for an arbitrary notion of predicate.

**Definition 8.** Let \( p : E \rightarrow B \) be a cloven fibration and \( F : B \rightarrow B \) an endofunctor. We say that a functor \( G : E \rightarrow E \) is a lifting of \( F \), if \( p \circ G = F \circ p \). A \( G \)-invariant in a coalgebra \( c : X \rightarrow FX \) in \( B \) is a \( (c^* \circ G) \)-coalgebra in \( E_X \). Further, a \( G \)-coinductive predicate in \( c \) is a final \( (c^* \circ G) \)-coalgebra. We often denote the carrier of the \( G \)-coinductive predicate in \( c \) by \( v(c^* \circ G) \), see \[35\]. A compatible up-to technique for \( c^* \circ G \) is a functor \( T : E \rightarrow E \) with a natural transformation \( T \circ c^* \circ G \Rightarrow c^* \circ G \circ T \), see \[19, 59\].

Let us illustrate the notion of coinductive predicate in an example.

**Example 9.** In this example, we show how the semantics of the modalities of the probabilistic modal \( \mu \)-calculus (pL\( \mu \)) can be modelled as liftings. Given a set \( X \), we say that a function \( \rho : X \rightarrow [0, 1] \) to the unit interval is a (finitely supported) probability distributions on \( X \), if the support \( \text{supp} \rho = \{ x \mid \rho(x) \neq 0 \} \) is finite and \( \sum_{x \in \text{supp}(\rho)} \rho(x) = 1 \). One can then define a functor \( D : \text{Set} \rightarrow \text{Set} \) that maps a set to the set of all probability distributions on \( X \). An (unlabelled) Segala system \[69\] or probabilistic transition system (PTS) is a coalgebra for the functor \( S \) given by \( S = \mathcal{P} \circ \mathcal{D} \), in which states have non-deterministic transitions into probability distributions. We can now give liftings \( S^{\Box} \) and \( S^{\Diamond} \) of \( S \) to \( \text{qPred} \), which correspond to the box and diamond modality, respectively, of pL\( \mu \):

\[
S^{\Box}(\delta : X \rightarrow [0, 1])(D \in S(X)) = \bigwedge_{D \in D} \sum_{x \in \text{supp} d} \delta(x) \cdot d(x)
\]

\[
S^{\Diamond}(\delta : X \rightarrow [0, 1])(D \in S(X)) = \bigvee_{D \in D} \sum_{x \in \text{supp} d} \delta(x) \cdot d(x)
\]

Suppose now that we have a PTS \( c : X \rightarrow S(X) \) at hand, then \( c^* \circ S^{\Box} : \text{qPred}_X \rightarrow \text{qPred}_X \) yields the expected semantics of the box modality \[49\].

2.3 Well-Founded Induction

The final basic ingredient of this paper is well-founded induction. We will use a rather general form that is based on classes, rather than sets.

**Definition 10.** Let \( A \) be a class and \( < \) a binary relation on \( A \). We say that the relation \( < \) is well-founded, if the well-founded induction principles holds for all \( P \subseteq A \): If for all \( \alpha \in A \) we have that \( (\forall \beta < \alpha. \beta \in P) \implies \alpha \in P \), then \( \forall \alpha \in A. \alpha \in P \).

Given a well-founded order, we can form as usual a category from the induced partial order \( \leq \) with \( \alpha \leq \beta \) if \( \alpha < \beta \) or \( \alpha = \beta \). Typical examples, to which the presented framework
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applies, are the set \( \omega \) of finite ordinals with the successor relation; the set of ordinals below any limit ordinal with their usual order; and the class of all ordinals \( \text{Ord} \).

Recall that ordinals can be constructed as zero, successor and limit ordinals. We say that \( I \) is a classical ordinal category\(^1\), if every \( \alpha \in I \) is either zero, a successor or a limit.

3 Descending Chains in Fibrations

It is well-known that a final coalgebra of a functor \( F \), hence also coinductive predicates, can be constructed as limits of \( \alpha^{\text{op}} \)-chains for some limit ordinal \( \alpha \) if such limits exist and are preserved by \( F \) [2, 3, 7]. This observation is essential to the proof approach given in this paper, as we rely on the fact that maps into a coinductive predicate, thus proofs, can alternatively be given as maps into this \( \alpha^{\text{op}} \)-chain. In the following, we introduce the necessary machinery to leverage this fact.

More specifically, we build from a given fibration a new fibration of descending chains. In this fibration, we will be able to construct the final chain as a fixed point of a certain functor on descending chains, see Section 5.1. It should be noted though that the fibration of descending chains allows the construction of fixed points of many more functor, so called locally contractive functors. Thus, the reasoning power of the built fibration extends beyond coinductive predicates as fixed points of, e.g., contravariant functors do also exist, cf. [16, 15].

The fibration of descending chains will then admit recursive proofs for coinductive predicates and will also feature all propositional connectives and quantifiers that are present in the fibration that we started with, see Section 6. This allows us to extend any (higher-order) logic with recursive proofs for coinductive predicates.

3.1 Categories of Diagrams

Before we analyse the final chain of a functor, we introduce general diagrams and establish properties of these. We fix an index category \( I \) and let \([I, C]\) for a category \( C \) be the category of \( I \)-indexed diagrams in \( C \). Given a functor \( F : C \to D \), we define a functor \([I, F] : [I, C] \to [I, D]\) on categories of diagrams by \([I, F](\sigma) = F \circ \sigma\). Since \([I, -]\) preserves composition of functors and applies to natural transformations, we obtain a strict 2-functor \([I, -] : \text{Cat} \to \text{Cat}\). We use this to define for a morphism \( f : X \to Y \) in \( C \), a morphism \([I, f] : K_X \Rightarrow K_Y\) in \([I, C]\) where \( K_X \) is the constant functor sending any object in \( I \) to \( X \): Note that there is a natural transformation \( K_f : K_X \Rightarrow K_Y \), which is given by \( K_f(i) = f \). Thus, we can put \([I, f] = [I, K_f]\).

The assignment of diagrams and lifting functors not only preserves 2-structure, but also fibrational structure.

- **Lemma 11.** The functor \([I, -]\) extends to an endomap of the fibration \( \text{Fib} \to \text{Cat} \).

  Also adjunctions are preserved in the transition to diagrams.

- **Lemma 12.** If \( F : C \to D \) and \( G : D \to C \) with \( F \dashv G \), then \([I, F] \dashv [I, G]\).

3.2 Descending Chains and the Later Modality

In this section, we extend the development in [16] to fibrations. We will give some intuition for the later modality and prove some basic results.

---

\(^1\) We use the term “classical” here because in classical set theory, as opposed to constructive set theory, every ordinal is given in this way.
Assumption 13. In the remainder of the paper, we assume that the category \( I \) is induced by a well-founded class \( I \).

In the construction of final coalgebras, one considers \( I^{op} \)-indexed diagrams, which give rise to a functor \( \text{Cat} \to \text{Cat} \) with 
\[
\left( - \right) = \left[ I^{op}, - \right],
\]
as in the previous section. The category of descending chains in \( C \) is then the category \( \overline{C} \), the objects of which we denote by \( \sigma, \tau, \ldots \). More explicitly, \( \sigma \in \overline{C} \) assigns as a functor \( \sigma: I^{op} \to C \) to each \( \alpha \in I \) an object \( \sigma_{\alpha} \in C \), and to each pair \( \alpha \) and \( \beta \) with \( \beta \leq \alpha \) a morphism \( \sigma(\beta \leq \alpha): \sigma_{\alpha} \to \sigma_{\beta} \) in \( C \). A morphism in \( \overline{C} \) is a natural transformation \( f: \sigma \Rightarrow \tau \), in other words, a family of morphisms \( f_{\alpha}: \sigma_{\alpha} \to \tau_{\alpha} \) with \( \tau(\beta \leq \alpha) \circ f_{\alpha} = f_{\beta} \circ \sigma(\beta \leq \alpha) \).

From Lemma 11 we get that the functor \( \overline{p}: \overline{E} \to \overline{B} \), given by post-composition, is a fibration. The reindexing functors in this fibration will we denoted by \( u^{#} \). Since (co)limits are constructed point-wise in functor categories, the fibration \( \overline{p} \) inherits (co)limits from \( p \).

We obtain another fibration by change-of-base along the constant chain functor \( I^{op} \to B \to \overline{B} \) that sends an object \( I \in B \) to the constant chain \( K^{B}: I^{op} \to B \) as in the diagram on the right in Figure 1.

We note the following result, which allows us to apply, for example, Lemma 12 and Theorem 27 to functors between fibres.

**Lemma 14.** We have that \( \overline{E}_{I} \cong \overline{E}_{I} \cong \overline{E}_{K^{B}(I)} \).

Many constructions in this paper require only limits over a bounded part of \( I^{op} \).

**Definition 15.** Let \( J \) be a category and denote for \( i \in J \) by \( i \downarrow J \) the coslice category under \( i \). We say that \( C \) has bounded \( J \)-limits, if for every \( i \in J \) all \( (i \downarrow J) \)-limits exist in \( C \).

As an example, we have for \( I = \omega \) and \( n \in \mathbb{N} \) that \( n \downarrow \omega^{op} = (\omega / n)^{op} = \mathbb{n}^{op} \), where \( \mathbb{n} \) is the set of all \( k \leq n \). Hence, \( n \downarrow \omega^{op} \) is finite and bounded \( \omega^{op} \)-limits are finite limits.

With this definition, we can now introduce the later modality, which is the central construction that underlies the recursive proofs that we develop in this paper.

**Theorem 16.** Suppose that \( p \) has fibred bounded \( I^{op} \)-limits. There are functors \( \triangleright: \overline{B} \to \overline{B} \) and \( \triangleright: \overline{E} \to \overline{E} \) given on objects by 
\[
(\triangleright c)_{\alpha} = \lim_{\beta < \alpha} c_{\beta} \quad \text{and} \quad (\triangleright \sigma)_{\alpha} = \lim_{\beta < \alpha} \sigma_{\beta},
\]

with natural transformations \( \text{next}^{\triangleright}: \text{Id} \Rightarrow \triangleright \) and \( \text{next}: \text{Id} \Rightarrow \triangleright \). The pair \( (\triangleright, \triangleright) \) forms a map of fibrations \( \overline{p} \to \overline{p}^{\#} \) and we have \( \overline{p}(\text{next}) = \text{next}^{\triangleright} \). Moreover, \( \triangleright \) preserves fibred finite limits. Finally, if \( I \) is a classical ordinal category, then \( \triangleright \) has a left-adjoint \( \triangleleft \).

We note that because \( \triangleright: \overline{E} \to \overline{E} \) maps \( \sigma \in \overline{E}_{c} \) to \( \sigma \in \overline{E}_{\omega^{op} c} \), we can define a restricted version \( \triangleright^{c}: \overline{E}_{c} \to \overline{E}_{c} \) of the later modality that leaves the index chain untouched by putting 
\[
\triangleright^{c} = (\text{next}^{\triangleright})^{\#} \circ \triangleright.
\]

Moreover, there is a vertical natural transformation \( \text{next}^{c}: \text{Id} \Rightarrow \triangleright^{c} \), and \( \triangleright^{c} \) has a left-adjoint if \( I \) is classical and if \( p \) is a bifibration.

Another special case is obtained for the chains with constant index.

**Theorem 17.** The later modality is a strong fibred functor \( \triangleright: \overline{p} \to \overline{p} \) with a vertical natural transformation \( \text{next}: \text{Id} \Rightarrow \triangleright \), that is, \( \overline{p}(\text{next}) = \text{id} \).
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Since the intention is to use Theorem 17 to extend a logic, let us present the results as proof rules. The first rule is given by the strength of ▶, the second rule is given by composition with next, and the last rule for product preservation comes from the isomorphism in Theorem 16. This last rule can be applied in both directions, hence the indicated by double lines.

\[
\begin{align*}
\text{mon}_{\sigma, \tau}: \sigma^\tau &\to \boldsymbol{\square} \sigma^\tau \\
f: \tau &\to \sigma & f: \tau \to (\boldsymbol{\square} \sigma \times (\boldsymbol{\square} \sigma')) & f: \tau \to \boldsymbol{\square}(\sigma \times \sigma')
\end{align*}
\]

The following assumption ensures that the above proof rules are available throughout the remainder of this paper.

**Assumption 18.** \(p\) is cloven with fibred finite limits and fibred bounded \(\mathbf{I}^\mathbf{op}\)-limits.

So far, we have established the fibrations and the later modality in the overview diagram in Figure 1. What remains are the adjunctions that relate the fibrations, cf. [41, Exercise 1.8.8].

**Theorem 19.** If \(\mathbf{E}\) has fibred \(\mathbf{I}^\mathbf{op}\)-limits, then \(K^{\mathbf{E}}: \mathbf{E} \to \overline{\mathbf{E}}\) has a fibred right adjoint \(L^{\mathbf{E}}\), given by \(L^{\mathbf{E}}(\sigma) = \lim_{i \in I} \sigma_i\). If \(\mathbf{B}\) has \(\mathbf{I}^\mathbf{op}\)-limits, then \(K^{\mathbf{B}}: \mathbf{B} \to \overline{\mathbf{B}}\) and \(I: \mathbf{E} \to \overline{\mathbf{E}}\) have right adjoints \(L^{\mathbf{B}}\) and \(R\), given by \(L^{\mathbf{B}}(c) = \lim_{i \in I} c_i\) and \(R = \pi^\#\), where \(\pi_\beta: \lim_{i \in I} c_i \to c_\beta\) are the limit projections and \((-)^\#\) is reindexing in \(\overline{\mathbf{p}}\).

## 4 Cartesian Closure and the Löb Rule

Up to this point, we have only shown the existence of the next and monotonicity rule that we used in the example in the introduction. What is missing is the recursion given in form of the Löb rule. The goal of this section is to establish the recursion mechanism by utilising so-called Löb induction, which is based on the later modality that we introduced in Section 3.2. To state and prove the Löb induction, we need exponential objects in our fibration \(\overline{\mathbf{p}}: \overline{\mathbf{E}} \to \overline{\mathbf{B}}\) of chains. In the first part of this section, we show how to construct these from exponential objects in \(p: \mathbf{E} \to \mathbf{B}\). The second part is the devoted to establishing the Löb rule.

### 4.1 Fibred Cartesian Closure of Diagrams

A **fibred Cartesian closed category** (fibred CCC) is a fibration \(p: \mathbf{E} \to \mathbf{B}\) in which every fibre is Cartesian closed and reindexing preserves this structure, see [41, Def. 1.8.2]. In a fibred CCC we can model in particular implication, which is what we will need to formulate the Löb rule below. Given a fibred CCC, we show now that the fibration of diagrams is also a fibred CCC. Since the construction of exponential objects in categories of diagrams does not depend on working with a well-founded index category, we will formulate the results in this section for an arbitrary index category \(\mathbf{I}\), like we did in Section 3.1.

Let \(S: \mathbf{I}^\mathbf{op} \times \mathbf{I} \to \mathbf{C}\) be a functor. The **end of S** is an object \(\int_{i \in \mathbf{I}} S(i, i)\) in \(\mathbf{C}\) together with a universal extranatural transformation \(\pi: \int_{i \in \mathbf{I}} S(i, i) \to S\). This means that \(\pi\) is a family of morphisms indexed by objects in \(\mathbf{I}\), such that the diagram below commutes for all \(u: i \to j\).

\[
\begin{diagram}
\int_{i \in \mathbf{I}} S(i, i) & \xrightarrow{\pi_i} & S(j, j) \\
\downarrow \pi_i & & \downarrow S(u, id) \\
S(i, i) & \xrightarrow{S(id, u)} & S(i, j)
\end{diagram}
\]

Given another extranatural transformation \(\alpha: X \to S\) there is a unique \(f: X \to \int_{i \in \mathbf{I}} S(i, i)\) with \(\pi_i \circ f = \alpha_i\) for every \(i \in \mathbf{I}\). It is well-known that ends can be computed as certain limits in \(\mathbf{C}\). By analysing carefully the necessary limits, we obtain the following result.
Theorem 20. Let $I$ be a category and $p: E \to B$ a cloven fibration that has fibred equalisers, fibred exponents and fibred bounded $I$-products. Then $[I,p]: [I,E] \to [I,B]$ is again a fibred CCC. The exponential object of $F,G \in [I,E]_{I^p}$ is given by

$$(G^F)(i) = \int_{j: i \to j} (U(v)^* G(j))^{U(v)^* F(j)}.$$  

Assumption 21. In the remainder we additionally assume that $p: E \to B$ is a fibred CCC, has fibred equalisers and fibred bounded $I$-products.

From Assumption 21, we get that $\hat{p}$ is a fibred CCC. Since change-of-base also preserves fibred exponentials, the fibration $\hat{p}$ that we obtained by pulling $\hat{p}$ back along the constant chain functor in Section 3.2 is also a fibred CCC, see [41, Lem. 1.8.4] and [71].

Example 22. Fibred exponentials exist in $\text{Pred}_X$ with $Q^P = \{ x \in X \mid x \in P \implies x \in Q \}$. The fibration $\hat{\text{Pred}}$ consists then of descending chains of predicates. This means that if $\sigma \in \text{Pred}_X$, then $\sigma$ is a chain with $\sigma_0 \supseteq \sigma_1 \supseteq \cdots$. Note now that each fibre $\text{Pred}_X$ is a complete lattice, hence equalisers are trivial and (bounded) limits are just given as (bounded) infima. Hence, Theorem 20 applies and we obtain that $\hat{\text{Pred}}$ is a fibred CCC. Since equalisers are trivial, it is easy to see that the exponential for $\sigma, \tau \in \text{Pred}_X$ can be defined as follows.

$$(\tau^\sigma)_n = \bigcap_{m \leq n} \tau^\sigma_m$$

Since fibred exponentials are preserved by a change-of-base, see [41, Lem. 1.8.4], they also exist in the fibration of relations $\text{Rel} \to \text{Set}$ and the associated fibration $\hat{\text{Rel}} \to \hat{\text{Set}}$.

Example 23. Recall that we defined in Example 3 a category of quantitative predicates. We note that this fibration is a fibred CCC with exponents given by

$$(\delta \Rightarrow \gamma)(x) = \begin{cases} 1, & \delta(x) \leq \gamma(x) \\ \gamma(x), & \text{otherwise} \end{cases}$$

Again, each fibre $\text{qPred}_X$ is a complete lattice and so $\hat{\text{qPred}}$ is a fibred CCC for any $I$.

Example 24. In Example 4, we defined a fibration $p: \mathcal{L} \to C$ for a first-order logic with conjunction and implication. From the implication we obtain that $p$ is a fibred CCC. Moreover, since each fibre is a pre-order, equalisers are again trivial. If $I$ is the poset $\omega$ of finite ordinals, then $\hat{p}$ is a fibred CCC. Explicitly, for chains $\varphi, \psi$ of formulas in $\mathcal{P}_A$ above a type $A$, the exponent $\varphi \Rightarrow \psi$ in $\hat{p}$ is given by a finite conjunction:

$$(\varphi \Rightarrow \psi)_n = \bigwedge_{m \leq n} \psi_m \to \varphi_m.$$  

Example 25. The trivial fibration is a fibred CCC if and only if $C$ is Cartesian closed. In this case, the end formula reduces to $(G^F)(i) = \int_{j: i \to j} G(j)^{F(j)}$ for $G,F: I^\text{op} \to C$.

4.2 The Löb Rule

One purpose of the later modality is that it allows us to characterise maps in $\hat{\text{Log}}$, so-called contractive maps, of which we can construct fixed points.

Definition 26. A map $f: \tau \times \sigma \to \sigma$ in $\hat{E}$ is called $g$-contractive if $g: \tau \times \sigma \to \sigma$ with $f = g \circ (\text{id} \times \text{next}_\sigma)$. We call $s: \tau \to \sigma$ a fixed point or solution for $f$, if $s = f \circ (\text{id}, s)$.
We can now show that there is an operator in $\lessdot \text{p}$ that allows us to construct fixed points.

**Theorem 27.** For every $\sigma \in \overline{E}_{c}$ there is a unique morphism $\text{l"{o}b}_{c}^{\sigma} : \sigma \lessdot \sigma \lessdot \sigma \rightarrow \sigma$ in $\overline{E}_{c}$, such that for all $g$-contractive maps $f$ the map $\text{l"{o}b}_{c}^{\sigma} \circ \lambda f$ is a solution for $f$. From this we obtain every for $\sigma \in \overline{E}_{X}$ a unique morphism $\text{l"{o}b}_{\sigma} : \sigma \lessdot \sigma \rightarrow \sigma$ that solves any contractive map in $\overline{E}_{X}$.

**Proposition 28.** The morphisms $\text{l"{o}b}^{c}$ and $\text{l"{o}b}$ are dinatural transformations.

From Theorem 27, we obtain the L"{o}b proof rule. This rule allows us to introduce recursion into proofs, by giving us the proof goal $\sigma$ as an assumption guarded by the later modality.

\[
\begin{align*}
&f : \tau \times \triangleright \sigma \rightarrow \sigma \\
&\text{l"{o}b}^{\sigma} \circ \lambda f : \tau \rightarrow \sigma
\end{align*}
\]

with $\text{l"{o}b}^{\sigma} \circ \lambda f = f \circ (\text{id} \times \text{next}_{\sigma}) \circ (\text{id}, \text{l"{o}b}^{\sigma} \circ \lambda f)$

## 5 Locally Contractive Functors and Coinduction

One of the central notions of Birkedal et al. [16] is that of locally contractive functors. Such functors admit fixed points in the topos of trees and are closed under various constructions like composition and products. Locally contractive functors are used in [16] as a different way of solving recursive domain equations, which is where the name “synthetic domain theory” comes from. In this section, we restate the definition of contractive functors, and generalise the fixed point construction and the closure properties to the fibrations $\overline{p}$ and $\overline{p}$.

In the following, we use the natural transformation $\text{comp}_{X,Y,Z} : X^{Y} \times Z^{X} \rightarrow Z^{Y}$ that composes internal morphisms. We will refer to the isomorphism $\triangleright \sigma \times \triangleright \tau \rightarrow \triangleright (\sigma \times \tau)$ as $\delta^{\sigma}$.

**Definition 29.** A functor $F : \overline{C} \rightarrow \overline{C}$ is called locally contractive if $F$ is strong, there is a natural transformation $C_{\sigma,\tau}^{F} : \triangleright (\sigma \times \tau) \rightarrow F(\sigma \times \tau)$ with $\text{st}_{\sigma,\tau}^{F} = C_{\sigma,\tau}^{F} \circ \text{comp}_{\sigma,\tau}$, and fulfils $C_{\sigma,\tau}^{F} \circ \triangleright \text{id}^{\sigma} = \triangleright \text{id}^{\sigma}$ and $\text{comp}(C_{\sigma,\tau}^{F} \times C_{\tau,\sigma}^{F}) = C_{\gamma,\sigma}^{F} \circ \triangleright \text{comp} \circ \delta^{\sigma}$. A lifting $\text{comp}^{\sigma} : \overline{p}_{\sigma} \rightarrow \overline{p}$ is locally contractive if $(F,G)$ is strong, $F$ and $G$ are locally contractive, and $\overline{p}^{C^{G} = C^{F}}$.

The next theorem records the essential closure properties of locally contractive functors.

**Theorem 30.** Let $F,G : C \rightarrow C$ be functors. If $F$ or $G$ is locally contractive, then $F \circ G$ is; if $F$ and $G$ are locally contractive, then $F \times G$ is. Both, $\triangleright \text{comp}^{\sigma} : \overline{p} \rightarrow \overline{p}$ and $\triangleright \text{comp}^{\tau} : \overline{p} \rightarrow \overline{p}$ are locally contractive. The constant functor $\lambda \tau.\sigma$ is locally contractive for any $\sigma \in \overline{E}$.

The proof of the following theorem proceeds in the same way as the one given in [16] by first establishing for all $\alpha \in I$ and $\beta < \alpha$ that a locally contractive functor $G$ maps any $\beta$-isomorphism $f$ to an $\alpha$-isomorphism $Gf$ above the corresponding $\alpha$-iso $F(\overline{p}f)$. An $\alpha$-isomorphism is thereby a morphism $f : \sigma \rightarrow \tau$, such that for all $\beta \leq \alpha$ all $f_{\beta}$ are isomorphisms.

**Theorem 31.** Any locally contractive lifting $(F,G)$ has a unique fixed point in $\overline{E}$.

In Section 7, we will need the following version on fibres for the semantics of $\text{pL}_{\mu}$.

**Theorem 32.** For any $c \in \overline{B}$ and locally contractive functor $F : \overline{E}_{c} \rightarrow \overline{E}_{c}$ a unique fixed point of $F$ exists in $\overline{E}_{c}$. Consequently, also locally contractive functors on $\overline{E}_{X}$ for $X \in \overline{B}$ have unique fixed points by using that $\overline{E}_{X} \cong \overline{E}_{K^{\mu}(X)}$.

### 5.1 The Final Chain and Up-To Techniques

Having laid the ground work, we come to the objects of interest: coinductive predicates. The following definition captures the usual construction of the final chain. Recall that $\langle - \rangle$ is a functor $\text{Fib} \rightarrow \text{Fib}$. Thus, from $\Phi : \overline{E}_{I} \rightarrow \overline{E}_{I}$, we obtain $\Phi : \overline{E}_{I} \rightarrow \overline{E}_{I}$ by Lemma 14. The functor $\overline{\Phi}$ applies thereby $\Phi$ point-wise to chains.
Definition 33. Given a functor $\Phi: E_I \to E_I$, we define the final chain of $\Phi$ to be the fixed point $\nu(\Box \Phi)$ of the locally contractive functor $\Box \circ \Phi$.

We can now construct an adjunction between $\Phi$-invariants and coalgebras for $\Box \Phi$, cf. [44]. This is a slightly more expressive version of the usual construction of final coalgebras.

Theorem 34. Suppose $\Phi: E_I \to E_I$ preserves $\Gamma^\text{op}$-limits. Then the adjunction $K^E \dashv L^E$ lifts to an adjunction $K^E \dashv L^E$ between the categories $\text{CoAlg}(\Phi)$ and $\text{CoAlg}(\Box \Phi)$ of $\Phi$- and $\Box \Phi$-coalgebras. This gives $\nu \Phi \cong L^E(\nu(\Box \Phi))$, where $\nu(\Box \Phi)$ is the unique fixed point of $\Box \Phi$.

Theorem 34 will play a central role in recursive proofs, as it allows us to express maps into $\nu \Phi$ in terms of maps into $\nu(\Box \Phi)$, and it allows us to unfold the final chain and thereby to make progress in a proof. Just as important as unfolding is the ability to reason inside syntactic contexts, use transitivity of relations etc. in a proof. Such properties are captured by up-to techniques, see Definition 8.

Theorem 35. Let $T$ and $\Phi$ be functors $E_I \to E_I$. If there is a natural transformation $\rho: T \Phi \Rightarrow \Phi T$, then there is a map $\hat{\rho}: T\nu(\Box \Phi) \Rightarrow \nu(\Box \Phi)$ in $E_I$.

Remark 36. Pous and Rot [56] prove a result similar to Theorem 35, namely that a monotone function $T$ on a complete lattice is below the companion of $\Phi$ if and only if there is a map $T\nu(\Box \Phi) \Rightarrow \nu(\Box \Phi)$. This is equivalent to Theorem 35 because the companion is compatible.

From Theorems 19, 34 and 35 we obtain the following proof rules, where the first initialises a proof by moving from a coinductive predicate to the final chain.

\[
\frac{K_A \to \nu(\Box \Phi)}{A \to \nu \Phi} \quad \frac{f: \tau \to \nu(\Box \Phi)}{f: \tau \to \nu(\Box \Phi)} \quad \frac{\rho: T \Phi \Rightarrow \Phi T}{\hat{\rho} \circ f: \tau \to \nu(\Box \Phi)}
\]

The last result in this section, recorded here for completeness, allows us to obtain compatible up-to techniques on fibres from global up-to techniques.

Proposition 37. Let $(F, G): p \to p$ be a map of fibrations, $c: I \to FI$ a coalgebra in $B$, and $T: E \to E$ a lifting of the identity $\text{Id}_E$. Define $\Phi := c^* \circ G: E_I \to E_I$ to be the predicate transformer associated to $c$, see Definition 8. If there is a vertical natural transformation $\rho: TG \Rightarrow GT$, then there is a vertical natural transformation $\rho^*: T \Phi \Rightarrow \Phi T$.

6 Chains in First-Order Fibrations

The goal of this section is to show that the fibration $\overline{p}: \overline{E} \to \mathcal{B}$ of $\Gamma^\text{op}$-chains with constant index is a first-order fibration (FO fibration) if $p: E \to B$ is an FO fibration. This allows us to construct out of a given FO logic another FO logic that features the later modality.

6.1 Products, Coproducts and Quantifiers for Descending Chains

Because of Lemma 14, we can apply many construction easily point-wise to chains with constant index. For instance, we can lift products and coproducts in the following sense.

Theorem 38. If for $u: I \to J$ in $B$ the coproduct $\bigsqcup_u: E_I \to E_J$ along $u$ exists, then the coproduct $\bigsqcup_u: \overline{E}_I \to \overline{E}_J$ along $u$ is given by $\bigsqcup_u$. Similarly, the product $\bigsqcup_u$ along $u$ is $\bigsqcup_u$. 
Example 39. Both Pred and qPred to have products and coproducts along any function in Set. For instance, products in qPred along functions \( u: X \rightarrow Y \) are given by
\[
\prod_u (\delta: X \rightarrow [0, 1])(y) = \inf \{ \delta(x) \mid x \in X, u(x) = y \}.
\]
In a syntactic logic, Example 4, one has that \( \mathcal{L} \rightarrow \mathcal{C} \) products and coproducts along projections \((\Gamma, x : A) \rightarrow \Gamma\) are universal and existential quantification over \( A \), respectively. Arbitrary (co)products can then be defined in terms of the equality relation in the logic, cf. [41]. By Theorem 38, all these products and coproducts lift to the fibrations of descending chains.

Let us denote for \( I \in B \) the later modality on \( E_I \) by \( \mathbf{\triangleright}^I \). We can then establish the following essential properties about the interaction of the later modalities and (co)products, which are analogue to those in [16, Thm. 2.7]. This theorem allows one to distribute in proofs quantifiers over the later modality.

Theorem 40. The following holds for fibred products and coproducts in \( \overline{p} \).

There is an isomorphism \( \mathbf{\triangleright}^I \circ \prod_u \cong \prod_u \circ \mathbf{\triangleright}^I \).

There is a natural transformation \( v: \prod_u \circ \mathbf{\triangleright}^I \Rightarrow \mathbf{\triangleright}^I \circ \prod_u \). Moreover, if \( u \) is inhabited, that is, has a section \( v: J \rightarrow I \), then \( v \) has a section \( \mathbf{i}^v \).

For \( u: I \rightarrow J \) in \( B \), we can present the central results of this section as proof rules:

\[
\frac{f: \tau \rightarrow u^* \sigma}{\mathbf{\triangleright}^f: \prod_u \tau \rightarrow \sigma} \quad \frac{f: \tau \rightarrow \prod_u (\mathbf{\triangleright}^I \sigma)}{\mathbf{i} \circ f: \tau \rightarrow \mathbf{\triangleright}^I (\prod_u \sigma)} \quad \frac{f: \tau \rightarrow \prod_u \sigma}{\mathbf{\triangleright}^f: \tau \rightarrow \prod_u (\mathbf{\triangleright}^I \sigma)}
\]

6.2 First Order Fibration of Descending Chains

As the name suggests, a first-order fibration models first-order logic with equality. Such an FO fibration is a fibration \( p: E \rightarrow B \), which is a fibred pre-ordered lattice and fibred CCC, and has products and coproducts, which satisfy the Beck-Chevalley and Frobenius conditions, along all morphisms in \( B \), see [41, Def. 4.2.1] for details. We now show that not only is the fibration of constant-index chains in \( p \) an FO fibration, but is also strongly related to \( p \).

Theorem 41. If \( p: E \rightarrow B \) is an FO fibration, then \( \overline{E}: \overline{E} \rightarrow B \) is as well an FO fibration. Furthermore, if the fibred coproducts and coproducts along morphisms preserve \( \Gamma_{\text{op}} \)-limits, then \( L^E: \overline{E} \rightarrow E \) preserves all the FO structure except for implication. For implication, truth is preserved, i.e., for all \( \sigma, \tau \in E_I \) there is a morphism \( L(\sigma^\tau) \rightarrow L\sigma^{L\tau} \). If \( \tau = K^X_E \) for some \( X \in X_I \), then this morphism is an isomorphism. Finally, \( K^E \) is a fully faithful functor.

That preservation of exponentials fails can be seen by taking \( \sigma, \tau \in [\omega^{op}, \text{Pred}_n] \) to be \( \tau_n = \mathbb{N} \setminus \{1, \ldots, n\} \) and \( \sigma_n = \{0\} \). Then \( L(\sigma^\tau) = \{0\} \) but \( L\sigma^{L\tau} = \mathbb{N} \).

7 Examples

In this section, we show the framework in action. Specifically, we show how a novel proof system for the probabilistic modal \( \mu \)-calculus \( pL_{\mu} \) can be obtained, and we show a language and its semantics for probabilistic productive coinductive programming.

7.1 Recursive Proofs for the Probabilistic Modal \( \mu \)-Calculus

The probabilistic modal \( \mu \)-calculus \( pL_{\mu} \) has exactly the same syntax as the modal \( \mu \)-calculus \( L_{\mu} \). However, formulas are interpreted as probability distributions [39]. We extend the
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\[ \frac{\vdash \gamma, \psi \vdash \varphi}{\vdash \gamma, \psi \vdash \varphi(\psi)} \text{(Pr)} \]
\[ \frac{\vdash \gamma, \psi \vdash \varphi(\psi)}{\text{assumption}} \]
\[ \frac{\vdash \gamma, \psi \vdash \varphi(\psi)}{\varphi \text{ positive} + \text{(Next)}} \]
\[ \frac{\vdash \gamma, \psi \vdash (\psi \rightarrow \nu X. \varphi(X))}{\text{(Pr)}} \]
\[ \frac{\vdash \gamma, \psi \vdash \psi \rightarrow \nu X. \varphi(X)}{\varphi \text{ positive} \text{ (Step)}} \]
\[ \frac{\vdash \gamma, \psi \vdash \nu X. \varphi(X)}{\text{(Step)}} \]
\[ \frac{\vdash \gamma \vdash \gamma}{\text{(Löb)}} \]

\text{Figure 3} \quad \varphi(X) \text{ positive in } X, \psi \text{ L}_\mu\text{-formula, } \gamma = \psi \rightarrow \nu X. \varphi(X) \text{ with assumption } \psi \rightarrow \varphi(\psi).\]

The coinductive fragment of pL$\mu$ here with the later modality and thereby obtain the following formulas over sets $At$ and $Var$ of propositional variables $P$ and fixed point variables $X$:

\[ \varphi, \psi ::= P \mid X \mid \top \mid \bot \mid \nu X. \varphi \mid \varphi \mid \Box \varphi \mid \Diamond \varphi \mid \varphi \sqcup \psi \mid \varphi \sqcap \psi \mid \varphi \rightarrow \psi, \]

where $X$ must occur positively in $\varphi$ when forming $\nu X. \varphi$. Given a formula $\varphi$ with no or one free variable$^2$ $X$, a Segala system $c: Q \rightarrow S(Q)$ and an interpretation $I: Q \rightarrow qPred_{At}$, we use Theorem 30 to define a locally contractive functor $\langle \varphi \rangle: Pred_n Q \rightarrow Pred_{Q}$ with $n = 0, 1$, where we only display the interesting cases. The remaining cases are given in Appendix A.

\[ \langle P \rangle = K(I(P)) \quad \langle X \rangle = \triangleright \quad \langle \nu X. \varphi \rangle = \nu \langle \varphi \rangle \quad \langle \Box \varphi \rangle = e^\# \circ S^3 \circ \langle \varphi \rangle \]

This definition and the previous development gives us that the following rules are sound for this interpretation, where double lines are rules that can be used in both directions.

\[ \frac{\Delta \vdash \varphi(\nu X. \varphi/X)}{\Delta \vdash \nu X. \varphi} \text{ (Step)} \quad \frac{\Delta \vdash \varphi}{\Delta \vdash \varphi(\psi)} \text{ (Next)} \quad \frac{\Delta \vdash \varphi \rightarrow \psi}{\Delta \vdash \varphi \rightarrow \psi} \text{ (Mon)} \]

\[ \frac{\Delta, \triangleright \varphi \vdash \varphi}{\Delta \vdash \varphi} \text{ (Löb)} \quad \frac{\Delta \vdash \Box \varphi}{\Delta \vdash \Box \varphi} \quad \frac{\Delta \vdash \Diamond \varphi}{\Delta \vdash \Diamond \varphi} + \text{ normal, intuitionistic modal logic} \]

In Figure 3, we show how Park’s rule can be proven from these rules. Theorem 41 gives us that these rules are sound and their semantics are complete for the standard semantics of formulas that only have constant premises, i.e. pure modal formulas, in implications.

Let us make two final remarks about this example. First, note that the implication is an internalisation of the ordering on quantitative predicates and thus has, a priori, nothing to do with probabilities. In particular, we have $\langle P \rangle \neq \langle P \rightarrow \bot \rangle$. Second, the proof rules give rise to a constructive and recursive proof system for pL$\mu$. This is insofar interesting, as that the completeness proof for Kozen’s axiomatisation for L$\mu$ is non-constructive, and a non-probabilistic version of the above presented proof system may give new insights, cf. [27]. Also an analogous version of our cut-free proof system for Horn clause theories [10] may shed new light on cut-free proofs for (p)L$\mu$, cf. [4].

7.2 Probabilistic Productive Coinductive Programming

In this last example, we show how one can obtain a new programming language for higher-order probabilistic programming with coinductive types, in which all programs are terminating.

---

2 We restrict ourselves to this case for simplicity. Supporting several variables is a direct generalisation.
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This is in contrast to the language provided in [74], where full recursion is essential to
coinductive programming. Full recursion introduces, however, non-terminating and non-
productive programs, which makes reasoning about programs unnecessarily difficult [73],
especially in the probabilistic setting. As such, the total programming language, which we
are about to introduce, provides us with coinductive, probabilistic types, while retaining the
good properties of terminating and productive programs.

The essential ingredient are so-called quasi-Borel spaces that were introduced by Heunen
et al. [37] as a setting for higher-order probabilistic programming. In particular, the category
qBS of quasi-Borel spaces and their morphisms is (co)complete and Cartesian closed,
see [37, 74] for details. From the framework, we obtain that qBS = [ωop, qBS] is as well a
(co)complete CCC with later modality and Löb rule. This allows us to provide a probabilistic
higher-order programming language with coinductive types.

This language has types and terms that are given in Appendix B. One coinductive example
given in [74] is that of a random walk, which produces a stream of random positions for a
given standard deviation σ. We may define the type Rω of R-valued streams as fixed point
type by Rω = fix X. R × ▶ X. A random walk can be produced by the following guarded
recursive program RW : R → R → Rω, where normal ⟨ρ, σ⟩ draws from a normal distribution
with expected value ρ and standard deviation σ.

RW = λσ. fix f : ▶(R → Rω). λx. in ⟨x, f ⊙ next (normal ⟨x, σ⟩)⟩

The details of how the above types and terms can be interpreted in qBS are given in
Appendix B. Since qBS is complete, we thus obtain an interpretation of the types and terms
in qBS, which corresponds to the expected final coalgebra semantics, see Theorem 34.

Conclusion and Future Work

In this paper, we have established a framework that allows us to reason about coinductive
predicates in many cases by using recursive proofs. At the heart of this approach sits the
so-called later modality, which comes from provability logic [12, 68, 70] but was later used
to obtain guarded recursion in type theories [5, 6, 17, 52] and in domain theory [15, 16].
This modality allows us to control the recursion steps in a proof without having to invoke
parity or similar conditions [22, 28, 64, 67], as we have seen in the examples in Section 7.
Moreover, even though Birkedal et al. [16] obtained similar results, their framework is
limited to Set-valued presheaves, while our results are applicable in a much wider range of
situations. In particular, we were able to devise a novel probabilistic programming language
that guarantees productivity on coinductive types.

So what is there left to do? For once, we have not touched upon how to automatically
extract a syntactic logic and models from the fibration ← − L → − C obtained in Example 24.
This would subsume and simplify much of the development in [9]. Next, we only proved
the existence of quantifiers that range over fixed domains. It would be useful to extend this
construction to indexed domains to, for example, obtain Kripke models abstractly. However,
such a construction would be similar to that of exponents in Theorem 20 and thus quite
involved. At the same time, also a category theoretical analysis of the delayed implication
in [23] is needed. Also a closer analysis of the relation to proof systems obtained through
parameterised coinduction, the companion or cyclic proof systems may shed some light
on the strength of the proof approach presented in this paper. Such an analysis requires
understand how the causal proofs that the presented framework and the companion
support [56], and parameterised coinduction are related. Finally, after a few first step into
the direction of proof search for coinductive Horn clause theories in [10], the results of the present paper need to be applied to obtain proof search procedures for other logics and theories.
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Given a formula \( \varphi \) with no or one free variable \( X \), a Segala system \( s : Q \rightarrow S(Q) \) and an interpretation \( I : Q \rightarrow \text{qPred}_{AX} \), we use Theorem 30 to define a locally contractive functor \( \langle \varphi \rangle : \text{Pred}_{Q}^{n} \rightarrow \text{Pred}_{Q}^{n} \) with \( n = 0, 1 \), where \( \bigcirc_{Q} = \top_{Q}, \land_{Q}, \ldots \) are the corresponding fibred connectives in \( \text{qPred}_{Q}^{n} \):

\[
\begin{align*}
\langle P \rangle &= K(I(P)) \\
\langle \top \rangle &= \top_{Q} \\
\langle \bot \rangle &= \bot_{Q} \\
\langle \nu X. \varphi \rangle &= \nu \langle \varphi \rangle \\
\langle \varphi \lor \psi \rangle &= \langle \varphi \rangle \land_{Q} \langle \psi \rangle \\
\langle \varphi \land \psi \rangle &= \langle \varphi \rangle \lor_{Q} \langle \psi \rangle \\
\langle \varphi \rightarrow \psi \rangle &= \langle \varphi \rangle \Rightarrow_{Q} \langle \psi \rangle
\end{align*}
\]
B Types and Terms for Guarded Probabilistic Programming

Type, context and term formation rules for guarded probabilistic programming:

\[
\begin{array}{llll}
X \in \Delta & \Delta \vdash A : \text{Ty} & \Delta, X \vdash A : \text{Ty} & X \text{ appears under } \uparrow \text{ in } A \\
\Delta \vdash X : \text{Ty} & \Delta \vdash \uparrow A : \text{Ty} & \Delta \vdash \text{fix } X. A : \text{Ty} \\
\Delta \vdash R : \text{Ty} & \Delta \vdash A : \text{Ty} & \Delta \vdash B : \text{Ty} & \Delta \vdash A \times B : \text{Ty} \\
\Delta \vdash A \rightarrow B : \text{Ty} & \Delta \vdash A \rightarrow B : \text{Ty} \\
\cdot \text{ Ctx} & \Gamma \vdash x \notin \Gamma & \Delta \vdash B : \text{Ty} & \Gamma \vdash \text{Ctx} \\
\end{array}
\]

\[
\begin{array}{llll}
x : A \in \Gamma & \Gamma \vdash x : A & \Gamma \vdash \text{next } t : \uparrow A & \Gamma \vdash s : \uparrow A \\
\Gamma, x : A \vdash t : A & \Gamma \vdash t : A \rightarrow B & \Gamma \vdash t \circ s : \uparrow B \\
\Gamma, x : A \vdash t : A & \Gamma \vdash \text{in } t : \text{fix } X. A & \Gamma \vdash \text{out } t : A \text{fix } X. A / X \\
\Gamma, x : A \vdash t : B & \Gamma \vdash t : A \rightarrow B & \Gamma \vdash s : A \\
\Gamma \vdash \text{fst } t : A & \Gamma \vdash \text{snd } t : B \\
\Lambda \in \mathbb{Q} & \Gamma \vdash \text{normal } : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \\
\end{array}
\]

Before we come to the semantics, let us single out values. This will simplify the denotational semantics, as values need to be embedded into the monad $\mathcal{P}$ that we will use to model the probabilistic effects of the language.

$v, w, u := x | a | \langle v, w \rangle | \text{in } v | \lambda x. t$

We denote by $\text{Tm}_A^{\Gamma}$ the terms of type $A$ in context $\Gamma$ and by $\text{Val}_A^{\Gamma}$ the values of type $A$.

Let $P : \text{qBS} \rightarrow \text{qBS}$ be the strong probability monad on quasi-Borel spaces, see [74]. As monads lift easily point-wise to descending chains, we get a strong monad $\mathcal{P}$ on $\text{qBS}$ with unit $\eta$ and bind operator $\rho$. Note that the unit and multiplication of the monad lift point-wise, while the strength needs to be defined through the unique mapping property of the end that we used to construct exponentials in $\text{qBS}$. In $\text{qBS}$, we also find the normal distribution given as morphism $N : \mathbb{R} \times \mathbb{R} \rightarrow P(\mathbb{R})$. This gives us a morphism $K(N) : K(\mathbb{R}) \times K(\mathbb{R}) \rightarrow \mathcal{P}(K(\mathbb{R}))$, which we will use below. Next, we need a natural transformation $\iota : \mathcal{P} \Rightarrow \mathcal{P} \uparrow$, which is given by $\iota_{\sigma,0} = 1 \cong P0 \xrightarrow{P1} P1$ and $\iota_{\sigma,n+1} = \text{id}_{P\sigma_n}$.

The interpretation of types, context, values and terms over $\text{qBS}$ is then given as follows.

\[
\begin{align*}
[\Delta \vdash A : \text{Ty}] & : \mathcal{Q} \text{BS}^{\Delta} \rightarrow \mathcal{Q} \text{BS} \\
[\Gamma \text{ Ctx}] \in \mathcal{Q} \text{BS} \\
[-]^\text{ad} : \text{Val}_A^{\Gamma} \rightarrow \mathcal{Q} \text{BS}([\Gamma], [A]) \\
[-] : \text{Tm}_A^{\Gamma} \rightarrow \mathcal{Q} \text{BS}([\Gamma], \mathcal{P}[A])
\end{align*}
\]
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\[
\begin{align*}
&[[X]] = \pi_X \\
&[[\text{fix } X. A]] = \nu[[A]] \\
&[[A \times B]] = [[A]] \times [[B]] \\
&[[A \Rightarrow B]] = \Rightarrow \tilde{P}[[B]]
\end{align*}
\]

\[
\begin{align*}
&[[\cdot]] = 1 \\
&[[\Gamma, x : A]] = [[\Gamma]] \times [[A]]
\end{align*}
\]

\[
\begin{align*}
&[[x]]^{\text{val}} = \pi_x \\
&[[\langle v, w \rangle]]^{\text{val}} = \langle [[v]]^{\text{val}}, [[w]]^{\text{val}} \rangle \\
&[[\lambda x. t]]^{\text{val}} = \lambda t
\end{align*}
\]

\[
\begin{align*}
&[[v]] \gamma = \tilde{\gamma} \text{fix}_A([[v]]^{\text{val}} \gamma) \\
&[[t \otimes s]] \gamma = [[t]] \gamma \overset{\text{mon}}{\Rightarrow} \lambda f. [[s]] \gamma \overset{\text{fix}}{\Rightarrow} \lambda x. f x \\
&[[\text{in } t]] \gamma = \tilde{\gamma} \text{fix}_A([[[t]]])([[[t]]] \gamma) \\
&[[\text{out } t]] \gamma = \tilde{\gamma} \text{fix}_A([[[t]]])([[[t]]] \gamma) \\
&[[\text{normal}]] \gamma = \lambda K([N]) \\
&[[\langle t, s \rangle]] \gamma = [[t]] \gamma \overset{\text{mon}}{\Rightarrow} \lambda x. [[s]] \gamma \overset{\text{fix}}{\Rightarrow} \lambda y. \eta(x, y) \\
&[[\text{snd } t]] \gamma = \tilde{\gamma} \text{fix}_A([[[t]]])([[[t]]] \gamma)
\end{align*}
\]
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Abstract

In the simplest form of event structure, a prime event structure, an event is associated with a unique causal history, its prime cause. However, it is quite common for an event to have disjunctive causes in that it can be enabled by any one of multiple sets of causes. Sometimes the sets of causes may be mutually exclusive, inconsistent one with another, and sometimes not, in which case they coexist consistently and constitute parallel causes of the event. The established model of general event structures can model parallel causes. On occasion however such a model abstracts too far away from the precise causal histories of events to be directly useful. For example, sometimes one needs to associate probabilities with different, possibly coexisting, causal histories of a common event. Ideally, the causal histories of a general event structure would correspond to the configurations of its causal unfolding to a prime event structure; and the causal unfolding would arise as a right adjoint to the embedding of prime in general event structures. But there is no such adjunction. However, a slight extension of prime event structures remedies this defect and provides a causal unfolding as a universal construction. Prime event structures are extended with an equivalence relation in order to dissociate the two roles, that of an event and its enabling; in effect, prime causes are labelled by a disjunctive event, an equivalence class of its prime causes. With this enrichment a suitable causal unfolding appears as a pseudo right adjoint. The adjunction relies critically on the central and subtle notion of extremal causal realisation as an embodiment of causal history.
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1 Introduction

Work on probabilistic distributed strategies based on event structures brought us face to face with a limitation in existing models of concurrent computation, and in particular with the theory of event structures as it had been developed. In order to adequately express certain intuitively natural, optimal probabilistic strategies, it was necessary to simultaneously support: probability on event structures with opponent moves, itself rather subtle; parallel causes, in which an event may be enabled in several distinct but compatible ways; and a hiding operation crucial in the composition of strategies. The difficulties did not show up in the less refined development of nondeterministic strategies; there the simplest form of event structure, prime event structures, sufficed. The “obvious” remedy, to base strategies on more general event structures, which do support parallel causes, failed to support probability and hiding adequately. The problems and a solution are documented in the article [7].

That work uncovered a central construction, which we here call the causal unfolding of a model with parallel causes. It is based on the notion of extremal causal realisation and attendant prime extremal realisation which plays a role analogous to that of complete
prime in distributive orders. Both concepts deserve to be better known and are expanded on comprehensively with full proofs here. As will shortly be explained more fully, intuitively, a prime extremal realisation is a finite partial order expressing a minimal causal history for an event to occur, even in the presence of several parallel causes for the event. Extremal realisations provide us with a way to unfold a model supporting parallel causes (general event structures – Section 2.2, or equivalence families – Section 3) into a structure describing all its causal histories – its causal unfolding. As is to be hoped, the unfolding will be a form of right adjoint giving the causal unfolding and extremal realisations a categorical significance.

To give an idea of prime extremal realisations of events we give a short, necessarily informal, preview of two examples from the paper. The simplest concerns a general event structure comprising three events $a$, $b$ and $d$ where $d$ can occur once $a$ or $b$ have occurred and where all events can occur together. The events $a$ and $b$ constitute parallel causes of the event $d$. We can picture the situation in the diagram:

Here there are two minimal causal histories associated with the occurrence of the event $d$, viz. $d$ after $a$, and $d$ after $b$:

These will be the prime extremal realisations associated with the occurrence of $d$. But this example is deceptively simple. To add a level of difficulty, consider the general event structure which portrays an event $d$ enabled through the occurrence of all of the events $a$, $b$ and $c$ but where $c$ is enabled by either $a$ or $b$. This time the two minimal causal histories associated with the occurrence of the event $d$, one after $c$ caused by $a$, and the other after $c$ caused by $b$, give rise to the two prime extremal realisations:

There are also more subtle “non-injective” prime extremal realisations in which the same event of a general event structure occurs in several different ways – see Example 13, though these have been ruled out in our application to strategies with parallel causes [7].

The new adjunction, with its right adjoint the causal unfolding, supplies a missing link in the landscape of models for concurrency [15]. The adjunction connects models with parallel causes, such as general event structures, to those based on partial orders of events. It does this through the introduction of a simple, new model which is based on prime event structures extended with an equivalence relation on their sets of events.
In systems with parallel causes it is often necessary to associate probabilities with causal histories, and the causal unfolding provides a suitable structure on which to do this systematically [7]. Outside probability, there is a similar need for causal unfoldings, for example, when reversible computing encounters parallel causes [3, 4], and in extracting biochemical pathways, forms of causal history in biochemical systems where parallel causes are rife [5].

2 Event structures and their maps

We briefly review two well-established forms of event structure and explain the absence of an adjunction associated with the embedding of prime into general event structures. It is through such an adjunction one might otherwise have thought to find a causal unfolding of general event structures to prime event structures. The absence motivates a new model based on prime event structures with an equivalence relation. (We refer the reader to [13, 14] in particular for background and intuitions.)

2.1 Prime event structures

A prime event structure comprises \((E, \leq, \text{Con})\), consisting of a set \(E\) of events which are partially ordered by \(\leq\), the causal dependency relation, and a non-empty consistency relation \(\text{Con}\) consisting of finite subsets of \(E\). The relation \(e' \leq e\) expresses that event \(e\) causally depends on the previous occurrence of event \(e'\). Write \([X]\) for the \(\leq\)-down-closure of a subset of events \(X\). That a finite subset of events is consistent conveys that its events can occur together by some stage in the evolution of the process. Together the relations satisfy several axioms:

\[
\begin{align*}
[e] &= \{e' \mid e' \leq e\} \text{ is finite, for all } e \in E, \\
\{e\} &\in \text{Con}, \text{ for all } e \in E, \\
X \subseteq Y &\in \text{Con} \implies X \in \text{Con}, \text{ and} \\
X &\in \text{Con} \& e \leq e' \in X \implies X \cup \{e\} \in \text{Con}.
\end{align*}
\]

A configuration is a, possibly infinite, set of events \(x \subseteq E\) which is: consistent, \(x \subseteq X\) and \(X\) is finite implies \(X \in \text{Con}\); and down-closed, \([x] = x\). It is part and parcel of prime event structures that an event \(e\) is associated with a unique causal history \([e]\).

Prime event structures have a long history. They first appeared in describing the patterns of event occurrences that occurred in the unfolding of a (1-safe) Petri net [10]. As their configurations, ordered by inclusion, form a Scott domain, prime event structures provided an early bridge between the semantic theories of Dana Scott and Carl Petri; one early result being that a confusion-free Petri net unfolded to a prime event structure with configurations taking the form of a concrete domain, as defined by Kahn and Plotkin. Generally, the configurations of a countable prime event structure ordered by inclusion coincide with the dI-domains of Berry – distributed Scott domains which satisfy a finiteness axiom [14]. The domains of configuration of a prime event structure had been characterised earlier in [10] as prime algebraic domains, Scott domains with a subbasis of complete primes.\(^{1}\)

\(^{1}\) A complete prime in an order which supports least upper bounds \(\bigsqcup X\) of compatible subsets \(X\) is an element \(p\) such that \(p \sqsubseteq \bigsqcup X\) implies \(p \sqsubseteq x\) for some \(x \in X\). In the configurations of a prime event structure the complete primes are exactly those configurations \([e]\) for an event \(e\).
2.2 General event structures

A general event structure [13, 14] permits an event to be caused disjunctively in several ways, possibly coexisting in parallel, as parallel causes. A general event structure comprises \((E, \text{Con}, \vdash)\) where \(E\) is a set of events, the consistency relation \(\text{Con}\) is a non-empty collection of finite subsets of \(E\), and the \textit{enabling relation} \(\vdash\) is a relation in \(\text{Con} \times E\) such that

\[
X \subseteq Y \in \text{Con} \implies X \in \text{Con}, \quad \text{and}
\]

\[
Y \in \text{Con} \& Y \supseteq X \& X \vdash e \implies Y \vdash e.
\]

A configuration is a subset \(x\) of \(E\) which is: consistent, \(X \subseteq \text{fin} x \implies X \in \text{Con}\); and secured, \(\forall e \in x \exists e_1, \ldots, e_n \in x. \ e_n = e \ & \ & \forall i \leq n. \{e_1, \ldots, e_{i-1}\} \vdash e_i\). We write \(\mathcal{C}(E)\) for the configurations of \(E\) and \(\mathcal{C}(E)\) for its finite configurations. (For illustrations of small general event structure see, for instance, Example 1 and \(E_0\) of Example 12.)

An event \(e\) being enabled in a configuration has been expressed through the existence of a securing chain \(e_1, \ldots, e_n, \) with \(e_n = e,\) within the configuration. The chain represents a complete enabling of \(e\) in the sense that every event in the chain is itself enabled by earlier members of the chain. Just as mathematical proofs are most usefully viewed not merely as sequences, so later complete enablings expressed more generally as partial orders – “causal realisations” – will play a central role.

A map \(f : (E, \text{Con}, \vdash) \rightarrow (E', \text{Con}', \vdash')\) of general event structures is a partial function \(f : E \rightarrow E'\) such that

\[
\forall X \in \text{Con},. fX \in \text{Con'},
\]

\[
\forall X \in \text{Con}, e_1, e_2 \in X. f(e_1) = f(e_2) \ (\text{both defined}) \implies e_1 = e_2, \quad \text{and}
\]

\[
\forall X \in \text{Con}, e \in E. X \vdash e \& f(e) \text{ is defined} \implies fX \vdash f(e).
\]

Maps compose as partial functions. Write \(\mathcal{G}\) for the category of general event structures.

W.r.t. a family of subsets \(F,\) a subset \(X\) of \(F\) is compatible (in \(F\)), written \(X \uparrow,\) if there is \(y \in F\) such that \(x \subseteq y\) for all \(x \in X;\) we write \(x \uparrow y\) for \(\{x, y\} \uparrow.\) Say a subset is finitely compatible iff every finite subset is compatible.

We can now characterise those families of configurations arising from a general event structure [14]. A family of configurations comprises a non-empty family \(F\) of sets such that if \(X \subseteq F\) is finitely compatible in \(F\) then \(\bigcup X \in F;\) and if \(e \in x \in F\) there is a securing chain \(e_1, \ldots, e_n, = e\) in \(x\) such that \(\{e_1, \ldots, e_i\} \in F\) for all \(i \leq n.\) Its events are elements of the underlying set \(\bigcup F.\) A map between families of configurations from \(A\) to \(B\) is a partial function \(f : \bigcup A \rightarrow \bigcup B\) between their events such that \(fx \in B\) if \(x \in A\) and any event of \(fx\) arises as the image of a unique event of \(x.\) Maps compose as partial functions. Write \(\mathcal{Fam}\) for the category of families of configurations.

Characterisations of the orders obtained from the configurations of a general event structure can be found in [13].

---

2 The latter condition is equivalent to: (i) if \(e \in x \in F\) there is a finite \(x_0 \in F\) s.t. \(e \in x_0 \in F\) and (ii) (coincident-freeness) for distinct \(e, e' \in x,\) there is \(y \in F\) with \(y \subseteq x\) s.t. \(e \in y \iff e' \notin y.\)

3 Complete irreducibles are the customary generalisation of complete primes to nondistributive orders such as those of configurations of general event structures ordered by inclusion [13]. A complete irreducible in an order which supports least upper bounds \(\bigcup X\) of compatible subsets \(X\) is an element \(r\) such that \(r = \bigcup X\) implies \(r = x\) for some \(x \in X.\) In the configurations of a general event structure the complete irreducibles are exactly those minimal configurations which contain an event \(e.\) A forewarning: only in very special circumstances will prime extremal realisations – the generalisation of complete prime of this paper – coincide with complete irreducibles – see Example 12.
2.3 A coreflection and non-coreflection

There is a forgetful functor \( \mathcal{G} \to \mathcal{Fam} \) taking a general event structure to its family of configurations. It has a left adjoint, which constructs a canonical general event structure from a family: given \( \mathcal{A} \), a family of configurations with underlying events \( \mathcal{A} \), construct a general event structure \((\mathcal{A}, \text{Con}, \vdash)\) with \( X \in \text{Con} \iff X \subseteq \text{fin} \), for some \( y \in \mathcal{A} \); and with \( X \vdash a \iff a \in \mathcal{A}, X \in \text{Con} \) and \( a \in y \subseteq X \cup \{a\} \), for some \( y \in \mathcal{A} \).

The above yields a coreflection\(^4\)

\[
\begin{array}{c}
\mathcal{Fam} \\
\mathcal{T} \\
\mathcal{G}
\end{array}
\]

of families of configurations in general event structures. It cuts down to an equivalence between families of configurations and replete general event structures. A general event structure \((\mathcal{E}, \text{Con}, \vdash)\) is replete iff

\[
\forall e \in \mathcal{E} \exists X \in \text{Con}. X \vdash e \quad \forall X \in \text{Con} \exists x \in \mathcal{C}(\mathcal{E}) . X \subseteq x \quad \text{and} \\
X \vdash e \implies \exists x \in \mathcal{C}(\mathcal{E}) . e \in x \quad \text{and} \quad x \subseteq X \cup \{e\} .
\]

A map of prime event structures is a map of their families of configurations. Write \( \mathcal{E} \) for the category of prime event structures. (A map in \( \mathcal{E} \) need not preserve causal dependency; when it does and is total it is called rigid.)

There is an obvious “inclusion” functor \( \mathcal{E} \to \mathcal{Fam} \) fully and faithfully embedding the category of prime event structures in the category of families of configurations and so in general event structures. We might expect the functor \( \mathcal{E} \to \mathcal{Fam} \) to be the left adjoint of a coreflection

\[
\begin{array}{c}
\mathcal{E} \\
\mathcal{T} \\
\mathcal{Fam} \\
\mathcal{G}
\end{array}
\]

so yielding a composite right adjoint \( \mathcal{G} \to \mathcal{E} \) which unfolds a general event structure to a prime event structure \([14, 15]\). However under reasonable assumptions this cannot exist, as the following example indicates.

\[\text{Example 1.} \quad \text{Consider a general event structure comprising three events} \ a, b \ \text{and} \ d \ \text{with} \ \text{all subsets consistent and minimal enabling} \ \emptyset \vdash a, b \ \text{and} \ \{a\} \vdash d \ \text{and} \ \{b\} \vdash d. \ \text{Imagine concurrent treatments} \ a \ \text{and} \ b \ \text{of two doctors which sadly lead to the death} \ d \ \text{of the patient.}
\]

\[\begin{array}{c}
\text{d} \\
\text{OR} \\
\text{a} \\
\text{b}
\end{array}
\]

As its unfolding it is hard to avoid a prime event structure with events and causal dependency \( a < d_a \) and \( b < d_b \) – the event \( d_a \) representing “death by \( a \)” and the event \( d_b \) “death by \( b \)” – with the counit of the adjunction collapsing \( d_a \) and \( d_b \) to the common event \( d \). (If we are to apportion blame to the doctors we shall need the probabilities of \( d_a \) and \( d_b \) given \( a \) and \( b \) \([11]\).) In order for the counit to be a map we are forced to make \( \{d_a, d_b\} \) inconsistent. This is one issue: why should death by one doctor’s treatment be in conflict with death by the other’s – they could be jointly responsible? But even more damningly the tentative counit fails the universal property required of it! Consider another prime event structure with three events comprising \( a < d \) and \( b < d \) (“death due to both doctors’ treatments”). The obvious

\(^4\) A coreflection is an adjunction where the left adjoint is full and faithful, or equivalently the unit is iso.
map to the family of configurations of the general event structure – the identity on events –
fails to factor uniquely through the putative counit: d can be sent to either \( d_a \) or \( d_b \); the
event “death by both doctors” can be sent to either “death by a” or “death by b.” This raises
the second issue: if we are to obtain the required universal property we have to regard these
two maps as essentially the same.

The two issues raised in the example suggest a common solution: to enrich prime event
structures with equivalence relations. This will allow a broader class of maps, settling the
first issue, and introduce an equivalence on maps, settling the second. The causal unfolding
of the “doctors example” will be very simple and comprise the prime event structure \( a < d_a \)
and \( b < d_b \), with \( d_a \) and \( d_b \) equivalent events; with all events consistent. In general the
construction of the unfolding is surprisingly involved; causal histories can be much more
intricate than in the simple example.

3 Events with an equivalence, categories \( \mathcal{E}_\equiv \) and \( \mathcal{Fam}_\equiv \)

We build causal unfoldings in a new model, based on the obvious extension to events with
an equivalence relation. A (prime) event structure with equivalence (an ese) is a structure
\[
(P, \leq, \text{Con}, \equiv)
\]
where \((P, \leq, \text{Con})\) satisfies the axioms of a prime event structure and \( \equiv \) is an equivalence
relation on \( P \). The intention is that the events of \( P \) represent prime causes while the
\( \equiv \)-equivalence classes of \( P \) represent disjunctive events: \( p \) in \( P \) is a prime cause of the event
\( \{p\}_\equiv \). Notice there may be several prime causes of the same event and that these may be
parallel causes in the sense that they are consistent with each other and causally independent.

The extension by an equivalence relation on events is accompanied by an extension to
families of configurations. An equivalence-family (ef) is a family of configurations \( \mathcal{A} \) with
an equivalence relation \( \equiv_A \) on its underlying set \( A \). \( \equiv_A \) is enriched in the category of ese’s; it too is enriched in
\( \text{Con} \equiv \) map to the family of \( A \) which preserves \( \equiv \), if \( a_1 \equiv_A a_2 \) then
neither both \( f(a_1) \) and \( f(a_2) \) are undefined or both defined with \( f(a_1) \equiv_B f(a_2) \), such that
\[
x \in A \implies f(x) \in B \forall a_1, a_2 \in x. f(a_1) \equiv_B f(a_2) \iff a_1 \equiv_A a_2 .
\]
Composition is composition of partial functions. We regard two maps
\[
f_1, f_2 : (A, \equiv_A) \to (B, \equiv_B)
\]
as equivalent, and write \( f_1 \equiv f_2 \), iff they are equidefined and yield equivalent results, i.e. if
\( f_1(p) \) is defined then so is \( f_2(p) \) and \( f_1(p) \equiv_Q f_2(p) \), and if \( f_2(p) \) is defined then so is \( f_1(p) \)
and \( f_1(p) \equiv_Q f_2(p) \). Composition respects \( \equiv \). This yields a category of equivalence families
\( \mathcal{Fam}_\equiv \); it is enriched in the category of sets with equivalence relations (also called setoids).\(^5\)

Clearly from an ese \((P, \equiv_P)\) we obtain an ef \((\mathcal{C}^\infty(P), \equiv_P)\) and we take a map of ese’s to be
a map between their associated ef’s. Write \( \mathcal{E}_\equiv \) for the category of ese’s; it too is enriched in
the category of sets with equivalence relations. When the equivalence relations \( \equiv \) of ese’s are

\(^5\) The Appendix provides background in categories enriched in equivalence relations.
the identity we essentially have prime event structures and their maps. There is clearly a full-and-faithful embedding

\[ \mathcal{E}_= \rightarrow \mathcal{F}_{\text{am}} \]

which preserves and reflects the equivalence on maps. One virtue of ese’s is that they support a hiding operation, associated with a factorisation system \([7]\).

We sometimes use an alternative description of their maps:

\[ \text{Proposition 2. A map of ese’s from } P \text{ to } Q \text{ is a partial function } f : P \rightarrow Q \text{ which preserves } \equiv \text{ such that} \]

(i) for all \(X \in \text{Con}_P\) the direct image \(fX \in \text{Con}_Q\) and \(\forall p_1, p_2 \in X. f(p_1) \equiv Q f(p_2) \implies p_1 \equiv_P p_2\),

(ii) whenever \(q \leq_Q f(p)\) there is \(p' \leq_P p\) such that \(f(p') = q\).

While an ese determines an ef, the converse, how to construct the causal unfolding of an ef to an ese, is much less clear. To do so we follow up on the idea of Section 2.2 of basing minimal complete enablings on partial orders. A minimal complete enabling will correspond to a prime extremal realisation. Realisations and extremal realisations are our next topic.

4 Causal histories as extremal realisations

Extremal causal realisations formalise the notion of causal history in models with parallel causes, viz. general event structures and the most general model of equivalence-families. They will be the central tool in constructing the causal unfoldings of such models.

4.1 Causal realisations

Let \(\mathcal{A}\) be a family of configurations with underlying set \(A\). A (causal) realisation of \(\mathcal{A}\) comprises a partial order \((E, \leq)\), its carrier, such that the set \(\{e' \in E \mid e' \leq e\}\) is finite for all events \(e \in E\), together with a function \(\rho : E \rightarrow A\) for which the image \(\rho x \in \mathcal{A}\) when \(x\) is a down-closed subset of \(E\). We say a realisation is injective when it is injective as a function.

A map between realisations \((E, \leq), \rho\) and \((E', \leq'), \rho'\) is a partial surjective function \(f : E \rightarrow E'\) which preserves down-closed subsets and satisfies \(\rho(e) = \rho'(f(e))\) for all \(e \in E\) where \(f(e)\) is defined. It is convenient to write such a map as \(\rho \geq^f \rho'\). Occasionally we shall write \(\rho \geq \rho'\), or the converse \(\rho' \leq \rho\), to mean there is a map of realisations from \(\rho\) to \(\rho'\).

A map of realisations \(\rho \geq^f \rho'\) factors into a “projection” followed by a total map

\[ \rho \geq^f_1 \rho_0 \geq^f_2 \rho' , \]

where \(\rho_0\) stands for the realisation \((E_0, \leq_0), \rho_0\) where \(E_0 = \{e \in E \mid f(e)\) is defined\} is the domain of definition of \(f\); \(\leq_0\) is the restriction of \(\leq\); \(f_1\) is the inverse relation to the inclusion \(E_0 \subseteq E\); and \(f_2 : E_0 \rightarrow E'\) is the total part of function \(f\). We are using \(\geq_1\) and \(\geq_2\) to signify the two kinds of maps. Notice that \(\geq_1\)-maps are reverse inclusions. Notice too that \(\geq_2\)-maps are exactly the total maps of realisations. Total maps \(\rho \geq^f_2 \rho'\) are precisely those functions \(f\) from the carrier of \(\rho\) to the carrier of \(\rho'\) which preserve down-closed subsets and satisfy \(\rho = \rho' f\).
4.2 Extremal realisations

Let $A$ be a configuration family with underlying set $A$. We shall say a realisation $\rho$ is extremal when $\rho \geq_2 \rho'$ implies $f$ is an isomorphism, for any realisation $\rho'$; it is called prime extremal when it in addition has a top element, i.e. its carrier contains an element which dominates all other elements in the carrier. Intuitively, an extremal realisation is a most economic causal history associated with its image, a configuration of $A$; it is extremal in being a realisation with minimal causal dependencies.

Any realisation in $A$ can be coarsened to an extremal realisation.

Lemma 3. For any realisation $\rho$ there is an extremal realisation $\rho'$ with $\rho \geq_2 \rho'$.

Proof. The category of realisations with total maps has colimits of total-order diagrams. A diagram $d$ from a total order $(I, \leq)$ to realisations, comprises a collection of total maps of realisations $d_{i,j} : d(i) \to d(j)$ when $i \leq j$ s.t. $d_{i,i}$ is always the identity map and if $i < j$ and $j < k$ then $d_{i,k} = d_{j,k} \circ d_{i,j}$. We suppose each realisation $d(i)$ has carrier $(E_i, \leq_i)$ with $d(i) : E_i \to A$. We construct the colimit realisation of the diagram as follows.

The elements of the colimit realisation consist of equivalence classes of elements of the disjoint union $E = \bigsqcup_{i \in I} E_i$ under the equivalence

$$(i, e_i) \sim (j, e_j) \iff \exists k \in I. \ i \leq k \ & \ j \leq k \ & \ d_{i,k}(e_i) = d_{j,k}(e_j).$$

Consequently we may define a function $\rho_E : E \to A$ by taking $\rho_E(\{e_i\}_{i}) = \rho_i(e_i)$. Because every $d_{i,j}$ is a surjective function, every equivalence class in $E$ has a representative in $E_i$ for every $i \in I$. Moreover, for any $e \in E$ there is $k \in I$ s.t.

$$\{e' \in E \mid e' \leq E e\} = \{\{e'_k\}_{i} \mid e_k \leq_k e_k\},$$

where $e = \{e_k\}_{i}$, so is finite. It follows that $\rho_E$ is a realisation. The maps $f_i : \rho_i \geq_2 \rho_E$, where $i \in I$, given by $f_i(e_i) = \{e_i\}_{i}$ form a co-limiting cone.

Suppose $\rho$ is a realisation. Consider all total-order diagrams $d$ from a total order $(I, \leq)$ to realisations starting from $\rho$ with $d_{i,j}$ not an isomorphism if $i < j$. Amongst them, by Zorn’s lemma, there is a maximal diagram w.r.t. extension. From the maximality of the diagram its colimit is necessarily extremal. In more detail, construct a co-limiting cone $f_i : d(i) \geq_2 \rho_E$, $i \in I$, with the same notation as above. By maximality of the diagram some $f_k$ must be an isomorphism; otherwise we could extend the diagram by adding a top element to the total order and sending it to $\rho_E$. If $j$ should satisfy $k < j$ then $f_j \circ d_{k,j} = f_k$ so $f_k^{-1} \circ f_j \circ d_{k,j} = \text{id}_{E_k}$. It would follow that $d_{k,j}$ is injective, as well as surjective, it being a total map of realisations, and consequently that $d_{k,j}$ is an isomorphism – a contradiction. Hence $k$ is the maximum element in $(I, \leq)$. If the colimit were not extremal we could again adjoin a new top element above $k$ thus extending the diagram – a contradiction. ▶

For example, as a corollary, a countable configuration of a family of configurations always has an injective extremal realisation. By serialising the countable configuration, $a_1 \leq a_2 \leq \cdots \leq a_n \leq \cdots$, where $\{a_1, \cdots, a_n\} \in A$ for all $n$, we obtain an injective realisation $\rho$. By Lemma 3 we can coarsen $\rho$ to an extremal realisation $\rho'$ with $\rho \geq_2 \rho'$. As $\rho = \rho' f$ the surjective function $f$ is also injective, so a bijection, ensuring that the extremal realisation $\rho'$ is injective.

The following rather technical lemma and corollary are crucial.

Lemma 4. Assume $(R, \leq), \rho, (R_0, \leq_0), \rho_0$ and $(R_1, \leq_1), \rho_1$ are realisations.
(i) Suppose $f = \rho \preceq f_1 \rho_0 \preceq f_2 \rho_1$. Then there are maps so that $f = \rho \preceq_2 \rho' \preceq_1 \rho_1$:

\[
\begin{array}{ccc}
\rho & \xrightarrow{g_2} & \rho' \\
\downarrow f_1 & & \downarrow g_1 \\
\rho_0 & \xrightarrow{f_2} & \rho_1
\end{array}
\]

(ii) Suppose $\rho \preceq_1 \rho_0$ where $R_0$ is not a down-closed subset of $R$. Then there are maps so that $f_1 = \rho \preceq_2 \rho' \preceq_1 \rho_0$ with $g_2$ not an isomorphism:

\[
\begin{array}{ccc}
\rho & \xrightarrow{g_2} & \rho' \\
\downarrow f_1 & & \downarrow g_1 \\
\rho_0 & & \rho_1
\end{array}
\]

Proof.

(i) Construct the realisation $(R', \preceq')$, $\rho'$ as follows. Define

\[R' = (R \setminus R_0) \cup R_1\]

where w.l.o.g. we assume the sets $R \setminus R_0$ and $R_1$ are disjoint. Define $g_2 : R \to R'$ to act as the identity on elements of $R \setminus R_0$ and as $f_2$ on elements of $R_0$.

When $b \in R \setminus R_0$, define

\[a \preceq' b \iff \exists a_0 \in R. a_0 \leq b \& g_2(a_0) = a.
\]

When $b \in R_1$, define

\[a \preceq' b \iff a \in R_1 \& a \leq_1 b.
\]

To see $\preceq'$ is a partial order observe that reflexivity and antisymmetry follow directly from the corresponding properties of $\preceq$ and $\leq_1$. Transitivity requires an argument by cases. For example, in the most involved case, where

\[c \preceq' a \text{ with } a \in R_1 \text{ and } a \preceq' b \text{ with } b \in R \setminus R_0
\]

we obtain

\[c \leq_1 a \text{ and } a_0 \leq b
\]

for some $a_0 \in R_0$ with $f_2(a_0) = a$. As $f_2$ is surjective and preserves down-closed subsets,

\[c_0 \leq_0 a_0 \text{ and } a_0 \leq b
\]

for some $c_0 \in R_0$ with $f_2(c_0) = c$. Consequently, $c_0 \leq b$ with $g_2(c_0) = c$, making $c \preceq' b$, as required for transitivity.

Define $\rho'$ to act as $\rho$ on elements of $R \setminus R_0$ and as $\rho_1$ on elements of $R_1$. Then $\rho = \rho' g_2$ directly. We check $\rho'$ preserves down-closed subsets, so is a realisation. Let $b \in R'$. If $b \in R_1$ then $\rho'[b] = \rho_1[b] \in A$. If $b \in R \setminus R_0$ then $\rho'[b] = \rho g_2[b]$ is the image under $\rho$ of the down-closed subset $g_2[\{b\}]$, so in $A$. Because $f_2$ preserves down-closed subsets so does $g_2$. We already have $\rho = \rho' g_2$, making $g_2$ a map of realisations $\rho \preceq_2 \rho'$. Define $g_1 : R' \to R_1$ to be the reverse of the inclusion $R_1 \subseteq R'$. Because $\rho_1$ is the restriction of $\rho'$ to $R_1$, $g_1$ is a map of realisations $\rho' \preceq_1 \rho_1$. By construction $f = g_1 g_2$. 
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(ii) This follows from the construction of \((R' \leq')\), \(\rho'\) used in (i) but in the special case where \(f_2\) is the identity map (with \(R_0 = R_1\)). Then \(R' = R\) but \(\leq' \neq \leq\) as there is \(e \in R_0\) with \([e]_0 \not\subset [e]\) ensuring that \([e]' = [e]_0 \neq [e]\).

\[\begin{align*}
\text{Corollary 5.} & \quad \text{If } \rho \text{ is extremal and } \rho \geq f \rho', \text{ then } \rho' \text{ is extremal and there is } \rho_0 \text{ s.t. } f : \rho \geq_1 \\
& \quad \rho_0 \equiv \rho'. \text{ Moreover, the carrier } R_0 \text{ of } \rho_0 \text{ is a down-closed subset of the carrier } R \text{ of } \rho, \text{ with order the restriction of that on } R.
\end{align*}\]

\textbf{Proof.} Directly from Lemma 4. Assume \(\rho \) is extremal and \(\rho \geq f \rho'\). We can factor \(f\) into \(\rho \geq f \rho_0 \geq f \rho'\). From (i), if \(\rho_0\) were not extremal nor would \(\rho\) be a contradiction; hence \(f_2\) is an isomorphism. From (ii), the carrier \(R_0\) of \(\rho_0\) has to be a down-closed subset of the carrier \(R\) of \(\rho\), as otherwise we would contradict the extremality of \(\rho\).

It follows that if \(\rho\) is extremal and \(\rho \geq f \rho'\) then \(\rho'\) is extremal and the inverse relation \(g = \det f^{-1}\) is an injective function preserving and reflecting down-closed subsets, i.e. \(g(r') = [g(r')]\) for all \(r' \in R'\). In other words:

\[\begin{align*}
\text{Corollary 6.} & \quad \text{If } \rho \text{ is extremal and } \rho \geq f \rho', \text{ then } \rho' \text{ is extremal and the inverse } g = \det f^{-1} \\
& \quad \text{is a rigid embedding from the carrier of } \rho' \text{ to the carrier of } \rho \text{ such that } \rho' = pg.
\end{align*}\]

\[\begin{align*}
\text{Lemma 7.} & \quad \text{Let } (R, \leq), \rho \text{ be an extremal realisation. Then } \\
& \quad \text{(i) if } r' \preceq r \text{ and } \rho(r) = \rho(r') \text{ then } r = r'; \\
& \quad \text{(ii) if } [r] = [r'] \text{ and } \rho(r) = \rho(r') \text{ then } r = r'. \text{ Here } [r] = \det [r] \setminus \{r\}.
\end{align*}\]

\textbf{Proof.} (i) Suppose \(r' \leq r\) and \(\rho(r) = \rho(r')\). By Corollary 6, we may project to \([r]\) to obtain an extremal realisation \(\rho_0 : [r] \to A\). Suppose \(r\) and \(r'\) were unequal. We can define a realisation as the restriction of \(\rho_0\) to \([r]\). The function from \([r]\) to \([r]\) taking \(r\) to \(r'\) and otherwise acting as the identity function is a map of realisations from the realisation \(\rho_0\) and clearly not an isomorphism, showing \(\rho_0\) to be non-extremal – a contradiction. Hence \(r = r'\), as required.

(ii) Suppose \([r] = [r']\) and \(\rho(r) = \rho(r')\). Projecting to \([r, r']\) we obtain an extremal realisation. If \(r\) and \(r'\) were unequal there would be a non-isomorphism map to the realisation obtained by projecting to \([r]\), viz. the map from \([r, r']\) to \([r]\) sending \(r'\) to \(r\) and fixing all other elements.

In fact, by modifying condition (i) in the lemma above a little we can obtain a characterisation of extremal realisations – though not strictly necessary for the rest of of the paper:

\[\begin{align*}
\text{Lemma 8.} & \quad \text{Let } (R, \leq), \rho \text{ be a realisation. Then } \rho \text{ is extremal iff } \\
& \quad \text{(i) if } X \subseteq [r], \text{ with } X \text{ down-closed and } r \in R, \text{ and } \rho(X \cup \{r\}) \in A \text{ then } X = [r]; \text{ and } \\
& \quad \text{(ii) if } [r] = [r'] \text{ and } \rho(r) = \rho(r') \text{ then } r = r'.
\end{align*}\]

\textbf{Proof.} “Only if”: Assume \(\rho\) is extremal. We have already established (ii) in Lemma 7. To show (i), suppose \(X\) is down-closed and \(X \subseteq [r]\) in \(R\) with \(\rho(X \cup \{r\}) \in A\). By Corollary 6, we may project to \([r]\) to obtain an extremal realisation \(\rho_0 : [r] \to A\). Modify the restricted order \([r]\) to one in which \(r' \leq r\) iff \(r' \in X \cup \{r\}\), and is otherwise unchanged. The same underlying function \(\rho_0\) remains a realisation, call it \(\rho_0'\), on the modified order. The identity function gives us a map \(f : \rho \geq f \rho_0'\) which is an isomorphism between realisations iff \(X = [r]\).

“If”: Assume (i) and (ii). Suppose \(f : \rho \geq f \rho'\), where \(\rho', \rho'\) is a realisation. We show \(f\) is
injective and order-preserving. As \( f \) is presumed to be surjective and to preserve down-closed subsets we can then conclude it is an isomorphism.

To see \( f \) is injective suppose the contrary that \( f(r_1) = f(r_2) \) for \( r_1 \neq r_2 \). W.l.o.g. we may suppose \( r_1 \) and \( r_2 \) are minimal in the sense that

\[
r_1' \neq r_2' \land r_1' \leq r_1 \land r_2' \leq r_2 \land f(r_1) = f(r_2') \implies r_1' = r_1 \land r_2' = r_2.
\]

Define \( r' = \text{def} \ f(r_1) = f(r_2) \). Then

\[
[r'] \subseteq f[r_1] \land [r'] \subseteq f[r_2] .
\]

Furthermore, as only \( r' \) can be the image of \( r_1 \) and \( r_2 \) under the function \( f \),

\[
[r'] \subseteq f[r_1] \land [r'] \subseteq f[r_2] .
\]

It follows that

\[
[r'] \subseteq f[r_1] \cap f[r_2] = f([r_1] \cap [r_2])
\]

where the equality is a consequence of the minimality of \( r_1, r_2 \). Taking \( X = \text{def} \ [r_1] \cap [r_2] \) we have \( (fX) \cup \{r'\} \) is down-closed in \( R' \). Therefore

\[
\rho(X \cup \{r_1\}) = \rho'f(X \cup \{r_1\}) = \rho'(fX \cup \{r'\}) \in A.
\]

By condition (i), \( X = [r_1] \). Similarly, \( X = [r_2] \), so \( [r_1] = [r_2] \). Obviously \( \rho(r_1) = \rho'f(r_1) = \rho'(f(r_1) = \rho(r_2) \), so we obtain \( r_1 = r_2 \) by (ii) - a contradiction, so \( f \) is injective.

We now check that \( f \) preserves the order. Let \( r \in R \). Define

\[
X = \text{def} \ [\{r_1 \leq r \mid f(r_1) < f(r)\}],
\]

where the square brackets signify down-closure in \( R \). Then \( X \) is down-closed in \( R \) by definition and \( X \subseteq [r] \). We have \([f(r)] \subseteq f[r]\) whence

\[
fX = f[r] \cap [f(r)] = [f(r)].
\]

Therefore \( fX \cup \{f(r)\} \) is down-closed in \( R' \), so

\[
\rho(X \cup \{r\}) = \rho'f(X \cup \{r\}) = \rho'(fX \cup \{f(r)\}) \in A.
\]

Hence \( X = [r] \), by (i). It follows that

\[
r_1 < r \implies r_1 \in X \implies f(r_1) < f(r) \text{ in } R'.
\]

This shows that \( f \) preserves the order on \( R \).

\[\blacktriangleright\textbf{Lemma 9.} \text{ There is at most one map between extremal realisations.}\]

\[\blacktriangleright\textbf{Proof.} \text{ Let } (R, \leq), \rho \text{ and } (R', \leq'), \rho' \text{ be extremal realisations. Let } f, f' : \rho \to \rho' \text{ be maps with converse relations } g \text{ and } g' \text{ respectively. We show the two functions } g \text{ and } g' \text{ are equal, and hence so are their converses } f \text{ and } f'. \text{ Suppose otherwise that } g \neq g'. \text{ Then there is an } \leq\text{-minimal } r' \in R' \text{ for which } g(r') \neq g'(r') \text{ and } g[r'] = g'[r']. \text{ Hence } [g(r')] = [g'(r')] \text{ and } \rho(g(r')) = \rho'(r') = \rho(g'(r')). \text{ As } \rho \text{ is extremal, by Lemma 7(ii) we obtain } g(r') = g'(r') \text{ - a contradiction.}\]
Hence extremal realisations of $A$ under $\preceq$ form a preorder. The order of extremal realisations has as elements isomorphism classes of extremal realisations ordered according to the existence of a map between representatives of isomorphism classes. Alternatively, we could take a choice of representative from each isomorphism class and order these according to whether there is a map from one to the other. Recall a prime extremal realisation is an extremal realisation with a top element, i.e. when its carrier contains an element which dominates all other elements in the carrier. The following is a direct corollary of Proposition 14 in the next section.

**Proposition 10.** The order of extremal realisations of a family of configurations $A$ forms a prime-algebraic domain [10] with complete primes the prime extremal realisations.

The proofs of the following observations are straightforward consequences of the definitions. They emphasise that prime extremal realisations are a generalisation of complete primes.

**Proposition 11.** Let $(A, \leq_A, Con_A)$ be a prime event structure. For an extremal realisation $(R, \leq_R), \rho$ of $C^\infty(A)$, the function $\rho : R \rightarrow \rho R$ is an order isomorphism between $(R, \leq_R)$ and the configuration $\rho R \in C^\infty(A)$ ordered by the restriction of $\leq_A$. The function taking an extremal realisation $(R, \leq_R), \rho$ to the configuration $\rho R$ is an order isomorphism from the order of extremal realisations of $C^\infty(A)$ to the configurations of $A$: prime extremal realisations correspond to complete primes of $C^\infty(A)$.

A configuration $x \in F$, of a family of configurations $F$, is irreducible iff there is a necessarily unique $e \in x$ such that $\forall y \in F, e \in y \subseteq x$ implies $y = x$. Irreducibles coincide with complete (join) irreducibles w.r.t. the order of inclusion. It is tempting to think of irreducibles as representing minimal complete enablings. But, as sets, irreducibles both (1) lack sufficient structure: in the formulation we are led to, of minimal complete enablings as prime extremal realisations, several prime realisations can have the same irreducible as their underlying set; and (2) are not general enough: there are prime realisations whose underlying set is not an irreducible. We conclude with examples illustrating the nature of extremal realisations; it is convenient to describe families of configurations by general event structures.

**Example 12.** This example shows that prime extremal realisations do not correspond to irreducible configurations. First, we show a general event structure $E_0$ (all subsets consistent) with irreducible configuration $\{a, b, c, d\}$ and two (injective) prime extremals $E_1$ and $E_2$ with tops $d_1$ and $d_2$ which both have the same irreducible configuration $\{a, b, c, d\}$ as their image. The lettering indicates the functions associated with the realisations, e.g. events $d_1$ and $d_2$ in the partial orders map to $d$ in the general event structure.

On the other hand there are prime extremal realisations of which the image is not an irreducible configuration. Consider the general event structure $F_0$. The prime extremal $F_1$ describes a situation where $d$ is enabled by $b$ and $c$, and $c$ is enabled by $a$. It has image the configuration $\{a, b, c, d\}$ which is not irreducible, being the union of the two incomparable configurations $\{a\}$ and $\{b, c, d\}$. 
Example 13. It is possible to have extremal realisations in which an event depends on an event of the family having been enabled in two distinct ways, as in the following prime extremal realisation, on the left; it is clearly not injective.

![Diagram]

The extremal describes the event \( f \) being enabled by \( d \) and \( e \) where they are in turn enabled by different ways of enabling \( c \). We assume all subsets consistent.

5 The causal unfolding: an adjunction from \( \mathcal{E}_\equiv \) to \( \mathcal{Fam}_\equiv \)

Furnished with the concept of extremal realisation, we can now exhibit an adjunction (precisely, a very simple case of biadjunction or pseudo adjunction) from \( \mathcal{E}_\equiv \), the category of ese’s, to \( \mathcal{Fam}_\equiv \), the category of equivalence families. The left adjoint \( I : \mathcal{E}_\equiv \to \mathcal{Fam}_\equiv \) is the full and faithful functor which takes an ese to its family of configurations with the original equivalence.

The right adjoint, the causal unfolding, \( er : \mathcal{Fam}_\equiv \to \mathcal{E}_\equiv \) is defined on objects as follows. Let \( \mathcal{A} \) be an equivalence family with underlying set \( A \). Define \( er(\mathcal{A}) = (P, \text{Con}_P, \leq_P, \equiv_P) \) where

- \( P \) consists of a choice from within each isomorphism class of the prime extremals \( p \) of \( \mathcal{A} \) – we write \( \text{top}(p) \) for the image of the top element in \( A \);
- Causal dependency \( \leq_P \) is \( \preceq \) on \( P \);
- \( X \in \text{Con}_P \) iff \( X \subseteq_{\text{fin}} P \) and \( \text{top}[X]_P \in \mathcal{A} \) – the set \( [X]_P \) is the \( \leq_P \)-downwards closure of \( X \), so equal to \( \{ p' \in P \mid \exists p \in X. \ p' \preceq p \} \);
- \( p_1 \equiv_P p_2 \) iff \( p_1, p_2 \in P \) and \( \text{top}(p_1) \equiv_A \text{top}(p_2) \).

Proposition 14. The configurations of \( P \), ordered by inclusion, are order-isomorphic to the order of extremal realisations: an extremal realisation \( \rho \) corresponds, up to isomorphism, to the configuration \( \{ p \in P \mid p \preceq \rho \} \) of \( P \); conversely, a configuration \( x \) of \( P \) corresponds to an extremal realisation \( \text{top} : x \to A \) with carrier \( (x, \preceq) \), the restriction of the order of \( P \) to \( x \).

Proof. It will be helpful to recall, from Corollary 6, that if \( \rho \preceq \rho' \) between extremal realisations, then the inverse relation \( f^{-1} \) is a rigid embedding of (the carrier of) \( \rho' \) in (the carrier of) \( \rho \); so \( \rho' \preceq \rho \) stands for a rigid embedding. Suppose \( x \in C^{\infty}(P) \). Then \( x \) determines an extremal realisation

\[
\theta(x) = \text{def } \text{top} : (x, \preceq) \to A.
\]

The function \( \theta(x) \) is a realisation because each \( p \) in \( x \) is, and extremal because, if not, one of the \( p \) in \( x \) would fail to be extremal, a contradiction. Clearly \( \rho' \preceq \rho \) implies \( \theta(\rho') \preceq \theta(\rho) \). Conversely, it is easily checked that any extremal realisation \( \rho : (R, \leq) \to A \) defines a configuration \( \{ p \in P \mid p \preceq \rho \} \). If \( x \preceq y \) in \( C^{\infty}(P) \) then \( \phi(x) \preceq \phi(y) \). It can be checked that \( \theta \) and \( \phi \) are mutual inverses, i.e. \( \phi \theta(x) = x \) and \( \theta \phi(\rho) \equiv \rho \) for all configurations \( x \) of \( P \) and extremal realisations \( \rho \).\hfill \blacksquare
From the above proposition we see that the events of \( \text{er}(A) \) correspond to the order-theoretic completely-prime extremal realisations [10]. This justifies our use of the term “prime extremal” for extremal with top element.

The component of the counit of the adjunction \( \epsilon_A : I(\text{er}(A)) \to A \) is given by the function

\[
\epsilon_A(p) = \text{top}(p).
\]

It is a routine check to see that \( \epsilon_A \) preserves \( \equiv \) and that any configuration \( x \) of \( P \) images under \( \text{top} \) to a configuration in \( A \), moreover in a way that reflects \( \equiv \).

**Theorem 15.** Let \( A \in \text{Fam}_\equiv \). For all \( f : I(Q) \to A \) in \( \text{Fam}_\equiv \), there is a map \( h : Q \to \text{er}(A) \) in \( \mathcal{E}_\equiv \) such that \( f = \epsilon_A \circ I(h) \), i.e. so the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\epsilon_A} & I(\text{er}(A)) \\
\downarrow f & & \downarrow \text{top} \\
I(Q) & \xrightarrow{I(h)} & A \end{array}
\]

commutes. Moreover, if \( h' : Q \to \text{er}(A) \) is a map in \( \mathcal{E}_\equiv \) s.t. \( f \equiv \epsilon_A \circ I(h') \), i.e. the diagram above commutes up to \( \equiv \), then \( h' \equiv h \).

**Proof.** Let \( Q = (Q, \text{Con}_Q, \leq_Q, \equiv_Q) \) be an ese and \( f : I(Q) \to A \) a map in \( \text{Fam}_\equiv \). We shall define a map \( h : Q \to \text{er}(A) \) s.t. \( f = \epsilon_A h \). (As here, in the proof we shall elide the composition symbol \( \circ \) and \( I \) on maps which it leaves unchanged.)

We define the map \( h : Q \to \text{er}(A) \) by induction on the depth of \( Q \). The depth of an event in an event structure is the length of a longest \( \leq \)-chain up to it – so an initial event has depth 1. We take the depth of an event structure to be the maximum depth of its events. (Because of our reliance on Lemma 3, we use the axiom of choice implicitly.)

Assume inductively that \( h^{(n)} \) defines a map from \( Q^{(n)} \) to \( \text{er}(A) \) where \( Q^{(n)} \) is the restriction of \( Q \) to depth below or equal to \( n \) such that \( f^{(n)} \) the restriction of \( f \) to \( Q^{(n)} \) satisfies \( f^{(n)} = \epsilon_A h^{(n)} \). (In particular, \( Q^{(0)} \) is the empty ese and \( h^{(0)} \) the empty function.) Then, by Proposition 14, any configuration \( x \) of \( Q^{(n)} \) determines an extremal realisation \( \rho_x : h^{(n)} x \to A \) with carrier \( (h^{(n)} x, \subseteq) \).

Suppose \( q \in Q \) has depth \( n + 1 \). If \( f(q) \) is undefined take \( h^{(n+1)}(q) \) to be undefined. Otherwise, note there is an extremal realisation \( \rho(q) \) with carrier \( (h(q), \subseteq) \). Extend \( \rho(q) \) to a realisation \( \rho^+(q) \) with carrier that of \( \rho(q) \) with a new top element \( \top \) adjoined, and make \( \rho^+(q) \) extend the function \( \rho(q) \) by taking \( \top \) to \( f(q) \). By Lemma 3, there is an extremal realisation \( \rho \) such that \( \rho^+(q) \geq \rho \). Because \( \rho(q) \) is extremal, \( \rho \geq_1 \rho(q) \), so \( \rho \) only extends the order of \( \rho(q) \) with extra dependencies of \( \top \). (For notational simplicity we identify the carrier of \( \rho \) with the set \( h(q) \cup \{ \top \} \).) Project \( \rho \) to the extremal with top \( \top \). Define this to be the value of \( h^{(n+1)}(q) \). In this way, we extend \( h^{(n)} \) to a partial function \( h^{(n+1)} : Q^{(n+1)} \to \text{er}(A) \) such that \( f^{(n+1)} = \epsilon_A h^{(n+1)} \). To see that \( h^{(n+1)} \) is a map we can use Proposition 2. By construction \( h^{(n+1)} \) satisfies property (ii) of Proposition 2 and the other properties are inherited fairly directly from \( f \) via the definition of \( \text{er}(A) \).

Defining \( h = \bigcup_{n \in \omega} h^{(n)} \) we obtain a map \( h : Q \to \text{er}(A) \) such that \( f = \epsilon_A h \).

Suppose \( h' : Q \to \text{er}(A) \) is a map s.t. \( f \equiv \epsilon_A h' \). Then, for any \( q \in Q \),

\[
\text{top}(h'(q)) = h'(q) \equiv_A f(q) = \epsilon_A h(q) = \text{top}(h(q)),
\]

so \( h'(q) \equiv_P h(q) \) in \( \text{er}(A) \). Thus \( h' \equiv h \).
The theorem does not quite exhibit a traditional adjunction, because the usual cofreeness condition specifying an adjunction is weakened to only having uniqueness up to $\equiv$. However the condition it describes does specify an exceedingly simple case of a pseudo adjunction (or biadjunction) between 2-categories – a set together with an equivalence relation (a setoid) is a very simple example of a category. As a consequence, whereas the usual cofreeness condition allows us to extend the right adjoint to arrows, so obtaining a functor, in this case following that same line will only yield a pseudo functor $er$ as right adjoint: thus extended, $er$ will only preserve composition and identities up to $\equiv$.

The map $(P, \equiv) \rightarrow er(C^\infty(P), \equiv)$ which takes $p \in P$ to the realisation with carrier $([p], \leq)$, the restriction of the causal dependency of $P$, with the inclusion function $[p] \hookrightarrow P$ is an isomorphism; recall from Proposition 11 that the configurations of a prime event structure correspond to its extremal realisations. Such maps furnish the components of the unit of the pseudo adjunction:

$$E_{\equiv} \xrightarrow{er} \text{Fam}_{\equiv} \xleftarrow{\top}$$

\textbf{Example 16.} On the right we show a general event structure (all subsets consistent) and on its left its causal unfolding to an ese under $er$; the unfolding’s events are the prime extremals.\(^6\)
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\section{Unfolding general event structures}

Recall $\mathcal{G}$ is the category of general event structures. We obtain a pseudo adjunction from $\mathcal{E}_{\equiv}$ to $\mathcal{G}$ via an adjunction from $\text{Fam}_{\equiv}$ to $\mathcal{G}$. The right adjoint $\text{fam} : \mathcal{G} \rightarrow \text{Fam}_{\equiv}$ is most simply described. Given $(E, \text{Con}, \triangleright)$ in $\mathcal{G}$ it returns the equivalence family $(C^\infty(E), \equiv)$ in $\text{Fam}_{\equiv}$ comprising the configurations together with the identity equivalence between events that appear within some configuration; the partial functions between events that are maps in $\mathcal{G}$ are automatically maps in $\text{Fam}_{\equiv}$ – the action of $\text{fam}$ on maps.

For the effect of the left adjoint $\text{coll} : \text{Fam}_{\equiv} \rightarrow \mathcal{G}$ on objects, define the \textit{collapse}

$$\text{coll}(A) = \text{def} \ (E, \text{Con}, \triangleright)$$

where

\begin{itemize}
  \item $E = A_{\equiv}$, the equivalence classes of events in $A = \text{def} \bigcup A$;
  \item $X \in \text{Con}$ iff $X \subseteq_{\text{fin}} y_{\equiv} = \text{def} \ \{\{a\}_{\equiv} \mid a \in y\}$, for some $y \in A$; and
  \item $X \triangleright e$ iff $e \in E$, $X \in \text{Con}$ and $e \in y_{\equiv} \subseteq X \cup \{e\}$, for some $y \in A$.
\end{itemize}

It follows that $y_{\equiv}$ is a configuration of $\text{coll}(A)$ whenever $y \in A$. From this it is easy to see that $\text{coll}(A)$ is a replete general event structure.

Let $(A, \equiv) \in \text{Fam}_{\equiv}$. Assume that $A$ has underlying set $A$. The unit of the adjunction is defined to have typical component $\eta_A : (A, \equiv) \rightarrow \text{fam}(\text{coll}(A, \equiv))$ given by $\eta_A(a) = \{a\}_{\equiv}$. It is easy to check that $\eta_A$ is a map in $\text{Fam}_{\equiv}$.

\(^6\) See [6] for further examples of the causal unfolding including an inductive characterisation in 5.2.2.
Theorem 17. Suppose that $B = (B, Con_B, \vdash_B) \in \mathcal{G}$ and that $g: (A, \equiv) \to (\mathcal{C}^\infty(B), =)$ is a map in $\mathcal{Fam}_\equiv$. Then, there is a unique map $k: col(A, \equiv) \to B$ in $\mathcal{G}$ such that the diagram

\[
(A, \equiv) \xrightarrow{\eta_A} fam(col(A, \equiv)) \xrightarrow{\text{fam}(k)} (\mathcal{C}^\infty(B), =)
\]

commutes.

Proof. The map $k: col(A, \equiv) \to B$ is given as the function $k(e) = g(a)$ where $e = \{a\}_\equiv$. It is easily checked to be a map in $\mathcal{G}$ and moreover to be the unique map from $col(A, \equiv)$ to $B$ making the above diagram commute.

Theorem 17 determines an adjunction:

\[
\mathcal{Fam}_\equiv \xleftarrow{\text{er}} \xrightarrow{\text{col}} \mathcal{G}
\]

The construction $col$ automatically extends from objects to maps; maps in $\mathcal{Fam}_\equiv$ preserve equivalence so collapse to functions preserving equivalence classes. The counit of the adjunction has components $\epsilon_E: col((\mathcal{C}^\infty(E), =)) \to E$ which send singleton equivalence classes $\{e\}$ to $e$. The counit is an isomorphism at precisely those general event structures $E$ which are replete, so cuts down to a reflection from the subcategory of replete general event structures into equivalence families.

Composing

\[
\mathcal{E}_\equiv \xleftarrow{\text{er}} \xrightarrow{\text{col}} \mathcal{Fam}_\equiv \xleftarrow{\text{er}} \xrightarrow{\text{col}} \mathcal{G}
\]

we obtain a pseudo adjunction

\[
\mathcal{E}_\equiv \xleftarrow{\text{er}} \xrightarrow{\text{col}} \mathcal{G}
\]

Its right adjoint constructs the causal unfolding of a general event structure.

The composite pseudo adjunction from $\mathcal{E}_\equiv$ to $\mathcal{G}$ cuts down to a reflection, in the sense that the counit is a natural isomorphism, when we restrict to the subcategory of $\mathcal{G}$ where all general event structures are replete. Then the right adjoint provides a pseudo functor embedding replete general event structures (and so families of configurations) in ese’s.\(^7\)

\(^7\) We deal with a possible source of confusion. There is an obvious “inclusion” functor from the category of prime event structures $\mathcal{E}$ to the category $\mathcal{E}_\equiv$: it extends an event structure with the identity equivalence. Regarding $\mathcal{E}_\equiv$ as a plain category, so dropping the enrichment by equivalence relations, the “inclusion” functor $\mathcal{E} \to \mathcal{E}_\equiv$ has a right adjoint, viz. the forgetful functor which given an ese $(E, \equiv)$ produces the event structure $E$ by dropping the equivalence. The adjunction is a coreflection because the inclusion functor is full. Might not this coreflection compose with the pseudo adjunction from $\mathcal{E}_\equiv$ to $\mathcal{G}$ to produce a pseudo adjunction from $\mathcal{E}$ to $\mathcal{G}$? No. Clearly the coreflection is not enriched in equivalence relations; the natural bijection of the coreflection cannot respect the equivalence on maps. For this reason the two different forms of adjunction do not compose to yield a pseudo adjunction from $\mathcal{E}$ to $\mathcal{G}$.
7 Conclusion

This concludes the construction of causal unfoldings of (very general) equivalence-families, and so, in particular, general event structures. In applications it has been useful to cut down the unfolding to subcategories. In particular, while the category of event structures with equivalence, $\mathcal{E}_\equiv$, does have bipullbacks (in which commutations and uniqueness are only up to the equivalence $\equiv$ on maps) it doesn’t always have the pseudo pullbacks or pullbacks, used in defining the composition of strategies [2, 1]. However, an important subcategory does: define $\mathbf{EDC}$ to be the subcategory of $\mathcal{E}_\equiv$ with objects, \textit{event structures with disjunctive causes} (edc’s), satisfying

$$p_1 \cdot p_2 \leq p \ & p_1 \equiv p_2 \implies p_1 = p_2.$$ 

In an edc an event cannot causally depend on two distinct prime causes of a common disjunctive event, and so rules out realisations such as that mentioned in Example 13. $\mathbf{EDC}$ provides a suitable foundation for probabilistic strategies with parallel causes and is handily related by adjunctions to general and prime event structures [7].
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Here we explain in more detail what we mean when we say “enriched in the category of sets with equivalence relations” and employ terms such as “enriched adjunction,” “pseudo adjunction” and “pseudo pullback.” The classic text on enriched categories is [8], but for this paper the articles [9] and [12] provide short, accessible introductions to the notions we use from Equiv-enriched categories and 2-categories, respectively.

Equiv is the category of equivalence relations. Its objects are \((A, \equiv_A)\) comprising a set \(A\) and an equivalence relation \(\equiv_A\) on it. Its maps \(f : (A, \equiv_A) \to (B, \equiv_B)\) are total functions \(f : A \to B\) which preserve equivalence.

We shall use some basic notions from enriched category theory [8]. We shall be concerned with categories enriched in Equiv, called Equiv-enriched categories, in which the homsets possess the structure of equivalence relations, respected by composition [9]. This is the sense in which we say categories are enriched in (the category of) equivalence relations. We similarly borrow the concept of an Equiv-enriched functor between Equiv-enriched categories for a functor which preserves equivalence in acting on homsets. An Equiv-enriched adjunction is a usual adjunction in which the natural bijection of the adjunction preserves and reflects equivalence.

Because an object in Equiv can be regarded as a (very simple) category, we can regard Equiv-enriched categories as (very simple) 2-categories to which notions from 2-categories apply [12].

A pseudo functor between Equiv-enriched categories is like a functor but the usual laws only need hold up to equivalence. A pseudo adjunction (or biadjunction) between 2-categories permits a weakening of the usual natural isomorphism between homsets, now also categories, to a natural equivalence of categories. In the special case of a pseudo adjunction between Equiv-enriched categories the equivalence of homset categories amounts to a pair of \(\equiv\)-preserving functions whose compositions are \(\equiv\)-equivalent to the identity function. With traditional adjunctions, by specifying the action of one adjoint solely on objects, we determine it as a functor; with pseudo adjunctions we can only determine it as a pseudo functor – in general a pseudo adjunction relates two pseudo functors. Pseudo adjunctions compose in the expected way. An Equiv-enriched adjunction is a special case of a 2-adjunction between 2-categories and a very special case of pseudo adjunction. In Section 6 we compose an Equiv-enriched adjunction with a pseudo adjunction to obtain a new pseudo adjunction.

Similarly we can specialise the notions pseudo pullbacks and bipullbacks from 2-categories to Equiv-enriched categories which is highly relevant to the companion paper [7] in which we use pullbacks and pseudo pullbacks to compose strategies with parallel causes. Let \(f : A \to C\) and \(g : B \to C\) be two maps in an Equiv-enriched category. A pseudo pullback of \(f\) and \(g\) is an object \(D\) and maps \(p : D \to A\) and \(q : D \to B\) such that \(f \circ p \equiv g \circ q\) which satisfy the further property that for any \(D'\) and maps \(p' : D' \to A\) and \(q' : D' \to B\) such that \(f \circ p' \equiv g \circ q'\), there is a unique map \(h : D' \to D\) such that \(p' = p \circ h\) and \(q' = q \circ h\); note the insistence on the last two equalities, rather than just equivalences. There is an obvious weakening of pseudo pullbacks to the situation in which the uniqueness is replaced by uniqueness up to \(\equiv\) and the equalities by \(\equiv\) – these are simple special cases of bilimits called bipullbacks.

Right adjoints in a 2-adjunction preserve pseudo pullbacks whereas right adjoints in a pseudo adjunction are only assured to preserve bipullbacks.
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1 Introduction

Probabilistic logic programming (PLP) [23, 5, 25] is a family of approaches extending the declarative paradigm of logic programming with the possibility of reasoning about uncertainty. This has been proven useful in various applications, including bioinformatics [6, 22], robotics [27] and the semantic web [29].

The most common version of PLP – on which for instance ProbLog is based [6], the probabilistic analogue of Prolog – is defined by letting clauses in programs to be annotated with mutually independent probabilities. As for the interpretation, distribution semantics [25] is typically used as a benchmark for the various implementations of PLP, such as pD, PRISM and ProbLog [24]. In this semantics, the probability of refuting a goal in a program is obtained as a sum of the probabilities of the possible worlds (sets of clauses) in which the goal is refutable. The distribution semantics is particularly interesting because it is compatible with the encoding of Bayesian networks as probabilistic logic programs [24], thus indicating that PLP can be effectively employed for Bayesian reasoning.

The main goal of this work is to present a coalgebraic perspective on PLP and its distribution semantics. We first consider the case of ground programs, that is, those without variables. Our approach is based on the observation – inspired by the coalgebraic treatment of “pure” logic programming [16] – that ground programs are in 1-1 correspondence with coalgebras
for the functor $\mathcal{M}_{\text{pr}}\mathcal{P}_f$, where $\mathcal{M}_{\text{pr}}$ is the finite multiset functor on $[0, 1]$ and $\mathcal{P}_f$ is the finite powerset functor. We then provide two coalgebraic semantics for ground PLP.

The first interpretation $J^-$ is in terms of execution trees called stochastic derivation trees, which represent parallel SLD-derivations of a program on a goal. Stochastic derivation trees are the elements of the cofree $\mathcal{M}_{\text{pr}}\mathcal{P}_f$-coalgebra on a given set of atoms $\text{At}$, meaning that any goal $A \in \text{At}$ can be given a semantics in terms of the corresponding stochastic derivation tree by the universal property map $[-]$ to the cofree coalgebra.

The second interpretation $\langle \langle - \rangle \rangle$ recovers the usual distribution semantics of PLP. This requires some work, as expressing probability distributions on the possible worlds needs a different coalgebra type. We introduce distribution trees, a tree-like representation of the distribution semantics, as the elements of the cofree $\mathcal{D}_{\leq,1}\mathcal{P}_f\mathcal{P}_f$-coalgebra on $\text{At}$, where $\mathcal{D}_{\leq,1}$ is the sub-probability distribution monad. In order to characterise $\langle \langle - \rangle \rangle$ as the map given by universal property of distribution trees, we need a canonical extension of PLP to the setting of $\mathcal{D}_{\leq,1}\mathcal{P}_f\mathcal{P}_f$-coalgebras. This is achieved via a “possible worlds” natural transformation $\mathcal{M}_{\text{pr}}\mathcal{P}_f \Rightarrow \mathcal{D}_{\leq,1}\mathcal{P}_f\mathcal{P}_f$.

In the second part of the paper we recover the same framework for arbitrary probabilistic logic programs, possibly including variables. The encoding of programs as coalgebras is subtler. The space of atoms is now a presheaf indexed by a “Lawvere theory” of terms and substitutions. The coalgebra map can be defined in different ways, depending on the substitution mechanism on which one wants to base resolution. For pure logic programs, the definition by term matching is the best studied, with [17] observing that moving from sets to posets is required in order for the corresponding coalgebra map to be well-defined as a natural transformation between presheaves. A different route is taken in [3], where the problem of naturality is neutralised via “saturation”, a categorical construction which amounts to defining resolution by unification instead of term-matching.

In developing a coalgebraic treatment of PLP with variables, we follow the saturation route, as it also allows to recover the term-matching approach, via “desaturation” [3]. This provides a cofree coalgebra semantics $[-]$ for arbitrary PLP programs, as a rather straightforward generalisation of the saturated semantics of pure logic programs. On the other hand, extending the ground distribution semantics $\langle \langle - \rangle \rangle$ to arbitrary PLP programs poses some challenges: we need to ensure that, in computing the distribution over possible worlds associated to each sub-goal in the computation, each clause of the program is “counted” only once. This is solved by tweaking the coalgebra type of the distribution trees for arbitrary PLP programs, so that some nodes are labelled with clauses of the program. Thanks to this additional information, the term-matching distribution semantics of an arbitrary PLP goal is computable from its distribution tree.

In light of the coalgebraic treatment of pure logic programming [16, 17, 2, 3], the generalisation to PLP may not appear so surprising. In fact, we believe its importance is two-fold. First, whereas the derivation semantics $[-]$ is a straight generalisation of the pure setting, the distribution semantics $\langle \langle - \rangle \rangle$ is genuinely novel, and does not have counterparts in pure logic programming. Second, a paper dedicated to establishing the foundations of coalgebraic PLP is a necessary preliminary step for a number of interesting applications:

- as mentioned, reasoning in Bayesian networks can be seen as a particular case of PLP, equipped with the distribution semantics. Our coalgebraic perspective thus readily applies to Bayesian reasoning, paving the way for combination with recent works [11, 12, 4] modelling belief revision, causal inference and other Bayesian tasks in algebraic terms.
- the combination of logic programming and probabilities comes in different flavours [24]: the more abstract viewpoint offered by coalgebra may provide a unifying perspective on
these approaches, as well as a formal connection with seemingly related languages such as weighted logic programming [8] and Bayesian logic programming [13].

The coalgebraic treatment of pure logic programming has been used as a formal justification [19, 14] for coinductive logic programming [15, 9]. Coinduction in the context of probabilistic logic programs is, to the best of our knowledge, a completely unexplored field, for which the current paper establishes semantic foundations.

We leave the exploration of these venues as follow-up work.

2 Preliminaries

Signature, Terms, and Categories. A signature \( \Sigma \) is a set of function symbols, each equipped with a fixed finite arity. Throughout this paper we fix a signature \( \Sigma \), and a countably infinite set of variables \( \text{Var} = \{x_1, x_2, \ldots \} \). The \( \Sigma \)-terms over \( \text{Var} \) are defined as usual. A context is a finite set of variables \( \{x_1, x_2, \ldots, x_n\} \). With some abuse of notation, we shall often use \( n \) to denote this context. We say a \( \Sigma \)-term \( t \) is compatible with context \( n \) if the variables appearing in \( t \) are all contained in \( \{x_1, \ldots, x_n\} \).

We are going to reason about \( \Sigma \)-terms categorically using Lawvere theories. First, we will use \( \text{Ob}(C) \) to denote the set of objects and \( C[C, D] \) for the set of morphisms \( C \to D \) in a category \( C \). A \( C \)-indexed presheaf is a functor \( F : C \to \text{Sets} \). \( C \)-indexed presheaves and natural transformations between them form a category \( \text{Sets}^C \). Recall that the (opposite) Lawvere Theory of \( \Sigma \) is the category \( L_{\Sigma}^{\text{op}} \) with objects the natural numbers and morphisms \( L_{\Sigma}^{\text{op}}[n, m] \) the n-tuples \( \langle t_1, \ldots, t_n \rangle \), where each \( t_i \) is a \( \Sigma \)-term in context \( m \). For modelling logic programming, it is convenient to think of each \( n \in \text{Ob}(L_{\Sigma}^{\text{op}}) \) as representing the context \( \langle x_1, \ldots, x_n \rangle \), and a morphism \( \langle t_1, \ldots, t_n \rangle : n \to m \) as the substitution transforming \( \Sigma \)-terms in context \( n \) to \( \Sigma \)-terms in context \( m \) by replacing each \( x_i \) with \( t_i \). We shall also refer to \( L_{\Sigma}^{\text{op}} \) morphisms simply as substitutions (notation \( \theta, \tau, \sigma, \ldots \)).

Logic programming. We now recall the basics of (pure) logic programming, and refer the reader to [20] for a more systematic exposition. An alphabet \( A \) consists of a signature \( \Sigma \), a set of variables \( \text{Var} \), and a set of predicate symbols \( \{P_1, P_2, \ldots\} \), each with a fixed arity. Given an \( n \)-ary predicate symbol \( P \) in \( A \), and \( \Sigma \)-terms \( t_1, \ldots, t_n, P(t_1 \cdots t_n) \) is called an atom over \( A \). We use \( A, B, \ldots \) to denote atoms. Given an atom \( A \) in context \( n \), and a substitution \( \theta = \langle t_1, \ldots, t_n \rangle : n \to m \), we write \( A\theta \) for substitution instance of \( A \) obtained by replacing each appearance of \( x_i \) with \( t_i \) in \( A \). For convenience, we also use \( \{B_1, \ldots, B_k\} \theta \) as a shorthand for \( \{B_1\theta, \ldots, B_k\theta\} \). Given two atoms \( A \) and \( B \) (over \( A \)), a unifier of \( A \) and \( B \) is a pair \( \langle \sigma, \tau \rangle \) of substitutions such that \( A\sigma = B\tau \). Term matching is a special case of unification, where \( \sigma \) is the identity substitution. In this case we say that \( \tau \) matches \( B \) with \( A \) if \( A = B\tau \).

A (pure) logic program \( L \) consists of a finite set of clauses \( \mathcal{C} \) in the form \( H \leftarrow B_1, \ldots, B_k \), where \( H, B_1, \ldots, B_k \) are atoms. \( H \) is called the head of \( \mathcal{C} \), and \( B_1, \ldots, B_k \) form the body of \( \mathcal{C} \). We denote \( H \) by \( \text{Head}(\mathcal{C}) \), and \( \{B_1, \ldots, B_k\} \) by \( \text{Body}(\mathcal{C}) \). A goal is simply an atom. Since one can regard a clause \( H \leftarrow B_1, \ldots, B_k \) as the logic formula \( B_1 \land \cdots \land B_k \to H \), we say that a goal \( G \) is derivable in \( L \) if there exists a derivation of \( G \) with empty assumption using the clauses in \( L \).

The central task of logic programming is to check whether a goal \( G \) is provable (or refutable as in some literature) in a program \( L \), in the sense that some substitution instance of \( G \) is derivable in \( L \). The key algorithm for this task is SLD-resolution, see e.g. [20]. We use the notation \( L \vdash G \) to mean that \( G \) is provable in \( L \).
Probabilistic logic programming. We now recall the basics of PLP; the reader may consult [7, 6] for a more comprehensive introduction. A probabilistic logic program \( \mathcal{P} \) based on a logic program \( \mathcal{L} \) assigns a probability label \( r \) to each clause \( C \) in \( \mathcal{L} \), denoted as \( \text{Label}(C) \). One may also regard \( \mathcal{P} \) as a set of probabilistic clauses of the form \( r :: C \), where \( C \) is a clause in \( \mathcal{L} \), and each clause \( C \) is assigned a unique probability label \( r \) in \( \mathcal{P} \). We also refer to \( r :: C \) simply as clauses.

Example 1. As our leading example we introduce the following probabilistic logic program \( \mathcal{P}^a \). It models the scenario of Mary’s house alarm, which is supposed to detect burglars, but it may be accidentally triggered by an earthquake. Mary may hear the alarm if she is awake, but even if the alarm is not sounding, in case she experiences an auditory hallucination (paracusia). The language of \( \mathcal{P}^a \) includes 0-ary predicates Alarm, Earthquake, Burglary, and 1-ary predicates Wake\((-\)) \(_{\text{Mary}} \), Hear\(_{-}\)alarm\((-\)) \_ \(_{\text{Mary}} \), and signature \( \Sigma_{al} = \{ \text{Mary}^0 \} \) consisting of a constant. We do not have variables here, so \( \mathcal{P}^a \) is a ground program. For readability we abbreviate Mary as \( M \) in the program.

\[

table
\begin{array}{l|c|c}
0.01 & \text{Earthquake} & 0.01 & \text{Paracusia}(M) & \leftarrow \\
0.2 & \text{Burglary} & 0.6 & \text{Wake}(M) & \leftarrow \\
0.5 & \text{Alarm} & 0.8 & \text{Hear\(_{-}\)alarm}(M) & \leftarrow \text{Alarm}, \text{Wake}(M) \\
0.9 & \text{Alarm} & 0.3 & \text{Hear\(_{-}\)alarm}(M) & \leftarrow \text{Paracusia}(M) \\
\end{array}
\]

As a generalisation of the pure case, in probabilistic logic programming one is interested in the probability of a goal \( G \) being refutable in a program \( \mathcal{P} \). There are potentially multiple ways to define such probability – in this paper we focus on the distribution semantics [7].

The probability of refuting a goal is computed in the distribution semantics as follows. Given a probabilistic logic program \( \mathcal{P} = \{ p_1 :: C_1, \ldots, p_n :: C_n \} \), let \( |\mathcal{P}| \) be its underlying pure logic program, namely \( |\mathcal{P}| = \{ C_1, \ldots, C_n \} \). A sub-program \( \mathcal{L} \) of \( |\mathcal{P}| \) is a logic program consisting of a subset of the clauses in \( |\mathcal{P}| \). This justifies using \( \mathcal{P}(|\mathcal{P}|) \) to denote the set of all sub-programs of \( |\mathcal{P}| \), and using \( \mathcal{L} \subseteq |\mathcal{P}| \) to denote that \( \mathcal{L} \) is a sub-program of \( |\mathcal{P}| \). The central concept of the distribution semantics is that \( \mathcal{P} \) determines a distribution \( \mu_\mathcal{P} \) over the sub-programs \( \mathcal{P}(|\mathcal{P}|) \): for any \( \mathcal{L} \in \mathcal{P}(|\mathcal{P}|) \), \( \mu_\mathcal{P}(\mathcal{L}) := \prod_{C_i \in \mathcal{L}} p_i \prod_{C_j \notin \mathcal{L}} (1 - p_j) \). The value \( \mu_\mathcal{P}(\mathcal{L}) \) is called the probability of the sub-program \( \mathcal{L} \). For an arbitrary goal \( G \in \text{At} \), the success probability \( \Pr_\mathcal{P}(G) \) of \( G \) w.r.t. program \( \mathcal{P} \) is then defined as the sum of the probabilities of all the sub-programs of \( \mathcal{P} \) in which \( G \) is refutable:

\[
\Pr_\mathcal{P}(G) := \sum_{\mathcal{L} \in \mathcal{P}(\mathcal{L})} \mu_\mathcal{P}(\mathcal{L}) = \sum_{\mathcal{L} \in \mathcal{P}(\mathcal{L})} \left( \prod_{C_i \in \mathcal{L}} p_i \prod_{C_j \notin \mathcal{L}} (1 - p_j) \right)
\]

Intuitively one can regard every clause in \( \mathcal{P} \) as an event, then every sub-program \( \mathcal{L} \) can be seen as a possible world, and \( \mu_\mathcal{P} \) is a distribution over the possible worlds.

Example 2. For the program \( \mathcal{P}^a \), consider the goal \( \text{Hear\(_{-}\)alarm}(M) \). By definition (1), we can compute its success probability \( \Pr_{\mathcal{P}^a}(\text{Hear\(_{-}\)alarm}(M)) \), and the result is 0.091102896.

3 Ground case

In this section we introduce a coalgebraic semantics for ground probabilistic logic programming, i.e. for those programs where no variable appears. Our approach consists of two parts. First, in Subsection 3.1, we represent PLP logic programs as coalgebras and their executions as a final coalgebra semantics (Subsection 3.2) – this is a straight generalisation of the coalgebraic treatment of pure logic programs given in [16]. Next, in Subsection 3.3 we show
how to represent the distribution semantics in terms as a final coalgebra, via a transformation of the coalgebra type of logic programs. Appendix A shows how the probability of a goal is effectively computable from the above representation.

### 3.1 Coalgebraic Representation of PLP

A ground program will be represented as a coalgebra for the composite $\mathcal{M}_{pr}\mathcal{P}_f: \text{Sets} \to \text{Sets}$ of the finite probability functor $\mathcal{M}_{pr}: \text{Sets} \to \text{Sets}$ and the finite powerset functor $\mathcal{P}_f: \text{Sets} \to \text{Sets}$. The definition of $\mathcal{M}_{pr}$ deserves some further explanation. It can be seen as the finite multiset functor based on the commutative monoid $([0,1],0,\vee)$, where $a \vee b := 1 - (1-a)(1-b)$. That is to say, on objects, $\mathcal{M}_{pr}(A)$ is the set of all finite probability assignments $\varphi: A \to [0,1]$ with a finite support $\text{supp}(\varphi) := \{ a \in A \mid \varphi(a) \neq 0 \}$. For $\varphi$ with support $\{ a_1, \ldots, a_k \}$ and values $\varphi(a_i) = r_i$, it will often be convenient to use the standard notation $\varphi = \sum_{i=1}^k r_i a_i$ or $\varphi = r_1 a_1 + \cdots + r_k a_k$, where the purely formal “+” here should not be confused with the addition in $\mathbb{R}$. On morphisms, $\mathcal{M}_{pr}(h: A \to B)$ maps $\sum_{i=1}^k r_i a_i$ to $\sum_{i=1}^k r_i h(a_i)$.

Fix a ground probabilistic logic program $\mathcal{P}$ on a set of ground atoms $\text{At}$. The definition of $\mathcal{P}$ can be encoded as an $\mathcal{M}_{pr}\mathcal{P}_f$-coalgebra $p: \text{At} \to \mathcal{M}_{pr}(\mathcal{P}_f(\text{At}))$, as follows. Given $A \in \text{At}$,

$$p(A): \mathcal{P}_f(\text{At}) \to [0,1]$$

$$\{ B_1, \ldots, B_n \} \mapsto \begin{cases} r & \text{if } r :: A \leftarrow B_1, \ldots, B_n \text{ is a clause in } \mathcal{P} \\ 0 & \text{otherwise.} \end{cases}$$

Or, equivalently, $p(A) := \sum_{(r::A\leftarrow B_1,\ldots,B_n) \in \mathcal{P}} r \{ B_1, \ldots, B_n \}$.

▶ **Example 3.** Consider program $\mathcal{P}^{alt}$ from Example 1. The set of ground atoms $\text{At}_{\text{alt}}$ is $\{ \text{Alarm, Earthquake, Burgary, Wake(M), Paracusia(M), Hear\_alarm(M)} \}$. Here are some values of the corresponding coalgebra $p_{\text{alt}}: \text{At}_{\text{alt}} \to \mathcal{M}_{pr}\mathcal{P}_f(\text{At}_{\text{alt}})$:

$$p_{\text{alt}}(\text{Hear\_alarm(M)}) = 0.8\{ \text{Alarm, Wake(M)} \} + 0.3\{ \text{Paracusia(M)} \} \quad p_{\text{alt}}(\text{Earthquake}) = 0.01\{ \}$$

▶ **Remark 4.** One might wonder why not simply adopt $\mathcal{P}_f(\mathcal{P}_f(-) \times [0,1])$ as the coalgebra type for PLP. Note that this encoding would not have $1 \to 1$ correspondence with ground PLP programs: a clause $C \in \mathcal{P}_f(\text{At})$ may be associated with different probabilities in $[0,1]$, which violates the standard definition of PLP programs.

### 3.2 Derivation Semantics

In this section we are going to construct the final $\text{At} \times \mathcal{M}_{pr}\mathcal{P}_f(-)$-coalgebra, thus providing a semantic interpretation for probabilistic logic programs based on $\text{At}$.

Before the technical developments, we give an intuitive view on the semantics that the final coalgebra is going to provide. We shall represent each goal as a *stochastic derivation tree* in the final coalgebra. These trees are the probabilistic version of and-or derivation trees, which represent parallel SLD-resolutions in pure logic programming [10].

▶ **Definition 5 (Stochastic derivation trees).** Given a ground PLP program $\mathcal{P}$ and a ground atom $A$, the stochastic derivation tree for $A$ in $\mathcal{P}$ is the possibly infinite tree $T$ such that:

1. Every node is either an atom-node (labelled with an atom $A' \in \text{At}$) or a clause-node (labelled with •). They appear alternatingly in depth, in this order. The root is an atom-node labelled with $A$. 
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2. Each edge from an atom-node to its (clause-)children is labelled with a probability value.
3. Suppose s is an atom-node with label $A'$. Then for every clause $r :: A' \leftarrow B_1, \ldots, B_k$ in $\mathbb{P}$, s has exactly one child $t$, the edge $s \rightarrow t$ is labelled with $r$, and $t$ has exactly $k$ children labelled with $B_1, \ldots, B_k$, respectively.

The final coalgebra semantics $[-]_p$ for a program $\mathbb{P}$ will map a goal $A$ to the stochastic derivation tree representing all possible SLD-resolutions of $A$ in $\mathbb{P}$.

**Example 6.** Continuing Example 1, $[[\text{Hear\_alarm}(M)]]_{\mathbb{P}}$ is the stochastic derivation tree below. The subtree highlighted in red represents one of the successful refutations of $\text{Hear\_alarm}(M)$ in $\mathbb{P}$: indeed, note that a single child is selected for each atom-node $A$ (corresponding to a clause matching $A$), all children of any clause-node are selected (corresponding to the atoms in the body of the clause), and the subtree has clause-nodes as leaves (all atoms are proven).

![Stochastic Derivation Tree](image)

Any such subtree describes a refutation, but does not yield a probability value to be associated to a goal – this is the remit of the distribution semantics, see Example 10 below.

In the remaining part of the section, we construct the cofree coalgebra for $\mathbb{M}_{pr}\mathbb{P}_f$ via a so-called terminal sequence [28], and obtain $[-]_p$ from the resulting universal property. We report the steps of the terminal sequence as they are instrumental in showing that the elements of the cofree coalgebra can be seen as stochastic derivation trees.

**Construction 7.** The terminal sequence for the functor $\text{At} \times \mathbb{M}_{pr}\mathbb{P}_f(-) : \text{Sets} \rightarrow \text{Sets}$ consists of sequences of objects $\{X_\alpha\}_{\alpha \in \text{Ord}}$ and arrows $\{\delta_\beta : X_\alpha \rightarrow X_\beta\}_{\beta < \alpha \in \text{Ord}}$ constructed by the following inductive definitions:

\[
X_\alpha := \begin{cases} 
\text{At} & \alpha = 0 \\
\text{At} \times \mathbb{M}_{pr}\mathbb{P}_f(X_\xi) & \alpha = \xi + 1 \\
\lim\{\delta_\beta^\xi \mid \xi < \chi < \alpha\} & \alpha \text{ is limit}
\end{cases}
\]

\[
\delta_\beta := \begin{cases} 
\pi_1 & \alpha = 1, \beta = 0 \\
\text{id}_{\text{At}} \times \mathbb{M}_{pr}\mathbb{P}_f(\delta_\beta^{\xi+1}) & \alpha = \beta + 1 = \xi + 2 \\
\text{the limit projections} & \alpha \text{ is limit}, \beta < \alpha \\
\text{universal map to } X_\beta & \beta \text{ is limit}, \alpha = \beta + 1
\end{cases}
\]

**Proposition 8.** The terminal sequence for the functor $\text{At} \times \mathbb{M}_{pr}\mathbb{P}_f(-)$ converges to a limit $X_\gamma$ such that $X_\gamma \cong X_{\gamma+1}$.

**Proof.** We need to verify the assumptions of [28, Corollary 3.3]. It is well-known that $\mathbb{P}_f$ is $\omega$-accessible, and $\mathbb{M}_{pr}$ has the same property, see e.g. [26, Prop. 6.1.2]. Because accessibility is defined in terms of colimit preservation, it is clearly preserved by composition, and thus $\mathbb{M}_{pr}\mathbb{P}_f$ is also accessible. It remains to check that it preserves monics. For $\mathbb{M}_{pr}$, given any monomorphism $i : C \rightarrow D$ in $\text{Sets}$, suppose $\mathbb{M}_{pr}(i)(\varphi) = \mathbb{M}_{pr}(i)(\varphi')$ for some $\varphi, \varphi' \in \mathbb{M}_{pr}(C)$. Then for any $d \in D$, $\mathbb{M}_{pr}(i)(\varphi)(d) = \mathbb{M}_{pr}(i)(\varphi')(d)$. If we focus on the image $i[C]$, then there is an inverse function $i^{-1} : i[C] \rightarrow C$, and $\mathbb{M}_{pr}(i)(\varphi) = \mathbb{M}_{pr}(i)(\varphi')$ implies that $\varphi(i^{-1}(d)) = \varphi'(i^{-1}(d))$ for any $d \in i[C]$. But this simply means that $\varphi = \varphi'$. As
the same is true for \( \mathcal{P}_f \) and the property is preserved by composition, we have that \( \mathcal{M}_{pr} \mathcal{P}_f \) preserves monics. We can then conclude by [28, Corollary 3.3] that the terminal sequence for \( \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f \) converges to the cofree \( \mathcal{M}_{pr} \mathcal{P}_f \)-coalgebra on \( \text{At} \).

Note that \( X_{\gamma+1} \) is defined as \( \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f(X_\gamma) \), and the above isomorphism makes \( X_\gamma \to \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f(X_\gamma) \) the final \( \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f \)-coalgebra – or, in other words, cofree \( \mathcal{M}_{pr} \mathcal{P}_f \)-coalgebra on \( \text{At} \). As for the tree representation of the elements of \( X_\gamma \), recall that elements of the cofree \( \mathcal{P}_f \mathcal{P}_f \)-coalgebra on \( \text{At} \) can be seen as and-or trees [16]. By replacing the first \( \mathcal{P}_f \) with \( \mathcal{M}_{pr} \), effectively one adds probability values to the edges from and-nodes to or-nodes (which are edges from atom-nodes to or-nodes in our stochastic derivation trees), as in (2).

Thus stochastic derivation trees as in Definition 5 are elements of \( X_\gamma \). The action of the coalgebra map \( \cong: X_\gamma \to \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f(X_\gamma) \) is best seen with an example: the tree \( T \) in (2) (an element of \( X_\gamma \)) is mapped to the pair \( (\text{Hear}_{\text{alarm}}(\text{M}), \varphi) \), where \( \varphi \) is the function \( \mathcal{P}_f(X_\gamma) \to [0,1] \) assigning 0.8 to the set consisting of the subtrees of \( T \) with root \text{Alarm} and with root \text{Wake}(\text{M}), 0.3 to the singleton consisting to the subtree of \( T \) with root \text{Paracusia}(\text{M}), and 0 to any other finite set of trees.

With all the definitions at hand, it is straightforward to check that \( [-]_p \) mapping \( A \in \text{At} \) to its stochastic derivation tree in \( p \) makes the following diagram commute

\[
\begin{array}{ccc}
\text{At} & \xrightarrow{[\cdot]_p} & X_{\gamma} \\
\downarrow\text{id}_{\text{At}} & \cong & \downarrow\text{id}_{X_{\gamma}} \\
\text{At} \times \mathcal{M}_{pr} \mathcal{P}_f(\text{At}) & \xrightarrow{\text{id} \times \mathcal{M}_{pr} \mathcal{P}_f([\cdot]_p)} & \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f(X_{\gamma})
\end{array}
\]

and thus by uniqueness it coincides with the \( \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f \)-coalgebra map provided by the universal property of the final \( \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f \)-coalgebra \( X_{\gamma} \to \text{At} \times \mathcal{M}_{pr} \mathcal{P}_f(X_{\gamma}) \).

### 3.3 Distribution Semantics

This section gives a coalgebraic definition of the usual distribution semantics of probabilistic logic programming. As in the previous section, before the technical developments we gather some preliminary intuition. Recall from Section 2 that the core of the distribution semantics is the probability distribution over the sub-programs (sets of clauses) of a given program \( \mathcal{P} \). These sub-programs are also called (possible) worlds, and the distribution semantics of a goal is the sum of the probabilities of all the worlds in which it is refutable.

In order to code this information as elements of a final coalgebra, we need to present it in tree-shape. Roughly speaking, we form a distribution over the sub-programs along the execution tree. This justifies the following notion of distribution trees.

**Definition 9 (Distribution trees).** Given a \texttt{plp} program \( \mathcal{P} \) and an atom \( A \), the distribution tree for \( A \) in \( \mathcal{P} \) is the possibly infinite tree \( T \) satisfying the following properties:

1. Every node is exactly one of the three kinds: atom-node (labelled with an atom \( A \in \text{At} \)), world-node (labelled with \( \circ \)), clause-node (labelled with \( \bullet \)). They appear alternatingly in this order in depth. The root is an atom-node labelled with \( A \).
2. Every edge from an atom-node to its (world-)children is labelled with a probability value, and they sum up to one.
3. Suppose \( s \) is an atom-node labelled with \( A' \), and \( C = \{C_1, \ldots, C_m\} \) is the set of all the clauses in \( \mathcal{P} \) whose head is \( A' \). Then \( s \) has \( 2^m \) children, each standing for a subset \( X \) of \( C \). If a child \( t \) stands for \( X \), then the edge \( s \to t \) is labelled with probability \( \prod_{C \in X} \text{Label}(C) \cdot \prod_{C' \in C \setminus X} (1 - \text{Label}(C')) \) – recall that \( \text{Label}(C) \) is the probability labelling...
C. Also, it has exactly \(|X|\) children, each standing for a clause \(C \in X\). If a child \(u\) stands for \(C = \tau :: A' \leftarrow B_1, \ldots, B_k\), then \(u\) has \(k\) children, labelled with \(B_1, \ldots, B_k\) respectively.

Comparing distribution trees with stochastic derivation trees (Definition 5), one can observe the addition of another class of nodes, representing possible worlds. Moreover, the possible worlds associated with an atom-node (a goal) must form a probability distribution – as opposed to stochastic derivation trees, in which probabilities labelling parallel edges do not need to share any relationship. An example of the distribution tree associated with a goal is provided in the continuation of our leading example (Examples 1 and 6).

**Example 10.** In the context of Example 1, the distribution tree of \(\text{Hear\_alarm}(M)\) is depicted below, where we use grey shades to emphasise sets of edges expressing a probability distribution. Also, note the \(\bullet\) with no children, standing for empty worlds.

![Distribution Tree Example](image)

In the literature, the distribution semantics usually associates with a goal a single probability value (1), rather than a whole tree. However, given the distribution tree it is straightforward to compute such probability. The subtree highlighted in red above describes a refutation of \(\text{Hear\_alarm}(M)\) with probability 0.000001296 (\(=\) the product of all the probabilities in the subtree). The sum of all the probabilities associated to such “refutation” subtrees yields the usual distribution semantics (1) – the computation is shown in detail in Appendix A.

In the remainder of this section, we focus on the coalgebraic characterisation of distribution trees and the associated semantics map. Our strategy will be to introduce a novel coalgebra type \(D_{\preceq 1}\mathcal{P}f\mathcal{P}f\), such that distribution trees can be seen as elements of the cofree coalgebra. Then, we will provide a natural transformation \(\mathcal{M}_{pr} \Rightarrow D_{\preceq 1}\mathcal{P}f\), which can be used to transforms stochastic derivation trees into distribution trees. Finally, composing the universal properties of these cofree coalgebras will yield the desired distribution semantics.

We begin with the definition of \(D_{\preceq 1}\mathcal{P}f\). This is simply the composite \(D_{\preceq 1}\mathcal{P}f : \text{Sets} \to \text{Sets}\), where \(D_{\preceq 1}\) is the sub-probability distribution functor. Recall that \(D_{\preceq 1}\) maps \(X\) to the set of sub-probability distributions with finite supports on \(X\) (i.e., convex combinations of elements of \(X\) whose sum is less or equal to 1), and acts component-wise on functions.

**Remark 11.** Note that we cannot work with full probabilities here, since a goal may not match any clause. In such a case there is no world in which the goal is refutable and its probability in the program is 0.

The next step is to recover distribution trees as the elements of the \(D_{\preceq 1}\mathcal{P}f\mathcal{P}f\)-cofree coalgebra on \(\mathcal{A}t\). This goes via a terminal sequence, similarly to the case of \(\mathcal{M}_{pr}\mathcal{P}f\) in the previous section. The terminal sequence for \(\mathcal{A}t \times D_{\preceq 1}\mathcal{P}f\mathcal{P}f(-) : \text{Sets} \to \text{Sets}\) (Construction 7), with \(D_{\preceq 1}\mathcal{P}f\) replacing \(\mathcal{M}_{pr}\).
Proposition 12. The terminal sequence of $\text{At} \times D_{\leq 1}P_f(-)$ converges at some limit ordinal $\chi$, and $(\lambda^+\chi)^{-1}: Y_\chi \rightarrow \text{At} \times D_{\leq 1}P_fP_f Y_\chi$ is the final $\text{At} \times D_{\leq 1}P_fP_f$ coalgebra.

Proof. As for Proposition 8, by [28, Cor. 3.3] it suffices to show that $D_{\leq 1}P_f$ is accessible and preserves monos. Both are simple exercises; in particular, see [1] for accessibility of $D_{\leq 1}$.

The association of distribution trees with elements of $Y_\chi$ is suggested by the type $\text{At} \times D_{\leq 1}P_fP_f$. Indeed, $\text{At} \times D_{\leq 1}$ is the layer of atom-nodes, labelled with elements of $\text{At}$ and with outgoing edges forming a sub-probability distribution; the first $P_f$ is the layer of world-nodes; the second $P_f$ is the layer of clause-nodes. The coalgebra map $Y_\chi \rightarrow \text{At} \times D_{\leq 1}P_fP_f Y_\chi$ associates a goal to subtrees of its distribution trees, analogously to the coalgebra structure on stochastic derivation trees in the previous section.

The last ingredient we need is a translation of stochastic derivation trees into distribution trees. We formalise this as a natural transformation $\text{pw} : M_{pr} \Rightarrow D_{\leq 1}P_f$. The naturality of $\text{pw}$ can be checked with a simple calculation.

Definition 13. The “possible worlds” natural transformation $\text{pw} : M_{pr} \Rightarrow D_{\leq 1}P_f$ is defined by $\text{pw}_X : \varphi \mapsto \sum_{Y \subseteq \text{supp}(\varphi)} r_Y Y$, where each $r_Y = \prod_{Y \in Y} \varphi(y) \cdot \prod_{Y \notin \text{supp}(\varphi)} (1 - \varphi(y))$. In particular, when $\text{supp}(\varphi)$ is empty, $\text{pw}_X(\varphi) = 0$.

Now we have all the ingredients to characterise the distribution semantics coalgebraically, as the morphism $\langle\langle-\rangle\rangle_p : \text{At} \rightarrow Y_\chi$ defined by the following diagram, which maps $A \in \text{At}$ to its distribution tree in $p$.

\begin{equation}
\begin{array}{ccc}
\text{At} & \xrightarrow{\langle\langle\text{At} \rightarrow \varphi\rangle\rangle} & Y_\chi \\
\downarrow{\text{At} \times D_{\leq 1}P_fP_f} & \equiv & \downarrow{\text{At} \times D_{\leq 1}P_fP_f} \\
\text{At} \times M_{pr}P_f & \xrightarrow{\text{id}_{\text{At}} \times M_{pr}P_f (\langle\langle-\rangle\rangle_p)} & \text{At} \times M_{pr}P_f \\
\downarrow{\text{id}_{\text{At}} \times M_{pr}P_f (\langle\langle-\rangle\rangle_p)} & \equiv & \downarrow{\text{id}_{\text{At}} \times M_{pr}P_f (\langle\langle-\rangle\rangle_p)} \\
\text{At} \times D_{\leq 1}P_fP_f & \xrightarrow{\text{id}_{\text{At}} \times D_{\leq 1}P_fP_f (\langle\langle-\rangle\rangle_p)} & \text{At} \times D_{\leq 1}P_fP_f
\end{array}
\end{equation}

Note the use of $\text{pw}$ to extend probabilistic logic programs and stochastic derivation trees to the same coalgebra type as distribution trees. Then the distribution semantics $\langle\langle-\rangle\rangle_p$ is uniquely defined by the universal property of the final $\text{At} \times D_{\leq 1}P_fP_f$-coalgebra. By uniqueness, it can also be computed as the composite $! \circ \langle\langle-\rangle\rangle_p$, that is, first one derives the semantics $\langle\langle-\rangle\rangle_p$, then applies the translation $\text{pw}$ to each level of the resulting stochastic derivation tree, in order to turn it into a distribution tree.

4 General Case

We now generalise our coalgebraic treatment to arbitrary probabilistic logic programs and goals, possibly including variables. The section has the same structure as the one devoted to the ground case. First, in Subsection 4.2, we give a coalgebraic representation for general PLP, and equip it with a final coalgebra semantics in terms of stochastic derivation trees. Next, in Subsection 4.3, we study the coalgebraic representation of the distribution semantics. We begin by introducing our leading example – an extension of Example 1.

Example 14. We tweak the ground program of Example 1. Now it is not just Mary that may hear the alarm, but also her neighbours. There is a small probability that the alarm
rings because someone passes too close to Mary’s house. However, we can only estimate the possibility of paracusia and being awake for Mary, not the neighbours. The revised program, which by abuse of notation we also call $\mathbb{P}^2$, is based on an extension of the language in Example 1: we add a new 1-ary function symbol $\text{Neigh}^3$ to the signature $\Sigma_{dl}$, and a new 1-ary predicate $\text{PassBy}(\cdot)$ to the alphabet. Note the appearance of a variable $x$.

\[
\begin{align*}
0.01 & : \text{Earthquake} & \leftarrow & 0.5 & : \text{Alarm} & \leftarrow & \text{Earthquake} \\
0.2 & : \text{Burglary} & \leftarrow & 0.9 & : \text{Alarm} & \leftarrow & \text{Burglary} \\
0.6 & : \text{Wake(Mary)} & \leftarrow & 0.1 & : \text{Alarm} & \leftarrow & \text{PassBy}(x) \\
0.01 & : \text{Paracusia(Mary)} & \leftarrow & 0.3 & : \text{Hear}_\text{alarm}(x) & \leftarrow & \text{Paracusia}(x) \\
0.8 & : \text{Wake(Neigh(x))} & \leftarrow & \text{Wake}(x) & 0.8 & : \text{Hear}_\text{alarm}(x) & \leftarrow & \text{Alarm}, \text{Wake}(x)
\end{align*}
\]

As we want to maintain our approach a direct generalisation of the coalgebraic semantics \cite{2} of pure logic programs, the derivation semantics \([\cdot]\) for $\mathbb{PLP}$ will represent resolution by unification. This means that, at each step of the computation, given a goal $A$, one seeks substitutions $\theta, \tau$ such that $A\theta = H\tau$ for some head $H$ of a clause in the program. As a roadmap, we anticipate the way this computation is represented in terms of stochastic derivation trees (Definition 20 below), with a continuation of our leading example.

**Example 15.** In the context of Example 14, the tree for $[\text{Hear}_\text{alarm}(x)]_{\text{par}}$ is (partially) depicted below. Compared to the ground case (Example 6), now substitutions applied on the goal side appear explicitly as labels. We abbreviate $\text{Neigh}$ as $N$ and Mary as $M$.

![Diagram](attachment:diagram.png)

Resolution by unification as above will be implemented in two stages. The first step is devising a map for term-matching. Assuming that the substitution instance $A\theta$ of a goal $A$ is already given, we define $p$ performing term-matching of $A\theta$ in a given program $\mathbb{P}$:

\[
p(A\theta): \{B_1\tau_1, \ldots, B_k\tau_k\}_{i \in I} \ni r \mapsto \begin{cases} r : H \leftarrow B_1, \ldots, B_k \in \mathbb{P} \text{ and} \\
I \text{ contains all } i \text{ s.t. } A\theta = H\tau_i \\
0 \text{ otherwise.}
\end{cases}
\]

Intuitively, one application of such map is represented in a tree structure as Example 15 by the first two layers of the subtree rooted at $\theta$. The reason why the domain of $p(A)$ is a countable set $\{B_1\tau_1, \ldots, B_k\tau_k\}_{i \in I}$ of instances of the same body $B_1, \ldots, B_k$ is that the same clause may match a goal with countably many different substitutions $\tau_i$. For example in the bottom part of (4) there are countably infinite substitutions $\tau_i$ matching the head of $\text{Alarm} \leftarrow \text{PassBy}(x)$ to the goal $\text{Alarm}$, substituting $x$ with Mary, $\text{Neigh(Mary)}$, $\text{Neigh}(x)$, $\ldots$.
This will be reflected in the coalgebraic representation of PLP (see (7) below) by the use of the countable powerset functor \( \mathcal{P}_c \).

In order to model arbitrary unification, the second step is considering all substitutions \( \theta \) on the goal \( A \) such that a term-matcher for \( A\theta \) exists. There is an elegant categorial construction [3] packing together these two steps into a single coalgebra map. We will present it in subsection 4.1, and then use it to present the derivation semantics anticipated by Example 15 (Section 4.2). Finally we will give a coalgebraic view on the distribution semantics for PLP (Section 4.3).

### 4.1 Coalgebraic Representation of PLP

Towards a categorification of general PLP, the first concern is to account for the presence of variables in atoms. This is standardly done by letting the space of atoms on an alphabet \( \mathcal{A} \) be a presheaf \( \mathbf{At} \colon L_{\Sigma}^{\text{op}} \rightarrow \mathbf{Sets} \) rather than a set. Here the index category \( L_{\Sigma}^{\text{op}} \) is the opposite Lawvere Theory of \( \Sigma \) (see Section 2). For each \( n \in \text{Ob}(L_{\Sigma}^{\text{op}}) \), \( \mathbf{At}(n) \) is defined as the set of \( \mathcal{A} \)-atoms in context \( n \). Given a \( n \)-tuple \( \theta = (t_1, \ldots, t_n) \in L_{\Sigma}^{\text{op}}[n, m] \) of \( \Sigma \)-terms in context \( m \), \( \mathbf{At}(\theta) \colon \mathbf{At}(n) \rightarrow \mathbf{At}(m) \) is defined by substitution, namely \( \mathbf{At}(\theta)(A) = A\theta \), for any \( A \in \mathbf{At}(n) \).

As observed in [17] for pure logic programs, if we naively try to model our specification (5) for \( p \) as a coalgebra on \( \mathbf{At} \), we run into problems: indeed \( p \) is not a natural transformation, thus not a morphism between presheaves. Intuitively, this is because the existence of a term-matching for a goal \( A \) does not necessarily imply the existence of a term-matching for its substitution instance \( A\theta \). For pure logic programs, this problem can be solved in at least two ways. First, [17] relaxes naturality by changing the base category of presheaves from \( \mathbf{Sets} \) to \( \mathbf{Poset} \). We take here the second route, namely give a “saturated” coalgebraic treatment of PLP, generalising the modelling of pure logic programs proposed in [3]. This approach has the advantage of letting us work with \( \mathbf{Sets} \)-based presheaves, and be still able to recover term-matching via a “desaturation” operation – see [3] and Appendix B.

The Saturation Adjunction. To this aim, we briefly recall the saturated approach from [3].

The central piece is the adjunction \( \mathcal{U} \dashv \mathcal{K} \) on presheaf categories, as on the left below.

\[
\begin{array}{ccc}
\mathbf{Sets}^{L_{\Sigma}^{\text{op}}} & \xrightarrow{\mathcal{U}} & \mathbf{Sets}^{L_{\Sigma}^{\text{op}}} \\
\mathbf{K} \downarrow & & \downarrow \mathcal{K}(F) \\
\mathbf{Sets} & \xrightarrow{\mathbf{F}} & \mathbf{Sets}^{L_{\Sigma}^{\text{op}}}
\end{array}
\]

Here \( |L_{\Sigma}^{\text{op}}| \) is the discretisation of \( L_{\Sigma}^{\text{op}} \), i.e. all the arrows but the identities are dropped. The left adjoint \( \mathcal{U} \) is the forgetful functor, given by precomposition with the obvious inclusion \( \iota : |L_{\Sigma}^{\text{op}}| \rightarrow L_{\Sigma}^{\text{op}} \). \( \mathcal{U} \) has a right adjoint \( \mathcal{K} = \text{Ran} : \mathbf{Sets}^{L_{\Sigma}^{\text{op}}} \rightarrow \mathbf{Sets}^{L_{\Sigma}^{\text{op}}} \), which sends every presheaf \( \mathbf{F} : |L_{\Sigma}^{\text{op}}| \rightarrow \mathbf{Sets} \) to its right \textit{Kan extension} along \( \iota \), as in the rightmost diagram in (6). The definition of \( \mathcal{K} \) can be computed [21] as follows:

- on objects \( \mathbf{F} \in \text{Ob}(\mathbf{Sets}^{L_{\Sigma}^{\text{op}}}) \), the presheaf \( \mathcal{K}(\mathbf{F}) : L_{\Sigma}^{\text{op}} \rightarrow \mathbf{Sets} \) is defined by letting \( \mathcal{K}(\mathbf{F})(n) \) be the product \( \mathcal{K}(\mathbf{F})(n) = \prod_{\theta \in L_{\Sigma}^{\text{op}}[n, m]} \mathbf{F}(m) \), where \( m \) ranges over \( \text{Ob}(L_{\Sigma}^{\text{op}}) \). Intuitively, every element in \( \mathcal{K}(\mathbf{F})(n) \) is a tuple with index set \( \bigcup_{m \in \text{Ob}(L_{\Sigma}^{\text{op}})} L_{\Sigma}^{\text{op}}[n, m] \), and its component at index \( \theta : n \rightarrow m \) is an element in \( \mathbf{F}(m) \). We follow the convention of [3] and write \( \hat{x}, \hat{y}, \ldots \) for such tuples, and \( \hat{x}(\theta) \) for the component of \( \hat{x} \) at index \( \theta \).

With this convention, given an arrow \( \sigma \in L_{\Sigma}^{\text{op}}[n, n'] \), \( \mathcal{K}(\mathbf{F})(\sigma) \) is defined by pointwise substitution as the mapping of the tuple \( \hat{x} \) to the tuple \( (\hat{x}(\theta \circ \sigma))_{\theta : n \rightarrow m} \).

- On arrows, given a morphism \( \alpha : \mathbf{F} \rightarrow \mathbf{G} \) in \( \mathbf{Sets}^{L_{\Sigma}^{\text{op}}} \), \( \mathcal{K}(\alpha) \) is a natural transformation \( \mathcal{K}(\mathbf{F}) \rightarrow \mathcal{K}(\mathbf{G}) \) defined pointwise as \( \mathcal{K}(\alpha)(n) : \hat{x} \mapsto (\alpha_m(\hat{x}(\theta)))_{\theta : n \rightarrow m} \).
It is also useful to record the unit \( \eta \colon 1 \to K\mathcal{U} \) of the adjunction \( \mathcal{U} \dashv \mathcal{K} \). Given a presheaf \( F \colon \mathbf{L}_{\text{op}} \to \mathbf{Sets} \), \( \eta_F \colon F \to K\mathcal{U}F \) is a natural transformation defined by \( \eta_F(n) \colon x \mapsto \langle F(\theta)(x) \rangle_\theta : n \to m \).

**Saturation in \( \text{PLP} \).** We now come back to the question of the coalgebra structure on the presheaf \( \mathcal{At} \) modelling \( \text{PLP} \). First, we are now able to represent \( p \) in (5) as a coalgebra map. The aforementioned naturality issue is solved by defining it as a morphism in \( \eta_4 \). Once we have identified our coalgebra type, the construction leading to the derivation semantics occurring therein always form a \( \mathcal{At} \)-sequence of objects and \( \mathcal{At} \)-semantics is the unit of the adjunction, as defined above. Spelling it out, \( p^\sharp \) is as follows (cf. the discussion below (5)).

\[
p^\sharp := \mathcal{At} \overset{\eta_4}{\to} K\mathcal{U} \mathcal{At} \overset{K\mathcal{P}_c \mathcal{P}_f \mathcal{U} \mathcal{At}}{\to} \mathcal{K}\mathcal{M}_{pr} \mathcal{P}_c \mathcal{P}_f \mathcal{U} \mathcal{At}
\]

where \( \eta_4 \) is the obvious extension of \( \mathbf{Sets} \)-endofunctors to \( \mathbf{Sets}_{\text{L}^\text{op}} \)-endofunctors, defined by functor precomposition. With respect to the ground case, note the insertion of \( \mathcal{P}_c \), the lifting of the countable powerset functor, in order to account for the countably many instances of a clause that may match the given goal (cf. the discussion below (5)).

- **Example 16.** Our program \( \mathbb{P}^\text{aul} \) (Example 14) is based on \( \mathcal{At}_{\text{ful}} \colon \mathbf{L}_{\text{op}} \to \mathbf{Sets} \). Some of its values are \( \mathcal{At}_{\text{ful}}(0) = \{ \text{Mary, Neigh(Mary)}, \text{Neigh(Neigh(Mary))} \ldots \} \) and \( \mathcal{At}_{\text{ful}}(1) = \{ x, \text{Mary, Neigh(x)}, \text{Neigh(Mary)} \ldots \} \). Part of the coalgebra \( p_{\text{ful}} \) modelling the program \( \mathbb{P}^\text{aul} \) is as follows (cf. the tree (4)).

\[
\begin{align*}
(p_{\text{ful}})(\text{Hear}_\text{alarm(Mary)}) & = 0.8(\{ \text{Alarm, Wake(Mary)} \}) + 0.3(\{ \text{Parasusia(Mary)} \}) \\
(p_{\text{ful}})(\text{Alarm}) & = 0.5(\{ \text{Earthquake} \}) + 0.9(\{ \text{Burglary} \}) + 0.1(\{ \text{PassBy(Mary)} \}, \{ \text{PassBy(Neigh(Mary))} \}, \{ \text{PassBy(Neigh(x))} \}, \ldots )
\end{align*}
\]

The universal property of the adjunction (6) gives a canonical “lifting” of \( p \) to a \( \mathcal{K}\mathcal{M}_{pr} \mathcal{P}_c \mathcal{P}_f \mathcal{U} \mathcal{At} \)-coalgebra \( p^\sharp \) on \( \mathcal{At} \), performing unification rather than just term-matching:

\[
p^\sharp := \mathcal{At} \overset{\eta_4}{\to} K\mathcal{U} \mathcal{At} \overset{K\mathcal{P}_c \mathcal{P}_f \mathcal{U} \mathcal{At}}{\to} \mathcal{K}\mathcal{M}_{pr} \mathcal{P}_c \mathcal{P}_f \mathcal{U} \mathcal{At}
\]

where \( \eta_4 \) is the unit of the adjunction, as defined above. Spelling it out, \( p^\sharp \) is the mapping

\[
p^\sharp_n : A \in \mathcal{At}(n) \mapsto \langle p_m(A\theta) \rangle_\theta : n \to m.
\]

Intuitively, \( p^\sharp_n \) retrieves all the unifiers \( (\theta, \tau) \) of \( A \) and head \( H \) in \( \mathbb{P} \): first, we have \( A\theta \in \mathcal{At}(m) \) as a component of the saturation of \( A \) by \( \eta_{\mathcal{At}} \); then we term-match \( H \) with \( A\theta \) by \( Kp_m \).

- **Remark 17.** Note that the parameter \( n \in \text{Ob}(\mathbf{L}_{\text{op}}) \) in the natural transformation \( p^\sharp \) fixes the pool \( \{ x_1, \ldots, x_n \} \) of variables appearing in the atoms (and relative substitutions) that are considered in the computation. Analogously to the case of pure logic programs [17, 3], it is intended that such \( n \) can always be chosen “big enough” so that all the relevant substitution instances of the current goal and clauses in the program are covered – note the variables occurring therein always form a finite set, included in \( \{ x_1, \ldots, x_m \} \) for some \( m \in \mathbb{N} \).

### 4.2 Derivation Semantics

Once we have identified our coalgebra type, the construction leading to the derivation semantics \( [-]_{\text{pr}} \) for general \( \text{PLP} \) is completely analogous to the ground case. One can define the cofree coalgebra for \( \mathcal{K}\mathcal{M}_{pr} \mathcal{P}_c \mathcal{P}_f \mathcal{U}(-) \) by terminal sequence, similarly to Construction 7. For simplicity, henceforth we denote the functor \( \mathcal{K}\mathcal{M}_{pr} \mathcal{P}_c \mathcal{P}_f \mathcal{U}(-) \) by \( \mathcal{S} \).

- **Construction 18.** The terminal sequence for \( \mathcal{At} \times \mathcal{S}(-) : \mathbf{Sets}_{\text{L}^\text{op}} \to \mathbf{Sets}_{\text{L}^\text{op}} \) consists of a sequence of objects \( X_\alpha \) and morphisms \( \delta^\alpha : X_\beta \to X_\alpha \), for \( \alpha < \beta \in \text{Ord} \), defined analogously to Construction 7, with \( p^\sharp \) and \( \mathcal{S} \) replacing \( p \) and \( \mathcal{M}_{pr} \mathcal{P}_f \).
This terminal sequence converges by the following lemma.

**Proposition 19.** $S$ is accessible, and preserves monomorphisms.

**Proof.** Since both properties are preserved by composition, it suffices to show that they hold for all the component functors. For $\mathcal{M}_{pr}$, $\mathcal{P}_c$ and $\mathcal{P}_f$, they follow from accessibility and mono-preservation of $\mathcal{M}_{pr}$, $\mathcal{P}_c$ and $\mathcal{P}_f$ (see Proposition 8), as (co)limits in presheaf categories are computed pointwise. For $\mathcal{K}$ and $\mathcal{U}$, these properties are proven in [3].

Therefore the terminal sequence for $\mathsf{At} \times S(-)$ converges at some limit ordinal, say $\gamma$, yielding the final $\mathsf{At} \times S(-)$-coalgebra $X_\gamma \sim X_\gamma \to \mathsf{At} \times S(X_\gamma)$. The derivation semantics is then defined $[\cdot]_\rho: \mathsf{At} \to X_\gamma$ by universal property, as on the right.

A careful inspection of the terminal sequence constructing $X_\gamma$ allows to infer a representation of its elements as trees, among which we have those representing computations by unification of goals in a PLP program. We call these **stochastic saturated derivation trees**, as they extend the derivation trees of Definition 5 and are the probabilistic variant of saturated and-or trees in [3]. Using (9) one can easily verify that $[A]$ is indeed the stochastic saturated derivation tree for a given goal $A$. Example 15 provides a pictorial representation of one such tree.

**Definition 20 (Stochastic saturated derivation trees).** Given a probabilistic logic program $\mathcal{P}$, a natural number $n$ and an atom $A \in \mathsf{At}(n)$. The stochastic saturated derivation tree for $A$ in $\mathcal{P}$ is the possibly infinite tree $T$ satisfying the following properties:

1. There are four kinds of nodes: atom-node (labelled with an atom), substitution-node (labelled with a substitution), clause-node (labelled with $\bullet$), instance-node (labelled with $\spadesuit$), appearing alternatively in depth in this order. The root is an atom-node with label $A$.
2. Each clause-node is labelled with a probability value.
3. Suppose an atom-node $s$ is labelled with $A' \in \mathsf{At}(n')$. For every substitution $\theta: n' \to m'$, $s$ has exactly one (substitution-node) child $t$ labelled with $\theta$. For every clause $r :: H \leftarrow B_1, \ldots, B_k$ in $\mathcal{P}$ such that $H$ matches $A'\theta$ (via some substitution), $t$ has exactly one (clause-)child $u$, and edge $t \to u$ is labelled with $r$. Then for every substitution $\tau$ such that $A'\theta = H\tau$ and $B_1\tau, \ldots, B_k\tau \in \mathsf{At}(m')$, $u$ has exactly one (instance-)child $v$. Also $v$ has exactly $|\{B_1\tau, \ldots, B_k\tau\}|$-many (atom-)children, each labelled with one element in $\{B_1\tau, \ldots, B_k\tau\}$.

### 4.3 Distribution Semantics

In this section we conclude by giving a coalgebraic perspective on the distribution semantics $\llangle - \rrangle$ for general PLP. Mimicking the ground case (Section 3.3), this will be presented as an extension of the derivation semantics, via a “possible worlds” natural transformation. Also in the general case, we want to guarantee that a single probability value is computable for a given goal $A$ from the corresponding tree $\llangle A \rrangle$ in the final coalgebra – whenever this probability
is also computable in the “traditional” way (see (1)) of giving distribution semantics to \textsc{plp}. In this respect, the presence of variables and substitutions poses additional challenges, for which we refer to Appendices A and B. In a nutshell, the issue is that the distribution semantics counts the use of a clause in the program at most once, independently from how many times that clause is used again in the computation. To account for this aspect in our tree representation, we need to give enough information to determine which clause is used at each step of the computation, so that a second use can be easily detected. Note that neither our saturated derivation trees, nor a “naive” extension of them to distribution trees, carry such information: what appears in there is only the instantiated heads and bodies, but in general one cannot retrieve \(A\) from a substitution \(\theta\) and the instantiation \(A\theta\). This is best illustrated via a simple example.

> **Example 21.** Consider the following program, based on the signature \(\Sigma = \{a^0\}\) and two 1-ary predicates \(P, Q\). It consists of two clauses:

\[
0.5 :: P(x_1) \leftarrow Q(x_1) \quad \text{or} \quad 0.5 :: P(x_1) \leftarrow Q(x_2)
\]

The goal \(P(a)\) matches the head of both clauses. However, given the sole information of the next goal being \(Q(a)\), it is impossible to say whether the first clause has been used, instantiated with \(x_1 \mapsto a\), or the second clause has been used, instantiated with \(x_1 \mapsto a, x_2 \mapsto a\).

This observation motivates, as intermediate step towards the distribution semantics, the addition of labels to clause-nodes in derivation trees, in order to make explicit which clause is being applied. From the coalgebraic viewpoint, this just amounts to an extension of the type of the term-matching coalgebra:

\[
\tilde{\rho}: \text{At} \rightarrow \tilde{\mathcal{M}}_{pr}(\tilde{\mathcal{P}}_c \tilde{\mathcal{P}}_f \text{At} \times (\text{At} \times \text{At} \tilde{\mathcal{P}}_f \text{At})).
\]

Note the insertion of \((-) \times (\text{At} \times \text{At} \tilde{\mathcal{P}}_f \text{At})\), which allows us to indicate at each step the head \((\text{At} \tilde{\mathcal{P}}_f \text{At})\) and the body \((\text{At} \tilde{\mathcal{P}}_f \text{At})\) of the clause being used, its probability label being already given by \(\tilde{\mathcal{M}}_{pr}\).

More formally, for any \(n\) and atom \(A \in \text{At}(n)\), we define

\[
\tilde{\rho}_n(A): \{(B_1, \ldots, B_n) \in \mathbb{N}^n : H, \{B_1, \ldots, B_n\} \} \mapsto \begin{cases} r \quad (r:B_1, \ldots, B_n) \in \mathbb{P} \Rightarrow H = A \\ 0 \quad \text{otherwise} \end{cases}
\]

As in the case of \(p\) in (7), we can move from term-matching to unification by using the universal property of the adjunction \(H \dashv K\), yielding \(\tilde{\rho}^1: \text{At} \rightarrow K\tilde{\mathcal{M}}_{pr}(\tilde{\mathcal{P}}_c \tilde{\mathcal{P}}_f \text{At} \times (\text{At} \times \text{At} \tilde{\mathcal{P}}_f \text{At}))\). For simplicity henceforth we denote the functor \(K\tilde{\mathcal{M}}_{pr}(\tilde{\mathcal{P}}_c \tilde{\mathcal{P}}_f \text{At}(-) \times (\text{At} \times \text{At} \tilde{\mathcal{P}}_f \text{At}))\) by \(\mathcal{R}\).

We are now able to conclude our characterisation of the distribution semantics. The “possible worlds” transformation \(\text{pw}: \mathcal{M}_{pr} \Rightarrow \mathcal{D}_{\mathcal{P}} \tilde{\mathcal{P}}_f\) (Definition 13) yields a natural transformation \(\tilde{\text{pw}}: \tilde{\mathcal{M}}_{pr} \Rightarrow \mathcal{D}_{\mathcal{P}} \tilde{\mathcal{P}}_f\), defined pointwise by \(\text{pw}\). We can use \(\tilde{\text{pw}}\) to translate \(\mathcal{R}\) into the functor \(K\mathcal{D}_{\mathcal{P}} \tilde{\mathcal{P}}_f(\text{At} \times \text{At} \tilde{\mathcal{P}}_f \text{At})\), abbreviated as \(\mathcal{O}\), which is going to give the type of saturated distribution trees for general \textsc{plp} programs.

\footnote{As noted in Remark 17, instantiating \(\tilde{\rho}\) to some \(n \in \text{Ob}(\mathcal{L}^{\text{op}})\) fixes a variable context \(\{x_1, \ldots, x_n\}\) both for the goal and the clause labels. In practice, because the set of clauses is always finite, it suffices to chose \(n\) “big enough” so that the variables appearing in the clauses are included in \(\{x_1, \ldots, x_n\}\).}
As a simple extension of the developments in Section 4.2, we can construct the cofree \( \mathcal{R} \)-coalgebra \( \Phi \) via a terminal sequence. Similarly, one can obtain the cofree \( \mathcal{O} \)-coalgebra \( \Psi \). By the universal property of \( \Psi \), all these ingredients get together in the definition of the distribution semantics \( \langle \langle \cdot \rangle \rangle_{\tilde{p}^\sharp} \) for arbitrary \( \text{PLP} \) programs \( \tilde{p}^\sharp \).

\[
\begin{align*}
\text{At} & \xrightarrow{\text{id}_{\text{At}}} \text{At} \\
\text{At} \times \mathcal{R} \text{At} & \xrightarrow{\text{id}_{\text{At}} \times \mathcal{R} \text{id}_{\text{At}}} \text{At} \times \mathcal{R} \Phi \\
\text{At} \times \mathcal{O} \text{At} & \xrightarrow{\text{id}_{\text{At}} \times \mathcal{K} \text{id}_{\text{At}}} \text{At} \times \mathcal{O} \Phi \\
\text{At} \times \mathcal{O} \Phi & \xrightarrow{\text{id}_{\text{At}} \times \mathcal{O} \text{id}_{\text{At}}} \text{At} \times \mathcal{O} \Psi
\end{align*}
\]

where !\( \Phi \) and !\( \Psi \) are given by the evident universal properties, and show the role of the cofree \( \mathcal{R} \)-coalgebra \( \Phi \) as an intermediate step. The layered construction of final coalgebras \( \Psi \) and \( \Phi \), together with the above characterisation of \( \langle \langle \cdot \rangle \rangle_{\tilde{p}^\sharp} \), allow to conclude that the distribution semantics maps a goal \( A \) to its saturated distribution tree \( \langle \langle A \rangle \rangle_{\tilde{p}^\sharp} \), as formally defined below.

\begin{definition}[Saturated distribution tree]\label{def:saturated_distribution_tree}
The saturated distribution tree for \( A \in \text{At}(n) \) in \( \mathbb{P} \) is the possibly infinite tree satisfying the following properties based on Definition 20:

1. There are five kinds of nodes: in addition to the atom-, substitution-, clause- and instance-nodes, there are world-nodes. The world-nodes are children of the substitution-nodes, and parents of the clause nodes. The root and the order of the rest nodes are the same as in Definition 20, condition 1. The clause-nodes are now labelled with clauses of \( \mathbb{P} \).

2. Suppose \( s \) is an atom node labelled with \( A' \in \text{At}(n') \), and \( t \) is a substitution-child of \( s \) labelled with \( \theta : n' \rightarrow m \). Let \( C \) be the set of all clauses \( C \) such that \( \text{Head}(C) \) matches \( A' \theta \). Then \( t \) has \( 2^{|C|} \) world-children, each representing a subset \( X \) of \( C \). If a child \( u \) represents subset \( X \), then the edge \( t \rightarrow u \) has probability label \( \prod_{C \in X} \text{Label}(C) \cdot \prod_{C' \not\in C \setminus X} \text{Label}(C') \). Also \( u \) has \( |X| \) clause-children, one for each clause \( C \in X \), labelled with the corresponding clause. The rest for clause-nodes and instance-nodes are the same as in Definition 20, condition 3.

\end{definition}

\begin{remark}
Note that, in principle, saturated distribution trees could be defined coalgebraically without the intermediate step of adding clause labels. This is to be expected: coalgebra typically captures the one-step, “local” behaviour of a system. On the other hand, as explained, the need for clause labels is dictated by a computational aspect involving the depth of distribution trees, that is, a “non-local” dimension of the system.

We conclude with the pictorial representation of the saturated distribution tree of a goal in our leading example.

Example 24. In the context of Example 14, the tree \( \langle \text{Hear\_alarm}(x) \rangle \) capturing the distribution semantics of \text{Hear\_alarm}(x) is (partially) depicted as follows. Note the presence of clauses labelling the clause-nodes.

![Diagram of a tree structure](image-url)
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A Computability of the Distribution Semantics (Ground Case)

Computing with distribution trees. As a justification for our tree representation of the distribution semantics, we claimed that the probability \( \Pr_P(A) \) associated with a goal (see (1)) can be straightforwardly computed from the corresponding distribution tree \( \langle \langle A \rangle \rangle_p \). This appendix supplies such an algorithm. Note this serves just as a proof of concept, without any claim of efficiency compared to pre-existing implementations. In the sequel we fix a ground PLP program \( P \) with atoms \( \mathcal{A} \), a goal \( A \in \mathcal{A} \) and the distribution tree \( T \) for \( A \) in \( P \) (Definition 9). First, we may assume that \( T \) does not contain loop (which implies that \( T \) is finite). Indeed, in the ground case loops only results from multiple appearance of an atom in some path, which can be easily detected. We can prune the subtrees of \( T \) rooted by atoms that already appeared at an earlier stage: this does not affect the computation of \( \Pr_P(A) \), and it makes \( T \) finite. Next, we introduce the concept of deterministic subtree. Basically a deterministic subtree selects one world-node at each stage. Recall that every clause-node in \( T \) represents a clause in \( |P| \), whose head is the label of its atom-grandparent, and body consists of the labels of its atom-children.

Definition 25. A subtree \( S \) of \( T \) is deterministic if (i) it contains exactly one child (world-node) for each atom-node and all children for other nodes, and (ii) for any distinct atom-nodes \( s, t \) in \( S \) with the same label, \( s \) and \( t \) have their clause-grandchildren representing the same clauses.

The idea is that \( S \) describes a computation in which the choice of a possible world (i.e., a sub-program of \( P \)) associated to any atom \( B \) appearing during the resolution is uniquely determined. Because of this feature, each deterministic subtree uniquely identifies a set of sub-programs of \( |P| \), and together the deterministic subtrees of \( T \) form a partition over the set of these sub-programs (see Proposition 27 below).

Since \( T \) is finite, it is clear that we can always provide an enumeration of its deterministic subtrees. We can now present our algorithm, in two steps. First, Algorithm 1 computes the probability associated with a deterministic subtree. Second, Algorithm 2 computes \( \Pr_P(A) \) by summing up the probabilities found by Algorithm 1 on all the deterministic subtrees of \( T \) which contains a refutation of \( A \). Below we write \( \text{label}(s \rightarrow t) \) for the probability labelling the edge from \( s \) to \( t \).

Algorithm 1 Compute probability of a deterministic subtree.

**Input:** A deterministic subtree \( S \) of \( T \\
**Output:** The probability of \( S 

1: \text{probList} = [ ] 
2: \text{for} \text{ atom-node } s \text{ in } S \text{ do} 
3: \quad \text{if } s \text{ has child then} 
4: \quad \quad \text{probList} += \text{label}(s \rightarrow \text{child}(s)) 
5: \quad \text{if } \text{probList} == [ ] \text{ then} 
6: \quad \quad \text{return } 0 
7: \quad \text{else } \text{prob} = \text{product of values in probList} 
8: \quad \text{return } \text{prob}
**Algorithm 2** Compute probability of a goal.

**Input:** The distribution tree $\mathcal{T}$ of $A$ in $\mathbb{P}$

**Output:** The success probability $\Pr_{\mathbb{P}}(A)$

1: $\text{probSuc} = 0$
2: for deterministic subtree $S$ of $\mathcal{T}$ do
3: if $S$ refutes $A$ then
4: $\text{probSuc} += \text{Algorithm 1}(S)$
5: return $\text{probSuc}$

The above procedure terminates because $\mathcal{T}$ is finite and every for-loop is finite. We now focus on the correctness of the algorithm.

**Correctness.** As mentioned, a world-node in a deterministic subtree can be seen as a choice of clauses: one chooses the clauses represented by its clause-children, and discards the clauses represented by its “complement” world. For correctness, we make this precise, via the following definition.

\[\text{Definition 26.} \text{ Given a clause } C \text{ in } \mathbb{P}, \text{ a deterministic subtree } S \text{ of } \mathcal{T}, \text{ a world-node } t \text{ and its atom-parent } s \text{ in } S, \text{ we say } t \text{ accepts } C \text{ if } \text{Head}(C) = \text{label}(s) \text{ and there is a clause-child of } t \text{ that represents } C; \text{ } t \text{ rejects } C \text{ if } \text{Head}(C) = \text{label}(s) \text{ but no clause-child of } t \text{ represents } C. \text{ We say } S \text{ accepts (rejects) } C \text{ if there exists a world-node } t \text{ in } S \text{ accepts (rejects) } C.\]

Note that Definition 25, condition (ii) prevents the existence of world-nodes $t, t'$ in $S$ such that $t$ accepts $C$ and $t'$ rejects $C$. Thus the notion that $S$ accepts (rejects) $C$ is well-defined.

We denote the set of clauses accepted and rejected by $S$ by $\text{Acc}(S)$ and $\text{Rej}(S)$, respectively.

Then we can define the set $\text{SubProg}(S)$ of sub-programs represented by $S$ as

\[\text{SubProg}(S) := \{L \subseteq \mathbb{P} \mid \forall C \in \text{Acc}(S), C \in L; \forall C' \in \text{Rej}(S), C' \notin L\}\] (10)

We will prove the correctness of the algorithm through the following basic observations on the connection between deterministic subtrees and the sub-programs they represent:

\[\text{Definition 27.} \text{ Suppose } S \text{ is a deterministic subtree of the distribution tree } \mathcal{T} \text{ of } A.\]

1. $\{\text{SubProg}(S) \mid S \text{ is deterministic subtree of } \mathcal{T}\}$ forms a partition of $\mathcal{P}(\mathbb{P})$.
2. Either $L \vdash A$ for all $L \in \text{SubProg}(S)$ or $L \nvdash A$ for all $L \in \text{SubProg}(S)$.
3. $\sum_{L \in \text{SubProg}(S)} \Pr_{\mathbb{P}}(L) = \prod_{r_i \in S} r_i$, where the $r_i$s are all the probability labels appearing in $S$ (on the atom-node $\rightarrow$ world-node edges).

**Proof.**

1. Given any two distinct deterministic subtrees, there is an atom-node $s$ such that the subtrees include distinct world-child of $s$. So by (10) the sub-programs they represent do not share at least one clause. Moreover, given a sub-program $L$, one can always identify a deterministic subtree $S$ such that $L \in \text{SubProg}(S)$, as follows: given the $A$-labelled root of $\mathcal{T}$, select the world-child $w$ of $A$ representing the (possibly empty) set $X$ of all clauses in $L$ whose head is $A$; then select the children (if any) of $w$, and repeat the procedure.
2. Note that a sub-program $L \in \text{SubProg}(S)$ refutes the goal $A$ iff $S$ contains a successful refutation of $A$, and the latter property is independent of the choice of $L$. 

We can now formulate the success probability of

\[ \text{Traditionally, logic programming has both the theorem-proving and problem-solving perspectives} \ [18]. \text{From the problem-solving perspective, the aim is to find a refutation of the goal} \leftarrow G, \text{which amounts to finding a proof of some substitution instance of} \ G. \text{From} \]

3. We refer to \( \prod_{r_i \in S} r_i \) as the probability of the deterministic subtree \( S \). For each subprogram \( L \in \text{SubProg}(S) \), its probability can be written as

\[ \Pr_P(L) = \prod_{\mathcal{C} \in \text{Acc}(S)} \text{Label}(\mathcal{C}) \cdot \prod_{\mathcal{C}' \in \text{Rej}(S)} (1 - \text{Label}(\mathcal{C}')) \cdot \Pr_{P \setminus (\text{Acc} \cup \text{Rej})}(L \setminus \text{Acc}(S)) \] (11)

Note that \( \text{SubProg}(S) \) can also be written as \( \{X \cup \text{Acc}(S) \mid X \subseteq P \setminus (\text{Acc}(S) \cup \text{Rej}(S))\} \), so

\[ \sum_{L \in \text{SubProg}(S)} \Pr_{P \setminus (\text{Acc} \cup \text{Rej})}(L \setminus \text{Acc}(S)) = 1. \] (12)

Applying equation (12) to the sum of (11) over all \( L \in \text{SubProg}(S) \), we get

\[ \sum_{L \in \text{SubProg}(S)} \Pr_P(L) = \prod_{\mathcal{C} \in \text{Acc}(S)} \text{Label}(\mathcal{C}) \cdot \prod_{\mathcal{C}' \in \text{Rej}(S)} (1 - \text{Label}(\mathcal{C}')) \] (13)

For each world-node \( t \) and its atom-parent \( s \), we can use the terminology in Definition 26, and express \( \text{label}(s \rightarrow t) \) (see Definition 9) as

\[ \text{label}(s \rightarrow t) = \prod_{t \text{ accepts } \mathcal{C}} \text{Label}(\mathcal{C}) \cdot \prod_{t \text{ rejects } \mathcal{C}'} (1 - \text{Label}(\mathcal{C}')). \] (14)

Applying (14) to the whole deterministic subtree \( S \), we obtain

\[ \sum_{L \in \text{SubProg}(S)} \Pr_P(L) \overset{(13)}{=} \prod_{\mathcal{C} \in \text{Acc}(S)} \text{Label}(\mathcal{C}) \cdot \prod_{\mathcal{C}' \in \text{Rej}(S)} (1 - \text{Label}(\mathcal{C}')) \]

\[ \overset{\text{Def. 26}}{=} \prod_{\text{world-node } t \text{ in } S} \left[ \prod_{t \text{ accepts } \mathcal{C}} \text{Label}(\mathcal{C}) \cdot \prod_{t \text{ rejects } \mathcal{C}'} (1 - \text{Label}(\mathcal{C}')) \right] \]

\[ \overset{(14)}{=} \prod_{r_i \in S} r_i \]

If we say two world-nodes \( t \) and \( t' \) are equivalent if their clause-children represent exactly the same clauses in \( P \), then the \( \prod_{\text{world-node } t \text{ in } S} \) in the above calculation visits every world-node exactly once modulo equivalence.

We can now formulate the success probability of \( A \) as follows

\[ \Pr_P(A) = \sum_{|P| \geq L \cdot A} \Pr_P(L) \overset{\text{Prop} 27.1 \& 2}{=} \sum_{S \vdash A} \sum_{L \in \text{SubProg}(S)} \Pr_P(L) \]

\[ \overset{(13)}{=} \sum_{S \vdash A} \sum_{\mathcal{C} \in \text{Acc}(S)} \text{Label}(\mathcal{C}) \cdot \prod_{\mathcal{C}' \in \text{Rej}(S)} (1 - \text{Label}(\mathcal{C}')) \overset{\text{Prop} 27.3}{=} \sum_{S \vdash A} \prod_{r_i \in S} r_i \]

In words, this is exactly Algorithm 2: we sum up the probabilities of all deterministic subtrees \( S \) of the distribution tree \( T \) which contain a proof of \( A \).

### B Computability of the Distribution Semantics (General Case)

Computability of the distribution semantics for arbitrary PLP programs relies on the substitution mechanism employed in the resolution. This aspect deserves a preliminary discussion. Traditionally, logic programming has both the theorem-proving and problem-solving perspectives [18]. From the problem-solving perspective, the aim is to find a refutation of the goal \( \leftarrow G \), which amounts to finding a proof of some substitution instance of \( G \). From
the theorem-proving perspective, the aim is to search for a proof of the goal \( G \) itself as an atom. The main difference is in the substitution mechanism of resolution: unification for the problem-solving and term-matching for the theorem-proving perspective. We will first explore computability within the theorem-proving perspective. As resolution tehrein is by term-matching, the probability \( \Pr^P_T(A) \) of proving a goal \( A \) in a \( \text{plp} \) program \( P \) is formulated as \( \Pr^P_T(A) := \sum_{|P| \supseteq L \Rightarrow A} \Pr_P^L(L) \), where \( L \Rightarrow A \) means that \( A \) is derivable in the sub-program \( L \) (not to be confused with \( L \vdash A \), which stands for some substitution instance of \( A \) being derivable in \( L \), see (1)).

In our coalgebraic framework, the distribution semantics for general \( \text{plp} \) programs is represented on “saturated” trees, in which computations are performed by unification. However, following [3], one can define the \( \text{TM (Term Matching)} \) distribution tree of a goal \( A \) in a program \( \mathbb{P} \) by “desaturation” of the saturated distribution tree for \( A \) in \( \mathbb{P} \). The coalgebraic definition, for which we refer to [3], applies pointwise on the saturated tree the counit \( \epsilon: UKU \Rightarrow U \Rightarrow At \) of the adjunction \( U \dashv K \) (cf. (6)). The TM distribution tree which results from “desaturation” can be described very simply: at each layer of the starting saturated distribution tree, one prunes all the subtrees which are not labelled with the identity substitution \( \text{id} := x_1 \mapsto x_1, x_2 \mapsto x_2, \ldots \). In this way, the only remaining computation are those in which resolution only applies a non-trivial substitution on the clause side, that is, in which unification is restricted to term-matching.

**Computability of term-matching distribution semantics.** One may compute the success probability \( \Pr^P_T(A) \) in \( \mathbb{P} \) from the TM distribution tree of \( A \) in \( \mathbb{P} \). The computation goes similarly to Algorithm 2: the problem amounts to calculating the probabilities of those deterministic subtrees of the distribution tree which prove the goal. We confine ourselves to some remarks on the aspects that require extra care, compared to the ground case.

1. The probability \( \Pr^P_T(A) \) is not computable in whole generality. It depends on whether one can decide all the proofs of \( A \) in the pure logic program \(|\mathbb{P}|\), and there are various heuristics in logic programming for this task.
2. It is still possible to decide whether a subtree is deterministic, but the algorithm in the general case is a bit subtler, as it is now possible that two different goals match the same clause (instantiated in two different ways).
3. When calculating the probability of a deterministic subtree in the TM distribution tree, multiple appearances of a single clause (possibly instantiated with different substitutions) should be counted only once. In order to ensure this one needs to be able to identify which clause is applied at each step of the computation described by the distribution trees: this is precisely the reason of the addition of the clause labels in the coalgebra type of these trees, as discussed in Section 4.3.

We conclude by briefly discussing the problem-solving perspective, in which resolution is based on arbitrary unification rather than just term-matching. In standard SLD-resolution, computability relies on the possibility of identifying the most general unifier between a goal and the head of a given clause. This can be done also within saturated distribution trees, since saturation supplies all the unifiers, thus in particular the most general one. This means that, on principle, one may compute the distribution semantics based on most general unification from the saturated distributed tree associated with a goal, with similar caveats as the ones we described for the term-matching case. However, the lack of a satisfactory coalgebraic treatment of most general unifiers [3] makes us privilege the theorem-proving perspective discussed above, for which desaturation provides an elegant categorical formalisation. This is also in line with the series of works [17, 19] on coalgebraic (pure) logic programming, all based on term-matching as substitution mechanism.
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1 Introduction
Successful termination has been a source of controversy from the early days of process algebra. The process theory CCS [18] does not make the distinction between deadlock and successful termination at all. The process theory ACP [9] does make the distinction semantically, but, although it includes a constant denoting deadlock, it does not, in its original formulation, include a constant denoting the successfully terminated process. Only later proposals were made for including such a constant [1, 24].

From a concurrency-theoretic perspective, including a constant 1 for successful termination raises philosophical questions without clear-cut answers. For instance, what is the behaviour of a process $a.1 + 1$ that may non-deterministically choose between performing the action $a$ and successfully terminating? Can it perform the action $a$ at all? Is it successfully terminated even when it can still perform activity? And what does it mean to sequentially compose $a.1 + 1$ with the process $b.1$? Can $(a.1 + 1) \cdot b.1$ do a $b$ immediately or should it wait until $a.1 + 1$ has performed the $a$?

In the classical theory of automata and formal languages, the constant 1 has a more accepted status. The algebras of regular expressions and $\mu$-regular expressions include a constant 1 denoting the language consisting of the empty string. Without the inclusion of the constant, the correspondence between regular expressions and finite automata [16], and the correspondence between $\mu$-regular expressions and pushdown automata [17, 21] would be
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lost. Finite automata and pushdown automata are endowed with an acceptance predicate separate from the transition relation defined on states, and hence they admit intermediate acceptance: states may at the same time satisfy the acceptance predicate and have outgoing transitions.

The research presented in this paper is part of a larger project in which we are trying to explore and strengthen connections between the classical theory of automata and formal languages and concurrency theory [3, 4, 5, 6], with the aim to establish a unified theory. Our aim for such a unified theory motivates us to study process algebras including a constant for successful termination.

The operational semantics for sequential composition in the presence of a constant 1 denoting successful termination (see, e.g., [2]) prescribes that the sequential composition \((a.1 + 1) \cdot b.1\) may perform the b transition immediately, on grounds that \(a.1 + 1\) satisfies the termination predicate. We refer to this phenomenon as transparency. In the presence of recursion, transparency leads to considerable expressiveness; for instance, it facilitates the specification of unboundedly branching behaviour (cf. Example 1 below). Recently, we proposed a revised operational semantics for sequential composition that leads to a different interplay between successful termination and sequential composition [7]. The revised operational rules closely resembles the rules of the sequencing operator proposed by Bloom [10], although his theory does not distinguish between deadlock and successful termination. We shall, in this paper, reserve sequential composition (denoted by \(\cdot\)) for the operator with the operational semantics as described in [2] and use sequencing (denoted by \(;\)) for the operator with the revised operational semantics.

Under the sequencing interpretation, the process \((a.1 + 1) ; b.1\) cannot perform the b-transition immediately (no transparency); first, the left argument of the sequencing operator must execute until no further activity is possible. The effect of replacing sequential composition by sequencing indirectly changes the interpretation of the constant 1: it no longer refers to the option to terminate, but rather signals acceptance. For instance, the process \((a.1 + 1) ; (b.1 + 1)\) is in an accepting state since both \(a.1 + 1\) and \(b.1 + 1\) are accepting; the process \(a.1 ; (b.1 + 1)\) on the other hand is not in an accepting state.

Replacing sequential composition by sequencing has advantages and disadvantages for the integration of automata theory and concurrency theory. A disadvantage is that language equivalence is not a congruence for sequencing (see Remark 5 at the end of Section 2). As was shown in [7], advantages are that, in the theory with sequencing every context-free behaviour can be simulated by a pushdown automaton up to strong bisimilarity, while this is not the case in the theory with sequential composition, and that every executable processes can be specified, up to divergence-preserving branching bisimilarity, in a process theory without recursion but with a first-order recursive nesting operation.

In this paper, we continue the investigation of the theory of sequential processes with sequencing instead of sequential composition.

First, we consider the equational theory of the recursion-free fragment modulo bisimilarity. We prove that the equational theory is not finitely based (i.e., does not admit a finite equational axiomatisation). Then, we introduce an auxiliary unary operator and prove that, using this auxiliary operator the ground equational theory (i.e., the set of all valid equations without variables) admits a finite axiomatisation. And finally we present arguments for the conjecture that, even with the auxiliary operator, the full equational theory (i.e., the set of all valid equations with variables) is not finitely based.

Then, we prove that bisimilarity is decidable for processes definable by means of a guarded recursive specification in the theory with sequencing. To this end, we consider the seminal proof by Christensen, Hüttel and Stirling that bisimilarity is decidable for the theory of
sequential processes without intermediate acceptance [13], and observe that several crucial properties needed in their argument fail in a setting with intermediate acceptance. Our contribution is then to show that, when a form of redundant intermediate acceptance is eliminated from recursive specifications, then these properties are restored and the proof ideas of [13] apply to establish decidability.

This paper is organised as follows: In Section 2 we introduce the Theory of Sequential Processes with sequential composition replaced by sequencing, illustrating the difference between the two operators with an example. In Section 3, we consider the equational theory of the recursion-free fragment. In Section 4, we establish decidability of bisimilarity for processes definable by means of a guarded recursive specification over the Theory of Sequential Processes with sequencing instead of sequential composition. In Section 5 we present some conclusions. For elaborate proofs of the results claimed in this article we refer to the first author’s MSc thesis [8].

2 Sequential Processes

In this section we present the Theory of Sequential Processes adopting the revised operational semantics for sequential composition proposed in [7]. To emphasise that the operational semantics for sequential composition deviates from that in [2], we shall refer to it by the term sequencing and denote it by ; instead of by ·, reserving · for the variant of sequential composition in [2].

Let \( A \) be a set of actions, symbols denoting atomic events, and let \( P \) be a finite set of process identifiers. The sets \( A \) and \( P \) serve as parameter of the process theory \( \text{TSP}^{\prime}(A, P) \) that we shall introduce below. The set of process expressions associated with \( \text{TSP}^{\prime}(A, P) \) is generated by the following grammar (\( a \in A, X \in P \)):

\[
p ::= 0 \mid 1 \mid a.p \mid p + p \mid p ; p \mid X .
\]

The constants 0 and 1 respectively denote the deadlocked (i.e., inactive but not successfully terminated) process and the successfully terminated process. For each \( a \in A \) there is a unary action prefix operator \( a. \). The binary operators + and ; denote alternative composition and sequencing, respectively. We adopt the convention that \( a. \) binds strongest and + binds weakest. For a (possibly empty) sequence \( p_1, \ldots, p_n \) we inductively define \( \sum_{i=1}^{n} p_i = 0 \) if \( n = 0 \) and \( \sum_{i=1}^{n} p_i = (\sum_{i=0}^{n-1} p_i) + p_n \) if \( n > 0 \). The symbol ; is often omitted when writing process expressions. In particular, if \( a \in P^{\ast} \), say \( a = X_1 \cdots X_n \), then \( a \) denotes the process expression inductively defined by \( a = 1 \) if \( n = 0 \) and \( a = (X_1 \cdots X_{n-1}) ; X_n \) if \( n > 0 \). We denote by \( |a| \) the length of the sequence.

A recursive specification over \( \text{TSP}^{\prime}(A, P) \) is a mapping \( \Delta \) from \( P \) to the set of process expressions associated with \( \text{TSP}^{\prime}(A, P) \). The idea is that the process expression \( p \) associated with a process identifier \( X \in P \) by \( \Delta \) defines the behaviour of \( X \). We prefer to think of \( \Delta \) as a collection of defining equations \( X \overset{\text{def}}{=} p \), exactly one for every \( X \in P \). We shall, throughout the paper, presuppose a recursive specification \( \Delta \) defining the process identifiers in \( P \), and we shall usually simply write \( X \overset{\text{def}}{=} p \) for \( \Delta(X) = p \). Note that, by our assumption that \( P \) is finite, \( \Delta \) is finite too.

We associate behaviour with process expressions by defining, on the set of process expressions, a unary acceptance predicate \( \downarrow \) (written postfix) and, for every \( a \in A \), a binary transition relation \( \overset{a}{\rightarrow} \) (written infix), by means of the transition system specification presented in Fig. 1. We write \( p \overset{a}{\rightarrow} p' \) for “there does not exist \( p' \) such that \( p \overset{\Delta}{\rightarrow} p' \) and \( p \overset{a}{\rightarrow} p' \) for “\( p \overset{a}{\rightarrow} p' \) for all \( a \in A \)”. Furthermore, when \( w \in A^{\ast} \), say \( w = a_1 \cdots a_n \), then we write \( p \overset{w}{\rightarrow} p' \)
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If there exist \( p_0, \ldots, p_n \) such that \( p = p_0, p_{i-1} \xrightarrow{a} p_i \) (1 \( \leq i \leq n \)) and \( p_n = p' \). Also, we write \( p \rightarrow p' \) for there exists \( a \in \mathcal{A} \) such that \( p \xrightarrow{a} p' \). Similarly, we write \( p \rightsquigarrow p' \) for there exists \( w \in \mathcal{A}^* \) such that \( p \xrightarrow{w} p' \) and say that \( p' \) is reachable from \( p \).

It is well-known that transition system specifications with negative premises may not define a unique transition relation that agrees with provability from the transition system specification [15, 11, 14]. Indeed, in [7] it was already pointed out that the transition system specification in Fig. 1 gives rise to such anomalies, e.g., if \( \Delta \) includes for \( X \) the defining equation \( X \overset{\text{def}}{=} X ; a.1 + 1 \). For then, on the one hand, if \( X \xrightarrow{a} \), according to the rules for sequencing and recursion we find that \( X \xrightarrow{a} 1 \), while on the other hand, the transition \( X \xrightarrow{a} 1 \) is not provable from the transition system specification.

We remedy the situation by restricting our attention to guarded recursive specifications, i.e., we require that every occurrence of a process identifier in the definition of some (possibly different) process identifier occurs within the scope of an action prefix. If \( \Delta \) is guarded, then it is straightforward to prove that the mapping \( S \) from process expressions to natural numbers inductively defined by \( S(1) = S(0) = S(a.p) = 0, S(p_1 + p_2) = S(p_1 ; p_2) = S(p_1) + S(p_2) + 1, \) and \( S(X) = S(p) \) if \( (X \overset{\text{def}}{=} p) \in \Delta \) gives rise to a so-called stratification \( S' \) from transitions to natural numbers defined by \( S'(p \xrightarrow{a} p') = S(p) \) for all \( a \in \mathcal{A} \) and process expressions \( p \) and \( p' \). In [15] it is proved that whenever such a stratification exists, then the transition system specification defines a unique transition relation that agrees with provability in the transition system specification.

The operational rules in Fig. 1 deviate from the operational rules for the process theory TSP(\( \mathcal{A} \)) discussed in [2] in only two ways: to get the rules for TSP(\( \mathcal{A} \)), the symbol \( ; \) should be replaced by \( \cdot \), and the negative premise \( p \rightsquigarrow \) should be removed from the right-most rule for sequencing. The replacement of \( ; \) by \( \cdot \) is, of course, insignificant; the removal of the negative premise \( p \rightsquigarrow \), however, does have a significant impact. The negative premise ensures that a sequencing can only proceed to execute its second argument when its first argument not only satisfies the acceptance predicate, but also cannot perform any further activity. The semantic difference between \( ; \) and \( \cdot \) is illustrated in the following example.

**Example 1.** Consider the recursive specification

\[
X \overset{\text{def}}{=} a.(XY) + b.1 \quad Y \overset{\text{def}}{=} c.1 + 1
\]

Depending on whether we interpret the concatenation of process identifiers as sequential composition (\( \cdot \)) or sequencing (\( ; \)), we obtain the transition system shown in Fig. 2 with or without the dashed \( c \)-transitions. Note that, under the \( ; \)-interpretation, the phenomenon of transparency plays a role: from \( Y^n \) we have \( c \)-transitions to every \( Y^k \) with \( k < n \), by
executing the $c$-transition of the $k$th occurrence of $Y$, thus skipping the first $k - 1$ occurrences of $Y$. This behaviour is prohibited by the negative premise in the rule for $;$, for, since $Y \xrightarrow{c} 1$, none of the occurrences of $Y$ can be skipped.

**Remark 2.** As Fig. 2 illustrates, the use of sequential composition (as opposed to sequencing) in guarded recursive specifications may give rise to an unbounded reachable branching degree (i.e., there need not be an upper bound on the branching degrees of states reachable from some particular state). As far as we know, this is the only process algebra without an operator for parallel composition that facilitates communication between parallel components that gives rise to unboundedly branching behaviour. It is this kind of behaviour that, e.g., cannot be exhibited by the transition system associated with a pushdown automaton [3].

We proceed to define when two process expressions are behaviourally equivalent.

**Definition 3.** A binary relation $R$ on the set of process expressions associated with $TSP^e(A, \emptyset)$ is a bisimulation iff $R$ is symmetric and for all $p$ and $q$ such that $(p, q) \in R$:

1. If $p \xrightarrow{a} p'$, then there exists a term $q'$, such that $q \xrightarrow{a} q'$, and $(p', q') \in R$.
2. If $p \Downarrow$, then $q \Downarrow$.

Process expressions $p$ and $q$ are bisimilar (notation: $p \leftrightarrow q$) iff there exists a bisimulation $R$ such that $(p, q) \in R$.

The operational rules presented in Fig 1 are in the so-called panth format from which it immediately follows that bisimilarity is a congruence [23].

**Proposition 4.** The relation $\leftrightarrow$ is a congruence for $TSP^e(A, \emptyset)$.

**Remark 5.** Note that language equivalence is not a congruence for the sequencing operator: $a.b.1 + a.1$ and $a.(b.1 + 1)$ have the same language $\{ab, a\}$, but the language of $(a.b.1 + a.1); c.1$ is $\{abc, ac\}$ and the language of $a.(b.1 + 1); c.1$ is $\{abc\}$.

## 3 Equational theory

In this section we shall consider $TSP^e(A, \emptyset)$, i.e., the recursion-free fragment of the Theory of Sequential Processes. Let us abbreviate $TSP^e(A, \emptyset)$ by $TSP^e(A)$.

For the purpose of concisely expressing equational properties, we shall use variables from some countably infinite set $V$ of variables. (These variables should be thought of as ranging over process expressions, and should not be confused with process identifiers.) The set of $TSP^e(A)$-terms is generated by the following grammar ($a \in A$, $x \in V$):

$$t ::= 0 | 1 | a.t | t + t | t ; t | t . x .$$
A TSP\(^i\)(\(\mathcal{A}\))-term is closed if it does not contain variables. Note that the set of closed TSP\(^i\)(\(\mathcal{A}\))-terms coincides with the set of process expressions associated with TSP\(^i\)(\(\mathcal{A}\), \(\emptyset\)) in the previous section. A closed substitution is a mapping \(\sigma\) from variables to process expressions. If \(t\) is a TSP\(^i\)(\(\mathcal{A}\))-term and \(\sigma\) is a closed substitution, then we denote by \(\sigma(t)\) the process expression obtained by replacing every occurrence of a variable \(x\) in \(t\) by \(\sigma(x)\).

Let \(t\) and \(u\) be TSP\(^i\)(\(\mathcal{A}\))-terms; an expression of the form \(t = u\) is called a TSP\(^i\)(\(\mathcal{A}\))-equation. A TSP\(^i\)(\(\mathcal{A}\))-equation \(t = u\) is valid if \(\sigma(t) \equiv \sigma(u)\) for every closed substitution \(\sigma\). The equational theory of TSP\(^i\)(\(\mathcal{A}\)) is the set of all valid TSP\(^i\)(\(\mathcal{A}\))-equations.

Let \(E\) be a set of valid equations and let \(t = u\) be a TSP\(^i\)(\(\mathcal{A}\))-equation. We shall write \(E \vdash t = u\) if \(t = u\) can be derived from the equations in \(E\) by means of the rules of equational logic. We wish to characterise the equational theory of TSP\(^i\)(\(\mathcal{A}\)) by giving a finite collection \(E\) of valid TSP\(^i\)(\(\mathcal{A}\))-equations such that \(E \vdash t = u\) for every valid TSP\(^i\)(\(\mathcal{A}\))-equation \(t = u\). Such a collection \(E\) is then referred to as a finite basis for the equational theory of TSP\(^i\)(\(\mathcal{A}\)); we say that an equational theory is finitely based if there exists a finite basis for it.

We shall prove two fundamental results pertaining to the equational theory of TSP\(^i\)(\(\mathcal{A}\)). First, we shall establish that there does not exist a finite basis for the equational theory of TSP\(^i\)(\(\mathcal{A}\)). Second, we shall prove that when an auxiliary operator is added, then the resulting ground equational theory (consisting only of all valid TSP\(^i\)(\(\mathcal{A}\))-equations without variables) is finitely based. At the end of Section 3.2 we shall conclude with presenting some evidence for a conjecture that, even with the auxiliary operator added, the full equational theory (consisting of all valid TSP\(^i\)(\(\mathcal{A}\))-equations with variables) is not finitely based.

### 3.1 TSP\(^i\)(\(\mathcal{A}\)) is not finitely based

A central axiom of the theory of TSP\(^i\)(\(\mathcal{A}\)) of [2] is the axiom \((x + y) \cdot z = x \cdot z + y \cdot z\), which expresses that sequential composition distributes from the right over alternative composition. For sequencing, the axiom is no longer valid in general as the following example illustrates.

**Example 6.** Consider the process expressions

\[ p \equiv (a \cdot 1 + 1) ; b \cdot 1 \text{ and } q \equiv a \cdot 1 ; b \cdot 1 + 1 ; b ; 1 \cdot 1 . \]

(We write \(\equiv\) for syntactic equality of TSP\(^i\)(\(\mathcal{A}\))-terms and reserve \(\equiv\) to express TSP\(^i\)(\(\mathcal{A}\))-equations.) Note that, one the one hand, since \(a \cdot 1 + 1 \xrightarrow{a} 1\), we have that \(p \xrightarrow{b}\). On the other hand, since \(1\) and \(1 \twoheadrightarrow\), we do have that \(1 \cdot b \cdot 1 \xrightarrow{b} 1\) and hence \(q \xrightarrow{b} 1\). It follows that \(p\) and \(q\) are not bisimilar.

Note that, a fortiori, we have that \(p \nleftrightarrow a \cdot 1 ; b \cdot 1\). That the first argument of the sequencing operator satisfies the acceptance predicate has no effect, because the second argument of the sequencing operator does not satisfy the acceptance predicate. Thus, if the second argument of sequencing does not satisfy the acceptance predicate, then a 1-summand in the first argument is redundant.

We shall prove that the redundancy of \(1\) at the left-hand side of sequencing cannot be finitely axiomatised without using an auxiliary operator. To this end, let us fix \(\tilde{a}, \tilde{b} \in \mathcal{A}\) and consider the following infinite collection of valid equations \((n \in \mathbb{N})\):

\[ (\tilde{a} \cdot 1 + 1) ; \sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i = \tilde{a} \cdot 1 ; \sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i . \]

(\(e_n\))

(For every natural number \(i\) process expression \(p\), \(p^i\) denotes the iterated sequencing of \(p\), inductively defined by \(p^0 = 1\) and \(p^{i+1} = p^i \cdot p\).)
Each of these equations expresses the redundancy of the occurrence of 1 in the subexpression \(\tilde{a} \cdot 1 + 1\) on the left-hand side of the equation. For this redundancy it is important that the right-hand side of the sequencing operator, i.e., the process expression \(\sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i\), does not satisfy the acceptance predicate, since it is a summation of \(\tilde{b}\)-prefixes without 1-summand. That the number of summands is \(n\) will be used in our argument that \((e_n)\), for sufficiently large \(n \in \mathbb{N}\), cannot be derived from a particular finite collection of valid equations. Instead of referring to the notion of number of summands, it is more convenient to refer to the notion of width that we shall now define.

**Definition 7.** The width of a process expression \(p\), written as width\((p)\), is the cardinality of the set \(\{p' \mid p \overset{a}{\rightarrow} p'\text{, for some } a \in A\}\). We extend the notion of width to TSP\((A)\)-terms by defining, for all TSP\((A)\)-terms \(t\), that width\((t) = \text{width}(\sigma_0(t))\) where \(\sigma_0\) denotes the closed substitution that maps all variables to \(0\).

Note that variables do not contribute to the width of a TSP\((A)\)-term.

Suppose that \(E\) is a finite set of valid equations, and let \(n \in \mathbb{N}\) exceed the maximum of the widths of all subterms occurring in the equations in \(E\). To prove that \((e_n)\) cannot be derived from \(E\), we define a predicate \(\Psi_n\) on TSP\((A)\)-terms that is satisfied by the left-hand side \((e_n)\), but not by the right-hand side, and that is maintained by equational derivations from \(E\).

**Definition 8.** Let \(p\) be a process expression. For every \(n \in \mathbb{N}\), we define that \(\Phi_n(p)\) holds if \(p \equiv p_1 ; p_2\) such that \(p_1 \equiv \tilde{a} \cdot 1 + 1\) and \(p_2 \equiv \sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i\). For every \(n \in \mathbb{N}\), we define \(\Psi_n(p)\) if \(p \equiv (\tilde{a} \cdot 1 + 1) ; \sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i\) and \(p\) has a summand \(p_1 ; p_2\) such that one of the following cases holds:

1. \(\Phi_n(p_1 ; p_2)\).
2. \(p_1 \equiv 1\) and \(\Psi_n(p_2)\).
3. \(\Psi_n(p_1)\) and \(p_2 \equiv 1\).

The predicate \(\Phi_n\) formalises a property satisfied by the left-hand side of \((e_n)\), but not by the right-hand side. The property \(\Phi_n\) is, however, not preserved by equational derivations due to certain trivial syntactic manipulations involving, e.g., the idempotence of +, 0 being a neutral element for + and 1 being a left- and right neutral element for sequencing (see Table 1 below). The definition of \(\Psi_n\) takes such syntactic manipulations into account. Note that the definition of \(\Psi_n\) is with recursion on the syntactic structure; it is well-defined since in the last two cases of its definition it is evaluated on a proper subterm.

In general, bisimilarity does not preserve width as defined above, but it does hold that if \(p \equiv q\) and there exist process expressions \(p_1, \ldots, p_n\) such that \(p \overset{a}{\rightarrow} p_i\) and \(p_i \equiv p_j\) implies \(i = j\) for all \(1 \leq i, j \leq n\), then width\((q) \geq n\). Note that the process expression \(\sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i\) has this property. We exploit it to argue that if \(t\) is a TSP\((A)\)-term such that width\((t) < n\) and \(\sigma\) is a closed substitution such that \(\sigma(t) \equiv \sum_{i=1}^{n} \tilde{b} \cdot (\tilde{b} \cdot 1 + 1)^i\), then necessarily \(t\) has a variable summand, say \(x\), such that \(\sigma(x) \overset{\tilde{b}}{\rightarrow}\). This means that with a minor modification of \(\sigma\), we obtain a substitution \(\tilde{\sigma}_{(\sigma,x)}\) such that \(\tilde{\sigma}_{(\sigma,x)}(t) \downarrow\). We define \(\tilde{\sigma}_{(\sigma,x)}\) as follows:

\[
\tilde{\sigma}_{(\sigma,x)}(y) = \begin{cases} 
\sigma(y) + 1 & \text{if } y = x \\
\sigma(y) & \text{otherwise.}
\end{cases}
\]

The following lemma essentially applies this idea in a slightly more general situation, where \(\sigma(t)\) satisfies \(\Psi_n\).
Let $t$ be a $\text{TSP}^i(A)$-term and let $n$ be a natural number such that $\text{width}(t') < n$ for every subterm $t'$ of $t$. If $\Psi_n(\sigma(t))$ for some closed substitution $\sigma$, then there is a variable $x$ such that $\vartheta_{(\sigma,x)}(t)\Downarrow\uparrow$ and either $\Psi_n(\sigma(x))$ or $\sigma(x) \xrightarrow{b}$.

**Proof.** See the proof of Lemma 35 in Appendix A. ▼

The following lemma establishes the converse of Lemma 9.

**Lemma 10.** Let $t$ be a $\text{TSP}^i(A)$-term, let $x$ be a variable, and let $\sigma$ be a closed substitution. If $\sigma(t) \Leftrightarrow (\bar{a}.1 + 1); \sum_{i=1}^{n}(\bar{b}.1; (\bar{b}.1 + 1)^i)$, $\vartheta_{(\sigma,x)}(t)\Downarrow\uparrow$ and either $\Psi_n(\sigma(x))$ or $\sigma(x) \xrightarrow{b}$, then $\Psi_n(\sigma(t))$.

**Proof.** See the proof of Lemma 40 in Appendix A. ▼

The following theorem states that if $E$ is a set of valid equations and $n$ exceeds the maximum of the widths of all subterms of the equations in $E$, then equational derivations from $E$ preserve $\Psi_n$.

**Theorem 11.** Let $E$ be a finite set of valid $\text{TSP}^i(A)$-equations, and let $n$ be a natural number such that for each axiom $t = u \in E$, for each subterm $t'$ of $t$ and each subterm $u'$ of $u$, width($t'$) < $n$ and width($u'$) < $n$. Furthermore, let $p$ and $q$ be closed $\text{TSP}^i(A)$-terms such that $E \vdash p = q$. It then holds that if $\Psi_n(p)$, then $\Psi_n(q)$.

**Proof.** The proof is by induction on a derivation of the equation $p = q$ from $E$. So, we distinguish cases, according to the last rule used in this derivation, and assume that for each derivation of $p' = q'$ that is a sub-derivation of the derivation of $p = q$, if $\Psi_n(p')$ then $\Psi_n(q')$ (IH). Here we only consider the most interesting case in which the derivation consists of a substitution instance of an axiom in $E$.

If $p = q$ is a substitution instance of an axiom in $E$, then there exist $\text{TSP}^i(A)$-terms $t$ and $u$ and a closed substitution $\sigma$ such that $\sigma(t) = p$, $\sigma(u) = q$ and $t = u \in E$. If $\Psi_n(p)$, then $\Psi_n(\sigma(t))$ and thus $\sigma(t) \Leftrightarrow (\bar{a}.1 + 1); \sum_{i=1}^{n}(\bar{b}.1; (\bar{b}.1 + 1)^i)$. Since $t = u$ is sound with respect to bisimilarity, $\sigma(u) \Leftrightarrow \sigma(t) \Leftrightarrow (\bar{a}.1 + 1); \sum_{i=1}^{n}(\bar{b}.1; (\bar{b}.1 + 1)^i)$. Furthermore, by Lemma 9, there must be some variable $x$ such that $\vartheta_{(\sigma,x)}(t)\Downarrow\uparrow$ and either $\Psi_n(\sigma(x))$ or $\sigma(x) \xrightarrow{b}$ for some closed $\text{TSP}^i(A)$-term $p$. Hence, since $\vartheta_{(\sigma,x)}(t) \Leftrightarrow \vartheta_{(\sigma,x)}(u)$, also $\vartheta_{(\sigma,x)}(u)\Downarrow\uparrow$. Then, since $\sigma(u) \Leftrightarrow (\bar{a}.1 + 1); \sum_{i=1}^{n}(\bar{b}.1; (\bar{b}.1 + 1)^i)$, and $\vartheta_{(\sigma,x)}(u)\Downarrow\uparrow$, by Lemma 10, we conclude that $\Psi_n(\sigma(u))$ holds, and thus $\Psi_n(q)$ holds. ▼

We use Theorem 11 to prove that the equational theory of $\text{TSP}^i(A)$ is not finitely based by showing that no set $E$ of valid $\text{TSP}^i(A)$-equations can be a finite basis. To this end, let $E$ be a finite set of valid $\text{TSP}^i(A)$-equations. Then, since $E$ has finitely many equations and the terms occurring on both sides of these equations each have finitely many subterms, there exists $n \in \mathbb{N}$ that exceeds the widths of all these subterms. By Theorem 11 we have that whenever $E \vdash p = q$ and $\Psi_n(p)$, then also $\Psi_n(q)$; it follows that $E \not\vdash (e_n)$. Since $(e_n)$ is a valid $\text{TSP}^i(A)$-equation, it follows that $E$ is not a finite basis for the equational theory of $\text{TSP}^i(A)$. Thus, we obtain the following corollary.

**Corollary 12.** There does not exist a finite basis for $\text{TSP}^i(A)$.
3.2 Ground-completeness with an auxiliary operator

By the ground equational theory of $TSP^\Psi(A)$ we mean the set of all valid $TSP^\Psi(A)$-equations without variables. Note that, since the equations $(e_n)$ do not include variables and the predicate $\Psi_n$ is defined on process expressions, it immediately follows from Theorem 11 that the ground equational theory of $TSP^\Psi(A)$ is not finitely based either. We proceed to extend $TSP(A)$ with a unary auxiliary operator $NT$ and show that ground equational theory of the extension $TSP_{NT}(A)$ is finitely based.

The syntax of $TSP_{NT}(A)$ consists of the syntax of $TSP(A)$ with the unary operation $NT$ added; this operation can be used both in the construction of process expressions associated with $TSP_{NT}(A)$ and of $TSP_{NT}(A)$-terms. Intuitively, $NT(p)$ denotes the non-terminating part of $p$; for example, $NT(a.p) = a.p$ and $NT(a.p + 1) = a.p$.

\[
\begin{array}{c}
p \xrightarrow{a} p' \\
NT(p) \xrightarrow{a} p'
\end{array}
\]

\textbf{Figure 3} The operational rule for $NT$.

The operational rule for $NT$ is presented in Figure 3. The rule is in the panth format, so bisimilarity is a congruence also for the extended theory. Furthermore, from [22, Theorem 3.9] it follows that $TSP_{NT}(A)$ is an operational conservative extension of $TSP(A)$, meaning that $TSP(A)$ process expressions have the same operational semantics in the extended theory $TSP_{NT}(A)$.

\textbf{Table 1} A finite basis for the ground equational theory of $TSP_{NT}(A)$.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x + y = y + x$</td>
<td>A1</td>
</tr>
<tr>
<td>$x + (y + z) = (x + y) + z$</td>
<td>A2</td>
</tr>
<tr>
<td>$x + x = x$</td>
<td>A3</td>
</tr>
<tr>
<td>$(x ; y) ; z = x ; (y ; z)$</td>
<td>A5</td>
</tr>
<tr>
<td>$x + 0 = x$</td>
<td>A6</td>
</tr>
<tr>
<td>$0 ; x = 0$</td>
<td>A7</td>
</tr>
<tr>
<td>$x ; 1 = x$</td>
<td>A8</td>
</tr>
<tr>
<td>$1 ; x = x$</td>
<td>A9</td>
</tr>
<tr>
<td>$a.x ; y = a.(x ; y)$</td>
<td>A10</td>
</tr>
<tr>
<td>$NT(x + y) ; z = NT(x) ; z + NT(y) ; z$</td>
<td>A11</td>
</tr>
<tr>
<td>$(a.x + y + 1) ; NT(z) = (a.x + y) ; NT(z)$</td>
<td>A12</td>
</tr>
<tr>
<td>$(a.x + y + 1) ; (z + 1) = (a.x + y) ; (z + 1) + 1$</td>
<td>A13</td>
</tr>
<tr>
<td>$NT(0) = 0$</td>
<td>NT1</td>
</tr>
<tr>
<td>$NT(1) = 0$</td>
<td>NT2</td>
</tr>
<tr>
<td>$NT(a.x) = a.x$</td>
<td>NT3</td>
</tr>
<tr>
<td>$NT(x + y) = NT(x) + NT(y)$</td>
<td>NT4</td>
</tr>
</tbody>
</table>

Table 1 presents a finite collection of valid $TSP_{NT}(A)$-equations. It includes the well-known axioms A1–3 and A5–10 adapted from $TSP(A)$ (see [2]). Note, however, that the axiom A4, which in $TSP(A)$ expresses distributivity from the right of sequencing over
alternative composition, has been omitted since it is not valid. It has been replaced by axiom A11, which, intuitively, expresses that sequencing distributes from the right over alternative composition only if the alternative composition does not satisfy the acceptance predicate. Axioms A12 and A13 allows us to eliminate redundant occurrences of 1 at the left-hand side of sequencing. Finally, axioms NT1–4 express the interaction of NT with the constants 0 and 1, action prefix and alternative composition.

For detailed proofs that the axioms in Table 1 are valid we refer to [8]. We shall, henceforth, write $TSP_{NT}(A) \vdash t = u$ if the $TSP_{NT}(A)$-equation $t = u$ can be derived from the axioms in Table 1 using the rules of equational logic. To prove that the axioms in Table 1 constitute a finite basis for the ground equational theory of $TSP_{NT}(A)$, we use the following elimination theorem.

**Theorem 13.** For every process expression $p$ associated with $TSP_{NT}(A)$ there exists a process expression $q$ without occurrences of ; and NT such that $TSP_{NT}(A) \vdash p = q$.

In [2, Theorem 4.4.12] it is proved that axioms A1–3 and A6 constitute a finite basis for the ground equational theory of $BSP(A)$, which is obtained from $TSP_{NT}(A)$ by removing ; and NT. Hence, we get the following corollary from Theorem 13.

**Corollary 14.** The axioms in Table 1 constitute a finite basis for the ground equational theory of $TSP_{NT}(A)$.

The axioms in Table 1 do not constitute a finite basis for the full equational theory of $TSP_{NT}(A)$. For example, it is easy to see that the valid equation $NT(NT(x)) = NT(x)$ cannot be derived from $TSP_{NT}(A)$. We proceed to argue that, although the ground equational theory of $TSP_{NT}(A)$ is finitely based, the full equational theory of $TSP_{NT}(A)$ is not; the argument will be very similar to the argument showing that $TSP_{NT}(A)$ is not finitely based.

Consider the equation:

$$(x + 1); x = x ; x . \tag{1}$$

To see that it is valid, note that the symmetric closure of the relation

$$R = \{(p + 1); p, p ; p) \mid p \text{ a } TSP_{NT}(A) \text{ process expression}\}$$

is a bisimulation relation.

Recall the equations $(e_n)$ used in Section 3.1 to show that the equational theory of $TSP(A)$ is not finitely based. For the redundancy of the 1-summand in the left-hand side of the sequencing operator it is essential that the left-hand side also admits a transition while the right-hand side does not satisfy the acceptance predicate. Equation (1) above does not satisfy this property for every closed substitution. Nevertheless, the 1-summand is redundant, due to the fact that $x$ appears in both arguments of the sequencing operator. The idea can be generalised, resulting in the infinite collection of valid equations $n \in \mathbb{N}$:

$$(x + 1); \sum_{i=1}^{n} (x ; (a.1 + 1)^i) = x ; \sum_{i=1}^{n} (x ; (a.1 + 1)^i) . \tag{e'_n}$$

Similarly to the equations $(e_n)$ used in Section 3.1, the size of the right hand side of this equation is not bounded. We conjecture that by similar reasoning as used in Section 3.1 it can be argued that there does not exist a finite set of valid $TSP_{NT}(A)$-equations from which the equations $e'_n$ can be derived for all $n \in \mathbb{N}$.
4 Decidability

Christensen, Hüttel and Stirling have established that bisimilarity is decidable for processes definable by means of a guarded recursive BPA specification [13], where BPA can be thought of as TSP\(^1\)(A) without intermediate acceptance. Our goal in this section is to extend that decidability result to TSP\(^1\)(A). Our proof closely follows the presentation of the decidability proof for BPA in [12], and we shall focus on the extension and skip over parts that are similar.

The starting point is the presupposed TSP\(^1\)(A) recursive specification \(\Delta\), which is finite since we have assumed that \(P\) is finite. The decision problem we wish to solve is: Given any two process expressions \(p\) and \(q\) does it hold that \(p \leftrightarrow q\)? We shall first recall a few standard observations to simplify the formulation of the decision problem.

The first observation is that we may assume, without loss of generality, that \(p\) and \(q\) are both process identifiers. For if not then we could first solve the decision problem for process identifiers, and then decide \(p \leftrightarrow q\) by considering TSP\(^1\)(A, \(P'\)) with two new process identifiers \(X\) and \(Y\) added and \(\Delta'\) is \(\Delta\) with the two extra defining equations \(X \overset{\text{def}}{=} p\) and \(Y \overset{\text{def}}{=} q\), and determine whether \(X \sim Y\).

The second observation is that we may assume, again without loss of generality, that \(\Delta\) is in so-called Greibach Normal Form (GNF): for every defining equation \((X \overset{\text{def}}{=} p) \in \Delta\) we have that \(p \equiv \sum_{i=1}^{n} a_i . \alpha_i (+1)\). (2)

Here we assume that \(n \in \mathbb{N}\) (recall our convention that the empty summation denotes \(0\)), \(\alpha_i \in P^\ast\), and \((+1)\) denotes an optional 1-summand. We refer to [8] for the description of an effective procedure that associates with every recursive specification \(\Delta\) over TSP\(^1\)(A, \(P\)) a set \(P' \supseteq P\) and a recursive specification \(\Delta'\) over TSP\(^1\)(A, \(P'\)) in GNF such that for all \(X, Y \in P\) we have that \(X \sim Y\) with respect to \(\Delta\) if, and only if, \(X \sim Y\) with respect to \(\Delta'\). The advantage of assuming that \(\Delta\) is in GNF is that then every process expression reachable (by following the transition relation) from a process identifier associated with TSP\(^1\)(A, \(P\)) is an element of \(P^\ast\).

The third observation is that it is semi-decidable whether \(p \not\sim q\). This is a straightforward consequence of the well-known fact that for image-finite transition systems there is a stratified characterisation of bisimilarity; see [8] for such a characterisation taking the acceptance predicate into account. Therefore, to solve the aforementioned decision problem, it suffices to argue that bisimilarity is semi-decidable.

The argument presented in [12] to show that bisimilarity is semi-decidable for BPA then proceeds by showing that process identifiers \(X\) and \(Y\) are bisimilar if, and only if, there exists a finite bisimulation base\(^1\) that contains the pair \((X, Y)\), and that it is semi-decidable whether a finite binary relation on \(P^\ast\) is a bisimulation base. It then follows that \(X \sim Y\) is semi-decidable: enumerate all finite binary relations on \(P^\ast\) containing the pair \((X, Y)\) and check, in parallel, whether one of them is a bisimulation base.

We adapt the definition of bisimulation base, originally from [13], to our setting with an acceptance predicate. It uses the following auxiliary notation: if \(R\) is a binary relation on \(P^\ast\),

\(^1\)Note that a bisimulation base is a bisimulation up to congruence with respect to the operation of concatenation on finite sequences of process identifiers [20].
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then we denote by $\equiv^R$ the least equivalence relation that contains $R$ and all pairs $(\alpha\alpha', \beta\beta')$ whenever it contains the pairs $(\alpha, \beta)$ and $(\alpha', \beta')$.

**Definition 15.** A binary relation $R$ on $P^*$ is a bisimulation base if, and only if, $R$ is symmetric and for all pairs $(\alpha, \beta) \in R$ and all $a \in A$, it holds that:

1. if $\alpha \xrightarrow{a} \alpha'$, then $\beta \xrightarrow{a} \beta'$ for some $\beta'$ such that $\alpha' \equiv^R \beta'$; and
2. if $\alpha \not\xrightarrow{a}$, then $\beta \not\xrightarrow{a}$.

Our goal will be to show that there exists a finite bisimulation base $R$ such that $\alpha \equiv^R \beta$ if, and only if, $\alpha \equiv \beta$ for all $\alpha, \beta \in P^*$. The argument relies on a partitioning of the set of process identifiers into normed and unnormed process identifiers.

**Definition 16.** Let $p$ be a TSP$(\mathcal{A}, \mathcal{P})$ process expression. The norm $n(p)$ of $p$ is the length of a shortest transition sequence from $p$ to a process expression bisimilar to $1$ if such a sequence exists, and $\infty$ otherwise, i.e.,

$$n(p) = \min \left( \{ |w| \mid \exists p'. \ x \xrightarrow{w} p' \land p' \equiv \beta 1 \} \cup \{ \infty \} \right).$$

A process expression $p$ is normed if $n(p) < \infty$; otherwise it is unnormed. We denote by $P_n$ the set of all normed process identifiers and by $P_u$ the set of all unnormed process identifiers.

In the case of BPA, which does not have intermediate acceptance, the following three properties hold for all sequences of process identifiers $\alpha$, $\beta$ and $\gamma$:
1. if $\alpha$ is unnormed, then $\alpha \equiv \beta$;
2. $|\alpha| \leq n(\alpha)$; and
3. if $\alpha, \beta$ and $\gamma$ are normed, then $\alpha\gamma \equiv \beta\gamma$ implies $\alpha \equiv \beta$.

These properties are crucial for pruning the cardinality of the bisimulation base. The following example illustrate that neither of these properties holds in our setting with intermediate acceptance:

**Example 17.** Consider the following recursive specification in GNF:

$$
\begin{align*}
X &\equiv a.YWZ + a.YW + a.ZZ + a.UV \\
Y &\equiv b.1 + 1 \\
Z &\equiv b.1 \\
V &\equiv 0 \\
U &\equiv b.U + 1 \\
W &\equiv 0 + 1
\end{align*}
$$

Then we have that $U$ is unnormed, but $UV \not\equiv U$ since $U \not\xrightarrow{a}$ whereas $UV.Y$ refuting the first property. Furthermore, $|YWZ| = 3 > 2 = n(YWZ)$, refuting the second property. And finally $YWZ \equiv ZZ$, but $YW \not\equiv Z$, refuting the third property.

Note that the sequences used in Example 17 to refute the properties above all suffer from some form of redundant intermediate acceptance.

Violation of the first property can only be due to the presence of a process identifier that is bisimilar to $1$. Note that, in a recursive specification in GNF, a process identifier $X$ is bisimilar to $1$ if, and only if, $(X \equiv 0 + 1) \in \Delta$; let us call such a process identifier a $1$-identifier. Whether some process identifier is a $1$-identifier can easily be decided. Furthermore, occurrences of $1$-identifiers can simply be eliminated from the right-hand sides of defining equations of other process identifiers. Thus, it remains to solve the decision problem for recursive specifications in GNF without $1$-identifiers.

Our main contribution in the remainder of this section will be the notion of Acceptance Irredundant Greibach Normal Form (AIGNF), a special variant of GNF that precludes redundant intermediate acceptance from sequences reachable from process identifiers. We
shall prove that it is enough to solve the decision problem for recursive specifications in AIGNF and then show that the argument for the existence of a finite bisimulation base of \[13\] works for such recursive specifications.

### 4.1 Acceptance Irredundant Greibach Normal Form

We partition the set of process identifiers \( P \) into sets \( P_\downarrow = \{ X \in P \mid X \downarrow \} \) and \( P_\not\downarrow = \{ X \in P \mid X \not\downarrow \} \). Furthermore, we define the set \( P_\not\downarrow \) of hereditarily non-terminating process identifiers as the largest subset of \( P_\not\downarrow \) such that for all \( X \in P_\not\downarrow \) we have that if \( (X \overset{\text{def}}{=} p) \in \Delta \) and \( Y \) is a process identifier occurring in \( p \), then \( Y \in P_\not\downarrow \). The set \( P_\not\downarrow \) can be computed iteratively:

1. Start with \( P_\prime = P_\not\downarrow \)
2. In every iteration remove from \( P_\prime \) all process identifiers \( X \) such that \( (X \overset{\text{def}}{=} p) \in \Delta \) and \( p \) has an occurrence of some process identifier \( Y \) with \( Y \not\in P_\prime \) until a fixed point is reached (i.e., nothing can be removed from \( P_\prime \) anymore). We shall say that \( \alpha \in P^* \) is acceptance irredundant if \( \alpha \in P_\not\downarrow P_\not\downarrow P_\downarrow \cup P_\downarrow \).

**Definition 18.** A recursive specification \( \Delta \) is in Acceptance Irredundant Greibach Normal Form (AIGNF) if for every defining equation \( (X \overset{\text{def}}{=} p) \in \Delta \) we have that \( p \equiv 0 \) or \( p \equiv n \sum_{i=1}^{a_i \alpha_i (+1)} \), with \( n \in \mathbb{N}^+ \) and each \( \alpha_i \) acceptance irredundant.

The idea explained in the preceding example can be exploited to prove the following proposition.

**Proposition 20.** For every recursive specification \( \Delta \) over \( TSP^*(A, P) \) in GNF with 1-identifiers there exist \( P_\prime \supseteq P \) and a recursive specification \( \Delta_\prime \) in AIGNF over \( TSP^*(A, P_\prime) \) such that for all \( X, Y \in P \) we have that \( X \leftrightarrow Y \) with respect to \( \Delta \) if, and only if, \( X \leftrightarrow Y \) with respect to \( \Delta_\prime \).

Let \( \alpha \in P^* \); we say that \( \alpha \) is \( \Delta \)-reachable if there exists \( X \in P \) such that \( X \rightarrow \alpha \). If \( \Delta \) is in AIGNF, then it can be shown that all \( \Delta \)-reachable sequences are acceptance irredundant. Hence, for recursive specifications in AIGNF we now get the three properties needed for the proof that there exists a finite bisimulation base.
Proposition 21. If $\Delta$ is in AIGNF, then for all acceptance irredundant sequences $\alpha, \beta, \gamma$:
1. if $\alpha$ is unnormed, then $\alpha \beta \Leftrightarrow \alpha$;
2. $|\alpha| \leq n(\alpha)$; and
3. if $\alpha, \beta$ and $\gamma$ are normed, then $\alpha \gamma \Leftrightarrow \beta \gamma$ implies $\alpha \Leftrightarrow \beta$.

Proof. See Appendix B.

4.2 The existence of a finite bisimulation base

By the first item of Proposition 21, we can, without loss of generality, assume that all sequences of variables appearing in the right-hand sides of the defining equations in our presupposed recursive specification $\Delta$ in AIGNF are elements of $P_n^* \cup P_n^* P_u$. Then all $\Delta$-reachable sequences will not only be acceptance irredundant, but also elements of $P_n^* \cup P_n^* P_u$.

The definition of the finite bisimulation base relies on decomposing sequences.

Definition 22. A pair $(X\alpha, Y\beta)$ satisfying $X\alpha \Leftrightarrow Y\beta$ is decomposable if $X$ and $Y$ are normed, and there exists $\gamma$ such that
- $X \rightarrow \gamma$, $X \Leftrightarrow Y\gamma$ and $\gamma \alpha \Leftrightarrow \beta$; or
- $Y \rightarrow \gamma$, $Y \Leftrightarrow X\gamma$ and $\gamma \beta \Leftrightarrow \alpha$.

Two pairs $(X\alpha, Y\beta)$ and $(X\alpha', Y\beta')$ are distinct if $\alpha \not\Leftrightarrow \alpha'$ or $\beta \not\Leftrightarrow \beta'$. A crucial step towards a finite bisimulation base consists of establishing that a relation containing all indecomposable pairs $(X\alpha, Y\beta)$, where $X\alpha, Y\beta P_n^* \cup P_n^* P_u$ are acceptance irredundant sequences such that $X\alpha \Leftrightarrow Y\beta$ is necessarily finite.

For the definition of a finite bisimulation base we now need just one more definition, which allows us to choose appropriate candidates among non-distinct indecomposable pairs.

Definition 23. The finite prefix norm $n_f(\alpha)$ of $\alpha$ is defined as follows:
$$n_f(\alpha) = \max(\{n(\beta) \mid n(\beta) < \infty \text{ and } \alpha = \beta\gamma \text{ for some } \gamma\}).$$

The pre-order $\preceq$ on pairs is defined as:
$$(\alpha_1, \alpha_2) \preceq (\beta_1, \beta_2) \iff \max(n_f(\alpha_1), n_f(\alpha_2)) \leq \max(n_f(\beta_1), n_f(\beta_2)).$$

In the following two lemmas, adapted from [12, Lemmas 28 and 29], a relaxed form of cancellation is established for $\Delta$-reachable sequences of process identifiers.

Lemma 24. If $\alpha \Leftrightarrow \gamma \alpha$ and $\beta \Leftrightarrow \gamma \beta$ for some $\gamma \not\Leftrightarrow 1$ and acceptance irredundant $\gamma \alpha$ and $\gamma \beta$, then $\alpha \Leftrightarrow \beta$.

Using this result, we will show a form of cancellation for (potentially unnormed) acceptance irredundant sequences, if $\alpha \gamma \Leftrightarrow \beta \gamma$ for infinitely many non-bisimilar $\gamma$.

Lemma 25. Let $\alpha, \beta \in P^*$. If for infinitely many non-bisimilar $\gamma \in P^*$ such that $\alpha \gamma$ and $\beta \gamma$ are acceptance irredundant it holds that $\alpha \gamma \Leftrightarrow \beta \gamma$, then $\alpha \Leftrightarrow \beta$.

The following lemma is an adaptation of [12, Lemma 32] to our setting.

Lemma 26. For all $X, Y \in P$, every set $R$ of the form
$$\{(X\alpha, Y\beta) \mid X\alpha, Y\beta \in P_n^* \cup P_n^* P_u \text{ acceptance irredundant sequences}, X\alpha \Leftrightarrow Y\beta, \text{ and } (X\alpha, Y\beta) \text{ indecomposable}\}$$
and contains only distinct pairs must be finite.
We now have everything in place to prove the main result of this section.

**Theorem 27.** Let $R_1 = \{(X, \alpha) \mid X \in \mathcal{P}_n, \alpha \in \mathcal{P}_n \text{ such that } X \mathrel{\triangleright} \alpha\}$, and let $R_2$ be the largest relation of the form

\[
\{(X\alpha, Y\beta) \mid X\alpha, Y\beta \in \mathcal{P}^*_n \cup \mathcal{P}^*_n \mathcal{P}_n \text{ are acceptance irredundant, } X\alpha \mathrel{\triangleright} Y\beta, \text{ and } (X\alpha, Y\beta) \text{ indecomposable}\}
\]

containing only distinct pairs and minimal elements with respect to $\preceq$. Then the symmetric closure $R$ of $R_1 \cup R_2$ is finite and satisfies $\alpha R \implies \beta$ if and only if $\alpha \mathrel{\triangleright} \beta$ for all acceptance irredundant sequences $\alpha, \beta \in \mathcal{P}^*_n \cup \mathcal{P}^*_n \mathcal{P}_n$.

**Proof.** Since $\Delta$ is in AIGNF, we have $|\alpha| \leq n(\alpha)$. Hence, since $X$ is normed and $n(X) = n(\alpha)$ we have $|\alpha| \leq n(X)$, and thus $\alpha$ has a finite maximum length. Hence, there can only be finitely many such $\alpha$ as $\mathcal{P}$ is finite. If follows that $R_1$ is finite. Furthermore, by Lemma 26, $R_2$ is finite. So $R$ is finite. Hence, since $\triangleright$ is a congruence for TSP$^*(\mathcal{A}, \mathcal{P})$, we have $R \equiv R \triangleright$.

It remains to show is that $R \equiv \geq \triangleright$. We prove by induction on $\leq$ that $X\alpha \mathrel{\triangleright} Y\beta$ implies $X\alpha R Y\beta$, for all acceptance irredundant sequences $X\alpha, Y\beta \in \mathcal{P}^*_n \cup \mathcal{P}^*_n \mathcal{P}_n$.

Suppose that $(X\alpha, Y\beta)$ is decomposable, then $X, Y \in \mathcal{P}_n$ and, without loss of generality, assume that $X \mathrel{\triangleright} \gamma$ such that $X \mathrel{\triangleright} Y\gamma$ and $\gamma \mathrel{\triangleright} Y\beta$. Then, $n_f(\gamma) < n_f(Y\gamma) = n_f(X\alpha)$ and $n_f(\beta) < n_f(Y\beta)$, so $(\gamma, \beta) \prec (X, Y\beta)$. Furthermore, since $X \mathrel{\triangleright} \gamma$, $X \mathrel{\triangleright} \gamma\alpha$ and thus $\gamma\alpha \in \mathcal{P}_n \cup \mathcal{P}^*_n \mathcal{P}_n$ and $\gamma\alpha$ is acceptance irredundant. Moreover, since $Y\beta \in \mathcal{P}^*_n \cup \mathcal{P}^*_n \mathcal{P}_n$, $Y\beta$ is acceptance irredundant and $Y \in \mathcal{P}_n$, it follows that $\beta \in \mathcal{P}^*_n \cup \mathcal{P}^*_n \mathcal{P}_n$ and $\beta$ is acceptance irredundant, and hence by induction $\gamma\alpha \equiv R \beta$. Finally, since $\gamma\alpha$ is acceptance irredundant, $\gamma$ is acceptance irredundant, and therefore $Y\gamma$ is acceptance irredundant. Hence, $(X, Y\gamma) \in R_1$ and thus $X\alpha R Y\gamma\alpha R Y\beta$.

Now, suppose that $(X\alpha, Y\beta)$ is not decomposable. Then $(X\alpha', Y\beta') \in R_2$ for some $\alpha' \mathrel{\triangleright} \alpha$ and $\beta' \mathrel{\triangleright} \beta$ with $(\alpha', \beta') \leq (\alpha, \beta)$. We distinguish three cases.

- If $X, Y \in \mathcal{V}_n$, then $(\alpha, \beta), (\alpha', \beta') \prec (X\alpha, Y\beta)$, so $(\alpha, \alpha'), (\beta, \beta') \prec (X\alpha, Y\beta)$. Hence, by induction $\alpha R \equiv \alpha'$ and $\beta R \equiv \beta'$, so $X\alpha \equiv X\alpha'R \beta' R Y\beta$.

- If $X \in \mathcal{V}_n$ and $Y \in \mathcal{V}_u$, then since $\beta \equiv X_1 \ldots X_n$ for some $n \geq 0$ and $YX_i \equiv Y$ for each $0 \leq i \leq n$, we find $\beta R \equiv Y$. Furthermore, $n_f(\alpha') \leq n_f(\alpha) < n_f(X\alpha)$, so $(\alpha, \alpha') \prec (X, Y)$. Hence, by induction $\alpha R \equiv \alpha'$, and since $(X\alpha', Y) \in R_2$ we find $X\alpha R \equiv X\alpha'R \equiv Y \beta R \equiv Y\beta$. A symmetric argument applies for the case when $X \in \mathcal{V}_u$ and $Y \in \mathcal{V}_n$.

- If $X, Y \in \mathcal{V}_u$, then since $\alpha \equiv X_1 \ldots X_n$ for some $n \geq 0$ and $XX_i \equiv X$ for each $0 \leq i \leq n$, we find $X\alpha \equiv X$. Similarly, we find $Y\beta \equiv Y$ and thus since $(X, Y) \in R_2$, we derive $X\alpha R \equiv X \equiv Y \beta R \equiv Y\beta$.

It follows from Theorem 27 that bisimilarity is semi-decidable, and since also non-bisimilarity is semi-decidable, we obtain the following corollary.

**Corollary 28.** Bisimilarity is decidable for all processes definable by means of a finite guarded recursive specification over TSP$^*(\mathcal{A}, \mathcal{P})$.

## 5 Conclusion

We have considered a variant of the Theory of Sequential Processes proposed in [7] in which sequential composition is replaced by sequencing. The distinguishing feature of the resulting process theory is that it includes the notion of intermediate acceptance relevant for the
theory of automata and formal languages, without also including the complications that arise from transparency. (We should mention here that the variant of successful termination considered by Aceto and Hennessy in [1] also does not lead to transparency, but in their theory a non-deterministic choice successfully terminates only if both arguments successfully terminate, and hence it does not have intermediate acceptance.)

We have presented a finite axiomatisation of the ground equational theory of the recursion-free fragment of the Theory of Sequential Processes using the auxiliary operator $NT$ and proved that a finite axiomatisation without auxiliary operators does not exist.

Processes definable by means of a finite guarded recursive specification over $TSP^*(A)$ may rightfully be referred to as context-free processes. Indeed, the language of a process definable by means of a finite guarded recursive specification is context-free, and for every context-free language there is a process definable by a finite guarded recursive specification over $TSP(A)$ with that language. In [7] it was already proved that every context-free process is bisimilar to a pushdown process. Here we have proved that bisimilarity is decidable for all context-free processes, extending the seminal result of Christensen, Hüttel and Stirling [13] with intermediate acceptance.

It follows from the work of Moller [19] that not every pushdown process is context-free. We conjecture that extending $TSP^*(A)$ with propositional signals suffices to facilitate the definability of all pushdown processes. This will be the topic of a forthcoming paper.

Another interesting remaining open problem is whether bisimilarity is also decidable for the variant of the Theory of Sequential Processes discussed in [2]. In [8] it is argued that properties 2 and 3 of Proposition 21 do not hold in this case, and it seems considerably more difficult to deal with the ensuing complications.
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A Proofs of Lemmas 9 and 10

In this appendix we shall provide proofs for Lemmas 9 and 10, restated below as Lemmas 35 and 40. For the formulation of our arguments, it is convenient to associate behaviour to \(\text{TSP}(\mathcal{A})\)-terms with variables. We assume an extended syntax in which a constant \(\bar{x}\) added for every variable \(x\) and include the following operational rule to the operational semantics presented in Figure 1:

\[
\begin{align*}
    x & \quad \xrightarrow{\bar{\nu}} \quad \bar{x}.
\end{align*}
\]
The resulting collection of operational rules is used to derive transitions of TSP\(^{(A)}\)-terms (with variables). A transition of a TSP\(^{(A)}\)-term \(t\) may then either result in another TSP\(^{(A)}\)-term, or, if it is due to the transition of a variable, it may result in a term in a syntax extended with the constant \(\bar{x}\): For every variable \(x\), we inductively define the set of TSP\(^{(A,\bar{x})}\)-terms as follows:

1. the constant \(\bar{x}\) is a TSP\(^{(A,\bar{x})}\)-term; and
2. if \(t_1\) is a TSP\(^{(A,\bar{x})}\)-term and \(t_2\) is a TSP\(^{(A)}\)-term, then \(t_1 \ast t_2\) is a TSP\(^{(A,\bar{x})}\)-term.

If \(t\) is a TSP\(^{(A,\bar{x})}\)-term and \(p\) is a closed TSP\(^{(A)}\)-term, then by \(t[x := p]\) we denote the TSP\(^{(A)}\)-term obtained by replacing \(\bar{x}\) by \(p\). While every variable can now “take a step”, we do not let this contribute to the width of a term, so \(\text{width}(x) = 0\) for every variable \(x\).

**Lemma 29.** Let \(t\) be a TSP\(^{(A)}\)-term.
1. If \(t \xrightarrow{a} t'\) for some action \(a\), then \(t'\) is a TSP\(^{(A)}\)-term.
2. If \(t \xrightarrow{x} t'\) for some variable \(x\), then \(t'\) is a TSP\(^{(A,\bar{x})}\)-term.

We would like to establish a relationship between transitions from \(t\) and transitions from \(\sigma(t)\), where \(\sigma\) is a closed substitution. However, we cannot yet fully express that a transition originates from a substitution in a variable. For example, consider the TSP\(^{(A)}\)-term \(t \equiv x; y\) and the closed substitution \(\sigma\), where \(\sigma(x) = 1\) and \(\sigma(y) = a.1\). Clearly, \(\sigma(t) = 1; a.1\) and hence \(\sigma(t) \xrightarrow{a} 1\). However, we cannot express that this \(a\)-transition originates from the substitution in \(y\), as \(t \not\xrightarrow{y}\). To be able to express this, we define the following substitution.

**Definition 30.** Given a substitution \(\sigma\) and variable \(x\), the substitution \(\mu_{x\sigma}\) is defined as:

\[
\mu_{x\sigma}(y) = \begin{cases} 
y & \text{if } y = x \\
\sigma(y) & \text{otherwise.} \end{cases}
\]

Referring to the example preceding Definition 30, note that \(\mu_{y\sigma}(t) \xrightarrow{y} \bar{y}\) and \(\sigma(y) \xrightarrow{a} 1\).

We can establish several useful relationships between \(\sigma(t)\) and \(\mu_{x\sigma}(t)\).

**Lemma 31.** Let \(t\) be a TSP\(^{(A)}\)-term, \(\sigma\) a closed substitution, \(x\) a variable, \(p\) a closed TSP\(^{(A)}\)-term and \(a\) an action such that \(\sigma(x) \xrightarrow{a} p\). Then:
1. if \(\sigma(t) \not\xrightarrow{y}\), then \(\mu_{x\sigma}(t) \not\xrightarrow{y}\);
2. if \(\sigma(t) \not\xrightarrow{\ast}\), then \(\mu_{x\sigma}(t) \not\xrightarrow{\ast}\);
3. if \(\sigma(t) \not\xrightarrow{\ast}\) and \(\sigma(t) \downarrow\), then \(\mu_{x\sigma}(t) \downarrow\).

In the following lemma it is proven that if \(t\) contains a subterm \(t_2\) such that \(\text{width}(\sigma(t_2)) > \text{width}(t_2)\), then one of the actions that can be executed by \(\sigma(t_2)\) must come from a substitution in some variable \(x\).

**Lemma 32.** Let \(t\) be a TSP\(^{(A)}\)-term and \(\sigma\) a closed substitution. If \(\text{width}(\sigma(t)) > \text{width}(t)\), then there must exist an action \(a\), closed TSP\(^{(A)}\)-terms \(p\) and \(p'\), a TSP\(^{(A,\bar{x})}\)-term \(t'\), and a variable \(x\) such that \(\sigma(t) \xrightarrow{a} p\), \(\mu_{x\sigma}(t) \xrightarrow{x} t'\), \(\sigma(x) \xrightarrow{a} p'\) and \(p \equiv \sigma(t[x := p'])\).

**Lemma 33.** Let \(t\) be a TSP\(^{(A)}\)-term, \(x\) a variable and \(\sigma\) a closed substitution. Then:
1. if \(t \downarrow\), then \(\sigma(t) \downarrow\);
2. if \(\sigma(t) \downarrow\), then \(\vartheta_{(\sigma,x)}(t) \downarrow\);
3. if \(\vartheta_{(\sigma,x)}(\mu_{x\sigma}(t)) \downarrow\), then \(\vartheta_{(\sigma,x)}(t) \downarrow\).

Using these properties we show that given a term \(t\), variable \(x\) and substitution \(\sigma\) as described above, \(\vartheta_{(\sigma,x)}(t) \downarrow\) indeed holds.
Lemma 34. Let \( t \) be a TSP\(^{(A)}\)-term, let \( x \) be a variable, and let \( \sigma \) be a substitution. If there exist a TSP\(^{(A,\bar{x})}\)-term \( t' \) and a closed TSP\(^{(A)}\)-term \( p \) such that \( t \xrightarrow{\sigma} t' \) and \( \sigma(t'\bar{x} := p) \) \( \downarrow \), then \( \vartheta_{(\sigma,x)}(t) \downarrow \).

By utilizing the results from Lemma 32 and Lemma 34, we show that given a TSP\(^{(A)}\)-term \( t \) and substitution \( \sigma \), if \( \Psi_n(\sigma(t)) \) holds, then \( t \) must contain some variable \( x \) such that \( \vartheta_{(\sigma,x)}(t) \downarrow \) and either \( \Psi_n(\sigma(x)) \) or \( \vartheta_{(\sigma,x)}(t) \downarrow \).

Lemma 35. Let \( t \) be a TSP\(^{(A)}\)-term and let \( n \) be a natural number such that \( \text{width}(t') < n \) for every subterm \( t' \) of \( t \). If \( \Psi_n(\sigma(t)) \) for some closed substitution \( \sigma \), then there is a variable \( x \) such that \( \vartheta_{(\sigma,x)}(t) \downarrow \) and either \( \Psi_n(\sigma(x)) \) or \( \vartheta_{(\sigma,x)}(t) \downarrow \).

Proof. We proceed with induction on the structure of \( t \).

- If \( t = 0 \), \( t = 1 \) or \( t = a \cdot t' \) for some action \( a \) and TSP\(^{(A)}\)-term \( t' \), then \( \sigma(t) \) cannot have a summand of the form \( t_1 \ colon t_2 \), so \( \Psi_n(\sigma(t)) \) does not hold for any substitution \( \sigma \). Hence the implication vacuously holds.

- Let \( t = y \) for some variable \( y \), and suppose that \( \Psi_n(\sigma(t)) \) holds for some closed substitution \( \sigma \). Then clearly from \( \Psi_n(\sigma(t)) \) it follows that \( \Psi_n(\sigma(y)) \). Furthermore, since \( t \xrightarrow{\sigma} y \) and since \( \sigma([y] := 1) \equiv 1 \), we have that \( \sigma([y] := 1) \downarrow \). Hence, by Lemma 34, we have that \( \vartheta_{(\sigma,y)}(t) \downarrow \) and thus \( x = y \).

- Let \( t \equiv t_1 + t_2 \) for some TSP\(^{(A)}\)-terms \( t_1 \) and \( t_2 \). If \( \Psi_n(\sigma(t)) \), then either \( \sigma(t_1) \) or \( \sigma(t_2) \) must contain a summand \( p \) such that one of the three cases of the definition of \( \Psi_n \) applies. We proceed to consider the case that \( p \) is a summand of \( \sigma(t_1) \); the proof in the case that \( p \) is a summand of \( \sigma(t_2) \) proceeds analogously. Note that, since \( p \equiv (\bar{a} + 1) ; \sum_{i=1}^n (\bar{b}_i; (\bar{b}_i + 1)^i) \), we find that \( \sigma(t_1) \xrightarrow{\bar{a}} p' \) with \( p' \equiv \sum_{i=1}^n (\bar{b}_i; (\bar{b}_i + 1)^i) \). Moreover, since \( \sigma(t_1) \) is a summand of \( \sigma(t_2) \) and also \( \sigma(t) \equiv (\bar{a} + 1) ; \sum_{i=1}^n (\bar{b}_i; (\bar{b}_i + 1)^i) \), we find that \( \sigma(t_1) \equiv (\bar{a} + 1) ; \sum_{i=1}^n (\bar{b}_i; (\bar{b}_i + 1)^i) \), and hence \( \Psi_n(\sigma(t_1)) \). Since every subterm of \( t_1 \) is a subterm of \( t \), we also have that \( \text{width}(t') < n \) for every subterm \( t' \) of \( t_1 \). Therefore, we may now apply the induction hypothesis to conclude that either \( \Psi_n(\sigma(x)) \) or \( \vartheta_{(\sigma,x)}(t_1) \downarrow \), and \( \vartheta_{(\sigma,x)}(t_1) \downarrow \); clearly, from the latter it follows that \( \vartheta_{(\sigma,x)}(t) \downarrow \).

- Let \( t \equiv t_1 \ colon t_2 \) for some TSP\(^{(A)}\)-terms \( t_1 \) and \( t_2 \), and suppose that \( \Psi_n(\sigma(t)) \). Then, considering the definition of \( \Psi_n \), one of the following three cases must apply:

1. If \( \Phi_n(\sigma(t_1) \ colon t_2) \), then \( \sigma(t_1) \equiv \bar{a} + 1 \) and \( \sigma(t_2) \equiv \sum_{i=1}^n (\bar{b}_i; (\bar{b}_i + 1)^i) \). Then \( \sigma(t_2) \xrightarrow{\bar{b}} (\bar{b}_i + 1)^i \) for all \( 1 \leq i \leq n \). Clearly, if \( i \neq j \), then \( (\bar{b}_i + 1)^i \not\equiv (\bar{b}_j + 1)^i \), so \( \text{width}(\sigma(t_2)) \geq n > \text{width}(t_2) \). It follows by Lemma 32 that there exist an action \( a \), closed TSP\(^{(A)}\)-terms \( p \) and \( p' \), a TSP\(^{(A,\bar{x})}\)-term \( t' \) and a variable \( x \) such that \( \sigma(t_2) \xrightarrow{a} p, \mu_{\sigma,x}(t_2) \xrightarrow{x} t' \), \( \sigma(x) \xrightarrow{a} p' \) and \( p = \sigma(t'[\bar{x} := p']) \). Clearly, we must have \( a = \bar{b} \) and \( p \equiv (\bar{b}_i + 1)^i \) for some \( 1 \leq i \leq n \). To see that \( \vartheta_{(\sigma,x)}(t) \downarrow \), note that, since \( \sigma(t_1) \equiv \bar{a} + 1 \), we have that \( \sigma(t_1) \downarrow \) and hence \( \vartheta_{(\sigma,x)}(t_1) \downarrow \). Moreover, since \( \sigma(t'[\bar{x} := p']) \downarrow \equiv (\bar{b}_i + 1)^i \), we find that \( \sigma(t'[\bar{x} := p']) \downarrow \), and hence, by Lemma 34, we get that \( \vartheta_{(\sigma,x)}(\mu_{\sigma}(t_2)) \downarrow \). Finally, by Lemma 33(3), we conclude that \( \vartheta_{(\sigma,x)}(t_1) \downarrow \) and thus \( \vartheta_{(\sigma,x)}(t) \downarrow \).

2. If \( \sigma(t_1) \equiv 1 \) and \( \Psi_n(\sigma(t_2)) \), then since every subterm of \( t_2 \) is a subterm of \( t \) we find that \( \text{width}(t_2) < n \) for all subterms \( t'_2 \) of \( t_2 \). Hence, by the induction hypothesis, for some variable \( x \) we have that either \( \Psi_n(\sigma(x)) \) or \( \vartheta_{(\sigma,x)}(t_2) \downarrow \), and, moreover, \( \vartheta_{(\sigma,x)}(t_2) \downarrow \). From \( \sigma(t_1) \equiv 1 \) it follows that \( \sigma(t_1) \downarrow \), so, by Lemma 33(2), \( \vartheta_{(\sigma,x)}(t_1) \downarrow \), and hence \( \vartheta_{(\sigma,x)}(t) \downarrow \).
3. If \( \Psi_n(\sigma(t_1)) \) and \( \sigma(t_2) \not\leq \nu \), then the proof that \( \vartheta(\alpha_\Sigma)(t) \downarrow \) is analogous to the previous case.

We have established that if \( \Psi_n(\sigma(t)) \) holds for some substitution \( \sigma \) and \( \text{TSP}^\nu(A) \)-term \( t \) such that \( \text{width}(t') < n \) for each subterm \( t' \) of \( t \), then \( t \) must confirm to certain properties. Now, for any term \( u \) such that \( t \not\leq u \), these properties must be valid as well. Hence, it remains to show is that if \( u \) contains these properties, then \( \Psi_n(\sigma(u)) \) must hold as well. This is shown in Lemma 40. In order to prove this result, some useful properties are established in Lemma 36 to Lemma 39.

\[\text{Lemma 36.} \text{ Let } p \text{ and } q \text{ be closed } \text{TSP}^\nu(A) \text{-terms and suppose that } p \not\leq q. \text{ Then } \text{depth}(p) = \text{depth}(q).\]

\[\text{Proof.} \text{ Assume that } p \not\leq q \text{ and, for the sake of contradiction, suppose that } \text{depth}(p) = n \text{ and } \text{depth}(q) = m, \text{ for some } n > m. \text{ Then, by definition, } p \rightarrow^n p' \text{ and since } p \not\leq q, q \rightarrow^n q', \text{ such that } p' \not\leq q'. \text{ Clearly, since } n > m, \text{ this contradicts } \text{depth}(q) = m. \text{ Hence, we conclude } \text{depth}(p) = \text{depth}(q).\]

\[\text{Lemma 37.} \text{ For all closed } \text{TSP}^\nu(A) \text{-terms } p_1 \text{ and } p_2, \text{ if } p_1 : p_2 \not\leq \alpha.1 : \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i, \text{ then one of the following cases must hold:} \]

1. \( p_1 \not\leq 1 \) and \( p_2 \not\leq \alpha.1 : \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i; \) or
2. \( p_1 \not\leq \alpha.1 \) and \( p_2 \not\leq \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i; \) or
3. \( p_1 \not\leq \alpha.1 + 1 \) and \( p_2 \not\leq \alpha.1 ; \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i; \) or
4. \( p_1 \not\leq \alpha.1 ; \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i \text{ and } p_2 \not\leq 1.\)

\[\text{Lemma 38.} \text{ For any } \text{TSP}^\nu(A) \text{-term } t, \text{ variable } x \text{ and closed substitution } \sigma, \text{ if } \sigma(t) \not\leq \vartheta(\sigma(x)) \text{ and } \vartheta(\sigma(x))(t) \downarrow, \text{ then } t \text{ contains } x.\]

\[\text{Proof.} \text{ Let } t \text{ be a } \text{TSP}^\nu(A) \text{-term, } x \text{ a variable and } \sigma \text{ a closed substitution such that } \sigma(t) \not\leq \vartheta(\sigma(x)) \text{ and } \vartheta(\sigma(x))(t) \downarrow. \text{ Now suppose } t \text{ does not contain } x. \text{ Then, by the definition of } \vartheta(\sigma(x)), \vartheta(\sigma(x))(t) \equiv \sigma(t), \text{ which means that if } \sigma(t) \not\leq \vartheta(\sigma(x)) \text{ we should also have } \vartheta(\sigma(x))(t) \not\leq \sigma(x). \text{ Since this contradicts } \vartheta(\sigma(x))(t) \downarrow, \text{ we conclude } t \text{ must contain } x.\]

\[\text{Lemma 39.} \text{ For any } \text{TSP}^\nu(A) \text{-term } t, \text{ variable } x \text{ and closed substitution } \sigma, \text{ if } t \text{ contains } x \text{ and } \sigma(x): a_1 \rightarrow x a_n \text{ and closed } \text{TSP}^\nu(A) \text{-term } p, \text{ then} \]

1. either \( \sigma(t) \rightarrow^* p' \rightarrow^* p'' \), for some \( p' \) and \( p'' \);
2. or \( \sigma(t) \rightarrow^* p' \), for some \( p' \) such that \( p' \not\leq 0.\)

\[\text{Proof.} \text{ Let } t \text{ be a } \text{TSP}^\nu(A) \text{-term, } x \text{ a variable and } \sigma \text{ a closed substitution such that } t \text{ contains } x \text{ and } \sigma(x) : a_1 \rightarrow x a_n \text{ and closed } \text{TSP}^\nu(A) \text{-term } p. \text{ It can then be proved with induction on the structure of } t \text{ that one of the two cases of the lemma must hold.}\]

\[\text{Lemma 40.} \text{ For any } \text{TSP}^\nu(A) \text{-term } t, \text{ variable } x \text{ and closed substitution } \sigma, \text{ if } \sigma(t) \not\leq (\alpha.1 + 1) : \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i, \text{ then } \Psi_n(\sigma(x))(t) \downarrow \text{ and either } \Psi_n(\sigma(x)) \text{ or } \sigma(x) \rightarrow^* \tilde{b}, \text{ then } \Psi_n(\sigma(t)).\]

\[\text{Proof.} \text{ Let } t \text{ be a } \text{TSP}^\nu(A) \text{-term, } x \text{ a variable and let } \sigma \text{ be closed substitution such that } \sigma(t) \not\leq (\alpha.1 + 1) : \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i, \vartheta(\sigma(x))(t) \downarrow \text{ and either } \Psi_n(\sigma(x)) \text{ or } \sigma(x) \rightarrow^* \tilde{b}. \text{ We prove by induction on the structure of } t \text{ that } \Psi_n(\sigma(t)) \text{ must hold.} \]

= If \( t \equiv 0 \) or \( t \equiv 1 \), then \( \sigma(t) \not\leq (\alpha.1 + 1) : \sum_{i=1}^n \tilde{b}(\tilde{b}.1 + 1)^i \), hence, the implication vacuously holds.
If $t \equiv a.t'$, then $\vartheta_{(x_1)}(t) \not\equiv \vartheta_{(x_1)}(t')$ which contradicts $\vartheta_{(x_1)}(t) \not\equiv$, hence, the implication vacuously holds.

If $t \equiv y$ for some variable $y$, then since $\sigma(t) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$, we must have $\sigma(t) \not\equiv$. Moreover, since $\vartheta_{(x_1)}(t) \not\equiv$, by Lemma 38, $\sigma(t)$ contains $x$, thus we must have $y \equiv x$.

Now suppose $\sigma(x) \not\equiv$, then $\sigma(t) \not\equiv$, contradicting $\sigma(t) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$. Hence, it must be the case that $\Psi_n(\sigma(x))$ holds and thus also $\Psi_n(\sigma(t))$ holds.

Suppose $t \equiv t_1 + t_2$ and suppose that the lemma holds for $t_1$ and $t_2$ (IH). Since $\sigma(t) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$, we have $\sigma(t) \not\equiv$ and thus both $\sigma(t_1) \not\equiv$ and $\sigma(t_2) \not\equiv$. Moreover, since $\vartheta_{(x_1)}(t_1)$, either $\vartheta_{(x_1)}(t_1) \not\equiv$ or $\vartheta_{(x_1)}(t_2) \not\equiv$. Without loss of generality assume $\vartheta_{(x_1)}(t_1) \not\equiv$. Then, by Lemma 38, $t_1$ must contain $x$. Since either $\sigma(x) \not\equiv$ or $\Psi_n(\sigma(x))$ and thus $\sigma(x) \not\equiv$, by Lemma 39, either $\sigma(t_1) \not\equiv q_1 \not\equiv$ for some action $a$ and closed TSP$^A$-term $q_1$, or $\sigma(t_1) \not\equiv q_2$ for some closed TSP$^A$-term $q_2$ such that $q_2 \not\equiv 0$. The second case clearly contradicts $\sigma(t) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$. Hence, it must be the case that $\sigma(t_1) \not\equiv q_1 \not\equiv$. Since $\sigma(t_1)$ is able to execute an action and $\sigma(t_1)$ is a summand of $\sigma(t)$, we must have $\sigma(t_1) \not\equiv p$ such that $p \equiv \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$. Hence, we must have $\sigma(t_1) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$, and thus by the induction hypothesis we conclude $\Psi_n(\sigma(t_1))$, and since $\sigma(t_1)$ is a summand of $\sigma(t)$ also $\Psi_n(\sigma(t))$.

Suppose $t \equiv t_1 + t_2$ and suppose that the lemma holds for $t_1$ and $t_2$ (IH). Since $\sigma(t) \equiv \sigma(t_1) + \sigma(t_2)$, we have $\sigma(t_1) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$ and thus by Lemma 37, one of the following cases must hold:

1. If $\sigma(t_1) \equiv 1$ and $\sigma(t_2) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$, then, by the induction hypothesis, $\Psi_n(\sigma(t_2))$. Moreover, since $\sigma(t_1) \equiv 1$, by case 2 of $\Psi_n$ we conclude $\Psi_n(\sigma(t))$.

2. If $\sigma(t_1) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$, then $\sigma(t_1) \not\equiv$. Moreover, since $\vartheta_{(x_1)}(t_1) \equiv$, we must have $\vartheta_{(x_2)}(t_2) \equiv$, and thus by Lemma 38, $t_1$ must contain $x$. We distinguish two cases.

   a. If $\Psi_n(\sigma(x))$, then $\sigma(x) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$ and, by Lemma 39, either $\sigma(t_1) \not\equiv q_1 \not\equiv q_2$ for some closed TSP$^A$-terms $q_1$, $q_2$, or $\sigma(t_1) \not\equiv q_2$ for some closed TSP$^A$-term $q_2$ such that $q_2 \not\equiv 0$. Both cases clearly contradict $\sigma(t_1) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$ can never occur.

   b. If $\sigma(x) \not\equiv$, then, by Lemma 39, either $\sigma(t_1) \not\equiv q_1 \not\equiv$ for some closed TSP$^A$-term $q_1$, or $\sigma(t_1) \not\equiv q_2$ for some closed TSP$^A$-term $q_2$ such that $q_2 \not\equiv 0$. Again, both cases contradict $\sigma(t_1) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$ can never occur.

3. If $\sigma(t_1) \equiv (\tilde{a}.1 + 1)$ and $\sigma(t_2) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$, then clearly $\Psi_n(\sigma(t_1); \sigma(t_2))$ and thus, by case 1 of $\Psi_n$ we conclude $\Psi_n(\sigma(t))$.

4. If $\sigma(t_1) \equiv (\tilde{a}.1 + 1); \sum_{i=1}^{n} (\tilde{b}.1; (\tilde{b}.1 + 1)^i)$ and $\sigma(t_2) \equiv 1$, then, by the induction hypothesis, $\Psi_n(\sigma(t_1))$. Moreover, since $\sigma(t_2) \equiv 1$, by case 3 of $\Psi_n$ we conclude $\Psi_n(\sigma(t))$.

**Proof of Proposition 21**

The three properties of Proposition 21 are proved below as Lemmas 45, 46 and 47. Throughout this appendix it will be assumed that $\Delta$ is in AIGNF.

Let us first establish that then all $\Delta$-reachable sequences are acceptance irredundant.
Lemma 41. For every sequence $\alpha \in \mathcal{P}_\gamma^\ast$, if $\alpha \overset{a}{\rightarrow} \alpha'$, then $\alpha' \in \mathcal{P}_\gamma^\ast$.

Lemma 42. For every acceptance irredundant sequence $\alpha \beta$, we have that either $\alpha \in \mathcal{P}_\gamma^\ast$ and $\beta \in \mathcal{P}_\gamma^\ast \mathcal{P}_\gamma^\ast$, or $\alpha \in \mathcal{P}_\gamma^\ast \mathcal{P}_\gamma^\ast \mathcal{P}_\gamma^\ast \cup \mathcal{P}_\gamma^\ast$ and $\beta \in \mathcal{P}_\gamma^\ast$.

Using the previous lemma, we show that acceptance irredundant sequences maintain their shape when executing an action.

Lemma 43. If $\alpha$ is acceptance irredundant and $\alpha \overset{a}{\rightarrow} \alpha'$, then $\alpha'$ is acceptance irredundant.

Corollary 44. If $\Delta$ is in AIGNF, then all $\Delta$-reachable sequences are acceptance irredundant.

Lemma 45. Suppose that $\Delta$ is in AIGNF and let $\alpha, \beta \in \mathcal{P}^\ast$. If $\alpha \beta$ is acceptance irredundant and $\alpha$ is unnormed, then $\alpha \beta \not\preceq \alpha$.

Proof. We prove that the relation

$$R = \{(\alpha, \beta) \mid \alpha \beta \text{ is acceptance irredundant and } \alpha \text{ is unnormed}\}$$

is a bisimulation relation.

If $\alpha \overset{a}{\rightarrow} \alpha'$, then $\alpha \beta \overset{a}{\rightarrow} \alpha' \beta$ and since $\alpha$ is unnormed, so is $\alpha'$. Moreover, since $\alpha \beta$ is acceptance irredundant, we have by Lemma 43 that $\alpha' \beta$ is acceptance irredundant and hence $(\alpha', \alpha' \beta) \in R$. Furthermore, if $\alpha \overset{1}{\rightarrow}$, then $\alpha \in \mathcal{P}_\gamma^\ast$, hence, since $\alpha \beta$ is acceptance irredundant, we have $\beta \in \mathcal{P}_\gamma^\ast$ and thus $\alpha \beta \not\preceq \alpha$. A symmetric argument applies for the cases where $\alpha \beta \overset{a}{\rightarrow} \alpha' \beta$ and $\alpha \beta \overset{1}{\rightarrow}$.

Lemma 46. Suppose that $\Delta$ is in AIGNF. Then for all acceptance irredundant sequences $\alpha$ we have $|\alpha| \leq n(\alpha)$.

Proof. If $\alpha$ contains an unnormed process identifier, then clearly $\alpha$ is unnormed hand hence $|\alpha| \leq n(\alpha) = \infty$. So, suppose that $\alpha$ is normed. Then all process identifiers in $\alpha$ are normed and must have a defining equation of the shape $\sum_{i=1}^{n} a_i \alpha_i (+1)$ for some $n \in \mathbb{N}^+$ with $\alpha_i$ acceptance irredundant. Since every variable must be able to execute at least one action, the norm of each variable must be greater or equal than 1. Hence, in this case also $|\alpha| \leq n(\alpha)$.

Lemma 47. Suppose that $\Delta$ is in AIGNF and let $\alpha, \beta, \gamma \in \mathcal{P}^\ast$ be acceptance irredundant. If $\alpha, \beta$ and $\gamma$ are normed, then $\alpha \gamma \not\preceq \beta$ implies $\alpha \not\preceq \beta$.

Proof. It suffices to prove that

$$R = \{(\alpha, \beta) \mid \exists \gamma. \alpha \gamma \not\preceq \beta \text{ and } \alpha \gamma, \beta \gamma \text{ are acceptance irredundant}\}$$

is a bisimulation relation.

Suppose $\alpha \overset{a}{\rightarrow} \alpha'$, then $\beta \gamma \overset{a}{\rightarrow} \delta$ such that $\delta \not\preceq \alpha' \gamma$. We distinguish two cases.

If $\beta \overset{a}{\rightarrow} \beta'$ and $\delta = \beta' \gamma$, then since $\alpha \gamma$ and $\beta \gamma$ are acceptance irredundant, by Lemma 43, $\alpha' \gamma$ and $\beta' \gamma$ are acceptance irredundant and therefore $(\alpha', \beta') \in R$.

If $\beta \overset{1}{\rightarrow}$, $\gamma \overset{a}{\rightarrow} \gamma'$ and $\delta = \gamma'$, then $n(\beta \gamma) = n(\gamma) < n(\alpha \gamma)$, contradicting $\alpha \gamma \not\preceq \beta \gamma$.

Hence, in this case the implication vacuously holds.

Moreover, if $\alpha \overset{1}{\rightarrow}$, then $\alpha \in \mathcal{P}_\gamma^\ast$ and since $\alpha \gamma$ is acceptance irredundant also $\gamma \in \mathcal{P}_\gamma^\ast$. Hence, we have $\alpha \gamma \overset{1}{\rightarrow}$ and thus $\beta \gamma \overset{1}{\rightarrow} \beta \gamma$. A symmetric argument applies for the cases where $\beta \overset{a}{\rightarrow} \beta'$ and $\beta \overset{1}{\rightarrow}$.
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Abstract
A number of important set functors have countable initial algebras, but terminal coalgebras are
countable or even non-existent. We prove that the countable cardinality is an anomaly: every set
functor with an initial algebra of a finite or uncountable regular cardinality has a terminal coalgebra
of the same cardinality.

We also present a number of categories that are algebraically complete and cocomplete, i.e.,
every endofunctor has an initial algebra and a terminal coalgebra.

Finally, for finitary set functors we prove that the initial algebra $\mu_F$ and terminal coalgebra $\nu_F$
carry a canonical ultrametric with the joint Cauchy completion. And the algebra structure of $\mu_F$
determines, by extending its inverse continuously, the coalgebra structure of $\nu_F$.

1 Introduction

Initial algebras for endofunctors are important in formal semantics and the theory of recursive
domain equations. Further, for state based systems represented as coalgebras, Rutten [11]
demonstrated that the terminal coalgebra formalizes behavior of states. If we work in the
category of cpo’s as our base category, and if the given endofunctor is locally continuous,
then Smyth and Plotkin proved in [12] that the initial algebra coincides with the terminal
coaalgebra. That is, the underlying objects are equal, and the structure maps are inverse to
each other.

Is there a connection between initial algebras $\mu_F$ and terminal coalgebras $\nu_F$ for set
functors $F$, too? In the case where $F$ preserves limits of $\omega^\omega$-chains, $\nu_F$ carries a canonical
structure of a metric space and, whenever $F\emptyset \neq \emptyset$, this is the Cauchy completion of $\mu_F$ as its
subspace, as proved by Barr [8]. But what can we say about general set functors? There are
cases where $\mu_F$ is countable and $\nu_F$ is uncountable (e.g. $FX = A \times X + 1$, with $\mu_F = A^*$
and $\nu_F = A^\omega$) or $\nu_F$ does not exist:

Example 1 (see [4]). The following set functor $F$ has a countable initial algebra but no
terminal coalgebra:

$$FX = \{ M \subseteq X ; \text{card } M \neq \aleph_0 \}.$$
To a function \( f: X \to Y \) it assigns the function \( Ff \) turning \( M \subseteq X \) to \( f[M] \) if \( f \) restricted to \( M \) is monic or \( M \) is finite, else to \( \emptyset \). Its initial algebra is that of the finite power-set functor (consisting of all hereditarily finite sets).

We are going to prove that the cardinal \( \aleph_0 \) is the only exception: whenever a set functor has a nonempty initial algebra of a finite or uncountable regular cardinality, then it has a terminal coalgebra of the same cardinality. See the Terminal-Coalgebra Theorem in Section 4. We also prove that the existence of a fixed point \( FX \simeq X \) of an uncountable regular cardinality implies that the set functor \( F \) has a terminal coalgebra. This corresponds well with the result of [15] that every set functor with a fixed point has an initial algebra.

On the way to proving these results we present a number of categories that are algebraically complete and cocomplete. The concept of algebraic completeness, due to Freyd [9], means that every endofunctor has an initial algebra. But Freyd did not present any examples. It may seem that there are no “natural” examples since, as proved in [4], an algebraically complete category cannot be complete, unless it is equivalent to a preordered class. However, we prove that for every uncountable, regular cardinal \( \lambda \) the category \( \text{Set}_{\leq \lambda} \) of sets of cardinality at most \( \lambda \) is algebraically complete and cocomplete. That is, every endofunctor \( F \) has both \( \mu F \) and \( \nu F \). For \( \lambda > \aleph_1 \) (the first uncountable cardinal) the category \( \text{Nom}_{\leq \lambda} \) of nominal sets of cardinality at most \( \lambda \) is also algebraically complete and cocomplete. Analogously, the category \( K\text{-Vec}_{\leq \lambda} \) of vector spaces of dimension at most \( \lambda \), for any field \( K \) with \(|K| < \lambda\), is algebraically complete and cocomplete. Finally, if \( G \) is a group, consider the category \( G\text{-Set}_{\leq \lambda} \) of \( G \)-sets of cardinality at most \( \lambda \) is algebraically complete and cocomplete. These results require assuming the Generalized Continuum Hypothesis.

Returning to metric structures on terminal coalgebras, we prove that for finitary set functors \( F \) with \( F\emptyset \neq \emptyset \) the initial algebra and terminal coalgebra carry a canonical ultrametric such that the Cauchy completions of \( \mu F \) and \( \nu F \) coincide. And the coalgebra structure of \( \nu F \) is determined by the algebra structure \( \iota \) of \( \mu F \): it is the unique continuous extension of \( \iota^{-1} \) to \( \nu F \). This complements the above result of Barr [8].

## 2 Algebraically Cocomplete Categories

For a number of categories \( \mathcal{K} \) we prove that the full subcategory \( \mathcal{K}_{\leq \lambda} \) on objects of power at most \( \lambda \) is algebraically cocomplete. Power is a cardinal we introduce as follows:

> **Definition 2.** An object is called connected if it is non-initial and is not a coproduct of two non-initial objects. An object is said to have power \( \lambda \) if it is a coproduct of \( \lambda \) connected objects, but not of less than \( \lambda \) ones.

> **Example 3.** In \( \text{Set} \), connected objects are the singleton sets, and power of a set \( X \) is its cardinality \(|X|\). In the category \( K\text{-Vec} \) of vector spaces over a field \( K \) the connected spaces are those of dimension one, and power means dimension. In the category \( \text{Set}^S \) of many-sorted sets the connected objects are those with precisely one element (in all sorts together), and the power of \( X = (X_s)_{s \in S} \) is simply \(| \bigcup_{s \in S} X_s | \). A nominal set is connected in the category \( \text{Nom} \) of nominal sets and equivariant maps iff it consists of a single orbit.

> **Definition 4.** A category \( \mathcal{K} \) is said to have width \( w(\mathcal{K}) \) if it has coproducts, every object is a coproduct of connected objects, and \( w(\mathcal{K}) \) is the smallest cardinal such that

(a) \( \mathcal{K} \) has at most \( w(\mathcal{K}) \) connected objects up to isomorphism, and

(b) given an object \( K \) of power \( \alpha \geq w(\mathcal{K}) \), all quotients of \( K \) have power at most \( \alpha \), and

there exist at most \( \alpha \) morphisms from a connected object to \( K \).
Example 5.

1. $\text{Set}$ has width 1. More generally, $\text{Set}^S$ has width $|S|$. Indeed, in Example 3 we have seen that the number of connected objects up to isomorphism is $|S|$, and (b) clearly holds.

2. $K\text{-Vec}$ has width $|K| + \aleph_0$. Indeed, the only connected object, up to isomorphism, is $K$. For a space $X$ of dimension $\alpha$ the number of morphisms from $K$ to $X$ is $|X|$. If $K$ is infinite, then $\alpha \geq |K|$ implies $|X| = \alpha$ (and $|K| = |K| + \aleph_0$). For $K$ finite, the least cardinal $\lambda$ such that $|X| \leq \alpha$ holds for every $\alpha$-dimensional spaces $X$ with $\alpha \geq \lambda$ is $\aleph_0$ (i.e., $|K| + \aleph_0$).

3. The category $\text{Nom}$ of nominal sets has width $\aleph_0$.

4. For every nontrivial finite group $G$ the category $G\text{-Set}$ of sets with an action of the group has width $\aleph_0$. For infinite groups the width of $G\text{-Set}$ is at most $\lambda$ if $2^{|G|} \leq \lambda$.

We now present some technical results serving for the proof of Theorem 13 below. The following lemma is based on ideas of Trnková [14].

Lemma 6. Let a commutative square

$$
\begin{array}{ccc}
A & \overset{a_1}{\rightarrow} & B_1 \\
\downarrow^{a_2} & & \downarrow_{b_2} \\
B & \overset{b_1}{\rightarrow} & B_2
\end{array}
$$

be given in a category $\mathcal{A}$. This is an absolute pullback, i.e., a pullback preserved by all functors with domain $\mathcal{A}$, provided that (1) $b_1$ and $b_2$ are split monomorphisms, and (2) there exist morphisms $\bar{b}_1 : B \rightarrow B_1$ and $\bar{a}_2 : B_2 \rightarrow A$ satisfying

$$
\bar{b}_1 b_1 = \text{id}, \quad \bar{a}_2 a_2 = \text{id}, \quad \text{and} \quad a_1 \bar{a}_2 = \bar{b}_1 b_2.
$$

(2.1)

Proof. The given square is a pullback since given a commutative square

$$
b_1 c_1 = b_2 c_2 \quad \text{for} \quad c_i : C \rightarrow B_i
$$

there exists a unique $c$ with $c_i = a_i \cdot c$ ($i = 1, 2$). Uniqueness is clear since $a_2$ is split monic.

Put $c = \bar{a}_2 \cdot c_2$. Then $c_1 = a_1 c$ follows from $b_1$ being monic:

$$
b_1 c_1 = b_1 \bar{b}_1 b_1 c_1 = \bar{b}_1 b_1 = \text{id}$$

$$
b_1 c_1 = b_1 b_2 c_2 = b_1 c_1 = b_2 c_2$$

$$
b_1 c_1 = b_1 a_1 \bar{a}_2 c_2 = b_1 b_2 = a_1 \bar{a}_2$$

$$
b_1 c_1 = b_1 a_1 c$$

And $c_2 = a_2 c$ follows from $b_2$ being monic:

$$
b_2 c_2 = b_1 c_1$$

$$
b_2 c_2 = b_1 a_1 c$$

$$
b_2 c_2 = a_2 c$$

$$
b_2 c_2 = b_1 a_1 c = b_2 a_2 c$$

For every functor $F$ with domain $\mathcal{A}$ the image of the given square satisfies the analogous conditions: $Fb_1$ and $Fb_2$ are split monomorphisms and $F\bar{b}_1$, $F\bar{a}_2$ verify (2.1). Thus, the image is an (absolute) pullback, too. ▶
Corollary 7 (See [14]). Every set functor preserves nonempty finite intersections.

Indeed if \( A \) in Lemma 6 is nonempty, choose an element \( t \in A \) and define \( \bar{b}_1 \) and \( \bar{a}_2 \) by

\[
\bar{b}_1(x) = \begin{cases} 
  y & \text{if } b_1(y) = x \\
  a_1(t) & \text{if } x \notin b_1[B_1]
\end{cases}
\]

and

\[
\bar{a}_2(x) = \begin{cases} 
  y & \text{if } a_2(y) = x \\
  t & \text{if } x \notin a_2[A]
\end{cases}
\]

It is easy to see that (2.1) holds.

Remark 8.
(a) We recall that for an infinite cardinal \( \lambda \) the cofinality is the smallest cardinal \( \mu \) such that \( \lambda \) is a join of a \( \mu \)-chain of smaller cardinals. And \( \lambda \) is regular if it is equal to its cofinality. The first non-regular cardinal is \( \aleph_\omega = \bigvee_{n<\omega} \aleph_n \).
(b) For a set \( X \) of infinite cardinality \( \lambda \) a collection of subsets of cardinality \( \lambda \) is called almost disjoint if the intersection of arbitrary two distinct members has cardinality smaller than \( \lambda \).

Tarski [13] proved that for every set \( X \) of infinite regular cardinality \( \lambda \) there exists an almost disjoint collection \( (Y_i)_{i<\lambda} \) with \( \lambda \) members, we derive a contradiction. We can index that collection by ordinals \( i<\lambda \).

(c) Given an element \( t \in X \) there exists a maximum almost disjoint collection \( Y_i, i \in I \), with \( t \in Y_i \) for all \( i \in I \). Indeed, take any maximum collection \( (Y_i)_{i \in I} \) and use \( Y_i \cup \{t\} \) instead of \( Y_i \) (for \( i \in I \)).

Notation 9. Let \( \mathcal{K} \) be a category of width \( w(\mathcal{K}) \). For every infinite cardinal \( \lambda > w(\mathcal{K}) \) we denote by \( \mathcal{K}_{\leq \lambda} \) the full subcategory of \( \mathcal{K} \) on objects of power at most \( \lambda \).

Our main technical tool is the following

Proposition 10. Let \( F \) be an endofunctor of \( \mathcal{K}_{\leq \lambda} \) and \( X = \prod_{i \in I} X_i \) an object of \( \mathcal{K} \) with all \( X_i \) connected and \( |I| = \lambda \). Every morphism \( b: B \to FX \), with \( B \) of power less than \( \lambda \), factorizes through \( Fc \) for a coproduct injection \( c: C \to X \) where \( C = \prod_{j \in J} X_j \) and \( |J| < \lambda \).

The proof can be found in the Appendix.

Proposition 11. Let \( \lambda \) be an uncountable regular cardinal. Every coalgebra for an endofunctor of \( \mathcal{K}_{\leq \lambda} \) is a colimit of a \( \lambda \)-filtered diagram of coalgebras on objects of powers smaller than \( \lambda \).
Proof. Let $\beta : B \to FB$ be a coalgebra. Express $B = \coprod_{i \in I} B_i$ where $B_i$ are connected and $|I| = \lambda$ (the case $|I| < \lambda$ is trivial). For every set $J \subseteq I$ with $|J| < \lambda$ we are going to prove that there exists a set $J' \subseteq I$ with $|J'| < \lambda$ such that the summand

$$u_{J'} : B_{J'} = \coprod_{i \in J'} B_i \to B$$

carries a subcoalgebra. That is, there exists $\beta_{J'} : B_{J'} \to FB_{J'}$ for which $u_{J'}$ is a homomorphism. This proves the proposition: the diagram of all subcoalgebras of $(B, \beta)$ on summands of less than $\lambda$ components is clearly $\lambda$-filtered. And its canonical colimit is $(B, \beta)$. This follows from the fact that colimits of coalgebras are formed on the level of the underlying category.

For every set $J \subseteq I$ with $|J| < \lambda$ we are to present a set $J' \subseteq I$ with $|J'| < \lambda$ such that $\beta_{J'}$ exists. Put $J' = \bigcup_{n < \omega} J_n$ for the following $\omega$-chain of sets $J_n \subseteq I$ with $|J_n| < \lambda$. First, $J_0 = J$. Given $J_n$, define $J_{n+1}$ as follows. For every subset $L \subseteq J$ denote by $u_L : \coprod_{i \in L} B_i \to B$ the coproduct injection. Given $j \in J_n$, apply Proposition 10 to $X = B$ and

$$b = B_j \xrightarrow{u_{\{j\}}} B \xrightarrow{\beta} FB.$$  

There exists a set $L(j) \subseteq J$ with $|L(j)| < \lambda$ such that the morphism $\beta \cdot u_{\{j\}}$ factorizes through $Fu_{L(j)}$. Consequently, for the set $L_n = \bigcup_{j \in J_n} L(j)$ we see that $\beta \cdot u_{J_n}$ factorizes through $Fu_{L_n}$. That is, there exists a morphism $\beta^n : \coprod_{i \in L_n} B_i \to \coprod_{i \in L_n} B_i$ with $Fu_{L_n} \cdot \beta^n = \beta \cdot u_{J_n}$.

Define $J_{n+1} = J_n \cup L_n$, then $|J_{n+1}| < \lambda + \coprod_{j \in J_n} \lambda \leq \lambda + \lambda^2 = \lambda$.

Thus, for the union $J' = \bigcup_{n < \omega} J_n$ we get $|J'| < \lambda$ because $\lambda$ is uncountable and regular, therefore $\coprod_{n < \omega} J_n < \lambda$. And $u_{J'}$ carries the following subcoalgebra $\beta_{J'} : \coprod_{j \in J'} B_j \to F(\coprod_{j \in J'} B_j)$:

Given $j \in J'$ let $n$ be the least number with $j \in J_n$. Denote by $w : B_j \to \coprod_{i \in J_n} B_i$ and $v : \coprod_{i \in L_n} B_i \to \coprod_{i \in J'} B_j$ the coproduct injections. Then the $j$-th component of $\beta'$ is the following composite

$$B_j \xrightarrow{w} \coprod_{i \in J_n} B_i \xrightarrow{\beta^n} F(\coprod_{i \in L_n} B_i) \xrightarrow{Fv} F(\coprod_{i \in J'} B_i)$$

To prove that the following square

$$\begin{array}{ccc}
\prod_{j \in J'} B_j & \xrightarrow{\beta_{J'}} & F(\coprod_{j \in J'} B_j) \\
\downarrow{u_{J'}} & & \downarrow{Fu_{J'}} \\
\coprod_{i \in I} B_i & \xrightarrow{\beta} & F(\coprod_{i \in I} B_i)
\end{array}$$

commutes, consider the components for $j \in J'$ separately. The upper passage yields, since $u_{J'} \cdot v = u_{L_n} : \coprod_{i \in L_n} B_i \to \coprod_{i \in I} B_i$, the result

$$Fu_{J'} \cdot (Fv \cdot \beta^n \cdot w) = Fu_{L_n} \cdot \beta^n \cdot w = \beta \cdot u_{J_n} \cdot w.$$  

The lower passage yields the same result.
Remark 12.
(a) Every ordinal $\alpha$ is considered as the set of all smaller ordinals. In particular $\aleph_0$ is the set of all natural numbers, and $\aleph_1$ the set of all countable ordinals.
(b) For cardinals $\lambda$ and $\mu$ the power $\lambda^\mu$ is cardinality of the set of all functions from $\mu$ to $\lambda$.
(c) If an infinite cardinal $\lambda$ has cofinality $\mu$, then $\lambda^\mu > \lambda$, see [10], Corollary 1.6.4.
(d) Recall the General Continuum Hypothesis (GCH) which states that for every infinite cardinal $\lambda$ the successor cardinal is $2^\lambda$.

Under GCH every infinite regular cardinal $\lambda$ fulfils $\lambda^\mu = \lambda$ for all cardinals $1 \leq \mu < \lambda$. See Theorem 1.6.17 in [10].

Theorem 13. Assume GCH. If $K$ is a cocomplete and cowellpowered category of width $w(K)$, then $K_{\leq \lambda}$ is algebraically cocomplete for all uncountable regular cardinals $\lambda > w(K)$.

Proof. Let $F$ be an endofunctor of $K_{\leq \lambda}$. Form a collection $a_i: A_i \to FA_i$ ($i \in I$) representing all coalgebras of $F$ on objects of power less than $\lambda$ (up to isomorphism of coalgebras). We have $|I| \leq \lambda$. Indeed, for every cardinal $n < \lambda$ let $I_n \subseteq I$ be the subset of all $i$ with $A_i$ having power $n$. Given $i \in I_n$, for every component $b: B \to A_i$ of $A_i$ we know, since $\lambda > w(K)$, that there are at most $\lambda$ morphisms from $B$ to $FA_i$ (recalling that $FA_i$ has power at most $\lambda$), see (b) in Definition 4. Thus there are at most $n \cdot \lambda = \lambda$ morphisms from $A_i$ to $FA_i$. And the number of objects $A_i$ with $n$ components is at most $w(K)^n < \lambda^n = \lambda$ (see Remark 12(d)). Thus, there are at most $\lambda$ indexes in $I_n$. Since $I = \bigcup_{n<\lambda} I_n$, this proves $|I| \leq \lambda^2 = \lambda$.

Consequently $A = \prod_{i \in I} A_i$ is an object of $K_{\leq \lambda}$. We have the coalgebra structure $\alpha: A \to FA$ of a coproduct of $(A_i, \alpha_i)$ in $\text{Coalg } F$. Let $e: A \to T$ be the wide pushout of all homomorphisms in $\text{Coalg } F$ with domain $(A, \alpha)$ carried by epimorphisms of $K$. Since $K$ is cocomplete and cowellpowered, and since the forgetful functor from $\text{Coalg } F$ to $K$ creates colimits, this means that we form the corresponding pushout in $K$ and get a unique coalgebra structure $\tau: T \to FT$ making $e$ a homomorphism:

$$
\begin{array}{ccc}
\prod A_i & \overset{\alpha}{\longrightarrow} & FA
\\
e & & \downarrow F_e
\\
T & \overset{\tau}{\longrightarrow} & FT
\end{array}
$$

The power of $T$ is at most $\lambda$ since $T$ is a quotient of $A$, see (b) in Definition 4. We are going to prove that $(T, \tau)$ is a terminal coalgebra.

For every coalgebra $\beta: B \to FB$ with $B$ having power less than $\lambda$ there exists a unique homomorphism into $(T, \tau)$. Indeed, the existence is clear: compose the isomorphism that exists from $(B, \beta)$ to some $(A_i, \alpha_i)$, the $i$-th coproduct injection of $(A, \alpha)$ and the above homomorphism $e$. To prove uniqueness, observe that by definition of $(T, \tau)$, this coalgebra has no nontrivial quotient: every homomorphism with domain $(T, \tau)$ whose underlying morphism is epic in $K$ is invertible. Given homomorphisms $u, v: (B, \beta) \to (T, \tau)$

$$
\begin{array}{ccc}
B & \overset{\beta}{\longrightarrow} & FB
\\
u & \downarrow F_u & \downarrow F_v
\\
T & \overset{\tau}{\longrightarrow} & FT
\\
q & \downarrow F_q
\\
Q & \longrightarrow & FQ
\end{array}
$$
form their coequalizer $q: T \to Q$ in $\mathcal{K}$. Then $Q$ carries the structure of a coalgebra making $q$ a homomorphism. Thus, $q$ is invertible, proving $u = v$.

From Proposition 11 we deduce that the same holds for all coalgebras, thus $(T, \tau)$ is terminal.

3 Algebraically Complete Categories

All the concrete categories proved to be algebraically cocomplete above turn out to be algebraically complete, too. Moreover, General Continuum Hypothesis need not be assumed for this result.

\begin{remark}
In this remark we assume that, for a given ordinal $\lambda$, all (co)limits mentioned below exist. We denote by 0 the initial object and by 1 the terminal one.
\begin{enumerate}[(a)]
\item Recall from [1] the \textit{initial-algebra $\lambda$-chain} of an endofunctor $F$: its objects $F^i0$ for all ordinals $i \leq \lambda + 1$ and its connecting morphisms $w_{ij}: F^i0 \to F^j0$ for all $i \leq j \leq \lambda + 1$ are defined by transfinite recursion as follows: $F00 = 0, F^{i+1}0 = F(F^i0)$, and $F^j0 = \lim_{i<j} F^i0$ for limit ordinals $j \leq \lambda$. Analogously: $w_{01}: 0 \to F0$ is unique, $w_{i+1,j+1} = Fw_{ij}$, and $w_{ij} (i < j)$ is a colimit cocone for every limit ordinal $j \leq \lambda$.
\item The initial-algebra chain \textit{converges} at $\lambda$ if the connecting map $w_{\lambda, \lambda+1}$ is invertible. In that case we get the initial-algebra
\[ \mu F = F^\lambda 0 \]
with the algebra structure $\iota = w_{\lambda, \lambda+1}^{-1}$.
\item In particular, if $F$ preserves colimits of $\lambda$-chains for a limit ordinal $\lambda$, then $\mu F = F^\lambda 0$.
\item Dually, the \textit{terminal-coalgebra $\lambda$-chain} has objects $F^\lambda1$ (for $i \leq \lambda + 1$) with $F^01 = 1$, $F^{i+1}1 = F(F^i1)$ and $F^j1 = \lim_{i<j} F^i1$ for limit ordinals $j \leq \lambda$. Its connecting morphisms are denoted by $v_{ij} (i \geq j)$. If $F$ preserves limits of $\lambda^{op}$-chains, then $\nu F = F^{\lambda 1}$. This was explicitly formulated by Barr [8].
\item We say that a set functor $F$ \textit{preserves inclusion} if given a subset $Y$ of $X$, then $FY$ is a subset of $FX$, and for the inclusion map $i: Y \to X$ also $Fi$ is the inclusion map . It follows that $F$ preserves monomorphisms.
\end{enumerate}

For every set functor $F$ there exists a set functor $G$ preserving inclusion and having the same initial-algebra chain as $F$ for all infinite ordinals. Moreover, $F$ and $G$ coincide on all nonempty sets and functions and if $F\emptyset \neq \emptyset$, then $G\emptyset \neq \emptyset$. See [7, Theorem III.4.5] and [4, Remark 3]. We call $G$ the \textit{Trnková hull} of $F$.

\begin{remark}
Let $\lambda$ be an infinite regular cardinal. We recall from [6] that an object $A$ of a category $\mathcal{K}$ is called $\lambda$-presentable if its hom-functor $\mathcal{K}(A, -)$ preserves $\lambda$-filtered colimits. This means that if a $\lambda$-filtered diagram $D$ has a colimit cocone $b_i: B_i \to X(i \in I)$, then for every morphism $a: A \to X$ (i) a factorization through $b_i$ exists for some $i \in I$ and (ii) given two factorizations $u, v: A \to B_i$ with $a = b_i \cdot u = b_i \cdot v$, some connecting morphism $d: B_i \to B_j$ of $D$ fulfills $d \cdot u = d \cdot v$.

A category $\mathcal{K}$ is called \textit{locally $\lambda$-presentable} if it is cocomplete and has a small full subcategory $\mathcal{D}$ consisting of $\lambda$-presentable objects whose closure under $\lambda$-filtered colimits is all of $\mathcal{K}$. This implies that every object $X$ is a canonical colimit of the diagram of all morphisms $a: A \to X$ with $A \in \mathcal{D}$. More precisely, of the $\lambda$-filtered diagram
\[ D_X: D/X \to D, \quad D_X(A, a) = A. \]

In the case $\lambda = \aleph_0$ we speak about \textit{locally finitely presentable} categories.
Given an infinite group $K$, the category $\text{Set}$ is strictly locally $\lambda$-presentable for every cardinal $\lambda$. Conversely, if $K$ is strictly locally $\lambda$-presentable, then $K$ is finitely presentable.

Definition 18. A category $\mathcal{K}$ has strict width $w(\mathcal{K})$ if it has width $w(\mathcal{K})$, coproduct injections are monic, and every connected object is $\lambda$-presentable for $\lambda = w(\mathcal{K}) + \aleph_0$.

Example 19.

1. The category $\text{Set}^S$ has strict width $|S| + \aleph_0$, since connected objects (see Example 3) are finitely presentable.
2. $K\text{-Vec}$ has strict width $|K| + \aleph_0$: the only connected object $K$ is finitely presentable.
3. $G\text{-Set}$ has strict width at most $2^{|G|} + \aleph_0$.
4. $\text{Nom}$ has strict width $\aleph_0$.

Lemma 20. If a category has strict width $w(\mathcal{K})$, then for every infinite regular cardinal $\lambda \geq w(\mathcal{K})$ its $\lambda$-presentable objects are precisely those of power less than $\lambda$.

Proof. If $X$ is $\lambda$-presentable and $X = \coprod_{i \in I} X_i$ with connected objects $X_i$, then in case card $I < \lambda$ we have nothing to prove. And if card $I \geq \lambda$, form the $\lambda$-filtered diagram of all coproducts $\coprod_{j \in J} X_j$ where $J$ ranges over subsets of $I$ with card $J < \lambda$. Since $\mathcal{K}(X, -)$ preserves this colimit, there exists a factorization of $1_{\mathcal{K}}$ through one of the colimit injections $v: \coprod_{i \in I} X_i \to \coprod_{i \in I} X_i$. Now $v$ is monic (by the definition of strict width) and split epic, hence it is an isomorphism. Thus, $X \simeq \coprod_{j \in J} X_j$ has power at most card $J < \lambda$.

Conversely, if $X$ has power less than $\lambda$, then it is $\lambda$-presentable because every coproduct of less than $\lambda$ objects which are $\lambda$-presentable is $\lambda$-presentable.

Remark 21. In every locally $\lambda$-presentable category $\mathcal{K}$ all hom-functors of $\lambda$-presentable objects collectively reflect $\lambda$-filtered colimits. That is, given a $\lambda$-filtered diagram $D$ with objects $D_i$ ($i \in I$), then a cone $c_i: D_i \to C$ of $D$ is a colimit iff for every $\lambda$-presentable object $Y$ the following holds: (i) every morphism $f: Y \to C$ factorizes through some $c_i$ and (ii) given two such factorizations $u, v: Y \to C$, $c_i \cdot u = c_i \cdot v$, then there exists a connecting morphism $d: D_i \to D_j$ of $D$ with $d \cdot u = d \cdot v$. This is proved for $\lambda = \aleph_0$ in [5, Lemma 2.7], the general case is completely analogous.

Theorem 22. Let $\mathcal{K}$ be a strictly locally $\alpha$-presentable category with a strict width. Then $\mathcal{K}_{\leq \lambda}$ is algebraically complete for every cardinal $\lambda \geq \max(\alpha, w(\mathcal{K}))$.

Proof. Following Remark 14, it is sufficient to prove that $\mathcal{K}_{\leq \lambda}$ has colimits of $\iota$-chains for all limit ordinals $\iota \leq \lambda$, and every endofunctor of $\mathcal{K}_{\leq \lambda}$ preserves colimits of $\lambda$-chains.

1. $\mathcal{K}_{\leq \lambda}$ has for every limit ordinal $i \leq \lambda$ colimits of $\iota$-chains $(B_j)_{j < i}$. In fact, let $X$ be the colimit of that chain in $\mathcal{K}$, then we verify that $X$ has power at most $\lambda$. Indeed, each $B_j$ is a coproduct of at most $\lambda$ connected objects, thus, $\coprod_{j < i} B_j$ is a coproduct of at most $i \cdot \lambda = \lambda$ connected objects. The same holds for $X$, since it is a quotient of $\coprod_{j < i} B_j$.
(2) For every endofunctor \( F \) of \( \mathcal{K}_{\leq \lambda} \) and every \( \lambda \)-chain \( B_i (i < \lambda) \) in \( \mathcal{K}_{\leq} \) we prove that \( F \) preserves the colimit

\[
X = \operatorname{colim} B_i \quad (\text{with cocone } b_i : B_i \to X, \ i < \lambda).
\]

Let us choose a small subcategory \( \mathcal{D} \) of \( \mathcal{K} \) as in Remark 15. We verify that the functor \( B : \lambda \to \mathcal{D}/X \) given by \( i \mapsto (B_i, b_i) \) is cofinal, i.e., for every object \((A, a)\) of \( \mathcal{D}/X \) (a) there exists a morphism of \( \mathcal{D}/X \) into some \((B_i, b_i)\) and (b) given a pair of morphisms \( u, v : (A, a) \to (B_i, b_i) \), there exists \( j \geq i \) with \( u \) and \( v \) merged by the connecting morphism \( b_j : B_i \to B_j \) of our chain. Indeed, since \( A \) is \( \lambda \)-presentable, the morphism \( a : A \to \operatorname{colim} B_i \) factorizes through \( b_i \) for some \( i < \lambda \). And since \( u, v \) above fulfil \( b_i \cdot u = b_i \cdot v (= a) \), some connecting morphism \( b_j \) also merges \( u \) and \( v \), see Remark 15.

Consequently, in order to prove that \( F \) preserves the colimit \( X = \operatorname{colim} B_i \), it is sufficient to verify that it preserves the colimit of the codomain restriction \( D_X : \mathcal{D}/X \to \mathcal{K}_{\leq} \) of \( D_X \) (see Remark 15). Indeed, since \( B : \lambda \to \mathcal{D}/X \) is cofinal, the colimits of the diagrams \( F \cdot D_X \) and \( (F B_i)_{i < \lambda} \) coincide. We apply Remark 21 and verify the conditions (i) and (ii) for the cocone \( F a : FA \to FX \) of \( F \cdot D_X \) (in \( \mathcal{K} \)). Thus \( FX = \operatorname{colim} F \cdot D_X \) in \( \mathcal{K}_{\leq} \).

Ad (i) Given a morphism \( f : Y \to FX \) with \( Y \lambda \)-presentable, then \( Y \) has power less than \( \lambda \), thus, by Proposition 10 there exists a coproduct injection \( c : C \to X \) with \( C \lambda \)-presentable such that \( f \) factorizes through \( FC \) (which is a member of our cocone).

Ad (ii) Let \( u, v : Y \to FA \), with \( A \lambda \)-presentable, fulfil \( Fa \cdot u = Fa \cdot v \). We are to find a connecting morphism

\[
h : (A, a) \to (B, b) \quad \text{in} \quad \mathcal{D}/X \quad \text{with} \quad Fh \cdot u = Fh \cdot v.
\]

By the strictness of \( \mathcal{K} \), since \( A \) is \( \lambda \)-presentable, for \( a : A \to X \) there exist morphisms \( b : B \to X \) and \( f : X \to B \) with \( B \lambda \)-presentable and \( a = b \cdot f \cdot a \). It is sufficient to put \( h = f \cdot a : A \to B \). Then \( h \) is a morphism of \( \mathcal{D}/X \) since \( b \cdot h = a \), and \( Fa \cdot u = Fb \cdot v \) implies \( Fh \cdot u = Fh \cdot v \), as desired. ♦

► Example 23.

(1) For every uncountable regular cardinal \( \lambda \) the category \( \textbf{Set}_{\leq \lambda} \) is algebraically complete (by Theorem 22) and, assuming GCH, algebraically cocomplete (by Theorem 13). The former was already proved in [3], Example 14, using an entirely different method.

(2) The category \( \textbf{Set}_{\leq \aleph_0} \) of countable sets is algebraically complete, but not algebraically cocomplete. Indeed, the restriction \( \mathcal{P}_f \) of the finite power-set functor to it does not have a terminal coalgebra. Assuming that a (countable) terminal coalgebra \( T \) is given, we find a contradiction as follows. For every subset \( A \) of \( \mathbb{N} \) denote by \( C_A \) the tree with root \( r_A \) obtained from an infinite path by adding, for every number \( n \in A \), a leaf of height \( n + 1 \). These trees are, as coalgebras for \( \mathcal{P}_f \), clearly pairwise non-bisimilar. Consequently, the unique homomorphisms \( h_A : C_A \to T \) have the property that the elements \( h_A(r_A) \) are pairwise distinct. This is the desired contradiction: \( T \) is countable, but the number of all \( A \)'s is uncountable.

► Example 24. Let \( \lambda \) be an uncountable regular cardinal. The following categories are algebraically complete and, assuming GCH, algebraically cocomplete:

(a) \( \textbf{Set}_{\leq \lambda} \) whenever \( \lambda > |S| \),
(b) \( \mathcal{K}\text{-Vec}_{\leq \lambda} \) whenever \( \lambda > |K| \),
4 Terminal Coalgebras Derived from Initial Algebras

In this section we prove that a set functor $F$ with a non-empty initial algebra of regular cardinality $\lambda$ (see Remark 12) has a terminal coalgebra of the same cardinality $\lambda$ – with one exception: $\lambda = \aleph_0$. We first formulate a fixed-point theorem.

A fixed point of an endofunctor $F$ is an object $X$ isomorphic to $FX$.

**Theorem 25** (The Fixed-Point Theorem). Assume GCH. A set functor with a non-empty fixed point of a finite or regular uncountable cardinality $\lambda$ has a terminal coalgebra of cardinality at most $\lambda$.

**Proof.**

1. Without loss of generality we can assume $F\emptyset = \emptyset$. Indeed, otherwise we prove the theorem for the Trnková hull $G$, see Remark 14. The terminal coalgebras for $F$ and $G$ are the same.

   $F$ restricts to an endofunctor $F_0$ of $\text{Set}_{\leq \lambda}$. Indeed, if $A$ is a fixed point with $|A| = \lambda$, then every object $Y \neq \emptyset$ of $\text{Set}_{\leq \lambda}$ is a split subobject of $A$, hence, $FY$ is a split subobject of $FA$, proving that $|FY| \leq |FA| = \lambda$. We know from Theorem 13 that $F_0$ has a terminal coalgebra. We prove that this is also terminal for $F$. For that, it is sufficient to prove every coalgebra for $F$ is a colimit of coalgebras for $F_0$ in $\text{Coalg} F$.

2. Suppose that $\lambda$ is finite. Then we verify that the terminal coalgebra is obtained as the limit of the following $\omega^{\text{op}}$-chain

   $$1 \xleftarrow{1} F1 \xrightarrow{F1} F^21 \xleftarrow{F^21} \cdots$$

   Indeed, since by (1) we have $|F^n1| \leq \lambda$ for all $n$, there exists $k \leq \lambda$ such that some infinite set $A \subseteq \mathbb{N}$ fulfills $|F^n1| = k$ for every $n \in A$. Observe that the connecting maps of our chain are all epic. Hence, given $n \geq m$ in $A$, the connecting map from $F^n1$ to $F^m1$ is invertible: it is monic due to $|F^n1| = |F^m1|$. Thus, the limit of the cofinal subchain $F^n1$ ($n \in A$) is absolute, since this subchain consists of isomorphisms. Hence, the original chain also has an absolute limit. This implies by Remark 14(d), that $\lim_{n<\omega} F^n1$ is a terminal coalgebra of $F$. It has $k \leq \lambda$ elements.

3. From now on we assume that $\lambda$ is uncountable. For every coalgebra $\alpha : A \to FA$ and every subset $b : B \hookrightarrow A$ with $|B| < \lambda$ a subset $b' : B' \hookrightarrow A$ exists which contains $b$, fulfills $|B'| < \lambda$, and carries the structure $\beta' : B' \to FB'$ of a subcoalgebra (i.e., $b' : (B', \beta') \to (A, \alpha)$ is a coalgebra homomorphism). This is proved precisely as Proposition 11. It then follows that the diagram of all subcoalgebras of $(A, \alpha)$ on less then $\lambda$ elements (and all coalgebra homomorphisms carried by inclusion maps) has the canonical $\lambda$-filtered colimit $(A, \alpha)$ in $\text{Coalg} F$. Indeed, the forgetful functor $U$ from $\text{Coalg} F$ to $\text{Set}$ creates colimits, and $A$ is (in $\text{Set}$) a canonical $\lambda$-filtered colimit of all subsets of less than $\lambda$ elements. The subdiagram of all subalgebras of less than $\lambda$ elements is cofinal in the above diagram, hence, it also has the canonical colimit $A$. And $U$ creates that colimit. ◀
Example 26. None of the assumptions of the Fixed-Point Theorem can be left out, as we now demonstrate.

(1) Assuming the negation of the Continuum Hypothesis, i.e. $\aleph_1 < 2^{\aleph_0}$, we present a set functor $F$ with the fixed point $\aleph_1$ (the set of all countable ordinals) which has no terminal coalgebra. Define $F$ on objects by

$$FX = X \times \aleph_1 + \{Y \subseteq X ; |Y| > \aleph_1 \text{ or } Y = \emptyset\}.$$  

For every morphism $f : X \to X'$ the left-hand summand of $Ff$ is $f \times \text{id}_{\aleph_1}$, and the right-hand one is given by $Ff(\emptyset) = \emptyset$ and $Ff(Y) = f[Y]$ if $f$ restricted to $Y$ is monic, else $\emptyset$.

Then $\aleph_1$ is a fixed point of $F$: $F\aleph_1 = \aleph_1 \times \aleph_1 + \{\emptyset\} \cong \aleph_1$. But assuming that a terminal coalgebra $\tau : \nu F \to F(\nu F)$ exists, we derive a contradiction. It is clear that every fixed point of $F$ has power $\aleph_1$, thus $|\nu F| = \aleph_1$.

For every function $\varphi : \mathbb{N} \to \aleph_1$ define a coalgebra $A_{\varphi} = (\mathbb{N}, \alpha_{\varphi})$ for $F$ as follows: $\alpha_{\varphi}$ maps $n$ to the element $(n + 1, \varphi(n))$ of the left-hand summand of $FX$. We have a unique coalgebra homomorphism $h_{\varphi} : A_{\varphi} \to \nu F$. Since $\tau \cdot h_{\varphi} = Fh_{\varphi} \cdot \alpha_{\varphi}$, for every $n \in \mathbb{N}$ we get

$$\tau(h_{\varphi}(n)) = Fh_{\varphi}(n + 1, \varphi(n)) = (h_{\varphi}(n + 1), \varphi(n)) \quad (4.1)$$

We conclude that the elements $h_{\varphi}(0) \in \nu F$ for all $\varphi : \mathbb{N} \to \aleph_1$ are pairwise distinct: assuming $h_{\varphi}(0) = h_{\varphi'}(0)$, we prove $\varphi = \varphi'$. Indeed, it is sufficient to verify that $h_{\varphi}(n) = h_{\varphi'}(n)$ by induction on $n$. This is trivial, the induction hypothesis yields, due to (4.1), $(h_{\varphi}(n + 1), \varphi(n)) = (h_{\varphi'}(n + 1), \varphi'(n))$, and the left-hand components prove $h_{\varphi}(n + 1) = h_{\varphi'}(n + 1)$.

This is a desired contradiction: all elements $h_{\varphi}(0) \in T$ form a set of power at most $|T| = \aleph_1$, but all $\varphi : \mathbb{N} \to \aleph_1$ form a set of power $|\mathbb{N}^{\aleph_1}| \geq 2^{\aleph_0} > \aleph_1$.

(2) For the non-regular uncountable cardinal $\aleph_\omega = \bigvee_{\eta < \omega} \aleph_\eta$ we present a set functor $F$ with the fixed point $\aleph_\omega$ not having a terminal coalgebra. Since by Remark 12(b) we have $|\aleph_\omega^{\aleph_\omega}| > \aleph_\omega$, this is completely analogous to the preceding example: put $FX = X \times \aleph_\omega + \{Y \subseteq X ; |Y| > \aleph_\omega \text{ or } Y = \emptyset\}.

(3) The Fixed-Point Theorem does not hold for $\aleph_0$, see Example 1.

Theorem 27 (The Terminal-Coalgebra Theorem). Assume GCH. If a set functor $F$ has a nonempty initial algebra of a finite or regular uncountable cardinality, then it also has a terminal coalgebra of the same cardinality. Shortly:

$$\mu F \cong \nu F.$$  

Proof. In [7], Theorem 3.10, it is proved that the existence of $\mu F$ implies that the initial-algebra chain $F^i(0)$ ($i \in \text{Ord}$), see Remark 14, converges, thus $\mu F = F^{\nu 0}$ for some ordinal $\rho$. Without loss of generality we assume $\rho \geq \omega$. Put $\lambda = |\mu F|$.

By the Fixed-Point Theorem we have a terminal coalgebra $\tau : T \to FT$ with $|T| \leq \lambda$. The algebra $(T, \tau^{-1})$ yields, as proved in [1], a unique cocone $\alpha_i : F^i 0 \to T$ of the initial-algebra chain satisfying $\alpha_{i+1} = \tau^{-1} \cdot F\alpha_i$ for every ordinal $i$. To prove $|T| \geq \lambda$, we verify that $\alpha_i$ is monic for all ordinals $i \geq \omega$. Thus $|T| \geq |F^0 0|$ for all $i$, proving $|T| \geq |F^{\nu 0}| = \lambda$.

Let $F$ preserve monomorphisms. Then all $\alpha_i$ ($i \in \text{Ord}$) are monic. This is easily seen by transfinite induction, since $\alpha_0 : \emptyset \to A$ is monic, and $\alpha_{i+1} = \tau^{-1} \cdot F\alpha_i$ is monic whenever $\alpha_i$ is.
For a functor $F$ not preserving monomorphisms we have $F\emptyset \neq \emptyset$, since all nonempty monomorphisms split. We apply the result of Remark 14(e) that the Trnková hull is a monic-preserving set functor $G$ which coincides with $F$ on all nonempty sets (and functions) and whose initial-algebra chain is, from the ordinal $\omega$ onwards, the same as that for $F$. Thus, $\mu G \simeq \mu F$. We also have $\nu G \simeq \nu F$ since, due to $F\emptyset \neq \emptyset \neq G\emptyset$, $F$ and $G$ have the same coalgebras.

Example 28.  
(a) For set functors with countable initial algebras nothing can be deduced about the terminal coalgebras. As we have seen in Example 1, $\nu F$ need not exist. And for every infinite cardinal $\lambda$ there exists a set functor with a terminal coalgebra such that $|\mu F| = \aleph_0$ and $|\nu F| > \lambda$. Define $F$ as the following subfunctor of the functor of Example 1:

$$FX = \mathcal{P}_f X + \{M \subseteq X; \aleph_0 < |M| \leq \lambda\}.$$ 

This functor has a terminal coalgebra because it preserves colimits of $\lambda^+$-chains (see Remark 14). And $\nu F$ is uncountable. Indeed, $\mathcal{P}_f$ has an uncountable terminal coalgebra: the argument is as in Example 23(2). Since $\mathcal{P}_f$ is a subfunctor of $F$, the terminal-coalgebra chain of $\mathcal{P}_f$ is also a subfunctor of the terminal-coalgebra chain of $F$, from which we conclude $|\nu P_f| \leq |\nu F|$.

Furthermore, $\mu F \equiv \mu \mathcal{P}_f$ is countable. And for every uncountable fixed point $X \simeq FX$ we clearly have $X \simeq \{M \subseteq X; |M| = \lambda\}$, therefore $|X| = |X|^+$ from which it follows, by Remark 12, that $|X| > \lambda$. Hence, $|\nu F| > \lambda$.

(b) For many-sorted sets the Terminal-Coalgebra Theorem does not hold. Indeed, given any cardinal $\lambda$ there is an endofunctor $F$ of $\text{Set} \times \text{Set}$ that fulfils: $\mu F$ exists and has $\lambda$ elements, but $\nu F$ does not exist. Put

$$F(X,Y) = \begin{cases} (\emptyset,\lambda) & \text{if } X = \emptyset, \\ (X,\lambda + \mathcal{P}Y) & \text{else}. \end{cases}$$

Given a morphism $(f,g): (X,Y) \to (X',Y')$ with $X$ nonempty, put $F(f,g) = (f, id + Pg)$. It is easy to see that the initial algebra of $F$ is $(\emptyset,\lambda)$. If $F$ would have a terminal coalgebra $\nu F = (A,B)$, then $A = \emptyset$ (since otherwise $(A,B)$ is not a fixed point of $F$). But for any coalgebra $\alpha: (X,Y) \to (X,\lambda + \mathcal{P}Y)$, with $X \neq \emptyset$, no morphism into $(\emptyset,B)$ exists, a contradiction.

(c) Moreover, for every pair $\lambda_\mu \leq \lambda_\nu$ of infinite cardinals there exists an endofunctor $F$ of $\text{Set} \times \text{Set}$ with $\mu F$ of $\lambda_\mu$ elements and $\nu F$ of $\lambda_\nu$ elements. On objects put $F(X,Y) = (\emptyset,\lambda_\mu)$ if $X = \emptyset$, else $(1,\lambda_\nu)$. To every morphism $F$ assigns the (obvious) inclusion map.

Both the initial-algebra chain and the terminal-coalgebra chain converge in one step and yield $\mu F = (\emptyset,\lambda_\mu)$ and $\nu F = (1,\lambda_\nu)$.

5 Finitary Set Functors

In the preceding section we have established, for some set functors $F$, an isomorphism $\mu F \simeq \nu F$. But that concerned only the underlying sets! In the generality of that section, nothing can be derived about the relationship of the algebra structure $\iota: F(\mu F) \to \mu F$ and the coalgebra structure $\tau: \nu F \to F(\nu F)$. For finitary set functors $F$ (i.e., those preserving filtered colimits) with $F\emptyset \neq \emptyset$ we can say more. Firstly, $\mu F$ and $\nu F$ exist, and $\mu F$ (considered as a coalgebra via $\iota^{-1}$) is a subcoalgebra of $\nu F$. Second, there is a canonical ultrametric on $\nu F$, such that for the metric subspace $\mu F$ we prove that
(a) $\mu F$ and $\nu F$ share the same Cauchy completion, and 
(b) $\iota$ determines $\tau$ as the unique continuous extension of $\iota^{-1}$.

This generalizes the result of Barr [8] that, in case $F$ moreover preserves limits of $\omega^{op}$-chains, $\nu F$ is the Cauchy completion of $\mu F$.

**Proposition 29** ($\mu F$ as a subcoalgebra of $\nu F$). If a set functor $F$ has a terminal coalgebra, then it also has an initial algebra carried by a subset $\mu F \subseteq \nu F$ such that the inclusion map $m: \mu F \hookrightarrow \nu F$ is the unique coalgebra homomorphism, i.e., $\tau \cdot m = Fm \cdot \iota^{-1}$.

**Proof.**

(1) Assume first that $F$ preserves monomorphisms. There exists a unique cocone of the initial-algebra chain with codomain $\nu F$, $m_i: F^0 \rightarrow \nu F$ $(i \in \text{Ord})$ determined by the condition below:

$$m_{i+1} \equiv F(F^0) \xrightarrow{Fm_i} F(\nu F) \xrightarrow{\tau^{-1}} \nu F \quad (i \in \text{Ord}).$$

Easy transfinite induction verifies that $m_i$ is monic for every $i$. Since $\nu F$ has only a set of subobjects, there exists an ordinal $\lambda$ such that all $m_i$ with $i \geq \lambda$ represent the same subobject. Thus the commutative triangle below

\[
\begin{array}{ccc}
W_\lambda & \xrightarrow{w_{\lambda, \lambda+1}} & FW_\lambda \\
\downarrow m_\lambda & & \downarrow m_{\lambda+1} \\
\nu F & & \nu F
\end{array}
\]

implies that $w_{\lambda, \lambda+1}$ is invertible. Consequently, the following algebra

$$F(F^0) \xrightarrow{w_{\lambda, \lambda+1}^{-1}} F^\lambda 0$$

is initial, see Remark 14.

For the monomorphism $m_\lambda: F^\lambda 0 \rightarrow \nu F$ put

$$\mu F = m_\lambda[F^\lambda 0] \subseteq \nu F.$$ 

Choose an isomorphism $r: \mu F \rightarrow F^\lambda 0$ such that $m = m_\lambda \cdot r: \mu F \rightarrow \nu F$ is the inclusion map. Then there exists a unique algebra structure $\iota: F(\mu F) \rightarrow \mu F$ for which $r$ is an isomorphism of algebras:

$$r: (\mu F, \iota) \xrightarrow{\sim} (F^\lambda 0, w_{\lambda, \lambda+1}^{-1}).$$

The following commutative diagram

\[
\begin{array}{ccc}
\mu F & \xrightarrow{\iota^{-1}} & F(\mu F) \\
\downarrow r & & \downarrow Fr \\
F^\lambda 0 & \xrightarrow{w_{\lambda, \lambda+1}} & F(F^\lambda 0) \\
\downarrow m_\lambda & & \downarrow Fm_\lambda \\
\nu F & \xrightarrow{\tau} & F(\nu F)
\end{array}
\]

proves that $m = m_\lambda \cdot r$ is the unique coalgebra homomorphism, as required.
Let $F$ not preserve monomorphisms. Therefore $F\emptyset \neq \emptyset$. Our proposition holds for the Trnková hull $G$ of Remark 14(e). Since $F$ and $G$ agree on all nonempty sets and $F\emptyset \neq \emptyset \neq G\emptyset$, they have the same terminal coalgebras. Since the initial algebra of $G$ is, as we have just seen, obtained via the initial-algebra chain, and $F$ has from $\omega$ onwards the same initial-algebra chain, $F$ and $G$ have the same initial algebras. Thus, our proposition holds for $F$ too.

The fact that every set functor with a terminal coalgebra has an initial algebra was proved in [15]. Our proof above uses ideas of that paper.

Next we recall the behaviour of the terminal-coalgebra chain, see Remark 14, for finitary set functors:

- **Theorem 30 (Worrell [16]).** For every finitary set functor $F$ the terminal-coalgebra chain converges at $\omega + \omega$: $\nu F = F^{\omega+\omega}1$. Moreover, every connecting morphism $v_{i,\omega}$ ($i \geq \omega$) is monic.

- **Remark 31.**
  - (a) Consequently, $\nu F$ is a canonical subset of $F^\omega 1 = \lim_{n<\omega} F^n 1$. And this endows $\nu F$ with a canonical ultrametric, as our next lemma explains. Recall that a metric $d$ is called an ultrametric if for all elements $x, y, z$ the triangle inequality can be strengthened to $d(x, z) \leq \max(d(x, y), d(y, z))$.
  - (b) For every set functor $F$ there exists a unique morphism $\bar{u} : F^\omega 0 \to F^\omega 1$ with $\bar{u} \cdot w_{n,\omega} = v_{\omega,n} \cdot F^n 1$ (where $1 : 0 \to 1$ is unique). See [2], Lemma 2.4.
  - (c) The homomorphism $m$ of Proposition 29 fulfils $\bar{u} = v_{\omega+\omega, \omega} \cdot m$. Indeed, since $F$ is finitary, we have $\mu F = F^\omega 0$ and $\bar{v} = w_{\omega, \omega}^{-1}$. Thus $m$ being a coalgebra homomorphism states precisely that
    
    $$ v_{\omega+\omega+1, \omega+1}^{-1} \cdot m = Fm \cdot w_{\omega, \omega+1} $$
    
    or, $m = v_{\omega+\omega+1, \omega+\omega} \cdot Fm \cdot w_{\omega, \omega+1}$. The squares defining $\bar{u}$ in Remark 31(b) thus commute when $\bar{u}$ is substituted by $v_{\omega+\omega+1, \omega} \cdot m$ ($= v_{\omega+\omega+1, \omega} \cdot Fm \cdot w_{\omega, \omega+1}$). That is, we claim that
    
    $$ v_{\omega,n} \left[ v_{\omega+\omega+1, \omega} \cdot Fm \cdot w_{\omega, \omega+1} \right] \cdot w_{n,\omega} = F^n 1 $$
    
    This is clear for $n = 0$. If this holds for $n$, i.e., if
    
    $$ v_{\omega+\omega+1, n} \cdot Fm \cdot w_{n, \omega+1} = F^n 1 $$
    
    then it also holds for $n + 1$: just apply $F$ to that equation. Thus, $\bar{u} = v_{\omega+\omega} \cdot m$.

- **Lemma 32.** Every limit $L$ of an $\omega^\omega$-chain in $\text{Set}$ carries a complete ultrametric: assign to $t \neq s$ in $L$ the distance $2^{-n}$ where $n$ is the least natural number with $p_n(t) \neq p_n(s)$ for the limit projections $p_n$.

**Proof.** Let $l_n : L \to A_n$ ($n \in \mathbb{N}$) be a limit cone. For the above function

$$ d(x, y) = 2^{-n} $$

where $l_n(x) \neq l_n(y)$ and $n$ is the least such number we see that $d$ is symmetric. It satisfies the ultrametric inequality

$$ d(x, z) \leq \max \left( d(x, y), d(y, z) \right) \quad \text{for all } x, y, z \in L. $$
This is obvious if the three elements are not pairwise distinct. If they are, the inequality follows from the fact that if \( l_n \) separates two elements, then so do all \( l_m \) with \( m \geq n \).

It remains to prove that the space \( F^\omega 1 \) is complete. Given a Cauchy sequence \( x_r \in L \) (\( r \in \mathbb{N} \)), for every \( k \in \mathbb{N} \) there exists \( r(k) \in \mathbb{N} \) with

\[
d(x_{r(k)}, x_n) < 2^{-k} \quad \text{for every} \quad n \geq r(k).
\]

Choose \( r(k) \)'s to form an increasing sequence. Then \( d(x_{r(k)}, x_{r(k+1)}) < 2^{-k} \), i.e., \( l_k(x_{r(k)}) \leq l_k(x_{r(k+1)}) \). Therefore, the elements \( y_k = l_k(x_{r(k)}) \) are compatible: we have \( a_{k+1}(y_{k+1}) = y_k \) for all \( k \in \mathbb{N} \). Consequently, there exists a unique \( y \in L \) with \( l_k(y) = y_k \) for all \( k \in \mathbb{N} \). That is, \( d(y, x_{r(k)}) = 2^{-k} \). Thus, \( y \) is the desired limit:

\[
y = \lim_{k \to \infty} x_{r(k)} \quad \text{implies} \quad y = \lim_{n \to \infty} x_n.
\]

We conclude that for a finitary set functor both \( \nu F \) and \( \mu F \) carry a canonical ultrametric: \( \nu F \) as a subspace of \( F^\omega 1 \) via \( v_{\omega+1,\omega} : \nu F \to F^\omega 1 \), and \( \mu F \) as a subspace of \( \nu F \) via \( m \).

Or, equivalently, a subspace of \( F^\omega 1 \) via \( \bar{u} \), see Remark 31. Given \( t \neq s \) in \( \nu F \) we have \( d(t, s) = 2^{-n} \) for the least \( n \in \mathbb{N} \) with \( v_{\omega+1,\omega,n}(t) \neq v_{\omega+1,\omega,n}(s) \).

**Notation 33.** Given a finitary set functor \( F \) with \( F\emptyset \neq \emptyset \), choose an element \( p : 1 \to F\emptyset \).

This defines the following morphisms for every \( n \in \mathbb{N} \):

\[
e_n = \bar{u} \cdot w_{n+1,\omega} : F^n 1 \to F^\omega 1.
\]

We also put \( r_n = e_n \cdot v_{\omega,n} : F^\omega 1 \to F^\omega 1 \).

**Observation 34.** Denote by \(! : \emptyset \to 1\) the unique map. For every \( n \in \mathbb{N} \) we have

(a) \( v_{n,n+1} \cdot F^{n+1} ! : F^n 1 = id_{F^n 1} \).

This is obvious for \( n = 0 \). The induction step just applies \( F \) to the given square.

(b) \( v_{\omega,n} \cdot e_n = id_{F^{n+1} \omega} \). Indeed, in the following diagram

\[
\begin{array}{ccc}
F^n 1 & \xrightarrow{\bar{u}} & F^{n+1} 1 \\
\downarrow & & \downarrow \\
F^\omega 1 & \xrightarrow{v_{\omega,n}} & F^\omega 1
\end{array}
\]

the upper right-hand part commutes by the definition of \( \bar{u} \), see Remark 31(b), the left-hand one does by (a), and the lower right-hand triangle is clear.

(c) \( v_{\omega,n} \cdot r_n = v_{\omega,n} \). This follows from (b): precompose it with \( v_{\omega,n} \).

**Theorem 35.** For a finitary set functor \( F \) with \( F\emptyset \neq \emptyset \) the Cauchy completions of the ultrametric spaces \( \mu F \) and \( \nu F \) coincide. And the algebra structure \( \iota \) determines the coalgebra structure \( \tau \) as the unique continuous extension of \( \iota^{-1} \).

**Proof.**

(1) Assume first that \( F \) preserves inclusion, see Remark 14(c).

(a) We prove that the subset \( \bar{u} = v_{\omega+1,\omega} : \mu F \to F^\omega 1 \) of Remark 31(b) is dense in \( F^\omega 1 \), thus, the complete space \( F^\omega 1 \) is a Cauchy completion of both \( \bar{u}[\mu F] \) and \( v_{\omega+1,\omega}[\mu F] \).
For every $x \in F^\omega 1$ the sequence $r_n(x)$ lies in the image of $e_n \cdot v_{\omega,n}$ which, in view of the definition of $e_n$, is a subset of the image of $\bar{u}$. And we have $x = \lim_{n \to \infty} r_n(x)$ because Observation 34 (c) yields $v_{\omega,n}(x) = v_{\omega,n}(r_n(x))$. Thus $d(x, r_n(x)) < 2^{-n}$ for all $n \in \mathbb{N}$.

(b) We have ultrametric subspaces $\mu F$ and $\nu F$ of $F^\omega 1$, hence, the bijections

$$F(\mu F) \xrightarrow{\iota} \mu F \quad \text{and} \quad \nu F \xrightarrow{\iota} F(\nu F)$$

make also $F(\mu F)$ and $F(\nu F)$ ultrametric spaces. The continuous map $\iota^{-1}$ has at most one continuous extension to $\nu F$, since $\mu F$ is dense in $\nu F$ (even in $F^\omega 1$). And $\tau$ is such an extension: it is not only continuous, it is an isometry. And it extends $\iota^{-1}$ by Proposition 29: choose an inclusion map $m$ with $\tau \cdot m = Fm \cdot \iota^{-1}$. Since $Fm$ is an inclusion map, $\tau$ is an extension of $\iota^{-1}$.

(2) Once we have established (a) and (b) for inclusion-preserving finitary functors, it holds for all finitary functors $F$. Indeed, use the Trnková hull $G$ that agrees with $F$ on all nonempty set and functions with $G\emptyset \neq \emptyset$ provided that $F\emptyset \neq \emptyset$, see Remark 14(e). Consequently, the coalgebras for $F$ and $G$ coincide. And the initial-algebra chains coincide for infinite ordinals, in particular $F^\omega 0 = G^\omega 0$, that is, $F$ and $G$ have the same initial algebra.

Example 36.

(1) For the set functor $FX = X \times \Sigma + 1$ (of dynamic systems with inputs from $\Sigma$ and deadlock states) the terminal coalgebra is obtained in $\omega$ steps, since $F$ preserves limits of $\omega^\omega$-sequences. It can be described as the coalgebra $\nu F = \Sigma^\omega$ of all finite and infinite words over $\Sigma$. The distance of distinct words $u$ and $v$ is $2^{-n}$ for the largest $n$ such that $u$ and $v$ have the same prefix of length $n$.

The initial algebra $\Sigma^*$ is dense in $\Sigma^\omega$: every infinite word is the limit of the sequence of its finite prefixes. The algebra structure $\iota: \Sigma^* \times \Sigma + 1 \to \Sigma^*$ is given by concatenation on the left-hand summand, and the empty word on the right-hand one. Its inverse has a unique continuous extension to $\Sigma^\omega$ assigning to every nonempty word $u$ the pair $(\text{head}(u), \text{tail}(u))$. This is indeed the coalgebra structure of $\nu F$.

(2) For the finite power-set functor $P_f$ the initial algebra can be described as $\mu P_f = \nu P_f$ (all finite extensional trees, except when $t$ is considered up to isomorphism), see [16].

Recall that a tree is called extensional if for every node $x$ the maximum subtrees of $x$ are pairwise non-isomorphic. And it is called strongly extensional if it has no nontrivial tree bismutation; for finite trees these two concepts are equivalent. Worrell proved in [16] that the terminal coalgebra $\nu P_f$ consists of all finitely branching strongly extensional trees, whereas $P_f^\omega$ consists of all strongly extensional trees. The metric on $P_f^\omega$ assigns to trees $t \neq s$ the distance $d(t, s) = 2^{-n}$, where $n$ is the least number with $\partial_n t \neq \partial_n s$.

Here $\partial_n t$ is the extensional tree obtained from $t$ by cutting it at level $n$ and forming the extensional quotient of the resulting tree.

The algebraic structure $\iota: P_f(\mu P_f) \to P_f$ assigns to a set $\{t_1, \ldots, t_n\}$ of finite trees the tree-tupling (consisting of a new root and $n$ maximum subtrees $t_1, \ldots, t_n$). The coalgebraic structure $\tau: \nu P_f \to P_f(\nu P_f)$ assigns to a tree $t \in \nu P_f$ the finite set of its maximum subtrees. This is indeed a continuous extension of $\iota^{-1}$.

6 Conclusions and Open problems

Whereas a set functor is known to have an initial algebra iff it has a fixed point, for terminal coalgebras fixed points are not sufficient in general. However, we have proved that a non-empty fixed point of a finite or regular cardinality $\lambda$ implies that a terminal coalgebra exists
and has at most $\lambda$ elements – with a single exception, $\lambda = \aleph_0$. From this fixed-point result we have derived that every set functor $F$ with a nonempty initial algebra $\mu F$ whose cardinality is finite or regular uncountable has a terminal coalgebra $\nu F \cong \mu F$.

We have also presented a number of categories that are algebraically complete and cocomplete, i.e., every endofunctor has a terminal coalgebra and an initial algebra. Examples include (for sufficiently large regular cardinals $\lambda$) the category $\text{Set}_{\leq \lambda}$ of sets of power at most $\lambda$, $\text{Nom}_{\leq \lambda}$ of nominal sets of power at most $\lambda$, $K\text{-Vec}_{\leq \lambda}$ of vector spaces of dimension at most $\lambda$, and $G\text{-Set}_{\leq \lambda}$ of $G$-sets (where $G$ is a group) of power at most $\lambda$.

All these results assumed the General Continuum Hypothesis. It is an open question what could be proved without this assumption. Another question is whether the above relationship $\nu F \cong \mu F$ can, under suitable side conditions, be proved for more general base categories than $\text{Set}$.

For finitary set functors $F$ with $F\emptyset \neq \emptyset$ we have presented a sharper result: both $\mu F$ and $\nu F$ carry a canonical ultrametric and these two spaces have the same Cauchy completion. Moreover, by inverting the algebra structure of $\mu F$ we obtain the coalgebra structure of $\nu F$ as the unique continuous extension.
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A Full proofs

PROOF OF EXAMPLES 5 (3) and (4).

1. For 5(4) recall that objects of \( G\text{-Set} \) are pairs \((X, \cdot)\) where \(X\) is a set and \(\cdot\) is a function from \(G \times X\) to \(X\) such that

\[
h(gx) = (hg)x \quad \text{for} \quad h, g \in G \text{ and } x \in X,
\]

and

\[
ex = x \quad \text{for} \quad x \in X \text{ (} e \text{ neutral in } G).
\]

An important example is given by any equivalence relation \(\sim\) on \(G\) which is equivariant, i.e., fulfills

\[
g \sim g' \Rightarrow hg \sim hg' \quad \text{for all} \quad g, g', h \in G.
\]

Then the quotient set \(G/\sim\) is a \(G\)-set (of equivalence classes \([g]\)) w.r.t. the action \(g[h] = [gh]\). This \(G\)-set is clearly connected.

2. Let \((X, \cdot)\) be a \(G\)-set. For every element \(x \in X\) we obtain a subobject of \((X, \cdot)\) on the set

\[
Gx = \{gx; g \in G\} \quad \text{(the orbit of} \ x)\.
\]

The equivalence on \(G\) given by

\[
g \sim g' \quad \text{iff} \quad gx = g'x
\]

is equivariant, and the \(G\)-sets \(Gx\) and \(G/\sim\) are isomorphic. Moreover, two orbits are disjoint or equal: given \(gx = hy\), then \(x = (g^{-1}h)y\), thus, \(Gx = Gy\).

3. Every object \((X, \cdot)\) is a coproduct of at most \(|X|\) connected objects: if \(X_0\) is a choice class of the equivalence \(x \equiv y\) iff \(Gx = Gy\), then

\[
X = \bigsqcup_{x \in X_0} Gx.
\]

4. The number of connected objects, up to isomorphism, is at most \(2^{|G|} + \aleph_0\). Indeed, it follows from the above that the connected objects are represented by precisely all \(G/\sim\) where \(\sim\) is an equivariant equivalence relation. If \(|G| = \beta\) then we have at most \(\beta^2\) equivalence relations. For \(\beta\) infinite, this is equal to \(2^{|G|}\), for \(\beta\) finite, this is smaller than \(2^{|G|} + \aleph_0\).

5. The number of morphisms from \(G/\sim\) to an object \((X, \cdot)\) is at most \(|X| \leq \max(\alpha, 2^{|G|} + \aleph_0)\) where \(\alpha = |X_0|\) in (3) above. Indeed, every morphism \(p\) is determined by the value \(x_0 = p([e])\) since \(p([g]) = p([ge]) = g \cdot x_0\) holds for all \([g] \in G/\sim\).

6. Finally, for 5(3) the proof is completely analogous: in (2) each orbit \(S_f(\mathbb{A})/\sim \simeq S_f(\mathbb{A})x\) is a nominal set. And the number of all such orbits up to isomorphism is \(\aleph_0\), see Lemma A1 in [5]. In (5) we have \(|X| \leq \alpha \cdot \aleph_0 = \alpha\) for all \(\alpha \geq \aleph_0\). ▶

PROOF OF PROPOSITION 10. It is sufficient to prove this in case \(X\) has power precisely \(\lambda\) (otherwise \(c = \text{id}_X\)). And we can assume that \(B\) is connected. In the general case we have \(B = \bigsqcup_{k \in K} B_k\) with \(|K| < \lambda\), and find for each \(k\) a summand \(c_k : C_k \to X\) corresponding to the \(k\)-th component of \(b\). Then we let \(c : C \to X\) be the least summand containing each \(c_k\). \((C\) has power less than \(\lambda\) since each \(C_k\) does and \(|K| < \lambda\).)
Since \( \lambda > w(K) \), in the coproduct of \( \lambda \) connected objects representing \( X \) at least one, say \( R \), must appear \( \lambda \) times. Thus \( X \) has the form

\[
X = \coprod_{\lambda} R + X_0
\]

for objects \( R \) and \( X_0 \), with \( R \) connected. Let \( \bar{X}_0 \) be the coproduct of the same components as in \( X_0 \), but each taken precisely once. Thus

(a) \( \bar{X}_0 \) has power at most \( w(K) \), and
(b) we have a coproduct injection

\[
m: X_0 \to \bar{X}_0
\]

which has an (obvious) splitting

\[
\hat{m}: X_0 \to \bar{X}_0, \quad \hat{m} \cdot m = \text{id}.
\]

Put

\[
Y = \coprod_{\lambda} R + \bar{X}_0
\]

and for every set \( M \subseteq \lambda \) put

\[
Y_M = \coprod_M R + \bar{X}_0.
\]

(c) By Remark 8(b) we can choose \( t \in \lambda \) and an almost disjoint collection of sets \( M_k \subseteq \lambda \), \( k \in K \), with

\[
t \in M_k, \quad |M_k| = \lambda \quad \text{and} \quad |K| > \lambda.
\]

Consider the following square of coproduct injections for any pair \( k, l \in K \):

This is an absolute pullback. Indeed, it obviously commutes. And \( b_k \) and \( b_l \) are split monomorphisms: define

\[
b_k: Y \to Y_{M_k}
\]

as identity on the summand \( \bar{X}_0 \), whereas the \( i \)-th copy of \( R \) is sent to copy \( i \), if \( i \in M_k \), and to copy \( t \) else. Then

\[
b_k b_k = \text{id}.
\]

Analogously for \( b_l \). Next define

\[
a_l: Y_{M_l} \to Y_{M_k \cap M_l}
\]
as identity on the summand $\tilde{X}_0$, whereas the $i$-th copy of $R$ is sent to copy $i$, if $i \in M_k$, and to copy $t$ else. Then clearly

$$\bar{a}_k a_l = \text{id} \quad \text{and} \quad a_k \bar{a}_l = \bar{b}_k b_t.$$  

Thus, the above square is an absolute pullback by Lemma 6.

(d) We are ready to prove that for a connected object $B$ every morphism

$$b: B \to FX$$

has the required factorization. For every $k \in K$ since $|M_k| = \lambda$ we have an isomorphism

$$y_k: Y = \bigsqcup_{\lambda} R + \tilde{X}_0 \longrightarrow \bigsqcup_{M_k} R + \tilde{X}_0 = Y_{M_k}$$

which composed with $b_k: Y_{M_k} \to Y_\lambda$ yields an endomorphism

$$z_k = b_k \cdot y_k: Y \to Y.$$

We use (b) above and precompose $z_k$ with $\tilde{m} = \text{id} + \hat{m}: X \to Y$ to get the following morphisms

$$B \xrightarrow{b} FX \xrightarrow{F\tilde{m}} FY \xrightarrow{Fz_k} FY \quad (k \in K).$$

They are not pairwise distinct because $|K| > \lambda$, whereas $FY$ has at most $\lambda$ components (since $F$ is an endofunctor of $\mathcal{K}_{<\lambda}$) so that (b) in Definition 4 implies that $\mathcal{K}(B, FY)$ has cardinality at most $\lambda$. Choose $k \neq l$ in $K$ with

$$Fz_k \cdot F\tilde{m} \cdot b = Fz_l \cdot F\tilde{m} \cdot b. \quad \text{(A.1)}$$

Compare the pullbacks $Z$ of $z_k$ and $z_l$ and $Y_{M_k \cap M_l}$ of $b_k$ and $b_l$:

Since $y_k$ and $y_l$ are isomorphisms, the connecting morphism $p$ between the above pullbacks is an isomorphism, too. We know that $|M_k \cap M_l| < \lambda$ since $M_k$, $M_l$ are of our almost disjoint family, thus the object

$$C = Y_{M_k \cap M_l} = \bigsqcup_{M_k \cap M_l} R + \tilde{X}_0$$

has less than $\lambda$ summands, as required. And, due to (c), the pullback of $z_k$ and $z_l$ is absolute. The equality (A.1) thus implies that $F\tilde{m} \cdot b$ factorizes through $Fp_k$: 
Consequently, from $\tilde{m}m = id$ we obtain

$$b = F\tilde{m} \cdot Fp_k \cdot h = F\tilde{m} \cdot Fp_k \cdot Fp^{-1} \cdot Fp \cdot h.$$ 

Thus, for the coproduct injection

$$c \equiv \tilde{m} \cdot p_k \cdot p^{-1} : C \to X,$$

we get the desired factorization $b = Fc \cdot (Fp \cdot h)$. □
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Abstract

We introduce a new notion of “guarded Elgot monad”, that is a monad equipped with a form of iteration. It requires every guarded morphism to have a specified fixpoint, and classical equational laws of iteration to be satisfied. This notion includes Elgot monads, but also further examples of partial non-unique iteration, emerging in the semantics of processes under infinite trace equivalence.

We recall the construction of the “coinductive resumption monad” from a monad and endofunctor, that is used for modelling programs up to bisimilarity. We characterize this construction via a universal property: if the given monad is guarded Elgot, then the coinductive resumption monad is the guarded Elgot monad that freely extends it by the given endofunctor.

1 Introduction

The study of monads for effects has developed in numerous directions since it was initiated in [18]. We make two contributions to this research area. Firstly we give a new notion of “guarded Elgot monad” – a monad equipped with a form of iteration – that includes a variety of examples. Secondly, we give a universal property for one of these examples, the so-called “coinductive resumption monad”. We shall explain these contributions separately.

1.1 Monads and Iteration

Monads. Let us recall the basic ideas of monads for effects, where the base category is Set. A monad $T$ on Set, presented in “Kleisli triple” form, consists of three things.

- For each set $X$, a set $TX$, of which an element represents a “computation” that may perform various computational effects and may return an element of $X$.
- For each set $X$, a map $\eta_X : X \rightarrow TX$. For $x \in X$, the image $\eta_X(x)$ represents a “pure computation” that just returns $x$.
- For any map $f : X \rightarrow TY$, we have a map $f^* : TX \rightarrow TY$. For $p \in TX$, the image $f^*(p)$ represents a “sequenced computation” that first executes $p$ and then, if this returns $x \in X$, proceeds to execute $f(x) \in TY$.

These must satisfy three equations, as described in [18]. A map $X \rightarrow TY$ is called a Kleisli category, denoted $Kl(T)$. It inherits coproducts from Set.
Monads for printing. We give (in outline) some example monads for computations that print characters. Let $A$ be an alphabet, i.e. a set of characters. We write $A^*$ (resp. $A^\omega$, $A^{\leq \omega}$) for the set of finite sequences (resp. infinite sequences, finite and infinite sequences). Here are our examples.

- The monad $X \mapsto A^* \times X$ represents computations that print several characters and then return a value.
- The monad $X \mapsto A^* \times X + A^{\leq \omega}$ represents such computations, but also computations that continue forever and never return. The latter includes computations that print finitely many characters and then diverge (i.e. hang), and also computations that print infinitely many characters.
- The monad $X \mapsto A^* \times X + A^\omega$ represents computations that may return or continue forever, but in the latter case are required to be “productive”, i.e. keep printing.

For our next series of examples, write $P^+X$ for the set of nonempty subsets of $X$. The following are monads for nondeterministic printing computations.

\[
\begin{align*}
X & \mapsto P^+(A^* \times X) \\
X & \mapsto P^+(A^* \times X + A^{\leq \omega}) \\
X & \mapsto P^+(A^* \times X + A^\omega)
\end{align*}
\]

A nondeterministic printing computation has terminating traces in $A^* \times X$, divergences in $A^*$ and infinite traces in $A^\omega$. (A similar arrangement has been used in CSP semantics [21].) The above monads identify computations that are infinite trace equivalent, i.e. that have the same terminating traces, divergences and infinite traces.

Iterative computations. Given a Kleisli map $f : X \to Y + X$, we would like to form a Kleisli map $f^! : X \to Y$ where, for $x \in X$, the image $f^!(x)$ represents the following “iterative computation”. First it executes $f(x) \in T(Y + X)$. That may return $\text{inl} y$, in which case the iterative computation returns $y$, or it may return $\text{inr} x'$, in which case the computation represented by $f(x') \in T(Y + X)$ is executed, and so forth. Can we form $f^!$ for our example monads?

- For the monad $X \mapsto A^* \times X + A^{\leq \omega}$, we can form $f^!$, since the monad is able to represent infinite computations.
- For the monad $X \mapsto P^+(A^* \times X + A^{\leq \omega})$, $f^!$ is formed analogously.
- For the monad $X \mapsto A^* \times X + A^\omega$, we can form $f^!$, provided $f$ is guarded. That means that for all $x \in X$, the image $f(x) \in A^* \times (X + Y) + A^\omega$ is not of the form $\text{inl}(\varepsilon, \text{inl} x')$ for some $x' \in X$. This condition ensures that $f^!(x)$ represents a productive computation, because an iterative call is possible only after at least one character has been printed.
- For the monad $P^+(A^* \times X + A^\omega)$, $f^!$ is formed analogously. Here the guardedness requirement is that, for all $x \in X$, the image $f(x) \in P^+(A^* \times (X + Y) + A^\omega)$ does not contain $\text{inl}(\varepsilon, \text{inr} x')$ for any $x' \in X$.

These four examples motivate the first contribution of the paper, viz. the notion of a guarded Elgot monad. This consists of a monad on a co-Cartesian category $C$ (i.e. category with finite coproducts), equipped with two additional structures. Firstly a guardedness predicate, that tells us when a Kleisli map $f : X \to Y + Z$ is guarded in the right summand. When this condition holds, we write $f : X \to Y \triangleright X$ a Kleisli map $f^! : X \to Y$. Each of these structures
must satisfy some conditions that we shall stipulate. In particular, for $f : X \rightarrow Y \rangle X$, we require $f \dagger$ to be a fixpoint of $f$, i.e. a Kleisli map $g : X \rightarrow Y$ such that:

$$X \xrightarrow{f} Y + X \xrightarrow{g \cdot [id,g]} Y$$

commutes in the Kleisli category.

Although the above four examples are all guarded Elgot monads, they are significantly different.

- The guarded Elgot monads $X \mapsto \star A \times X + A \leq \omega$ and $X \mapsto \mathcal{P}^+(A^* \times X + A \leq \omega)$ are special because every Kleisli map $f : X \rightarrow Y + Z$ is deemed to be guarded in the right summand. So, for every Kleisli map $f : X \rightarrow Y + X$, we can form $f \dagger$. We call these simply Elgot monads. (They are called “complete Elgot monads” in [7].)

- The guarded Elgot monad $X \mapsto A^* \times X + A^\omega$ is special because, for each map $f : X \rightarrow Y \rangle X$, the map $f \dagger$ is the unique fixpoint of $f$. We call this a guarded iterative monad [10].

- For $A \neq$, the guarded Elgot monad $X \mapsto \mathcal{P}^+(A^* \times X + A^\omega)$ is neither Elgot nor guarded iterative. (This is proved in Example 20(5) below). So it illustrates the need for the new, more general notion of guarded Elgot monad.

As noted in [10], every monad can be regarded as guarded iterative, by saying that a Kleisli map $f : X \rightarrow Y + Z$ is “vacuously” guarded in the right summand when it factorizes via $\text{inr} : Z \rightarrow Y + Z$.

### 1.2 Resumption Monads

Let us write $\mu_\gamma.F_\gamma$ for an initial algebra of $F$, and $\nu_\gamma.F_\gamma$ for a final coalgebra. We note the following.

- The set $A^* \times X$ can be written $\mu_\gamma.(X + H_\gamma)$, where $H$ is the endofunctor $Y \mapsto A \times Y$.
- The set $A^* \times X + A^\omega$ can be written $\nu_\gamma.(X + H_\gamma)$.
- The set $A^* \times X + A \leq \omega$ can be written $\text{Maybe}(X + H_\gamma)$, where $\text{Maybe} \equiv Y \equiv Y + 1$.

More generally, given a monad $T$ and endofunctor $H$ on a co-Cartesian category $\mathcal{C}$, we form two monads:

- the inductive resumption monad $T_H^\mu$ sending $X \mapsto \mu_\gamma.T(X + H_\gamma)$, provided these initial algebras exist [6]
- the coinductive resumption monad $T_H^\nu$ sending $X \mapsto \nu_\gamma.T(X + H_\gamma)$, provided these final coalgebras exist [20].
For example, with $\mathcal{C} = \text{Set}$, let $T$ be the countable nonempty powerset monad and let $H: Y \mapsto A \times Y$. Then these monads represent countably nondeterministic printing computations modulo bisimilarity. Here, the difference between $T^\mu_H$ and $T^\nu_H$ is that the former represents only computations that eventually return a value, whereas the latter represents also computations that continue forever (but are productive).

For another class of examples, let $(B(a))_{a \in A}$ be a “signature”, i.e. family of sets, and let $H$ be the endofunctor $Y \mapsto \sum_{a \in A} Y^{B(a)}$. Again let $T$ be the countable nonempty powerset monad. In this case the monads $T^\mu_H$ and $T^\nu_H$ represent countably nondeterministic computations that perform I/O. Such a computation can print an element $a \in A$ and then pause; if the user then enters an element of $B(a)$, the computation resumes. This is the reason for the name “resumption monad”. The printing example is the special case where $B(a)$ is singleton for all $a \in A$.

As the above examples illustrate, these monads provide a natural way of combining an endofunctor (representing I/O) with a monad (representing other effects, e.g. nondeterminism). So one may ask of each monad: can it be characterized via a universal property?

This has been done for $T^\mu_H$ in [15]. We recall this result, but present it a little differently, using the notion of free extension (defined in full generality in Definition 2 below).

1.3 Free Extensions

To explain the notion of free extension, we give a well-known example: the polynomial ring $R[X_0, X_1]$. This is the free extension of the ring $R$ by the set $\{0, 1\}$. That means that we have a function and ring homomorphism

$$
\{0, 1\} \xrightarrow{x} R[X_0, X_1] \xlongleftarrow{h} R
$$

(here $x$ reads as a map sending $i \in \{0, 1\}$ to $X_i$) that are universal: for any function and ring homomorphism

$$
\{0, 1\} \xrightarrow{g} S \xlongleftarrow{h} R
$$

there is a unique mediating homomorphism

$$
\{0, 1\} \xrightarrow{x} R[X_0, X_1] \xlongleftarrow{h} R
$$

We can now describe the result of [14] as follows: the monad $T^\mu_H$ is a free extension of $T$ by $H$. This means that we have a natural transformation and monad morphism

$$
H \xrightarrow{\beta} T^\mu_H \xleftarrow{\rho} T
$$

that are universal.

The second contribution of this paper is the following analogous result. If $T$ is a guarded Elgot monad, then $T^\nu_H$ is also guarded Elgot, and moreover it is the free extension, among guarded Elgot monads, of $T$ by $H$. This means that in a suitable sense we shall define – we have a guarded natural transformation and guarded Elgot monad morphism

$$
H \xrightarrow{\beta} T^\nu_H \xleftarrow{\rho} T
$$

that are universal. This in turn gives a universal property for the two special cases simply by varying the notion of guardedness in which our result is parametric.
We fix selected coproduct co-spans $X \rightarrow Y \Leftarrow Y$ and initial objects $0$ with $[\cdot] : 0 \rightarrow X$ denoting the initial morphisms. We do not generally assume extensiveness, in particular, the injections $\text{inl}$ and $\text{inr}$ need not be monic.

In a category $\mathcal{C}$, we denote by $|\mathcal{C}|$ the associated class of objects and by $\mathcal{C}(X,Y)$ the set of morphisms from $X$ to $Y$. We occasionally omit indexes at natural transformation components to improve readability. For a functor $F : \mathcal{C} \rightarrow \mathcal{C}$, we denote by $(\nu F, \text{out} : \nu F \rightarrow F\nu F)$ the final $F$-coalgebra. Whenever possible, we use bold letters, e.g. $T$, for monads, to emphasize the distinction with the underlying functor $T$. A monad $T$ over $\mathcal{C}$ induces a Kleisli category $\text{Kl}(T)$ with $|\text{Kl}(T)| = |\mathcal{C}|$ and $\text{Kl}(T)(X,Y) = \mathcal{C}(X,TY)$. We make free use of the well-known fact that for a co-Cartesian $\mathcal{C}$ and a monad $T$ on $\mathcal{C}$, the Kleisli category $\text{Kl}(T)$ is again co-Cartesian with the coproduct co-spans $X \xrightarrow{\eta \text{inl}} T(X + Y) \xleftarrow{\eta \text{inr}} Y$ and $[(T \text{inl})f, (T \text{inr})g] : X + Y \rightarrow T(X' + Y')$ being the coproduct of morphisms $f : X \rightarrow TX'$ and $g : Y \rightarrow TY'$.

Unless stated otherwise, all diagrams we present are supposed to commute.

## 3 Free Extensions

We recall the following standard notion, see e.g. [3, Section 7.7].

**Definition 1 (Bimodules).** For categories $\mathcal{C}$ and $\mathcal{D}$, a bimodule $\mathcal{O} : \mathcal{C} \leftrightarrow \mathcal{D}$ consists of the following data:

- a family of sets $(\mathcal{O}(X,Y))_{X \in |\mathcal{C}|, Y \in |\mathcal{D}|}$, where $g \in \mathcal{O}(X,Y)$ is called an $\mathcal{O}$-morphism $g : X \rightarrow Y$.
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= each \( g: X \to Y \) can be composed with a \( C \)-map \( f: X' \to X \) or \( D \)-map \( h: Y \to Y' \). For \( g: X \to Y \), \( f' : X'' \to X' \), \( f: X' \to X \), \( h': Y' \to Y'' \), \( h: Y \to Y' \) we must have the following:
\[
\begin{align*}
g \text{id}_X &= g \\
(h' h) g &= h' (h g) \\
h (g f) &= (h g) f \\
g (f f') &= (g f) f'
\end{align*}
\]

For example: the bimodule \( \text{Set} \to \text{Ring} \) in which \( \mathcal{O}(X, Y) \) is the set of functions from the set \( X \) to the ring \( Y \). This bimodule can be seen as arising from the forgetful functor \( \text{Ring} \to \text{Set} \).

Bimodules \( C \to D \) correspond to functors \( C^{op} \times D \to \text{Set} \). They are also called distributors or profunctors (but some authors reverse the direction). For the rest of the section, let \( \mathcal{O}: C \to D \) be a bimodule.

**Definition 2 (Free Extensions).** Let \( A \in |C| \) and \( B \in |D| \). A free extension of \( B \) by \( A \) consists of \( V \in |D| \) and \( e: A \to V \) and \( f: B \to V \), such that, for all \( X \in |D| \) and \( g: A \to X \) and \( h: B \to X \), there is a unique \( k: V \to X \) such that
\[
\begin{array}{c}
A \\
\downarrow g \\
\downarrow e \\
V \\
\downarrow f \\
X \\
\end{array}
\]

**Definition 3 (Free Objects).** Let \( A \in |C| \). A free object on \( A \) consists of \( V \in |D| \) and \( e: A \to V \), such that, for all \( X \in |D| \) and \( g: A \to X \), there is a unique \( k: V \to X \) such that
\[
\begin{array}{c}
A \\
\downarrow g \\
\downarrow e \\
V \\
\downarrow k \\
X \\
\end{array}
\]

**Proposition 4.** Let \( 0_D \) be an initial object in \( D \). For any \( A \in |C| \), a free object on \( A \) corresponds to a free extension of \( 0_D \) by \( A \). The bijection sends \((V, e)\) to
\[
\begin{array}{c}
A \\
\downarrow e \\
V \\
\downarrow 0_D \\
\end{array}
\]

**Proposition 5.** Let \( A \in |C| \) and \( B \in |D| \). Let \((W, d)\) be a free object on \( A \). Then a coproduct of \( W \) and \( B \) corresponds to a free extension of \( B \) by \( A \). The bijection sends \((V, e, f)\) to
\[
\begin{array}{c}
A \\
\downarrow d \\
W \\
\downarrow e \\
V \\
\downarrow f \\
B \\
\end{array}
\]

4 Guardedness on Monads

In this section, let \( K \) be a co-Cartesian category. The typical example is \( K = \text{Kl}(T) \), where \( T \) is a monad on a co-Cartesian category \( C \).

4.1 Guardedness Predicates

The following notion is slightly adapted from [10].
Definition 6 (Guardedness, Guarded Monads). A guardedness predicate on \( \mathcal{K} \) provides for all objects \( X,Y,Z \) a subset \( \mathcal{K}^*(X,Y,Z) \subseteq \mathcal{K}(X,Y + Z) \). We write \( f: X \to Y \) \( Z \) for \( f \in \mathcal{K}^*(X,Y,Z) \) and say that \( f \) is guarded (in the right summand). The following conditions are required:

\[
\begin{align*}
(\text{trv}) & \quad f: X \to Y \\
\text{in} f: X \to Y \to Z & \\
(\text{par}) & \quad f: X \to V \to W \\
\quad g: Y \to V \to W & \\
\quad h: Z \to V + W & \\
(\text{cmp}) & \quad f: X \to Y \to Z \\
\quad g: Y \to V \to W & \\
\quad h: Z \to V + W & \\
\quad [g,h] f: X \to V \to W &
\end{align*}
\]

An arrow equipped with a guardedness predicate is called guarded arrow. A monad \( T \) on \( C \) is a guarded monad if \( \mathcal{K} = \text{Kl}(T) \) is a guarded arrow under the coproducts inherited from \( C \).

We write “let \( f: X \to Y \to Z \)” as an abbreviation for “let \( f \) be a map \( X \to Y + Z \) be a map such that \( f: X \to Y \to Z \)”.

Intuitively, a morphism \( f: X \to Y \to Z \) represents a program flow with inputs in \( X \) and outputs in \( Y \) and in \( Z \), where the latter part of the output is guarded in the sense that every portion of the program flow from \( X \) to \( Z \) runs through a guard. The notion of guard here is implicit and depends on the specific model. The axioms of guardedness abstractly capture properties of guards: (trv) states that if all the output goes to \( Y \) then \( f: X \to Y + Z \) is (vacuously) guarded in \( Z \); (par) states that guardedness jointly depends on all inputs; finally, (cmp) states that if the program flow branches then every branch leading to the guarded output must hit a guard at least once, specifically, \( h: Z \to V + W \) need not be guarded in \( W \), because \( h \) receives the input from \( f \), which ensures guarded already.

The distinction between Definition 6 and the corresponding definition in [10] is precisely determined by the choice of the notion of coproduct: in op. cit. coproducts are treated up to isomorphisms, while here we work with selected coproducts. The original axiomatization of guardedness additionally involved a weakening rule, which turned out to be derivable from the above three [8]. Let us summarize this and other consequences of the axioms. We will need the following convention.

Notation 7. Let us use the notation \( f: X \to Y \to Y_1 \to \ldots \to Y_n \), for \( f: X \to (\ldots(Y + Y_1) + \ldots) + Y_n \) meaning that \( \sigma f: X \to Y \to Y_1 + \ldots + Y_n \) where \( \sigma \) is the obvious associativity isomorphism \( (\ldots(Y + Y_1) + \ldots) + Y_n \to Y + (Y_1 + (\ldots + Y_n) \ldots) \).

Proposition 8. Let \( \mathcal{K} \) be a guarded category.

1. For all objects \( V,W \in |\mathcal{K}| \), we have \([\cdot]: 0 \to V \to W\).
2. Let \( f: X \to Y \to Z \). For \( u: X' \to X \) and \( g: Y \to Y' \) and \( h: Z \to Z' \) we have \((g + h)fu: X' \to Y' \to Z'\).
3. (Weakening) If \( f: X \to Y \to Z \to W \) then \( f: X \to Y + Z \to W \).

It is often useful to speak of guardedness in particular summands:

- we say that \( f: X \to Y + Z \) is inr-guarded if \( f: X \to Y \to Z \);
- we say that \( f: X \to Y + Z \) is inl-guarded if \( f: X \to Y \to X + Z \) is inr-guarded;
- we say that \( f: X \to Y \) is id-guarded if \( f: X \to Y \to 0 + Y \) is inr-guarded.

Two guardedness predicates are especially important.
Proposition 9 (Greatest and Least Guardedness Predicates).
1. The greatest guardedness predicate on \( K \) says that, for every map \( f : X \to Y + Z \), we have \( f : X \to Y \) \( \vdash \).
2. The least guardedness predicate on \( K \) says that, for \( f : X \to Y + Z \), \( f : X \to Y \) \( \vdash \) iff there is a map \( g : X \to Y \) such that \( f \) factors as \( X \xrightarrow{g} Y \xrightarrow{\text{inl}} Y + Z \) (such \( g \) need not be unique, since it does not follow from our running premises that coproduct injections are monic).

We say that \( K \) is totally guarded when equipped with the largest guardedness predicate, and vacuously guarded when equipped with the smallest.

Example 10. Here are some examples of guardedness predicates for \( K = \text{Kl}(T) \) with \( T \) being a monad on \( \text{Set} \).
1. Let \( T \) be the following monad: \( T\emptyset = \emptyset \) and \( TX = 1 \) if \( X \neq \emptyset \), under vacuous guardedness. Now, the unique morphism \( 1 \to T(1 + 1) = 1 \) is \text{inl}-guarded and \text{inr}-guarded, because it factors through \( 1 = T1 \xrightarrow{T\text{inl}} T(1 + 1) = 1 \) and through \( 1 = T1 \xrightarrow{T\text{inr}} T(1 + 1) = 1 \). But \( 1 \to T(1 + 1) = 1 \) does not factor through \( \emptyset = T\emptyset \xrightarrow{T1} T(1 + 1) = 1 \), and hence it is not \text{id}-guarded. This example show that guardedness in two summands does not necessarily imply guardedness in their union.
2. Let \( \mathcal{P}^+ \) be the non-empty powerset monad. For \( f : X \to \mathcal{P}^+(Y + Z) \), say \( f : X \to Y \) \( \vdash \) when for every \( x \in X \), the set \( f(x) \) contains at least one element of the form \text{inl} \( y \).
3. Let \( D^+ \) be the countable probability distribution monad:

\[ D^+X = \left\{ d : X \to [0, 1] \mid \sum d = 1 \right\}. \]

We put \( f : X \to Y \) \( \vdash \) if for every \( x \in X \), \( f(x)(\text{inl} y) > 0 \) for at least one \( y \in Y \).
4. For a set \( A \), let \( TX = A^* \times X \) be a writer monad whose monad structure is induced by the monoid structure of \( A^* \). For \( f : X \to A^* \times (Y + Z) \), say \( f : X \to Y \) \( \vdash \) when, for every \( x \in X \), if \( f(x) = (m, \text{inr} z) \) then \( m \neq \varepsilon \).
5. Following Section 1.1, let \( A \) be again an arbitrary set and let \( TX = \mathcal{P}^+(A^* \times X + A^\omega) \). This yields a monad for nondeterministic programs that print characters in \( A \), giving semantics that records the (successful) finite and infinite traces. The monad structure is obtained from the fact that \( A^* \) is a monoid and \( A^\omega \) is the left \( A^* \)-module. For \( f : X \to \mathcal{P}^+(A^* \times (Y + Z) + A^\omega) \), say \( f : X \to Y \) \( \vdash \) when, for every \( x \in X \), if \( (m, \text{inr} z) \in f(x) \) then \( m \neq \varepsilon \). Intuitively, as in the previous example, a program denoting \( f \) is prohibited from returning a value through \( Z \) without first printing a character.

Definition 11 (Guarded Natural Transformations and Monad Morphisms).
1. Let \( T \) and \( S \) be guarded monads on \( \mathcal{C} \). A monad morphism \( \rho : T \to S \) is guarded when the functor \( \text{Kl}(\rho) : \text{Kl}(T) \to \text{Kl}(S) \) preserves guardedness. Explicitly: for \( f : X \to T(Y + Z) \), if \( f : X \to Y \) \( \vdash \) in \( \text{Kl}(T) \) then \( X \xrightarrow{f} T(Y + Z) \xrightarrow{\rho} S(Y + Z) \) is guarded \( X \to Y \) \( \vdash \) in \( \text{Kl}(S) \).
2. Let \( H \) be an endofunctor and \( T \) a guarded monad on \( \mathcal{C} \). A natural transformation \( \sigma : H \to T \) is guarded when for all \( X \in |\mathcal{C}| \), \( \sigma_X : HX \to TX \) is id-guarded.

4.2 Guarded Iteration

We now consider when guarded morphisms can be iterated in the sense of Section 1.1. The most straightforward case is the following:
\begin{definition}[Guarded Iterative Categories] \( \mathcal{K} \) is guarded iterative if every \( f : X \rightarrow Y \) \( X \) has a unique fixpoint \( f^\dagger : X \rightarrow Y \) of the map \([\mathrm{id}, -] f : \mathcal{K}(X, Y) \rightarrow \mathcal{K}(X, Y)\).
\end{definition}

\begin{lemma}
In any guarded category, if \( f : X \rightarrow Y \) \( Y \) and \( g : X \rightarrow Y \) is a fixpoint of \([\mathrm{id}, -] f \) then \( g : X \rightarrow Y \) \( Z \).
\end{lemma}

\begin{definition}[Conway Iteration] A guarded Conway (iteration) operator on \( \mathcal{K} \) associates to each \( f : X \rightarrow Y \) \( X \) a fixpoint \( f^\dagger : X \rightarrow Y \) of the map \([\mathrm{id}, -] f \), satisfying the following principles:
\begin{itemize}
  \item naturality: for \( f : X \rightarrow Y \) \( X \) and \( g : Y \rightarrow Z \), we have \((g + \mathrm{id}) f^\dagger = g f^\dagger\);
  \item dinaturality: \( \langle \mathrm{inr}, h, [g] \rangle^\dagger = \langle \mathrm{id}, \langle \mathrm{inl}, g, h \rangle^\dagger \rangle g \) for \( g : X \rightarrow Y \) \( Z \) and \( h : Z \rightarrow Y \) \( X \) or \( g : X \rightarrow Y + Z \) and \( h : Z \rightarrow Y \) \( X \);
  \item codiagonal: \( \langle \mathrm{id}, \mathrm{inr}, f \rangle^\dagger = f^{\dagger\dagger} \) for \( f : X \rightarrow Y \) \( X \) \( X \).
\end{itemize}
\end{definition}

Note that in the codiagonal equation, \( f^{\dagger\dagger} \) must exist by Lemma 13.

\begin{remark}
Guarded Conway operators are direct generalizations of standard (total) Conway operators \([2, 22]\), which arise under the total notion of guardedness. It was observed by Hyland and Hasegawa \([12, 11]\) that Conway operators are equivalent to monoidal trace operators under \( \otimes = + \) (modulo the duality of \( + \) and \( \times \)). The connection between Conway operators and traces extends to a connection between guarded Conway operators and guarded traces \([8]\). In the total case, it is known that the axioms of Conway operators are incomplete wrt nontrivial models of iteration, e.g. the category of pointed complete partial orders \([22]\). This led Bloom and Esik to completing the axiomatization of iteration by an infinite set of axioms called commutative identities \([2]\). These identities are instance of a single versatile quasi-equational uniformity principle, which holds true in all non-pathological models.

Let \( J : \mathcal{C} \rightarrow \mathcal{K} \) be a functor, where \( \mathcal{C} \) and \( \mathcal{K} \) are guarded and have the same objects, and \( J \) is identity-on-objects and strictly preserves co-Cartesian structure.

\begin{definition}[Uniformity]
A guarded Conway operator \( -^\dagger \) on \( \mathcal{K} \) is uniform \( (wrt J) \) when for \( \mathcal{K}\)-maps \( f : X \rightarrow Y \) \( X \) and \( g : Z \rightarrow Y \) \( Z \) and \( \mathcal{C}\)-map \( h : Z \rightarrow X \),
\end{definition}

\begin{equation}
\begin{array}{ccc}
Z & \xrightarrow{g} & Y + Z \\
\downarrow{Jh} & & \downarrow{Y + Jh} \\
X & \xrightarrow{f} & Y + X
\end{array}
\Rightarrow
\begin{array}{ccc}
Z & \xrightarrow{g^\dagger} & Y \\
\downarrow{Jh} & & \downarrow{f^\dagger} \\
X & \xrightarrow{f} & Y + X
\end{array}
\end{equation}

\begin{proposition}
\([10]\) An operation sending every \( f \in \mathcal{K}^\bullet(X, Y, Z) \) to a fixpoint \( f^\dagger \in \mathcal{K}(X, Y) \) is guarded Conway uniform iff it satisfies naturality, codiagonal and uniformity. In other words, dinaturality is derivable.
\end{proposition}

\begin{proposition}
Let \( \mathcal{K} \) be guarded iterative. Then \( f \mapsto f^\dagger \) is a guarded Conway operator and uniform \( \mathrm{Id}_\mathcal{K} \).
\end{proposition}

\begin{proof}
Except for uniformity \( w.r.t \mathrm{Id}_\mathcal{K} \), the proof is in \([10, \text{Theorem 17}]\). Let us verify the missing case of uniformity. Suppose that \( f(Jh) = J(\mathrm{id} + h)g \) for suitable \( f \), \( g \) and \( h \). Now, \( [\mathrm{id}, f^\dagger(Jh)]g = [\mathrm{id}, f^\dagger]J(\mathrm{id} + h)g = [\mathrm{id}, f^\dagger] fJh \), meaning that \( f^\dagger(Jh) \) satisfies the fixpoint equation for \( g^\dagger \). Therefore, \( f^\dagger(Jh) = g^\dagger \).
\end{proof}

\begin{definition}
Let \( \mathcal{T} \) be a guarded monad, i.e. a monad with a guardedness predicate on \( \mathrm{Kl}(\mathcal{T}) \). We say that \( \mathcal{T} \) is
\begin{enumerate}
  \item a guarded iterative monad if \( \mathrm{Kl}(\mathcal{T}) \) is a guarded iterative category;
  \item a guarded Elgot monad if \( \mathrm{Kl}(\mathcal{T}) \) has a guarded Conway operator \( f \mapsto f^\dagger \), which is uniform \( w.r.t \) the obvious functor \( \mathcal{C} \rightarrow \mathrm{Kl}(\mathcal{T}) \);
\end{enumerate}
\end{definition}
3. an Elgot monad when it is totally guarded and a guarded Elgot monad.

Note that for an Elgot monad \( T \), \( T0 \) must always be inhabited because \( T \) supports (unproductive) divergence \( \perp = (\eta \text{inr} : 1 \to T(0 + 1))^f \).

Example 20. Let us revisit Example 10.

1. Every monad under vacuous guardedness can be equipped with an iteration operator and is thus guarded iterative. Concretely, since \( f : X \to Y \) \( X \) implies that

\[
f = (X \xrightarrow{g} TY \xrightarrow{T\text{inl}} T(Y + X))
\]

for a suitable \( g \), \( f^! = [\eta, f]^! (T\text{inl})g = g \). For Example 10 (1), therefore \( f^! = ! : X \to TY = 1 \) if \( Y \neq \emptyset \) and \( f^! = [] : \emptyset \to \emptyset \) if \( Y = \emptyset \), and thus \( X = \emptyset \).

2. The powerset monad \( \mathcal{P} \) is Elgot, because its Kleisli category (the category of relations) is enriched over complete partial orders, and hence supports \( f^! \) as a least fixpoint of \( [\eta, -]^!f \). This is inherited by \( \mathcal{P}^+ \) by restriction along the inclusion \( \mathcal{P}^+ \to \mathcal{P} \). Explicitly, in the Kleisli category of \( \mathcal{P}^+ \), for a guarded map \( f : X \to Y \) \( X \), the map \( f^!: X \to Y \) sends \( x \) to the set

\[
\{ y \in Y \mid \exists n \in \mathbb{N}, (x_0, \ldots, x_n) \in X^{n+1}, x = x_0 \land f(x_0) \ni \text{inr} x_1 \land \ldots \land f(x_n) \ni \text{inl} y \}.
\]

In this style of semantics we thus do not register the possibility of divergence i.e. whether there is a sequence \( (x_0, x_1, \ldots) \in X^{\omega} \) such that \( \forall i \in \mathbb{N}, f(x_i) \ni \text{inr} x_{i+1} \). As a result, \( \mathcal{P}^+ \) is guarded Elgot.

3. Unlike its cousin, the countable subdistribution monad \( \mathcal{D}X = \{ d : X \to [0, 1] \mid \sum d \leq 1 \} \), \( \mathcal{D}^+ \) is not Elgot (because \( \mathcal{D}^+ 0 = 0 \)). However, as in the previous clause, it is guarded Elgot. Specifically, we obtain a guarded Conway operator for \( \mathcal{D}^+ \) by first restricting from the corresponding total guarded iteration operator for \( \mathcal{D} \), calculated as a least fixed point, and then normalizing (guardedness ensures it is not zero) to obtain a distribution. Thus we do not need to record the probability of divergence. To see the need for normalization, consider the guarded Kleisli map \( f : \mathbb{N} \to 1 \) \( \mathbb{N} \) where \( f(n) \) gives \( \text{inl} * \) with probability

\[
\frac{1}{2^n + 2} = \frac{\left( \frac{1}{2^{n+1}} \right)}{\left( \frac{1}{2} + \frac{1}{2^n} \right)}
\]

and \( \text{inr}(n+1) \) with probability

\[
1 - \frac{1}{2^n + 2} = \frac{2^n + 1}{2^n + 2} = \frac{\left( \frac{1}{2} + \frac{1}{2^{n+1}} \right)}{\left( \frac{1}{2} + \frac{1}{2^n} \right)}.
\]

Iterating \( f \) from 0 gives the probability \( 1/2^{n+2} \) of the transition sequence

\[
0 \to 1 \to \cdots \to n \to *
\]

So the probability of eventually reaching \( * \) is \( 1/2 \).

4. The writer monad \( TX = A^* \times X \) does not support guarded iteration for the guardedness predicate defined in Example 10 (4) and for non-trivial \( A \). For example, no \( x : 1 \to T1 \cong A^* \) satisfies the fixpoint equation \( x = ax \) for any \( a \in A \). This can be remedied by extending \( TX \) to \( A^* \times X + M \) were \( M \) is an inhabited left \( A^\omega \)-module, e.g. \( M = 1 \) (the initial one), or \( M = A^\omega \) (the final one).

5. The monad \( TX = \mathcal{P}^+(A^* \times X + A^\omega) \) for finite and infinite traces from Example 10 (5) supports the following iteration operator. For a guarded Kleisli map \( f : X \to Y \) \( X \), the
map \( f^\dagger : X \to TY \) sends \( x \) to the following set:

\[
\begin{align*}
\{\mathrm{inl}(m_0 + \cdots + m_{n-1} + m, y) \mid & \exists n \in \mathbb{N}, (x_0, \ldots, x_n) \in X^{n+1}. \\
x_0 &= x \\
\wedge f(x_0) &\supset \mathrm{inl}(m_0, \mathrm{inr} x_1) \land \ldots \land f(x_{n-1}) \supset \mathrm{inl}(m_{n-1}, \mathrm{inr} x_n) \\
\land f(x_n) &\supset \mathrm{inl}(m, y)\} \\
\cup \{\mathrm{inr}(m_0 + \cdots + m_{n-1} + m) \mid & \exists n \in \mathbb{N}, (x_0, \ldots, x_n) \in X^{n+1}. \\
x_0 &= x \\
\wedge f(x_0) &\supset \mathrm{inl}(m_0, \mathrm{inr} x_1) \land \ldots \land f(x_{n-1}) \supset \mathrm{inl}(m_{n-1}, \mathrm{inr} x_n) \\
\land f(x_n) &\supset \mathrm{inr} m\} \\
\cup \{\mathrm{inr}(m_0 + m_1 + \cdots) \mid & \exists (x_0, \ldots) \in X^\omega. \\
x_0 &= x \land \forall i \in \mathbb{N}. f(x_i) \supset \mathrm{inl}(m_i, \mathrm{inr} x_{i+1})\}. 
\end{align*}
\]

This captures three possible scenarios (separated by the \( \cup \) operator):

- the fixpoint \( f^\dagger(x) \) is unfolded \( n \) times resulting in an output of \( y \in Y \); the actions \( m_0, \ldots, m_{n-1}, m \in A^* \) are collected along the run and concatenated;
- the fixpoint \( f^\dagger(x) \) is unfolded \( n \) times and then hits an infinite trace \( m \in A^\omega \); as a result, \( f^\dagger(x) \) does not yield a value from \( Y \), but it yields an infinite trace \( m_0 + \cdots + m_{n-1} + m \in A^\omega \) where \( m_0, \ldots, m_{n-1} \in A^* \) are collected along the run;
- the fixpoint \( f^\dagger(x) \) is unfolded infinitely many times without ever reaching \( Y \); this yields an infinite trace \( m_0 + m_1 + \cdots \in A^\omega \) computed by concatenating the traces \( m_i \in A^* \), which are collected along the run. The guardedness assumption on \( f \) is crucial here, because it ensure that each \( m_i \) is non-empty and hence the above infinite sum does indeed produce an infinite trace.

The resulting iteration operator is properly partial, and is computed neither as a least fixpoint nor as a unique fixpoint, even though the guardedness relation we postulate is the one standardly used in process algebra and guaranteeing uniqueness of fixpoint under strong bisimilarity [17]. The separating example is \( x = ax + 1 \), which has besides the canonical solution \( x = a^* + a^\omega \) the solution \( x = a^* \), ignoring the infinite trace.

## 5 The Coinductive Resumption Monad

In this section, we present our main technical contribution, stating that guarded Elgotness extends along the coalgebraic resumption monad transformer. It proves to be technically more advantageous to work more generally with parametrized guarded Elgot monads, which extend Uustalu’s parametrized monads [23].

► **Definition 21 (Parametrized Guarded Elgot Monads).** A parametrized guarded Elgot monad is a functor from a co-Cartesian category \( C \) to the category of guarded Elgot monads over \( C \). Equivalently (by uncurrying), a parametrized guarded Elgot monad is a bifunctor \( \ast : C \times C \to C \), such that each \( \dashv \# W \) is a guarded Elgot monad, and for every \( f : W \to W' \), \( \dashv \# f \) is a guarded Elgot monad morphism.

Since every monad is a guarded Elgot monad under vacuous guardedness, parametrized guarded Elgot monads include all parametrized monads.

The main example of a parametrized guarded Elgot monad is as follows.

► **Example 22.** Given a guarded Elgot monad \( T \) and an endofunctor \( H \) on the same co-Cartesian category \( C \), \( X \ast Y = T(X + HY) \) defines a parametrized guarded Elgot monad, with
the guardedness predicate defined as follows: for \( f : X \to T((Y + Z) + HW) \), \( f : X \to Y \to Z \) in \( \text{Kl}(- \# W) \) iff

\[
X \xrightarrow{f} T((Y + Z) + HW) \cong T((Y + HW) + Z) \quad \text{is \ inr-guarded in \ \text{Kl}(T)}.
\]

We use the same Kleisli style notation for parametrized guarded Elgot monads as for the non-parametrized ones. Let us record the identities, directly implied by Definition 21, and which we use in the subsequent calculations.

\[
(\eta_{X,Y} : X \to Z \# W)^* = \text{id}_{X \# W} : X \# W \to X \# W;
\]

\[
(f : Y \to Z \# W)^*(\eta_{X,Y} : X \to X \# W) = f : X \to Z \# W,
\]

\[
(f : Y \to Z \# W)^*(g : X \to Y \# W)^* = (f^* g)^* : X \# W \to Z \# W,
\]

\[
(X \# (h : W \to W'))(\eta_{X,W'} : X \to X \# W') = \eta_{X,W'} : X \to X \# W',
\]

\[
(Y \# (h : W \to W'))(f : X \to Y \# W')^* = ((Y \# h)f)^*(Y \# h) : X \# W \to Y \# W',
\]

\[
(Y \# (h : W \to W'))(f : X \to (Y + X) \# W) = ((Y \# h)f)^* : X \to Y \# W'.
\]

The first three equations here are the monad laws for \(- \# W\) and the last three equations express the fact that \(- \# \) is a guarded Elgot monad morphism.

For the rest of the section we fix a parametrized guarded Elgot monad \( \# \) and assume that the final coalgebras \( f_\# X = \nu_\gamma. X \# \gamma \) exist for all \( X \in \mathcal{C} \). The following properties of \( f_\# \) are previously shown by Uustalu [23].

\[ \blacktriangleright \text{Proposition 23.} \]

1. For every \( f : X \to f_\# Y \) there is a unique \( f^* : f_\# X \to f_\# Y \) such that

\[
\begin{array}{ccc}
X & \xrightarrow{f} & f_\# Y \\
\downarrow \text{out} & & \downarrow \text{out} \\
X \# f_\# Y & \xrightarrow{f^*} & f_\# Y \end{array}
\]

\[ 2. \text{given } f : X \to Y \# f_\# (X + Y), \text{ there is unique } g : X \to f_\# Y, \text{ such that} \]

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \# f_\# (X + Y) \\
\downarrow g & & \downarrow \text{out} \\
X \# f_\# Y & \xrightarrow{f^*} & Y \# f_\# Y
\end{array}
\]

3. \( f_\# \) forms a monad, whose unit \( \eta^* \) at \( X \) is

\[
X \xrightarrow{\eta^\#} X \# f_\# X \xrightarrow{\text{out}^\#} f_\# X.
\]

The Kleisli extension of \( f : X \to f_\# Y \) is \( f^* \).

5.1 Transferring Guarded Elgotness

We proceed to transfer iteration from \( \# \) to \( f_\# \).

\[ \blacktriangleright \text{Definition 24.} \quad f_\# \text{ is guarded as follows: } f : X \to Y \to Z \text{ when the composite} \]

\[
X \xrightarrow{f} f_\# (Y + Z) \xrightarrow{\text{out}} (Y + Z) \# f_\# (Y + Z)
\]

is inr-guarded.

See [10] for a proof that this constitutes a guardedness predicate.
Note that when $\#$ is totally guarded then so is $F_-$. Using Definition 24, for every $f : X \to F_- (Y + X)$, we define $\Diamond f = (\text{out } f)^\dagger : X \to Y \# F_- (Y + X)$. The idea of this operator is as follows. Computing the iteration of $f : X \to F_- (Y + X)$ w.r.t. $F_-$ amounts to forming $\text{out } f : X \to (Y + X) \# F_- (Y + X)$ first, which reveals two occurrences of $X$ that must be iterated away. The first one occurs at the guarded position of the parametrized monad, and hence we can eliminate it by applying the iteration operator of $-(\# F_- (Y + X))$ — this is precisely the task of $\Diamond$. The remaining second position of $X$ occurs under $F_-$, and can be eliminated by using the finality property of the latter.

**Theorem 25.** $F_-$ is a guarded Elgot monad with the iteration operator $(-)^\dagger$ characterized as follows: for $f : X \to Y \triangleright X$, $f^\dagger : X \to F_- Y$ is the unique morphism satisfying

\[
X \xrightarrow{\Diamond f} Y \# F_- (Y + X) \\
\downarrow f^\dagger \\
F_- Y \xrightarrow{\text{out}} Y \# F_- Y
\]

**Proof.** Let us verify the relevant laws. Recall that by Proposition 17, we need not verify dinaturality.

- **fixpoint** is already shown in [10];
- **naturality:** given $f : X \to Y \triangleright X$, $g : Y \to F_- Z$, let us denote by $h$ the morphism $[(F_- \text{inl } g) \eta \text{ inr }] : Y + X \to Z \triangleright X$, First we show that

\[
\Diamond (h^* f) = ((Z \# F_- \text{inl }) \text{out } g)^* (Y \# h^*) \Diamond f. \tag{1}
\]

Indeed,

\[
\Diamond (h^* f) = (\text{out } h)^* (Y \# h^*) \Diamond f \tag{\text{definition of } \Diamond}
\]

\[
= (\text{out } h)^* (Y \# h^*) (\text{out } f)^\dagger \tag{\text{definition of } (-)^\dagger}
\]

\[
= ((Z \# F_- \text{inl }) \text{out } g)^* ((Y \# h^*) \text{out } f)^\dagger \tag{\text{naturality of } (-)^\dagger}
\]

\[
= ((Z \# F_- \text{inl }) \text{out } g)^* (Y \# h^*) \Diamond f.
\]

Then

\[
\text{out } g^* f^\dagger = (\text{out } g)^* (Y \# g^*) (Y \# [\eta^*, f^\dagger]^* ) \Diamond f \tag{\text{definition of } (-)^\dagger}
\]

\[
= (\text{out } g)^* (Y \# (g^*[\eta^*, f^\dagger]^*) ) \Diamond f \\
= (\text{out } g)^* (Y \# [\eta^*, g^* f^\dagger]^* (F_- \text{inl } g) \eta \text{ inr } |^* ) \Diamond f \\
= (\text{out } g)^* (Y \# [\eta^*, g^* f^\dagger]^* h^*) \Diamond f \\
= (Z \# [\eta^*, g^* f^\dagger]^* ) ((Z \# F_- \text{inl }) \text{out } g)^* (Y \# h^*) \Diamond f \tag{1}
\]

\[
= (Z \# [\eta^*, g^* f^\dagger]^* ) (h^* f).
\]

This entails the requisite equality $(h^* f)^\dagger = g^* f^\dagger$, by the uniqueness property of $(h^* f)^\dagger$.

- **codiagonal:** let $f : X \to Y \triangleright X \triangleright X$. It suffices to check that

\[
\text{out } f^{\dagger\dagger} = (Y \# [\eta^*, f^{\dagger\dagger}]^*) \Diamond (F_- [\text{id, inr }] f)
\]
The proof runs as follows:

$$\text{out } f^\dagger = (Y \oplus [\eta^\nu, f^\dagger]) \diamond f^\dagger \quad \text{// definition of } (-)^\dagger$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) (\text{out } f^\dagger) \quad \text{// definition of } \diamond$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) ((Y + X) \oplus [\eta^\nu, f^\dagger]) \diamond f^\dagger$$

$$= (Y \oplus [\eta^\nu, f^\dagger])([\eta^\nu, f^\dagger]) (\text{out } f)^\dagger$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) (\text{out } f)^\dagger \quad \text{// fixpoint for } (-)^\dagger$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) (Y \oplus f_\# [\text{id}, \text{inr}]) (\text{out } f)^\dagger$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) \diamond (Y \oplus f_\# [\text{id}, \text{inr}]) \quad \text{// definition of } \diamond$$

$$= \text{uniformity: assume } f : X \to Y \to X, g : Z \to Y \to Z, h : Z \to X \text{ and } f h = f_\# (\text{id} + h) g.$$  

The latter entails (out f) h = ((id + h) \oplus f_\# (id + h)) out g, hence, by uniformity of (-)^\dagger,

$$(\text{out } f)^\dagger h = ((Y \oplus f_\# (\text{id} + h)) \text{ out } g)^\dagger.$$  \hspace{1cm} (2)

We then have

$$\text{out } f^\dagger h = (Y \oplus [\eta^\nu, f^\dagger]) (\text{out } f)^\dagger h$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) \diamond (f_\# [\text{id}, \text{inr}]) \quad \text{// definition of } \diamond$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) \diamond (f_\# (\text{id} + h))$$

$$= (Y \oplus [\eta^\nu, f^\dagger]) \diamond g.$$  \hspace{1cm} \text{// definition of } \diamond

We thus obtained that f^\dagger h satisfies the fixpoint equation for g, hence f^\dagger h = g^\dagger.

| Corollary 26. Given a guarded Elgot monad T, then T_H is also guarded Elgot with the requisite structure obtained from the parametrized guarded Elgot monad X \oplus Y = T(X + HY). |

### 5.2 Free Extensions of Guarded Elgot Monads

We proceed to apply the results of the previous section under X \oplus Y = T(X + HY).

| Lemma 27. Let T be a guarded monad. |
| 1. The natural transformation |
| H X \xrightarrow{\eta_{\text{inr}(HY)}} T(X + HT_H X) \xrightarrow{\text{out}^\dagger} T_H X |
| is guarded. |
| 2. The natural transformation |
| T X \xrightarrow{T_{\text{inl}}} T(X + HT_H X) \xrightarrow{\text{out}^\dagger} T_H X |
| is a guarded Elgot monad morphism. |
Proof. The first clause is obvious by definition. For the second clause, we need to check that the relevant morphism preserves guarded iteration, that is, given \( f : X \to Y \) \( X \), we need to show that

\[
\text{out}^{-1}(T\text{inl}) f^\dagger = (\text{out}^{-1}(T\text{inl}) f)^\dagger.
\]

By definition of \((-\dagger)^\dagger\), equivalently, we prove the equation

\[
(T\text{inl}) f^\dagger = T(\text{id} + [\eta^\nu, (T\text{inl}) f^\dagger]^\dagger) \odot (\text{out}^{-1}(T\text{inl}) f).
\]

Indeed,

\[
\begin{align*}
&T(\text{id} + [\eta^\nu, (T\text{inl}) f^\dagger]^\dagger) \odot (\text{out}^{-1}(T\text{inl}) f) \\
&= T(\text{id} + [\eta^\nu, (T\text{inl}) f^\dagger]^\dagger) (T(\text{inl} + \text{id}) f)^\dagger \quad \text{// definition of } \odot \\
&= T(\text{id} + [\eta^\nu, (T\text{inl}) f^\dagger]^\dagger) (T\text{inl}) f^\dagger \quad \text{// naturality} \\
&= (T\text{inl}) f,
\end{align*}
\]

as desired. \(\Box\)

\begin{theorem}
In the category of guarded Elgot monads, \( T_X\nu \), provided it exists, is a free extension of \( T \) by \( H \) in the sense of Definition 2, that is, for every guarded Elgot monad \( S \), a guarded Elgot monad morphism \( \xi : T \to S \) and a guarded natural transformation \( \sigma : H \to S \), there exists a guarded Elgot monad morphism \( \zeta : T_X\nu \to S \) uniquely characterized by the following commutative diagram

\[
\begin{array}{ccc}
T & \xrightarrow{T\text{inl}} & T(\text{Id} + HT_X\nu) \\
\downarrow\xi & & \downarrow\zeta \\
S & \xrightarrow{S(\text{inl})} & S(\text{Id} + HT_X\nu) \\
\end{array}
\]

in the obvious category of natural transformations. Concretely, every \( \zeta_X : T_X\nu Y \to SX \) has the form \( (T_X\nu X \xrightarrow{\text{out}} S(X + HT_X\nu X) \xrightarrow{\eta\text{inl}, (S\text{inl})^\dagger} S(X + HT_X\nu X)) \dagger \).

Proof. By Lemma 27 the candidate monad morphism \( T \to T_X\nu \) and the candidate natural transformation \( H \to T_X\nu \) are guarded. The trickiest part of the claim is the fact that \( T_X\nu \) is indeed a guarded Elgot monad, which is shown in Theorem 25. Let us verify that \( \zeta \) is a guarded monad morphism. Suppose that \( f : X \to T_X\nu (Y + X) \) is inr-guarded and show that \( \zeta f : X \to S(Y + X) \) is inr-guarded. We have

\[
\zeta f = [\eta, \zeta]^* [\eta\text{inl}, (S\text{inr})^\dagger]^* \xi \text{out} f \quad \text{// fixpoint}
\]

which can be presented as

\[
X \xrightarrow{\text{out} f} T((Y + X) + HT_X\nu (Y + X)) \cong T((Y + HT_X\nu (Y + X)) + X) \xrightarrow{[\eta\text{inl}, \zeta^* \sigma]^*, \eta\text{inl}^*} S(Y + X).
\]

The composite morphism in the upper row is inr-guarded by definition. We will be done by (\text{cmp}) if we show that the morphism \([\eta\text{inl}, \zeta^* \sigma] \) occurring in the lower row is inr-guarded. By (\text{trv}) and (\text{par}) this amounts to showing that \( \zeta^* \sigma : HT_X\nu (Y + X) \to S(Y + X) \) is
\begin{displayquote}
\textbf{Corollary 29.} Given a guarded Elgot monad $T$ and an endofunctor $H$, $T^\nu_H$ is the coproduct, in the category of guarded Elgot monads, of $T$ and $\nu\gamma.(- + H\gamma)$, provided the latter exists.
\end{displayquote}

\section{Conclusions and Further Work}

We introduced guarded Elgot monads as a common generalization of Elgot monads and guarded iterative monads previously studied in the literature. We propose to use them as a yardstick for analyzing sophisticated notions of iteration when the iteration operator is neither total nor a unique solution of the corresponding fixpoint equation. Situations of this kind indeed occur in practice, e.g. in process semantics wrt infinite trace equivalence (Example 20 (5)). Moreover, guarded Elgotness tends to propagate along monad transformers, which leads to further examples. We explored one such monad transformer, receiving as an input a monad $T$ and a functor $H$ and returning a monad $T^\nu_H$ of possibly non-terminating processes under strong bisimilarity, with side-effects by $T$ and with actions by $H$. Our main theorem shows that for a guarded Elgot monad $T$, $T^\nu_H$ is canonically guarded Elgot, and more specifically it can be characterized as a free extension of $T$ by $H$ in the category of all guarded Elgot monads.

The monad transformer $T \mapsto T^\nu_H$ is particularly important because the semantic domain it generates is subject to (coalgebraic) strong bisimilarity, which is arguably the finest semantic equivalence on processes. We thus hope to obtain further interesting generic process equivalences, most importantly infinite trace equivalence, in a principled fashion, as quotients of $T^\nu_H$ under suitably defined iteration-congruences. We plan to explore connections between the outlined approach to characterizing process equivalences and universal characterizations of such equivalences, such as the final coalgebra characterization of finite trace equivalence given in [4].
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1 Introduction

Containers of Abbott et al. [1] are a representation of a wide class of set functors (that one can use as parameterized datatypes) in terms of shapes and positions. Those set functors that enjoy this representation are called container functors. In joint work with Chapman [3], we found that container functors with a comonad structure can be characterized as interpretations of containers with corresponding additional structure, which we called directedness. In a directed container, every position in a shape determines another shape (its subshape), every shape has a designated root position, and positions in a subshape can be translated to the original shape. Remarkably, as we only noticed later [5], the category of directed containers is equivalent to the opposite of the category of small categories and cofunctors. Cofunctors were introduced by Aguiar [2]; they send objects from the target category to the source category, but maps from the source category to the target category.

Motivated by this equivalence, in this paper, we first show that an analogue of the full image factorization of functors holds for directed container morphisms: any directed container morphism decomposes into two whereby the first is identity on shapes and the second is identity on positions in every shape. Since the interpretation functor from the category of directed containers to the category of set comonads is fully-faithful, this immediately gives also a factorization of container comonad morphisms.
Then we ask if a similar decomposition is possible for general comonads on general
categories. We show that only pullbacks and a terminal object (i.e., finite limits) are needed
in order to formulate suitable substitutes for the notions of identity-on-shapes container
morphism and identity-on-positions-in-every-shape container morphism for general natural
transformations, and to obtain the factorization of general comonad morphisms.

That this decomposition is possible at this level of generality is nice, we find, since an
alternative would have been to switch from containers to polynomials [7, 8]. At the basic
level, containers and polynomials can be considered each other’s notational variants, but the
concepts of polynomials and polynomial functors scale to general categories with pullbacks
[18]. However, already the definition of the polynomial analogue of the concept of directed
container is complicated (we spelled it out in [3]), not to speak of the definition of the
interpretation functor for it, or any proofs, so they are not the easiest to work with. The
shapely types of Jay and Cockett [12, 11] are a lighter concept, but we did not need even
those for our purpose.

The paper is organized as follows. In Section 2, we review containers and directed
containers, including the equivalence of the category of directed containers to the opposite of
the category of small categories and cofunctors. In Section 3, we describe our factorization
of directed container morphisms or, which is the same, container comonad morphisms. In
Section 4, we generalize this factorization to categories with finite limits. In Section 4 we
also apply our results to the factorization of comonad coalgebras. We sum up in Section 5.

2 Preliminaries: containers and directed containers

We begin with a review of containers [1] and directed containers [3]. As noted above, containers
are a representation for a certain class of set functors. Directed containers characterize, by
additional structure on containers, those container functors that carry comonad structure.¹

A container comprises a set \( S \) (of shapes) and, for any shape \( s : S \), a set \( P_s \) (of positions
in shape \( s \)). A directed container is a container \((S,P)\) equipped with three maps

\[
\downarrow : (\Sigma s : S. P_s) \to S \quad \text{(the subshape corresponding to a position in a shape)},
\]

\[
o_s : \Pi s. P_s \quad \text{(the root position in a given shape)},
\]

\[
\oplus : \Pi s. (\Sigma p : P_s. (s \downarrow p)) \to P_s \quad \text{(translation of a position in a position’s subshape)}
\]

satisfying the following five equations:

\[
s \downarrow o_s = s \quad s \downarrow (p \oplus_s p’) = (s \downarrow p) \downarrow p’
\]

\[
p \oplus_s o_{s \downarrow p} = p \quad o_s \oplus_s p = p \quad (p \oplus_s p’) \oplus_s p'' = p \oplus_s (p’ \oplus_{s \downarrow p} p’’)
\]

The 4th and 5th equations type because the 1st and 2nd hold. We note that the data and
equations of a directed container are like those of a set, a monoid, and a right action of the
monoid on the set, modulo the presence of the “minor” (subscripted) arguments and the
dependent typing. In particular, if \( P_s, o_s, \) and \( p \oplus_s p’ \) do not actually depend on \( s \), then we
indeed have a set, a monoid, and a right action of the monoid.

A container \((S,P)\) defines a set functor \([S,P]^c\) \(= D\), called its interpretation, by

\[
DX = \Sigma s : S. P_s \Rightarrow X
\]

¹ In what follows, subscript arguments of operations are “minor” arguments that can typically be inferred
from the subsequent arguments. We generally write \( \to \) for homsets, and \( \Rightarrow \) for internal homs (exponential
objects). In this and the next section, where we work in \textbf{Set}, this plays no role, but we still use the
notation for conceptual clarity.
Given a directed container structure $(↓, o, ⊕)$ on $(S, P)$, $D$ obtains a comonad structure:

$$\varepsilon_X (s, v) = v \circ s \quad \delta_X (s, v) = (s \uplus p, \lambda p. (s \downarrow p, \lambda p'. v (p \uplus s \ p')))$$

We call the comonad $[S, P, ↓, o, ⊕]^{dc} = (D, \varepsilon, \delta)$ the interpretation of $(S, P, ↓, o, ⊕)$.

Any comonad structure $(\varepsilon, \delta)$ on a set functor $D$ that is the interpretation of some container $(S, P)$ (i.e., $DX = \Sigma s : S.P s \Rightarrow X$) arises from a directed container structure $(↓, o, ⊕)$ on $(S, P)$. In fact, directed container structures on $(S, P)$ and comonad structures on $D$ are in a bijection. Given a comonad structure $(\varepsilon, \delta)$, the corresponding directed container structure is defined by

$$o_s = \varepsilon P. (s, id) \quad s \downarrow p = \text{fst} (\text{snd} (\delta P.s (s, id)) \circ p) \quad p \uplus s p' = \text{snd} (\text{snd} (\delta P.s (s, id)) \circ p)$$

The following are some most prominent examples of directed containers with the corresponding comonads:

- Taking $S$ to be any set, $P s = 1, s \downarrow * = s, o_s = *, * \uplus s * = *$, we get the coreader comonad defined by $DX = S \times X \cong \Sigma s : S.1 \Rightarrow X, \varepsilon (s, x) = x, \delta (s, x) = (s, (s, x))$.

- Taking $S$ to be any set, $P s = S, s \downarrow s' = s', o_s = s, s' \uplus s'' = s''$, we get the costate comonad (also called the array comonad [16]) defined by $DX = S \times (S \Rightarrow X) \cong \Sigma s : S. S \Rightarrow X, \varepsilon (s, v) = v \circ s, \delta (s, v) = (s, (s, v)).$

- Choosing $S = 1, P s = N, s \downarrow i = *, o_s = 0, i \uplus s j = i + j$, we obtain the stream-with-suffixes comonad defined by $DX = X^\omega \cong \Sigma s : 1. N \Rightarrow X, \varepsilon (x_0, x_1, \ldots) = x_0, \delta (x_0, x_1, \ldots) = ((x_0, x_1, \ldots), (x_1, x_2, \ldots), \ldots)$.

- Choosing $S = N, P n = [0..n], n \downarrow i = s - i, o_n = 0, i \uplus n j = i + j$ gives us the nonempty-lists-with-suffixes comonad defined by $DX = X^+ \cong \Sigma n : [0..n] \Rightarrow X, \varepsilon (x_0, x_1, \ldots, x_n) = x_0, \delta (x_0, x_1, \ldots, x_n) = ((x_0, x_1, \ldots, x_n), (x_1, x_2, \ldots, x_n), \ldots, (x_n))$.

- Take $S$ to be the set of all bars where a bar (through the binary fan) is a finite set $b$ of lists over $2 = \{0, 1\}$ such that any stream over 2 has exactly one prefix in $b$. Take $P b$ to be the set of all lists $u$ over 2 that are a prefix of some list $w$ in $b$. (A bar cuts a finite binary tree out of the infinite binary tree by establishing the positions of its leaves). Let $b \downarrow u = \{ v \mid u \cdot v \in b \}, o_b = \{ \}, u \uplus b v = u \cdot v$ (the empty list resp. concatenation of lists). This gives us the labelled-finite-binary-trees comonad. The counit extracts the label of the root node of the given tree. The comultiplication replaces the label of each node with the subtree rooted by that node.

Other useful examples of directed containers are obtained by constructions corresponding to the coproduct and product of two comonads, the cofree comonad on a functor, and compatible compositions of comonads (for all these, there are corresponding constructions of directed containers) and zipper datatypes (for those, there is a construction, called focussing, of turning any container $(S, P)$ into a directed container whose shape set is $\Sigma s : S.P s$, i.e., its shapes are shapes of the given container together with a focus position) [3, 4].

A morphism between two containers $(S, P)$ and $(S', P')$ is given by maps $t : S \Rightarrow S'$ (the shape map) and $q : \Pi s. P'. (t s) \Rightarrow P s$ (the position map). A morphism between two directed containers $(S, P, ↓, o, ⊕)$ and $(S', P', ↓', o', ⊕')$ is a morphism $(t, q)$ between the underlying containers satisfying the following equations

$$t (s \downarrow q_s p) = t s \downarrow' p \quad o_s = q_s o'_t s \quad q_s p \uplus s q_{s \downarrow q_s p} p' = q_s (p \uplus' t s p')$$
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Analogously to the interpretation of containers, a morphism \((t, q)\) between containers \((S, P)\) and \((S', P')\) defines a natural transformation \([t, q]c = \tau\) between their interpretations \([S, P]c = D\) and \([S', P']c = D'\) (the interpretation of \((t, q)\)) by

\[
\tau_X(s, v) = (t \circ s, v \circ q_s)
\]

Also, analogously to the interpretation of directed containers, if \((t, q)\) is a morphism between directed containers \((S, P, \bowtie, o, \oplus)\) and \((S', P', \bowtie', o', \oplus')\), then \(\tau\) is a comonad morphism between \([S, P, \bowtie, o, \oplus]dc = (D, \varepsilon, \delta)\) and \([S', P', \bowtie', o', \oplus']dc = (D', \varepsilon', \delta')\); we define \([t, q]dc = \tau\).

Any natural transformation \(\tau\) between the interpretations \(D\) and \(D'\) of two containers \((S, P)\) and \((S', P')\) is an interpretation of a unique container morphism, namely \((t, q)\) where

\[
ts = \text{fst}(\tau_P(s, \text{id})) \quad q_s p = \text{snd}(\tau_P(s, \text{id})) p
\]

Furthermore, if \(\tau\) is a comonad morphism between the interpretations \((D, \varepsilon, \delta)\) and \((D', \varepsilon', \delta')\) of two directed containers \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\), then \((t, q)\) is a directed container morphism interpreting to \(\tau\).

Some examples of directed container morphisms are the following:

- Let \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed containers for the costate comonad for \(S\) and coreader comonad for \(S\), respectively. Take \(t s = s, q_s s = s\). This corresponds to the comonad morphism \(\tau_X : S \times (S \Rightarrow X) \to S \times X\) defined by \(\tau(s, v) = (s, v s)\).

- Let \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed containers for the nonempty lists comonad and the streams comonad, respectively. Take \(t n = *\) and \(q_n i = \min(i, n)\). This corresponds to the comonad morphism \(\tau_X : X^+ \to X^\omega\) defined by \(\tau(x_0, x_1, \ldots, x_n) = (x_0, x_1, \ldots, x_n, x_{n+1}, \ldots)\) (i.e., nonempty lists are padded out to streams).

- Let both \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed container for the nonempty lists comonad. Let \(t n = n \div 2\) and \(q_n i = 2 * i\). This corresponds to the comonad morphism \(\tau : (x_0, x_1, \ldots, x_n) = (x_0, x_2, \ldots, x_{2 * (n \div 2)})\) (i.e., every other element of a given nonempty list is dropped).

- Let \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed containers for the nonempty lists comonad and the labelled finite binary trees comonad. Let \(t n = \{w \in 2^* \mid |w| = n\}\) and \(q_n u = |u|\). This corresponds to the comonad morphism sending a nonempty list \(xs\) to a labelled finite binary tree whose list of labels along any path is \(xs\) (so all paths have same length).

- Let \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed containers for the labelled finite binary trees comonad and nonempty lists comonad. Let \(tb\) be the length of the unique prefix in \(b\) of the stream \(0^\omega\), i.e., the unique \(n\) such that \(0^n \prec b\). Let \(q_b i = 0^i\). This directed container morphism \((t, q)\) then represents the comonad morphism that maps a labelled finite binary tree to the non-empty list of labels along its leftmost path.

Containers and container morphisms form a monoidal category \(\text{Cont}\) (with a suitable container composition monoidal structure), and the interpretation of containers is a fully-faithful monoidal functor from \(\text{Cont}\) to \([\text{Set}, \text{Set}]\) (with the functor composition monoidal structure). Analogously, directed containers and directed container morphisms form a category \(\text{DCont}\), and the interpretation of directed containers is fully-faithful functor from \(\text{DCont}\) to \(\text{Comonad}(\text{Set})\). In fact, \(\text{DCont}\) is isomorphic to the category \(\text{Cmonoid}(\text{Cont})\) and is the pullback in \(\text{CAT}\) of \(U : \text{Comonad}(\text{Set}) \to [\text{Set}, \text{Set}]\) along \([-]^c : \text{Cont} \to [\text{Set}, \text{Set}]\).

In a sequel [5] to the first directed container work [3], we related directed containers to small categories. It turns out that directed containers are in a bijection up to isomorphism
with small categories. Specifically, given a directed container \((S, P, \downarrow, o, \oplus)\), the corresponding small category is obtained as follows. The set of objects is \(S\). The set of maps with domain \(s : S\) is \(P s\), which means that the total set of maps is \(P = \Sigma s : S. P s\) and the domain of a map \((s, p) : P\) is \(\text{src} p = s\). The codomain of a map \((s, p) : P\) is \(\text{tgt} p = s \downarrow p\). The identity map on an object \(s\) is \(\text{id}_s = (s, o_s)\) and the 1st directed container equation ensures that its codomain is \(s \downarrow o_s = s\), as required. A map \((s, p)\) can only be composed with a map \((s', p')\), if \(s \downarrow p = s'\), in which case the composition is \((s, p); (s', p') = (s, p \oplus_s p')\). By the 2nd directed container equation the codomain of this map is \(s \downarrow (p \oplus_s p') = (s \downarrow p) \downarrow p'\), as required. The 3rd to the 5th equations then ensure that composition is unital and associative.

Of the above examples, the coreader comonad for \(S\) corresponds to the free category on a set of objects \(S\), i.e., the discrete category (the only maps are the identity maps for every object). The costate comonad for \(S\) corresponds to the cofree category on a set of objects \(S\), i.e., the codiscrete category (there is exactly one map between any two objects).

Although directed containers are in a bijection up to isomorphism with small categories, the category of directed containers is not equivalent to the category of small categories. The reason is that directed container morphisms are nothing like functors between small categories. Instead, they correspond to what Aguiar [2] has termed cofunctors, but with the source and target categories swapped. A cofunctor between small categories \((S', P', \text{src}', \text{tgt}', \text{id}', \cdot')\) and \((S, \bar{P}, \text{src}, \text{tgt}, \text{id}, \cdot)\) is given by two maps \(t : S \rightarrow S'\) (the object map) and \(\bar{q} : (\Sigma s : S. \Sigma p : P. t s = \text{src} p) \rightarrow P'\) (the morphism map) satisfying \(\text{src} (\bar{q} (s, p)) = s\) and the following equations:

\[
t (\text{tgt} (\bar{q} (s, p))) = \text{tgt}' p \quad \text{id}_s = \bar{q} (s, \text{id}'_s) \quad \bar{q} (s, p) : \text{tgt} (\bar{q} (s, p)), p' = \bar{q} (s, p, \cdot', p')
\]

While a functor maps objects and maps of the source category to those in the target category, a cofunctor’s object map is from the target category to the source category, but the morphism map is still from the source to the target category.\(^2\)

The category \(\text{DCont}\) of directed containers is equivalent to the opposite category of the category \(\text{Cat}\) of small categories and cofunctors. Given a directed container morphism \((t, q)\), the corresponding cofunctor is \((\bar{t}, \bar{q})\) where \(\bar{q}\) is defined by \(\bar{q} (s, (t s, p)) = (s, q, p)\).

Container functors with a monad structure can be also characterized in terms of additional structure on containers. This structure, studied by us [17] under the name of mnd-containers, is very different from directed containers. Mnd-containers can be seen as a version of nonsymmetric operads where operations may have infinite arities, arguments places of operations are identified nominally rather than positionally and arguments may be discarded and duplicated in composition.

### 3 Decomposing directed container morphisms

We now show that every morphism between two (directed) containers admits a natural factorization through a third (directed) container, an idea we promote to general functors and comonads in the next section.

It is almost immediate that every container morphism between two containers factorizes through a container with the shapes of the first and positions of the second container.

\(^2\) A cofunctor looks a bit like a split opcleavage, but is not one. Before we learned about Aguiar’s terminology, we spoke of a “relative split pre-opcleavage”. See [6] for more discussion on this matter.
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**Proposition 1.** Given two containers $C = (S, P)$, $C' = (S', P')$, a morphism $h = (t, q)$ between them factorizes through a third container $C^*$ as below

$$
\begin{array}{c}
C \xrightarrow{h_1} C^* \xrightarrow{h_2} C'
\end{array}
$$

with the properties that
- $h_1: C \to C^*$ is identity on shapes and
- $h_2: C^* \to C'$ is identity on positions in every shape.

**Proof.** We define $C^* = (S^*, P^*)$ where $S^* = S$, $P^* s = P'(t s)$. I.e., $C^*$ has the shapes of the first, but positions of the second container. The corresponding container morphisms are defined as $h_1 = (t^1, q^1)$ and $h_2 = (t^2, q^2)$ where $t^1 s = s$, $q^1 p = q_s p$, $t^2 s = t s$, $q^2 p = p$.

At the level of functors and natural transformations, this is to say that a natural transformation $(\Sigma s: S, P s \Rightarrow -) \to (\Sigma s: S', P' s \Rightarrow -)$, which we know must always be of the form $\lambda(s, v). (t s, v \circ q_s)$, always factors through the functor $\Sigma s: S, P'(t s) \Rightarrow -$.

Considerably more interestingly, this proposition can be strengthened to a factorization of any directed container morphism, in other words, of any morphism between two container comonads.

**Proposition 2.** If, in the situation of Proposition 1, $C$ and $C'$ come with directed container structures $(\downarrow, \circ, \oplus)$ resp. $(\downarrow', \circ', \oplus')$, and $h$ is a directed container morphism, then $C^*$ also carries a directed container structure, and $h_1^\downarrow$ and $h_2^\downarrow$ are directed container morphisms.

**Proof.** We define the directed container structure on $C^*$ as $s \downarrow^* \circ^* s = s \downarrow q_s \circ' t s$, $p \uplus^* s \circ' = p \circ' t s \circ' s$. It is straightforward to verify that these data obey the laws a directed container:

- $s \downarrow^* \circ^* s = s \downarrow q_s \circ' t s = s \downarrow q_s = s$
- $s \downarrow^* (p \uplus^* s \circ' p') = s \downarrow q_s (p \circ' t s p') = s \downarrow q_s p \oplus q_s (t s p')$
- $o^* \oplus^* s p = s \circ' t s \oplus^* p = p$
- $(p \uplus^* s \circ' s) \uplus^* p'' = (p \circ' t s) \uplus^* p'' = p \circ' t s \circ' s (p' \circ' t s \circ' s) (p' \circ' t s \circ' s) (p' \circ' t s \circ' s) (p' \circ' t s \circ' s)

That $h_1^\downarrow$ and $h_2^\downarrow$ satisfy the directed container morphism laws is also straightforward.

Let us now see what this means on our examples of directed container morphisms.
Let both \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed container for the nonempty lists comonad. Let us consider \(t n = n \div 2\) and \(q_n i = 2 \ast i\). This directed container morphism factors through the directed container \((S^n, P^n, \downarrow^n, o^n, \oplus^n)\) defined by \(S^n = \mathbb{N}\), \(P^n n = \{0..n \div 2\}, \downarrow^n i = n - 2 \ast i\), \(o^n_n = 0\), \(i \oplus^n_n j = i + j\). This corresponds to the comonad \(\mathbb{D}^* X = 2 \times X^+ \cong \Sigma^n : \mathbb{N} : \{0..n \div 2\} \Rightarrow X\), \(\varepsilon^n (b, (x_0, x_1, ..., x_m)) = x_0\), \(\delta^n (b, (x_0, x_1, ..., x_m)) = (b, (b(x_0, x_1, ..., x_m), (b(x_1), ..., b(x_m)))), \ldots\). Here the thinking is that to recover \(n\) from \(m = n \div 2\), one has to also know the parity of \(b\).

Let \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed containers for the nonempty lists comonad and the labelled finite binary trees comonad. Let \(t n = \{w \in 2^n \mid |w| = n\}\) and \(q_n u = |u|\). This directed container morphism factors through the directed container \((S^n, P^n, \downarrow^n, o^n, \oplus^n)\) defined by \(S^n = \mathbb{N}\), \(P^n n = \{u \in 2^n \mid |u| \leq n\}, \downarrow^n u = n - |u|\), \(o^n_n = ()\) and \(u \oplus^n_n v = u \ast v\). This is the comonad of labelled perfectly balanced binary trees.

Let \((S, P, \downarrow, o, \oplus)\) and \((S', P', \downarrow', o', \oplus')\) be the directed containers for the labelled finite binary trees comonad and nonempty lists comonad. Let \(t b\) be the length of the unique prefix in \(b\) of the stream \(0^\omega\), i.e., the unique \(n\) such that \(0^n \in b\). Let \(q_b i = 0^i\). The directed container morphism \((t, q)\) factors through the directed container \((S^n, P^n, \downarrow^n, o^n, \oplus^n)\) defined by \(S^n = \text{"bars"}, P^n b = \{0..t b\}, \downarrow^n i = \{v \mid 0^i \cdot v \in b\}, o^n_b = 0, i \oplus^n_j = i + j\). This is a comonad of finite binary trees labelled along the leftmost path only. The counit extracts the label of the root node of the given tree. The comultiplication replaces the label of each node on the leftmost path with the subtree rooted by that node.

That the above-described factorization of container comonad morphisms should be possible is curious and by no means “granted.” Strengthening the factorization of Proposition 1 to morphisms between container monads, for instance, does not work: the middle container functor is generally not a monad and the two natural transformations are not monad morphisms. Indeed, should \(C, C'\) be mnd-containers in the sense of [17], \(C^n\) will in general not be a mnd-container. For it to be one, from the given operations \(\bullet : (\Sigma s : S, P s \Rightarrow S) \rightarrow S\) and \(\bullet' : (\Sigma s : S', P' s \Rightarrow S') \rightarrow S'\) (the shape maps for the multiplications of the corresponding monads), we would need to produce an operation \(\bullet : (\Sigma s : S, P'(t s) \Rightarrow S) \rightarrow S\) (the shape map for the multiplication of a hypothetical middle monad). To define such an operation \(\bullet\) in terms of \(\bullet\), we would need a way to turn a given function \(v : P'(t s) \rightarrow S\) into a function \(v' : P s \rightarrow S\), but we cannot, since we cannot invert \(q_s : P'(t s) \rightarrow P s\). To define \(\bullet\) in terms of \(\bullet'\), we would need to be able to convert a given shape \(s : S'\) into a shape \(s' : S\), but we cannot invert \(t : S \rightarrow S'\) in general.

Let us also note that, in the light of the equivalence of \(D\text{Cont}\) and \((\text{Cat})^{op}\), our factorization of directed container morphisms is reminiscent of the full image factorization of functors [15]. In fact, it was the full image factorization that first led us to the above factorization of directed container morphisms. Specifically, given a functor \(F : C \rightarrow D\), its full image is the category \(\text{im} F\) with as objects the objects of \(C\), and as morphisms \(X \rightarrow Y\) the morphisms \(FX \rightarrow FY\) of \(D\). The full image of \(F\) also comes with two functors: \(\overline{F} : C \rightarrow \text{im} F\) that acts as identity on objects and as \(F\) on morphisms, and \(\overline{\overline{F}} : \text{im} F \rightarrow D\) that acts as \(F\) on objects and as identity on morphisms. As such, \(\overline{F}\) is the analogue of \(h^1\) and \(\overline{\overline{F}}\) the analogue of \(h^2\) in the factorization of a directed container morphism \(h\), as defined above. In the next section, we will see that we are indeed dealing with an analogue of full image factorization for cofunctors.
Given a container \( C' = (S', P') \), a coalgebra structure with carrier \( S \) of \([C']^c\) is a map \( \gamma : S \to \Sigma S : S', P's \Rightarrow S \), which splits into \( t : S \to S' \) and \( q : \Pi_{s,S} P' (t s) \to S \). These are exactly the data of a container morphism from the costate container for \( S \) to \( C' \). If \( E' = (S', P', \langle \cdot', \odot', \oplus' \rangle) \) is a directed container, then \( \gamma \) is a coalgebra of the container comonad \( [E']^{dc} \) if \( t, q \) satisfy \( t (q, p) = t s \langle p' \rangle, s = q_s \langle \odot' \rangle s, q_{s,p} p' = q_s (p \oplus' s p') \). These laws coincide with those of a directed container morphism from the costate directed container for \( S \) to \( E' \).

Hence the factorization of morphisms between container functors (comonads) immediately gives us a factorization of container functor (comonad) coalgebra structures: a functor (comonad) coalgebra structure \( \gamma : S \to \Sigma S : S', P's \Rightarrow S \) given by \( (t, q) \) factors as a composition of a functor (comonad) coalgebra structure \( \gamma^* : S \to \Sigma S : S. P'(t s) \Rightarrow S \) given by \( (1_d, q) \) and a natural transformation (comonad morphism) given by \( (t, \lambda_s, 1) \).

### 4 Decomposing general comonad morphisms

We now proceed to showing that the observations we made about morphisms between container comonads on \( \text{Set} \) hold about general comonads on general categories, under some assumptions. Specifically, they hold for comonad morphisms to comonads whose underlying functor preserves Cartesian natural transformations to itself on any category \( C \) with finite limits. For this, we first need to generalize identity-on-shapes and identity-on-positions-in-every-shape directed container morphisms to general comonad morphisms.

For an endofunctor \( D \), which we think of as a datatype, we proceed from the idea that the shape of a datastructure in \( DX \) is its image under \( !_X \) in \( D1 \), which we treat as the object of shapes of \( D \). A natural transformation \( \phi : D \to D' \) between two datatypes can thus be considered bijective as a shape map if \( \phi_1 : D1 \to D'1 \) is an isomorphism.

We avoid introducing any objects of positions. We just think of a natural transformation \( \psi : D^* \to D' \) as bijective as a position map for any shape in \( D^*1 \) and its image under \( \psi_1 \) in \( D'1 \) if \( \psi \) is Cartesian, i.e., if all its naturality squares

\[
\begin{array}{ccc}
D^*X & \xrightarrow{\psi_X} & D'X \\
D^*Y & \xrightarrow{\psi_Y} & D'Y \\
\end{array}
\]

are pullbacks. This is motivated by the following considerations. In the presence of a terminal object \( 1 \), it is sufficient (while trivially necessary) for Cartesianness of \( \psi \) that just the naturality squares for maps \( !_X : X \to 1 \), i.e.,

\[
\begin{array}{ccc}
D^*X & \xrightarrow{\psi_X} & D'X \\
D^*1 & \xrightarrow{\psi_1} & D'1 \\
\end{array}
\]

are pullbacks (cf. [14, Sec. 3.2]), because then, for any \( f : X \to Y \), both the bottom square and outer square in the following diagram are pullbacks, and hence so is the top square, which is the naturality square for \( f \):
In the case of \( C = \text{Set} \), the naturality square for \( !_X \) being a pullback means that \( D^*X \) is isomorphic to the set of pairs \((s, xs) : D^*1 \times D^*X \) such that \( \psi_1 s = D^!_X xs \), i.e., a shape \( s \) for \( D^* \) together with a datastructure \( xs \) in \( D'X \) whose shape is the image of \( s \) under the shape map \( \psi_1 \). Since the map \( \psi_X \) is, up to this isomorphism, just the 2nd projection, and it is also natural in \( X \), it must send datastructures in \( D^*X \) to datastructures in \( D'^*X \) linearly, i.e., without discarding or duplicating any data (elements of \( X \)) contained in them.

We need to work with endofunctors preserving Cartesian natural transformations to themselves. We say that an endofunctor \( D' \) preserves Cartesian natural transformations to \( D' \) if, for any endofunctor \( D \) and Cartesian natural transformation \( \tau : D \to D' \), the natural transformation with components \( D'^*\tau_X : D'^*D^*X \to D'^*D'^*X \) is also Cartesian. This may sound like a peculiar concept but was also needed by Kelly in his work on clubs and datatypes \cite[Prop. 3.1]{Kelly}. Container functors have this property since they preserve arbitrary pullbacks.

We first show that natural transformations factorize as expected in the above sense.

\[ \textbf{Theorem 3} \text{ (cf. \cite[Sec. 3.2]{Kelly})}. \text{ Given a category } C \text{ with finite limits and two endofunctors } D \text{ and } D', \text{ a natural transformation } \tau \text{ from } D \text{ to } D' \text{ admits a factoring through a third endofunctor } D^*, \text{ as depicted here,} \]

\[
\begin{array}{c}
\xymatrix{DX \ar[r]^\tau & D'X} \\
\phi_X \ar[rr]_{\psi_X} & & D'^*X
\end{array}
\]

with the properties that

\begin{itemize}
  \item \( \phi_1 : D1 \to D^*1 \) is an isomorphism and
  \item \( \psi : D^* \to D' \) is Cartesian.
\end{itemize}

\textbf{Proof.} For any \( X \), we construct \( D^*X \) together with \( \psi_X : D^*X \to D'X \) and \( \pi_X : D^*X \to D1 \) as a pullback. Further, we construct \( \phi_X : DX \to D^*X \) as a unique map to this pullback.

\[
\begin{array}{c}
\xymatrix{DX \ar[r]^\tau & D'X} \\
\phi_X \ar[rr]_{\psi_X} & & D'^*X \\
D'^*X \ar[u]^\tau \ar[r]_{\pi_X} & D1 \ar[d]_{\tau_1} \ar[r]^\tau & D'1
\end{array}
\]

The latter construction presupposes commutation of the outer square above, which is immediate by the naturality of \( \tau \). Note that \( B \) gives us the desired factorization of \( \tau \).

For any \( f : X \to Y \), we construct the map \( D^*f : D^*X \to D^*Y \) as a unique map to the pullback \( D'^*Y \):

\[
\begin{array}{c}
\xymatrix{D^*X \ar[r]^\psi_X & D'X} \\
\ar[r]_{\pi_X} & D1 \ar[r]_{\tau_1} & D'1
\end{array}
\]

\[ \stackrel{3}{\text{More precisely, composition with } D' \text{ from the left preserves them. The terminology is from Garner \cite{Garner}.}} \]
This presupposes the commutativity of the outer square, which follows straightforwardly from $A$ and uniqueness of maps to 1. We omit the identity and composition preservation proofs – these follow straightforwardly from $\text{id}_D \cdot X$ and $D^*g \circ D^*f$ satisfying the same unique map properties as $D^* \text{id}_X$ and $D^*(g \circ f)$.

The naturality square of $\phi$ for a map $f : X \to Y$ follows from both paths in it satisfying the properties of the unique map to the pullback $D^*Y$ in the diagram

The commutativity of the outer square above follows from $C$, the naturality of $\tau$, and uniqueness of maps to 1.

The naturality of $\psi$ and $\pi$ are just $D$ and $E$.

To show that $\phi_I : D^1 \to D^*1$ is an isomorphism, we prove $\pi_1 : D^*1 \to D^1$ to be its inverse. That the equation $\pi_1 \circ \phi_I = \text{id}_{D^1}$ holds is proved as follows:

The equation $\phi_I \circ \pi_1 = \text{id}_{D^*1}$ holds because both sides satisfy the properties of the unique map to the pullback $D^*1$ in the diagram

where the outer square commutes because $D^1 = \text{id}_{D^1}$ and $D^I_1 = \text{id}_{D^I_1}$. Indeed, $\phi_I \circ \pi_1$ makes the two triangles above commute as follows:

$D^*1 \\ \pi_1 \downarrow \\
\phi_1 \\ D^1 \\
\pi_1 \\ D^I_1 \\
$
And so does $\text{id}_{D^1}$:

$\begin{align*}
D^*1 & \xrightarrow{\pi_1} D1 \\
\downarrow_{\pi_1} & \quad \quad \quad \Downarrow_{\tau_1} \\
D^1 & \xrightarrow{\psi_1} D'1
\end{align*}$

Finally, we must show that $\psi$ is Cartesian, i.e., that the naturality squares

$\begin{align*}
D^*X & \xrightarrow{\psi_X} D'X \\
\downarrow_{D^*1_X} & \quad \quad \Downarrow_{D'^{1}_X} \\
D^1 & \xrightarrow{\psi_1} D'1
\end{align*}$

for $!_X : X \to 1$ are pullbacks. This follows from $D^*X$ being a pullback if we replace the node $D1$ by $D^1$, which we know to be isomorphic:

Next we establish that not only do natural transformations factorize, but comonad morphisms do as well.

**Theorem 4.** If, in the situation of Theorem 3, $D'$ preserves Cartesian natural transformations to $D'$, both $D$ and $D'$ carry a comonad structure, and $\tau$ is a comonad morphism, then the constructed functor $D^*$ also carries a comonad structure, and $\phi$ and $\psi$ are comonad morphisms.

**Proof.** We define the counit $\varepsilon^*$ straightforwardly by

$$\varepsilon^*_X = D^*X \xrightarrow{\psi_X} D'X \xrightarrow{\varepsilon^*_X} X$$

We construct the comultiplication $\delta^*$ as a unique map to $D^* D^* X$ as a pullback obtained by pasting three pullbacks (of those, the right upper one is a pullback because $D'$ preserves Cartesian natural transformations to $D'$):
This presupposes that the outer square above commutes, which is proved as follows:

Next, we prove comonad laws for $D^*$. The counital laws $\varepsilon_{D^*X} \circ \delta_X = \text{id}_{D^*X} = D^* \varepsilon_X \circ \delta_X$ hold because all three sides satisfy the properties of a unique map to the pullback $D^*X$:

For $\text{id}_{D^*X}$, the two triangles above commute trivially. That they also commute for $\varepsilon_{D^*X} \circ \delta_X$ is proved as follows:
And that they also commute for $D^*\varepsilon^*_X \circ \delta^*_X$ is proved as follows:

The coassociativity law $\delta^*_X \circ \delta^*_X = D^*\delta^*_X \circ \delta^*_X$ holds because both sides satisfy the properties of a unique map to $D^*D^*D^*X$ as a pullback obtained by pasting together four pullbacks (of those, the middle and the right upper one are pullbacks since $D'$ preserves Cartesian natural transformations to $D'$):
That $\delta^*_{D^*X} \circ \delta^*_X$ satisfies the two triangles in the above diagram is verified as follows:

\[
\begin{array}{ccc}
D^*X & \overset{\psi_X}{\rightarrow} & D'X \\
\downarrow^X & & \downarrow^X \\
D1 & \overset{\delta^*_X}{\rightarrow} & D'X \\
\downarrow^X & & \downarrow^X \\
D^*D1 & \overset{\delta^*_D}{\rightarrow} & D^*D'X \\
\downarrow^X & & \downarrow^X \\
DDD1 & \overset{\delta^*_{DDD1}}{\rightarrow} & D^*D^*D1 \\
\end{array}
\]

(This uses that $\phi$ preserves comultiplication, which is proved below.)

That also $\delta^*_{D^*X} \circ \delta^*_X$ satisfies the same diagrams is checked as follows:

\[
\begin{array}{ccc}
D^*X & \overset{\psi_X}{\rightarrow} & D'X \\
\downarrow^X & & \downarrow^X \\
D1 & \overset{\delta^*_X}{\rightarrow} & D'X \\
\downarrow^X & & \downarrow^X \\
D^*D1 & \overset{\delta^*_D}{\rightarrow} & D^*D'X \\
\downarrow^X & & \downarrow^X \\
DDD1 & \overset{\delta^*_{DDD1}}{\rightarrow} & D^*D^*D1 \\
\end{array}
\]

That $\psi$ is a comonad morphism is straightforward. Indeed, the counit preservation law holds by the definition of $\varepsilon^*$ while equation $\begin{array}{c}F\end{array}$ is the comultiplication preservation law.

It remains to prove that $\phi$ is also a comonad morphism.

The counit preservation law $\varepsilon^* \circ \phi = \varepsilon$ is proved as follows:

\[
\begin{array}{ccc}
DX & \overset{\phi_X}{\rightarrow} & D^*X \\
\downarrow^X & \bowtie & \downarrow^X \\
X & \overset{\tau_X}{\rightarrow} & X \\
\end{array}
\]

The comultiplication preservation law $\delta^*_X \circ \phi_X = D^*\phi_X \circ \phi_DX \circ \delta_X$ holds because both
the left-hand and right-hand sides satisfy the properties of a unique map to \( D^*D^*X \):

That \( \delta^*_X \circ \phi^*_X \) satisfies the two triangles in the above diagram is verified as follows:

That \( D^*\phi^*_X \circ \phi^*_D \circ \delta^*_X \) also satisfies the same two triangles is checked as follows:

Let us briefly compare the situation of Theorem 4 with the full image factorization of functors discussed in Section 3. Given a functor \( F : C \to D \), the category \( \overline{\text{im}}F \), together with the associated functors \( \overline{F} \) and \( \overline{\overline{F}} \), arises as in the following pullback diagram in \( \text{Cat} \):

where \( \text{codisc}(C_0) \) is the codiscrete category on the set of objects of \( C \) (the cofree category). The arrows \( 1^C \) and \( 1^D \) are the unique identity-on-objects functors.
We are dealing with the following pullback diagram in $\text{Comonad}(\mathcal{C})$:

![Diagram of pullback]

This is obtained from the first diagram in the proof of Theorem 3, read as a diagram in $[\mathcal{C},\mathcal{C}]$ rather than $\mathcal{C}$, by replacing the constant functors $D_1$ and $D'_1$ by the corresponding cofree comonads (the coreader comonads for $D_1$ and $D'_1$). The special case for container comonads is, in the view of the equivalence of $\mathbf{DCont}$ and $(\mathbf{Cat}^{\rightarrow})^\text{op}$, an analogue of full image factorization for cofunctors: a pushout diagram in $\mathbf{Cat}$ involving discrete categories.

We do not prove it here, but the factorization asserted in Theorem 3 is unique up to a unique natural isomorphism (cf. [14, Sec. 3.2]). The factorization of Theorem 4 is unique up to a unique isomorphism of comonads. Thus in fact we have factorization systems on $[\mathcal{C},\mathcal{C}]$ and on the full subcategory of $\text{Comonad}(\mathcal{C})$ given by underlying functors preserving Cartesian natural transformations to themselves. The “epis” of these factorization systems are natural transformations resp. comonad morphisms $\phi$ such that $\phi_1$ is an isomorphism; the “monos” are Cartesian natural transformations resp. comonad morphisms.

We conclude by specializing the above results to the factorization of functor coalgebras and comonad coalgebras. This uses the costate functor and costate comonad.

▶ Proposition 5. In a Cartesian closed category $\mathcal{C}$, given an object $S$, the functor $D^S = S \times (S \Rightarrow -)$ (the costate functor for $S$) carries a comonad structure (the costate comonad).

**Proof.** Immediate from the fact that $D^S$ is defined as the composition of the adjoint functors $S \times -$ and $S \Rightarrow -$. Accordingly, the counit and comultiplication $\varepsilon^S$ and $\delta^S$ are constructed from the counit and unit of the adjunction: $\varepsilon^S_X = \text{ev}_{S,X} : S \times (S \Rightarrow X) \to X$, $\delta^S_X = S \times \text{coev}_{S,S \Rightarrow X} : S \times (S \Rightarrow X) \to S \times (S \Rightarrow (S \times (S \Rightarrow X)))$. ◀

Coalgebras of functors (resp. comonads) are the same as natural transformations (resp. comonad morphisms) from the costate functor (resp. comonad). This result is analogous to the well-known result about algebras of functors (resp. monads) and natural transformations (resp. monad morphisms) to the continuation functor (resp. monad) [13, 10].

▶ Proposition 6.  
1. In a Cartesian closed category $\mathcal{C}$, given a strong functor $D'$, there is a bijection between maps from $S$ to $D'S$ and natural transformations from $D^S$ to $D'$.
2. If $D'$ is a comonad, the same bijection restricts to a bijection between comonad coalgebras of $D'$ with carrier $S$ and comonad morphisms from $D^S$ to $D'$.

**Proof (sketch).** We use that tensorially strong functors are internally functorial. We construct the bijection as follows.

Given a map $\gamma : S \to D'S$, we define a natural transformation $\tau : D^S \to D'$ by

$$
\tau_X = S \times (S \Rightarrow X) \xrightarrow{\gamma \times \text{func}^{D'}_{S,X}} D'S \times (D'S \Rightarrow D'X) \xrightarrow{\varepsilon^D_{D'S,D'X}} D'X
$$

If $D'$ is a comonad and $\gamma$ satisfies the laws of a comonad coalgebra structure, then $\tau$ satisfies the laws of a comonad morphism.
Given a natural transformation \( \tau : D^S \rightarrow D' \), we define a map \( \gamma : S \rightarrow D'S \) by

\[
\gamma = S \xrightarrow{\langle \text{id}_S, ! \rangle} S \times 1 \xrightarrow{S \times \text{id}_\tau} S \times (S \Rightarrow S) \xrightarrow{\tau_S} D'S
\]

If \( D' \) is a comonad and \( \tau \) satisfies the laws of a comonad morphism, then \( \gamma \) satisfies the laws of a comonad coalgebra structure.

The two transformations are mutual inverses.

Using what we have learned about the costate functor and costate comonad, we obtain a decomposition of functor coalgebras and comonad coalgebras.

**Theorem 7.**

1. Given a Cartesian closed finitely complete category \( C \), a strong functor \( D' \) preserving Cartesian natural transformations to \( D' \), and a map \( \gamma : S \rightarrow D'S \), then \( \gamma \) admits a factoring through the object \( D^*S \) for another functor \( D^* \), as depicted below

\[
\begin{array}{ccc}
S & \xrightarrow{\gamma} & D^*S \\
\gamma & \searrow & \downarrow \psi_S \\
& & D'S
\end{array}
\]

with the properties that

- \( D^*! \circ \gamma^* : S \rightarrow D^*1 \) is an isomorphism and
- \( \psi : D^* \rightarrow D' \) is Cartesian.

2. If \( D' \) is a comonad and \( \gamma \) is a comonad coalgebra structure, then \( D^* \) is a comonad, \( \gamma^* \) is a comonad coalgebra structure and \( \psi \) is a comonad morphism.

**Proof (sketch).** This is a corollary of Theorems 3, 4 and the last two propositions.

The given map \( \gamma : S \rightarrow D'S \) induces a natural transformation \( \tau : D^S \rightarrow D' \). From this, we get a functor \( D^* \) and two natural transformations \( \phi : D^S \rightarrow D^* \) and \( \psi : D^* \rightarrow D' \), whereby \( \phi_1 : D^S1 \rightarrow D^*1 \) is an isomorphism and \( \psi \) is Cartesian. We construct \( \gamma^* : S \rightarrow D^*S \) as the composition \( \phi_1 \circ (S \times \text{id}_S) \circ \langle \text{id}_S, ! \rangle \). The map \( D^*! \circ \gamma^* \) is an isomorphism thanks to commutation of the diagram

\[
\begin{array}{ccc}
S & \xrightarrow{\gamma^*} & D^*S \\
\phi_1 & \searrow & \downarrow \psi \\
& & D^*1
\end{array}
\]

**5 Conclusion**

We have demonstrated that two observations about comonads that are immediate for container comonads on \( \text{Set} \) also hold more generally for comonads whose underlying functor preserves Cartesian natural transformations to itself on any finitely complete category. These observations concern shapes and positions (in terms of comonad morphisms being bijective on shapes or bijective on positions between corresponding pairs of shapes), and demonstrate that comonads generally, not just container comonads, are usefully analyzed in terms of shapes and positions and exhibit noteworthy properties expressible in these terms.
In other work [6], we have shown that container comonad coalgebras and container comonad morphisms can be seen as generalized asymmetric (i.e., server-client) lenses, which are a device for keeping a client’s view of a database in sync with the master copy at a server. Shapes in the two directed containers are states of the two databases, positions are updates. The factorization results presented in this paper say that such lenses factorize into two lenses, whereof the first is identity on states and the second is identity on updates for every state.
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Abstract

We argue that cartesian bicategories, often used as a general categorical algebra of relations, are also a natural setting for the study of the axiom of choice (AC). In this setting, AC manifests itself as an inequation asserting that every total relation contains a map. The generality of cartesian bicategories allows us to separate this formulation from other set-theoretically equivalent properties, for instance that epimorphisms split. Moreover, via a classification result, we show that cartesian bicategories satisfying choice tend to be those that arise from bicategories of spans.

2012 ACM Subject Classification  Theory of computation → Categorical semantics; Theory of computation → Logic

Keywords and phrases  Cartesian bicategories, Axiom of choice, string diagrams

Introduction

Cartesian bicategories were introduced by Carboni and Walters [8] as a categorical algebra of relations and an alternative to Freyd and Scedrov’s allegories [14]. In recent years they have been receiving renewed attention by researchers interested in string-diagrammatic languages. Indeed, thanks to the compact closed structure induced by Frobenius bimonoids, cartesian bicategories have proved to be an appropriate mathematical playground for compositional studies of different kinds of feedback systems. For instance, signal flow graphs [21], which are circuit-like specifications of linear dynamical systems, form a cartesian bicategory [3]. Moreover, the fact that cartesianity only holds laxly makes them able to serve as “resource-sensitive” syntax, as outlined in [4], where free cartesian bicategories were proposed as a resource-sensitive generalisation of Lawvere theories.

Free cartesian bicategories were also used in [5], where we showed that their algebraic presentation can be seen as an equational characterisation of well-known logical preorder, namely those arising from query inclusion of conjunctive queries (aka regular logic). The deep relationship between cartesian bicategories and regular logic – already alluded to in [8] – was also recently touched upon by Fong and Spivak [11].

In cartesian bicategories, it is important to distinguish between arbitrary morphisms – which can be thought of as relations – and a certain class of morphisms called maps, which can be thought of as functions. A fundamental result [8, Theorem 3.5] states that, for a cartesian bicategory \( B \) satisfying the property of functional completeness, (i) the subcategory of maps (denoted by \( \text{Map}(B) \)) is regular and (ii) the category of relations over the category of maps (\( \text{Rel}(\text{Map}(B)) \)) is biequivalent to \( B \). Unfortunately, this beautiful result is not relevant for

\[\text{Rel}(\text{Map}(B))\]


---

1 RFC Walters referred to the modular law of allegories as a *formica mentale*, a “complication which prevents thought” (http://rfcwalters.blogspot.com/2009/10/categorical-algebras-of-relations.html).
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free cartesian bicategories: for instance the categories obtained by the algebraic presentations in [4] and [5] do not arise from the Rel(\cdot) construction.

For this reason in [5], we needed to rely on an alternative construction Span\sim{} that we believe is of independent interest. First, it requires less structure of the underlying category: while \text{Rel}(\cdot) requires a regular category, Span\sim{} requires merely the presence of weak pullbacks. Second, while in the category of sets and functions both constructions yield the usual category of relations, as we shall see, there are important cases in which they differ.

Our main contribution is an analogue of the aforementioned result for Span\sim{}, namely that Span\sim\text{Map}\mathcal{B} is biequivalent to \mathcal{B}. In this setting, Carboni and Walters’ functional completeness can be relaxed to a weaker condition that we call having enough maps, but an additional assumption is necessary: \mathcal{B} has to satisfy the axiom of choice. Indeed, our main result (Theorem 30) asserts that a cartesian bicategory \mathcal{B} with enough maps satisfies the axiom of choice if and only if \mathcal{B} is biequivalent to Span\sim\text{Map}\mathcal{B}.

This characterisation motivates a closer look at the axiom of choice, one of the best known – and most controversial – axioms of set theory [16]. It has many ZF-equivalent formulations, some requiring only very basic concepts. One is:

Every total relation contains a map.

Our starting observation is that this condition is natural to state in the language of cartesian bicategories. Another way of viewing our main result is, therefore, a characterisation of cartesian bicategories with enough maps that satisfy the axiom of choice as precisely those that arise via the Span\sim{} construction.

Given the innovations of topos theory [19] in foundations of mathematics, the question of whether or not to accept the axiom of choice is nowadays less absolute (and therefore less heated). Indeed, if a topos is a mathematical “universe”, then it holds in some and not in others, thus accepting/rejecting choice turns from a philosophical question into a practical matter. Interpreting choice inside a category does not need the full power of the internal language of a topos – it suffices if the category in question captures basic properties of relations. Cartesian bicategories can therefore be seen as an amusing setting for the study of the axiom of choice. Indeed, the advantage of a weaker language is a finer grained analysis: e.g. we shall see that properties well-known to be equivalent to choice in ZF (e.g. surjective functions split) are different as properties of cartesian bicategories.

Structure of the paper. We start by giving an overview of a few important concepts of cartesian bicategories in Section 1. In Section 2 we define the axiom of choice in cartesian bicategories, the property of “having enough maps” and discuss ramifications of this, including a useful characterisation. In Section 3 we introduce the Span\sim{} construction and prove several useful results that are necessary for showing the classification theorem in Section 4. In Section 5, we compare the constructions Rel(\mathcal{C}) and Span\sim\mathcal{C} and show that they coincide if regular epis split in \mathcal{C}.

We would like to thank Aleks Kissinger and the team behind TikZiT, which was used to create the diagrams in this paper.

1 Cartesian bicategories

We start by recalling the notion of cartesian bicategory [8]. We will often use string diagrams [23] as a graphical notation for morphisms: given a symmetric monoidal category \mathcal{B} with monoidal product \otimes and monoidal unit \textit{I}, a wire \includegraphics[width=1cm]{wire.png} denotes \textit{id}_X, the identity for an
arbitrary object \( X \) of \( \mathcal{B} \), while a box \( X \overset{R}{\to} Y \) denotes an arbitrary morphism \( R: X \to Y \) of \( \mathcal{B} \); for \( R: X \to Y \) and \( S: Y \to Z \), the composition \( R; S: X \to Z \) is depicted as \( X \overset{R}{\to} Y \overset{S}{\to} Z \); for \( R: X \to Y \) and \( S: Z \to W \), \( R \otimes S: X \otimes Z \to Y \otimes W \) is depicted as \( X \overset{R}{\otimes} Z \overset{S}{\to} Y \otimes W \); symmetries \( \sigma: X \otimes Y \to Y \otimes X \) are drawn as \( X \overset{\sigma}{\otimes} Y \); the identity for \( I \) as an empty diagram \( \emptyset \). When clear from the context, we will avoid labelling wires.

**Definition 1.** A cartesian bicategory is a symmetric monoidal category \( \mathcal{B} \) enriched over the category of posets. Every object \( X \in \mathcal{B} \) is equipped with morphisms

\[
\begin{align*}
\bullet & : X \to X \otimes X \quad \text{and} \quad \star : X \to I
\end{align*}
\]

such that

- \( \bullet \) and \( \star \) form a cocommutative comonoid, that is they satisfy

\[
\begin{align*}
\bullet \bullet & = \bullet \\
\star \star & = \star
\end{align*}
\]

- \( \bullet \) and \( \star \) have right-adjoints \( \overset{X}{\bullet} \) and \( \overset{X}{\star} \) respectively, that is

\[
\begin{align*}
\overset{X}{\bullet} \overset{X}{\bullet} & \leq \overset{X}{\bullet} \\
\overset{X}{\star} \overset{X}{\star} & \leq \overset{X}{\star}
\end{align*}
\]

- The Frobenius law holds, that is

\[
\begin{align*}
\bullet \overset{X}{\bullet} \overset{X}{\bullet} & = \overset{X}{\bullet} \\
\overset{X}{\star} \overset{X}{\star} & = \overset{X}{\star} \overset{X}{\star} \overset{X}{\star}
\end{align*}
\]

- Each morphism \( R: X \to Y \) is a lax comonoid homomorphism, that is

\[
\begin{align*}
\overset{X}{R} \overset{X}{R} \overset{X}{R} & \leq \overset{R}{R} \\
\overset{X}{R} \overset{X}{R} & \leq \overset{X}{R} \overset{X}{R}
\end{align*}
\]

- The choice of comonoid on every object is coherent with the monoidal structure\(^2\) in the sense that

\[
\begin{align*}
\overline{\bullet} & = \overline{\bullet} \\
\overline{\star} & = \overline{\star}
\end{align*}
\]

A morphism of cartesian bicategories is a monoidal functor preserving the ordering and the chosen monoids and comonoids.

\(^2\) In the original definition of [8] this property is replaced by requiring the uniqueness of the comonoid/-monoid. However, as suggested in [22], coherence seems to be the property of primary interest.
The archetypal example of a cartesian bicategory is the category of sets and relations \( \textbf{Rel} \), with cartesian product of sets, hereafter denoted by \( \times \), as monoidal product and \( 1 = \{\bullet\} \) as unit \( I \). To be precise, \( \textbf{Rel} \) has sets as objects and relations \( R \subseteq X \times Y \) as arrows \( X \to Y \). Composition and monoidal product are defined as expected:

\[
R; S = \{(x, z) \mid \exists y \text{ s.t. } (x, y) \in R \text{ and } (y, z) \in S\},
\]

\[
R \otimes S = \{((x_1, x_2), (y_1, y_2)) \mid (x_1, y_1) \in R \text{ and } (x_2, y_2) \in S\}.
\]

For each set \( X \), the comonoid structure is given by the diagonal function \( X \to X \times X \) and the unique function \( X \to 1 \), considered as relations. That is

\[
X = \{(x, (x, x)) \mid x \in X\}
\]

and

\[
X = \{(\bullet, x) \mid x \in X\}.
\]

Their right adjoints are given by their opposite relations:

\[
X = \{((x, x, x)) \mid x \in X\}
\]

and

\[
X = \{(\bullet, x) \mid x \in X\}.
\]

The reader can easily check that the four inequalities are satisfied and that, moreover, the Frobenius law holds. The right adjoints also enjoy an additional property that holds in any cartesian bicategory.

▶ Lemma 2. \( \bullet \) and \( \bullet \) form a commutative monoid, that is

\[
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\end{array}
\]

To appreciate the property that every morphism is a lax-comonoid homomorphism, it is useful to spell out its meaning in \( \textbf{Rel} \): in the first inequality, the left and the right-hand side are, respectively, the relations

\[
\{(x, (y, y)) \mid (x, y) \in R\} \quad \text{and} \quad \{(x, (y, z)) \mid (x, y) \in R \text{ and } (x, z) \in R\},
\]

while in the second inequality, they are the relations

\[
\{(x, \bullet) \mid \exists y \in Y \text{ s.t. } (x, y) \in R\} \quad \text{and} \quad \{(x, \bullet) \mid x \in X\}.
\]

It is immediate to see that the two left-to-right inclusions hold for any relation \( R \subseteq X \times Y \), while the right-to-left inclusions hold exactly when \( R \) is a function: a relation which is single valued and total\(^3\). This observation justifies the following definition.

▶ Definition 3. Let \( R \) be a morphism in a cartesian bicategory. We call \( R \)

\[
\begin{array}{ccc}
\text{single valued if} & \bullet & R \\
\text{total if} & \bullet & \bullet \\
\text{injective if} & \bullet & \bullet \\
\text{surjective if} & \bullet & \bullet \\
\end{array}
\]

By translating the last two inequalities in \( \textbf{Rel} \), similarly to what we have shown in (1) and (2), the reader can immediately check that these correspond to the usual properties of injectivity and surjectivity for relations. Moreover, since the converses of these inequalities hold in cartesian bicategories, the four inequalities are actually equalities.

\(^3\) Requiring every morphism to be a comonoid homomorphism would make \( \otimes \) the categorical product [13] and thus the whole category would be cartesian. Ensuring just lax-comonoid homomorphism makes \( \otimes \) a certain kind of bi-limit, called in [8], bi-product. This fact explains the name cartesian bicategory.
We can characterise all the notions of Definition 3 equivalently in terms of opposite morphisms $R^\text{op}$ which are defined for any morphism $R$ as follows:

\[ R^\text{op} = \begin{array}{cc}
\text{Proposition 4.} & \text{Let } R \text{ be a morphism in a cartesian bicategory.}
\end{array} \]

\[ R^\text{op} \leq R \implies R \text{ is single valued.} \]

\[ R^\text{op} \leq R^\text{op} \implies R \text{ is total.} \]

\[ R^\text{op} \leq R^\text{op} \implies R \text{ is injective.} \]

\[ R^\text{op} \leq R^\text{op} \implies R \text{ is surjective.} \]

In particular, $R$ is surjective iff $R^\text{op}$ is total and $R$ is injective iff $R^\text{op}$ is single valued.

\[ \text{Proof.} \text{ We show the proofs for single valued and total. The proofs for injectivity and surjectivity are analogous. The last statement follows from the others and the fact that } (R^\text{op})^\text{op} = R. \]

- Let $R$ be single valued. Then

  \[ R^\text{op} \leq R \text{, then by the Frobenius law one gets} \]

  \[ \text{Conversely, if } R^\text{op} \leq R \text{, then} \]

- Let $R$ be total. Then

  \[ R^\text{op} \leq R \text{, then} \]

  \[ \text{Conversely, if } R^\text{op} \leq R \text{, then} \]

\[ \text{Definition 5.} \text{ A map in a cartesian bicategory is a morphism } f \text{ that is a comonoid homomorphism, i.e. is single valued and total.} \]

We will write $-f-$ to denote a map $f$ and $-f-$ for its opposite. Note that we use lower-case letters for maps and upper-case for arbitrary morphisms. Following the analogy with $\text{Rel}$, we will often call arbitrary morphisms of a cartesian bicategory relations.

The original treatment of cartesian bicategories in [8] introduces maps as those morphisms that admit a right-adjoint. We show below that this amounts to the same notion.
Proposition 6. A morphism \( f \) is a map if and only if it has a right adjoint \( R \) such that \( \overline{R} \cdot \overline{f} \leq \overline{f} \) and \( \overline{f} \cdot \overline{f} \leq \overline{f} \cdot \overline{R} \). In that case, necessarily \( \overline{R} = \overline{f} \).

Proof. If \( \overline{f} \) is a map, then \( \overline{f} \) is a right-adjoint by Proposition 4.

On the other hand, if \( \overline{f} \) has a right-adjoint \( R \), then it is a map since

\[
\begin{align*}
\overline{f} & \leq \overline{f} \cdot \overline{R} \leq \overline{R} \cdot \overline{f} \\
\overline{R} \cdot \overline{f} & \leq \overline{R} \cdot \overline{R} \cdot \overline{f}
\end{align*}
\]

and

\[
\begin{align*}
\overline{f} & \leq \overline{R} \cdot \overline{f} \leq \overline{R} \cdot \overline{R} \cdot \overline{f} \\
\overline{R} \cdot \overline{R} \cdot \overline{f} & \leq \overline{R} \cdot \overline{f} \\
\overline{R} \cdot \overline{f} & \leq \overline{R} \cdot \overline{R} \cdot \overline{f} \\
\overline{R} \cdot \overline{R} \cdot \overline{f} & \leq \overline{R} \cdot \overline{f}
\end{align*}
\]

Therefore, \( \overline{f} \) is indeed a map and \( \overline{R} = \overline{f} \) by uniqueness of adjoints.

Definition 7. Given a cartesian bicategory \( B \), we define its category of maps, \( \text{Map}(B) \) to have the same objects of \( B \) and as morphism the maps of \( B \).

By the following proposition, the ordering of \( B \) becomes trivial when restricted to maps.

Proposition 8. Let \( f, g \) be maps such that \( f \leq g \). Then \( f = g \).

Proof. Since \( \overline{f} \leq \overline{g} \), also \( \overline{f} \leq \overline{g} \). Therefore

\[
\begin{align*}
\overline{f} & \leq \overline{g} \\
\overline{g} & \leq \overline{f} \cdot \overline{g} \\
\overline{f} \cdot \overline{g} & \leq \overline{f} \\
\overline{f} & \leq \overline{f} \cdot \overline{g} \leq \overline{f} \\
\overline{f} & = \overline{g}
\end{align*}
\]

We have seen that \( \text{Rel} \) is source of intuition for cartesian bicategories. There are many other similar examples; for instance \( \text{LinRel} \), the category of linear relations of vector spaces where the monoidal product is the direct sum of vector spaces. Nevertheless, there are examples of cartesian bicategories that are significantly different, e.g. in which – concretely speaking – the monoidal product does not act as cartesian product on the underlying sets.

Example 9. Recall that a prop is a strict symmetric monoidal category where the objects are the natural numbers and monoidal product on objects is addition. The prop \( \text{ERel} \) of equivalence relations [25, 12, 9, 10, 6] (also called the prop of corelations) has objects natural numbers, where \( n \in \mathbb{N} \) is thought of as the finite set \( \{0, \ldots, n-1\} \). A morphism \( n \to m \) is an equivalence relation on \( n + m \). Composition of an equivalence relation on \( n + m \) with one on \( m + o \) is given by taking the smallest equivalence relation they generate on \( n + m + o \) and restricting it to \( n + o \). Monoidal product is given by disjoint union. See [25, Definitions 2.52 and 2.63] for additional details.

Both \( \text{ERel} \) and \( \text{PERel} \) carry the structure of cartesian bicategories after taking into consideration their posetal enrichment. Here the ordering \( \leq \) is the opposite of set inclusion: \( R \leq S \) if \( R \supseteq S \). Note that for \( \text{PERel} \), we need some extra care. We consider partial
equivalence relations \( R, S : n \rightarrow m \) as equivalence relations \( \bar{R}, \bar{S} \) over \( (n + m) \cup \{ \bot \} \) and then take \( \bar{R} \leq \bar{S} \) if \( \bar{R} \supseteq \bar{S} \). In particular, notice that the completely undefined partial equivalence relation is represented by the chaotic relation on \( (n + m) \cup \{ \bot \} \), and is thus – according to this ordering – the least element in its homset.

To define the comonoid structure it is enough to consider 1, since for arbitrary \( n \) it is forced by coherence (Definition 1). For both \( \text{ERel} \) and \( \text{PERel} \) : \( 1 \rightarrow 2 \) is the equivalence relation equating all the elements of the set \( 1 + 2 \) and \( \bullet : 1 \rightarrow 0 \) equates the single element of the set 1. The monoid structure \( \bullet : 2 \rightarrow 1 \) and \( \bullet : 0 \rightarrow 1 \) is defined in a similar way.

In order to illustrate what maps are in these categories, it is convenient to write \( [i]_R \) for the set \( \{ j \mid (i, j) \in R \} \). Both in \( \text{ERel} \) and \( \text{PERel} \) a morphism \( R : n \rightarrow m \) is total iff for all \( i, j \in n \), \( (i, j) \in R \) implies \( i = j \), and single valued iff for all \( i \in m \), either \( [i]_R = \emptyset \) or there is \( j \in n \) such that \( (i, j) \in R \).

Thus \( \bullet \) is single valued but not total; \( \bullet \) is total but not single valued. In \( \text{PERel} \), the undefined relation \( 0 \rightarrow 1 \), hereafter denoted \( \bot \), is both total and single valued.

### 2 Choice in Cartesian bicategories

One of the many equivalent formulations of the axiom of choice in set theory is

Every total relation contains a map.

In a total relation every element in the domain is related to at least one element in the codomain. A map is obtained by choosing, for each element in the domain, exactly one related element in the codomain. This can be stated in the language of cartesian bicategories.

- **Definition 10 (Choice).** Let \( \mathcal{B} \) be a cartesian bicategory. We say that \( \mathcal{B} \) satisfies the axiom of choice (AC), or that \( \mathcal{B} \) has choice, iff the following holds for any morphism \( R : X \rightarrow Y \):

  \[
  \bullet \leq \begin{array}{cc}
  R & \bullet \\
  \end{array}
  \text{ (} R \text{ is total) implies } \exists \text{ map } f : X \rightarrow Y \text{ such that } f \leq R \text{ (AC)}
  \]

  Observe that the converse implication holds in any cartesian bicategory.

- **Lemma 11.** If \( f \leq R \) then \( \bullet \leq \begin{array}{cc}
  f & \bullet \\
  \end{array} \leq \begin{array}{cc}
  R & \bullet \\
  \end{array} \).

  **Proof.** Obvious, since if \( S \) is total and \( S \leq R \), then \( R \) is total: \( \begin{array}{cc}
  R & \bullet \\
  \end{array} \geq \begin{array}{cc}
  S & \bullet \\
  \end{array} \geq \bullet \).

- **Example 12.**

  - The usual axiom of choice implies that \( \text{Rel} \) satisfies (AC).
  - \( \text{ERel} \) is an example of a cartesian bicategory that does not satisfy (AC). Recall from Example 9 that the ordering is the reverse of inclusion. Therefore, for (AC) to hold would mean that every equivalence relation that satisfies (3) could be included in one that satisfies both (3) and (4). Now consider \( \bullet : 0 \rightarrow 1 \). As seen in Example 9, it is total, but not single valued. Since equivalence relations have to be reflexive, this is also the only morphism of type \( 0 \rightarrow 1 \): clearly AC fails here.
  - Interestingly, \( \text{PERel} \) does satisfy (AC). For example, \( \bullet : 0 \rightarrow 1 \) is included, as an equivalence relation over \( (0 + 1) \cup \{ \bot \} \), in \( \bot \).
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Another common formulation of the axiom of choice in set theory is the assertion that every surjective function $\pi: X \to Y$ splits, namely, there exists a function $\rho: Y \to X$ such that $\rho \circ \pi = id_Y$. A standard categorification of the notion of surjectivity is the notion of epi(morphism): $\pi$ is epi if $\pi \circ f = \pi \circ g$ entails $f = g$. In order to clarify the picture and justify our Definition 10 we will now investigate epimorphisms in cartesian bicategories.

**Lemma 13.** Let $\pi$ be a map in a cartesian bicategory $\mathcal{B}$. Then $\pi$ is an epi in $\mathcal{B}$ if and only if it is surjective.

**Proof.** Let $\pi$ be an epi in $\mathcal{B}$. Since $\pi$ is a map, by Proposition 4, $\pi \circ \bullet \leq \pi \circ \pi \circ \bullet$ and therefore $\pi \circ \bullet = \pi \circ \pi \circ \bullet$.

Since $\pi$ is epi, $\pi \circ \bullet = \pi \circ \pi \circ \bullet$ is total, hence $\pi$ is surjective by Proposition 4.

Assume $\pi$ is surjective. Then $\pi \circ \pi \circ \bullet = \pi \circ \pi \circ \bullet$ by Proposition 4. If now $R, S$ are morphisms such that $\pi \circ \pi \circ \bullet = \pi \circ \pi \circ \bullet$, then $\pi \circ R = \pi \circ S = \pi \circ S$.

**Lemma 14.** Surjective maps split in any cartesian bicategory with choice.

**Proof.** Let $\pi: X \to Y$ be a surjective map. Therefore, $\pi^{op}: Y \to X$ is a total relation, so by (AC) there is a map $g: Y \to X$ such that $g \circ \pi = \pi$.

Now we have $g \circ \pi \circ \bullet \leq \pi \circ \pi \circ \bullet \leq \pi \circ \pi \circ \bullet$ and since both the left hand side and the right hand side of that inequality are maps, we have by Proposition 8 that $g \circ \pi = id_Y$.

### 2.1 Cartesian bicategories with enough maps

The converse of Lemma 14 does not hold in general. The reason is that a general cartesian bicategory might not have enough maps to “cover” all its morphisms in a suitable sense. In order to prove the converse, we need to assume a saturation property.

**Definition 15.** We say a cartesian bicategory has enough maps if for every morphism $R: X \to I$ there is a map $f: Z \to X$ such that $\pi \circ f = R$.

The intuition for this notion is the following: a morphism $R: X \to I$ can be considered as a predicate on $X$. Then having enough maps ensures the existence of a function $f$ that picks out the subset of $X$ where $R$ holds.
Example 16. The description above shows that \textbf{Rel} has enough maps. Also \textbf{ERel} and \textbf{PERel} have both enough maps. We briefly describe the construction for \textbf{ERel}, the one for \textbf{PERel} is similar. For any morphism \( R: n \to 0 \) in \textbf{ERel}, take \( e \) to be the number of the equivalence classes of \( R \). Choose a total ordering for these equivalence classes, so that for each \( i \in e = \{0, \ldots, e-1\} \), we denote by \( R_i \) the \( i \)-th equivalence class of \( R \). Then, define \( f: e \to n \) as the equivalence on \( e + n \)

\[
R \cup \{(i, j) | i \in e \text{ and } j \in R_i\} \cup \{(i, j) | j \in e \text{ and } i \in R_j\}
\]

It is immediate to see that \( f \) satisfies (3) and (4) and that \( \rightarrow \mathcal{R} \rightarrow \bullet \).

Remark 17. A similar property, functional completeness, was already considered in [8]. The important difference is that we don’t require \( f \) to be mono. Ours is a more general notion: every functionally complete cartesian bicategory also has enough maps.

Lemma 18. If a cartesian bicategory has enough maps, then for every morphism \( R: X \to Y \), there are maps \( f: Z \to X \) and \( g: Z \to Y \) such that

\[
\rightarrow \mathcal{R} \rightarrow = \rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow
\]

We call this a comap-map factorisation of \( R \).

Proof. Since there are enough maps, there is a map \( h: Z \to X \otimes Y \) such that

\[
\rightarrow \mathcal{R} \rightarrow = \rightarrow \mathcal{h} \rightarrow \bullet
\]

Let \( \rightarrow \mathcal{f} \rightarrow = \rightarrow \mathcal{h} \rightarrow \bullet \) and \( \rightarrow \mathcal{g} \rightarrow = \rightarrow \mathcal{h} \rightarrow \bullet \), then

\[
\rightarrow \mathcal{h} \rightarrow = \rightarrow \mathcal{h} \rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow = \rightarrow \mathcal{h} \rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow
\]

where the step marked \( \ast \) uses coherence of the comonoid and the fact that \( h \) is a map. Therefore we have

\[
\rightarrow \mathcal{R} \rightarrow = \rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow
\]

Proposition 19. A cartesian bicategory with enough maps satisfies (AC) iff surjective maps split.

Proof. By Proposition 14, it suffices to prove that (AC) holds if surjective maps split. So let \( R: X \to Y \) be a total relation and take a comap-map factorisation \( \rightarrow \mathcal{R} \rightarrow = \rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow \) with maps \( f, g \). Since \( R \) is total,

\[
\rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow \bullet = \rightarrow \mathcal{f} \rightarrow \bullet
\]

so \( f \) is surjective. Since surjective maps split, there exists a map \( h \) that is a pre-inverse of \( f \), so \( h: f = \text{id} \). Then

\[
\rightarrow \mathcal{h} \rightarrow \leq \rightarrow \mathcal{h} \rightarrow \mathcal{f} \rightarrow \mathcal{f} \rightarrow = \rightarrow \mathcal{f} \rightarrow
\]

and therefore \( \rightarrow \mathcal{h} \rightarrow \mathcal{g} \rightarrow \leq \rightarrow \mathcal{f} \rightarrow \mathcal{g} \rightarrow = \rightarrow \mathcal{R} \rightarrow \), so \( R \) contains a map.
The Span^~ construction

In [5], we used a construction that, for any category with finite limits, gives rise to a cartesian bicategory. Since it plays a key role in our main result (Theorem 30), we recall the construction and extend it to arbitrary categories with finite products and weak pullbacks.

We start by recalling the standard notion of bicategory of spans.

Definition 20 (Span). Let \( \mathcal{C} \) be a finitely complete category. A span from \( X \) to \( Y \) is a pair of arrows \( X \leftarrow A \rightarrow Y \) in \( \mathcal{C} \). A morphism \( \alpha : (X \leftarrow A \rightarrow Y) \Rightarrow (X \leftarrow B \rightarrow Y) \) is an arrow \( \alpha : A \rightarrow B \) in \( \mathcal{C} \) s.t. the diagram below commutes. Spans \( X \leftarrow A \rightarrow Y \) and \( X \leftarrow B \rightarrow Y \) are isomorphic if \( \alpha \) is an isomorphism. For \( X \in \mathcal{C} \), the identity span is \( X \leftarrow X \rightarrow X \). The composition of \( X \leftarrow A \rightarrow Y \) and \( Y \rightarrow B \rightarrow Z \) is \( X \leftarrow A \times_{f,g} B \rightarrow Z \), obtained by taking the pullback of \( f \) and \( g \). This data defines the bicategory \( [1] \text{Span}(\mathcal{C}) \): the objects are those of \( \mathcal{C} \), the arrows are spans and 2-cells are homomorphisms. Finally, \( \text{Span}(\mathcal{C}) \) has monoidal product given by the product in \( \mathcal{C} \), with unit the final object \( 1 \in \mathcal{C} \).

\[
\begin{array}{c}
\text{A} \\
\text{X} \\
\downarrow \alpha \\
\text{B} \\
\text{Y}
\end{array}
\]

To avoid the complications of non-associative composition, it is common to consider a category of spans, where isomorphic spans are equated: let \( \text{Span}^\leq \mathcal{C} \) be the monoidal category that has isomorphism classes of cospans as arrows. Note that, when going from bicategory to category, after identifying isomorphic arrows it is usual to simply discard the 2-cells. Differently, we consider \( \text{Span}^\leq \mathcal{C} \) to be locally preordered with \( (X \leftarrow A \rightarrow Y) \leq (X \leftarrow B \rightarrow Y) \) if there exists a morphism \( \alpha : (X \leftarrow A \rightarrow Y) \Rightarrow (X \leftarrow B \rightarrow Y) \). It is an easy exercise to verify that this (pre)ordering is well-defined and compatible with composition and monoidal product. Note that, in general, \( \leq \) is a genuine preorder: i.e. it is possible that \( (X \rightarrow A \leftarrow Y) \leq (X \rightarrow B \leftarrow Y) \leq (X \rightarrow A \leftarrow Y) \) without the cospans being isomorphic.

Since \( \text{Span}^\leq \mathcal{C} \) is preorder enriched, rather than poset enriched, it is not a cartesian bicategory. However, one can transform a preorder enriched category into a poset enriched one with a simple construction: for \( \text{Span}^\leq \mathcal{C} \), one first defines \( \sim \) as \( \leq \cap \geq \), namely \( (X \leftarrow A \rightarrow Y) \sim (X \leftarrow B \rightarrow Y) \) iff there exists \( \alpha : (X \leftarrow A \rightarrow Y) \Rightarrow (X \leftarrow B \rightarrow Y) \) and \( \beta : (X \leftarrow B \rightarrow Y) \Rightarrow (X \leftarrow A \rightarrow Y) \), and then one takes equivalence classes of morphisms of \( \text{Span}^\leq \mathcal{C} \) modulo \( \sim \). It is worth observing that pullbacks are no longer necessary to compose \( \sim \)-equivalence classes of spans: weak pullbacks are sufficient, since non-isomorphic weak pullbacks of the same cospans all belong to the same \( \sim \)-equivalence class.

Definition 21 (Span^~). Let \( \mathcal{C} \) be a category with finite products and weak pullbacks. The posetal category \( \text{Span}^\sim \mathcal{C} \) has the same objects as \( \mathcal{C} \) and as morphisms \( \sim \)-equivalence classes of spans. The order is defined as in \( \text{Span}^\leq \mathcal{C} \). Composition is given by weak pullbacks in \( \mathcal{C} \). Identities, monoidal product and unit are as in \( \text{Span}(\mathcal{C}) \).

Like in Rel, the comonoid structure is given for any object \( X \) by the diagonal and final morphism in \( \mathcal{C} \): \( \begin{array}{c} \Delta \end{array} \) is the span \( X \leftarrow X \times X \) and \( \begin{array}{c} \rightarrow \end{array} \) is \( X \leftarrow X \rightarrow 1 \).

Proposition 22. Let \( \mathcal{C} \) be a category with finite products and weak pullbacks. Then \( \text{Span}^\sim \mathcal{C} \) is a cartesian bicategory.

Proof. For \( \begin{array}{c} \Delta \end{array} \) we take the span \( X \times X \leftarrow X \times X \) and for \( \begin{array}{c} \rightarrow \end{array} \) we take \( 1 \leftarrow X \rightarrow X \).
With this information, one has only to check that the inequalities in Definition 1 hold: each of them is witnessed by a commutative diagrams in \( C \). As an example, we illustrate \( X \leq X \). The left hand side is the span \( X \xleftarrow{\text{id}_X} X \xrightarrow{i} 1 \). The right hand side is the composition of \( X \xleftarrow{\pi_1} X \times X \xrightarrow{\pi_2} X \). Since the product \( X \xleftarrow{\pi_1} X \times X \xrightarrow{\pi_2} X \) is a pullback of \( X \xrightarrow{i} 1 \), the composition turns out to be exactly the span \( X \xleftarrow{\text{id}_X} X \xrightarrow{i} 1 \). Now the diagonal \( \Delta : X \rightarrow X \times X \) makes the following diagram in \( C \) commute. Therefore \( \Delta \) witnesses the inequality \( X \leq X \).

The following is a characterisation of \( \text{Span}^\sim C \) maps: a span \( X \leftarrow A \rightarrow Y \) is a map iff it is \( \sim \)-equivalent to \( X \leftarrow X \xrightarrow{f} Y \) for some \( f \) in \( C \). Moreover it is surjective iff \( f \) is a split epi.

▶ **Proposition 23.** Let \( C \) be a category with finite products and weak pullbacks. Then \( \text{Map}(\text{Span}^\sim C) \cong C \) and surjective maps in \( \text{Span}^\sim C \) are exactly split epis in \( C \).

**Proof.** Since \( C \) has finite products, it is endowed with a cartesian monoidal structure. This means in particular that \( \sim g = \sim g \sim \) for all \( g \) in \( C \).

Let \( F : C \rightarrow \text{Span}^\sim C \) be the identity on objects and mapping a morphism \( f : X \rightarrow Y \) to the span \( X \xleftarrow{\text{id}_X} X \xrightarrow{f} Y \). It is easy to check that \( F \) is a monoidal functor.

Since every morphism in \( C \) is a comonoid homomorphism, \( F \) factors as \( F \xrightarrow{\phi} \text{Map}(\text{Span}^\sim C) \rightarrow \text{Span}^\sim C \). To conclude that \( F \phi \) is an isomorphism, it is enough to show that every \( \text{Span}^\sim C \) map is the \( \sim \)-equivalence class of some span \( X \leftarrow X \xrightarrow{f} Y \).

Now, if \( X \xleftarrow{f} Z \xrightarrow{g} Y \) is a map in \( \text{Span}^\sim C \), in particular

\[
\begin{array}{ccc}
\text{id}_X & \xrightarrow{X} & \text{id}_X \\
\Delta & \circ & \Delta \\
X & \xrightarrow{X \times X} & X \\
\end{array}
\]

The two spans are thus equal in \( \text{Span}^\sim C \), since they are both maps.

We can now prove the second part of the proposition. If \( \pi : X \rightarrow Y \) is a map in \( C \) such that \( F(\pi) \) is surjective in \( \text{Span}^\sim C \), then we have

\[
\begin{array}{ccc}
\text{id}_X & \xrightarrow{X} & \text{id}_X \\
\pi & \circ & \pi \\
Y & \xrightarrow{Y} & Y \\
\end{array}
\]

so \( \pi \) is a split epi. The converse direction is obvious.

▶ **Proposition 24.** \( \text{Span}^\sim C \) has enough maps.
**The Axiom of Choice in Cartesian Bicategories**

**Proof.** In a cartesian bicategory, for all $R: X \to I$ we have $R \leq X$. In the special case when $R$ is a map $g: X \to I$, by Proposition 8, it holds that $g = X$. Now take a morphism $R: X \to I$ in Span$\sim C$. By definition, $R$ is a span $X \leftarrow A \rightarrow I$. Observe that by Proposition 23, both $f$ and $g$ are maps in Span$\sim C$. Therefore $g = X$ and Span$\sim C$ has enough maps. 

By Proposition 19, the two propositions above entail the following.

**Corollary 25.** Span$\sim C$ satisfies (AC).

**Example 26.** Let FinSet be the category with natural numbers as objects and as morphisms functions (as in Example 9, natural numbers are regarded as finite sets). The category Span$\sim$ FinSet$^{op} =$ Cospan$\sim$ FinSet satisfies (AC) by Corollary 25. This category is particularly relevant for different reasons. First, it is the cartesian bicategory on one object (see [5, Theorem 31]) or, using the terminology in [4], it is the Carboni-Walters category freely generated by the empty Frobenius theory. Moreover, after forgetting its posetal enrichment, it is the PROP Frob of special Frobenius bimonoids which appears to be of fundamental importance in several works (e.g. in [20, 2]). Finally, the cartesian bicategory of equivalence relations, ERel from Example 9, can be obtained as quotient of Cospan$\sim$ FinSet: to pass from cospans to equivalence relations, it suffices to equate

\[
\bullet = \{1\}.
\]

Since ERel does not satisfy (AC), by Corollary 25, there is no category $C$, such that ERel is Span$\sim C$. Instead, PERel can be put in Span$\sim$ form: it is Span$\sim$ FinSet$^{op}_p =$ Cospan$\sim$ FinSet$_p$ for FinSet$_p$ being defined as FinSet but with partial functions as morphisms. Indeed, as we will see in the next section, any cartesian bicategory with enough maps that satisfies (AC) arises from the Span$\sim$ construction.

## 4 Characterising cartesian bicategories with choice

In this section, we prove our characterisation result (Theorem 30). First, we observe that (AC) allows us to construct maps witnessing certain inequalities.

**Lemma 27.** Let $B$ be a cartesian bicategory with choice and

\[
\begin{array}{ccc}
A & \xleftarrow{f} & B \\
& \searrow^{g} & \downarrow^{h} \\
& C & \xleftarrow{k} & D
\end{array}
\]

a diagram of maps such that $(f, g) \leq (h, k)$. Then there is a map $\omega: A \to D$ (called witness) such that the following diagram commutes.

\[
\begin{array}{ccc}
A & \xleftarrow{f} & B \\
& \searrow^{g} & \downarrow^{\omega} \\
& C & \xleftarrow{k} & D
\end{array}
\]
Proof. Consider $R : A \to D$ given by

$$ f \rightarrow h \downarrow g \rightarrow k$$

One readily checks that $R \leq f \rightarrow h \downarrow g \rightarrow k$ and $R \leq f \rightarrow h \downarrow g \rightarrow k$. $R$ is total, since

$$ f \rightarrow h \downarrow g \rightarrow k \leq f \rightarrow h \downarrow g \rightarrow k \leq f \rightarrow h \downarrow g \rightarrow k$$

so by the axiom of choice, there is a map $\omega \leq R$. This satisfies

$$ R \leq f \rightarrow h \downarrow g \rightarrow k \leq R \downarrow h \downarrow g \rightarrow k \leq f \rightarrow h \downarrow g \rightarrow k$$

and

$$ R \downarrow k \downarrow g \rightarrow k \leq R \downarrow g \rightarrow k \downarrow g \rightarrow k \leq R \downarrow g \rightarrow k \downarrow g \rightarrow k$$

and since both sides are maps we have equality by Proposition 8. \hfill \Box

Lemma 28. Let $B$ be a cartesian bicategory and consider the following diagram in $\text{Map} \ B$.

$$ A \xleftarrow{f} B \xrightarrow{g} C \xleftarrow{h} D $$

1. $(f \rightarrow g) \leq (h \rightarrow k)$ if and only if (5) commutes.
2. If $B$ has choice and $(f \rightarrow g) = (h \rightarrow k)$, then (5) is a weak pullback.
3. If $B$ has choice and enough maps then $(f \rightarrow g) = (h \rightarrow k)$ if (5) is a weak pullback.

Proof. 1. If the diagram commutes, then

$$ (f \rightarrow g) \leq (f \rightarrow g) \downarrow k \downarrow h \downarrow k \leq (h \rightarrow k) \downarrow k \downarrow h \downarrow k $$

Conversely, if $(f \rightarrow g) \leq (h \rightarrow k)$, then

$$ (f \rightarrow g) \downarrow k \downarrow h \downarrow k \leq (f \rightarrow g) \downarrow k \downarrow h \downarrow k \leq (h \rightarrow k) \downarrow k \downarrow h \downarrow k $$

and since both sides are maps, they are equal by Proposition 8.

2. Let now $B$ satisfy (AC) and $(f \rightarrow g) = (h \rightarrow k)$. We want to show that (5) is a weak pullback. Given a commutative diagram of solid arrows below,

$$ B \xleftarrow{f} A \xrightarrow{g} C \xleftarrow{h} D $$

we need to construct the dotted arrow. By Lemma 28.1, we get

$$ (h \rightarrow k) \downarrow k \downarrow h \downarrow k = (f \rightarrow g) $$

and therefore by Lemma 27 we get $\omega : T \to A$ as desired.
3. Let now \( B \) have also enough maps and let (5) be a weak pullback. By Lemma 28.1, it suffices to prove that \( \beta \gamma \leq f g \). By Lemma 18, take \( \beta \gamma \) to be a factorisation with \( \beta : T \to B \) and \( \gamma : T \to C \). By Lemma 28.1, the external square of the following diagram commutes.

\[
\begin{array}{ccc}
T & \xrightarrow{\alpha} & A \\
\beta \downarrow & & \downarrow \gamma \\
B & \xleftarrow{f} & C \\
\hline
D & \xrightarrow{\kappa} & \hline
\end{array}
\]

Since (5) is a weak pullback, there is \( \alpha : T \to A \) making the above commute. With this we get

\[
\beta \gamma = f \alpha \alpha \gamma \leq f g
\]

By the third point of the above lemma and Lemma 18 we immediately get the following.

**Corollary 29.** Let \( B \) be a cartesian bicategory with enough maps and choice. Then \( \text{Map}(B) \) has weak pullbacks given by the comap-map factorisation.

We can now state our main result.

**Theorem 30.** Let \( B \) be a cartesian bicategory with enough maps. \( B \) satisfies (AC) if and only if there is a category \( C \) with products and weak pullbacks such that \( B \cong \text{Span}^{-} C \). More precisely, (AC) holds if and only if there exists a functor \( F : \text{Span}^{-} \text{Map}(B) \to B \) that is an isomorphism.

**Proof.** By Corollary 25, \( \text{Span}^{-} \text{Map}(B) \) satisfies (AC), so if there is an isomorphism \( F \) also \( B \) satisfies (AC).

Now assume that \( B \) has enough maps and satisfies (AC). Since every morphism in \( \text{Map}(B) \) is a comonoid homomorphism, \( \text{Map}(B) \) is a cartesian monoidal category and hence has finite products, see [8, Theorem 1.6]. It furthermore has weak pullbacks by Corollary 29. We define \( F : \text{Span}^{-} \text{Map}(B) \to B \) to be the identity on objects and mapping a span \( X \xleftarrow{f} Z \xrightarrow{g} Y \) into the composite \( f \circ g \). To prove that \( F \) preserves the ordering, observe that if

\[
\begin{array}{ccc}
A & \xleftarrow{\alpha} & B \\
D & \xrightarrow{\kappa} & \hline
\end{array}
\]

is a commutative diagram in \( \text{Map}(B) \), then

\[
\leq \beta \gamma = \leq f g \leq \beta \gamma
\]

That \( F \) indeed preserves composition follows from the weak pullback being given by comap-map factorisation (Corollary 29). The functor \( F \) is identity-on-objects and full by Lemma 18. By Lemma 27, the functor reflects the ordering. Therefore it is faithful, hence an equivalence.
5 Related work

Another common example of cartesian bicategories, considered in [8], is the category of relations of a regular category. The following definitions can be found in [7].

Definition 31. Let $C$ be a category. A kernel pair of a morphism $f: X \to Y$ is a pair of $p_1, p_2: P \to X$ such that the diagram below is a pullback. An epimorphism is regular if it is the coequaliser of some pair of morphisms. $C$ is regular if it has finite limits, coequalisers of kernel pairs and regular epis are stable under pullback.

\[
\begin{array}{ccc}
P & \xrightarrow{p_1} & X \\
p_2 \downarrow & & \downarrow f \\
X & \underset{f}{\longrightarrow} & Y
\end{array}
\]

Regular categories admit a well-behaved factorisation system, where every morphism factors as a regular epi followed by a mono. The factorisation is used to define the cartesian bicategory of relations of a regular category.

Definition 32. Given a regular category $C$, let $\text{Rel}(C)$ be the category with the same objects as $C$ and morphisms $X \to Y$ jointly mono spans, i.e. spans $X \xleftarrow{f} A \xrightarrow{g} Y$ such that the induced map $A \xrightarrow{(f,g)} X \times Y$ is mono. For an arbitrary span, $X \xleftarrow{f} A \xrightarrow{g} Y$, its image is the jointly mono span given by taking the regular epi-mono factorisation of $A \xrightarrow{(f,g)} X \times Y$. The composition of two jointly mono spans is given by first composing them as spans via pullback and then taking the image of the resulting span. The identity $X \to X$ is given by the jointly mono span $X \xleftarrow{\text{id}_X} X \xrightarrow{\text{id}_X} X$. Similar to $\text{Span}^\sim C$, the categorical product of $C$ induces a monoidal product on $\text{Rel}(C)$. Furthermore, the ordering is defined as for $\text{Span}^\sim C$: $(X \xleftarrow{a} A \xrightarrow{b} Y) \leq (X \xleftarrow{c} B \xrightarrow{d} Y)$ if there exists a morphism of spans $\alpha: (X \xleftarrow{a} A \xrightarrow{b} Y) \Rightarrow (X \xleftarrow{c} B \xrightarrow{d} Y)$.

Since $\text{Rel}(C)$ is a cartesian bicategory [8, Example 1.4], it is important to compare the $\text{Rel}(C)$ and $\text{Span}^\sim C$ constructions. In general the two do not coincide. To see this, it is enough to take $\text{FinSet}^{\text{op}}$: $\text{Rel}(\text{FinSet}^{\text{op}})$ is $\text{ERel}$ which, as discussed in Example 26, is a proper quotient of $\text{Span}^\sim \text{FinSet}^{\text{op}}$. This is an instance of a more general fact:

Proposition 33. There is a full monoidal functor $F: \text{Span}^\sim C \to \text{Rel}(C)$ given by mapping a span to its image.

The proof of the above and the following statements can be found in the Appendix.

Lemma 34. $\text{Rel}(C)$ has enough maps.

Proposition 35. $\text{Span}^\sim C \cong \text{Rel}(C)$ if and only if $(AC)$ holds in $\text{Rel}(C)$.

It is known that surjective maps in $\text{Rel}(C)$ are precisely regular epis in $C$, see [8, Theorem 3.5]. Using Proposition 19, we have the following.

Corollary 36. $\text{Span}^\sim C \cong \text{Rel}(C)$ iff regular epis split in $C$.
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A Proof of Section 5

Proof of Proposition 33. \( F \) preserves the ordering, because of the universal property of the image. Therefore \( F \) is well-defined, since equivalent spans in \( \text{Span}^{-}\mathcal{C} \) are mapped to isomorphic spans in \( \text{Rel}(\mathcal{C}) \). It is easily verified that \( F \) preserves identities and composition. Since monos and regular epis are closed under product, \( F \) preserves the monoidal structure. Finally, \( F \) is full because any jointly monic span is its own image.

Proof of Lemma 34. By [8, Theorem 3.5], \( \text{Rel}(\mathcal{C}) \) is functionally complete (see Remark 17).

Proof of Proposition 35. If \( \text{Span}^{-}\mathcal{C} \cong \text{Rel}(\mathcal{C}) \), then \( \text{Rel}(\mathcal{C}) \) satisfies (AC) by Corollary 25. If on the other hand, \( \text{Rel}(\mathcal{C}) \) satisfies (AC), then, since it has enough maps, Proposition 19 guarantees that surjective maps split. Now surjective maps in \( \text{Rel}(\mathcal{C}) \) are regular epis in \( \mathcal{C} \) ([8, Theorem 3.5]), hence the latter split in \( \mathcal{C} \). We prove that in that case \( F \) – defined and shown to be full in Proposition 33 – is furthermore faithful, for which it suffices to show that it reflects the ordering. So let \( A \xrightarrow{f} B \xrightarrow{g} C \) and \( A' \xrightarrow{f'} B' \xrightarrow{g'} C \) be spans such that the image of the first is included in the image of the second under \( F \). Assume without loss of generality that \( A \) is terminal, which we can achieve by bending the input around to the right. Let \( B \xrightarrow{\pi} J \xleftarrow{\iota} C \) be a regular epi-mono factorisation of \( g \) and likewise for \( g' \). Then there is a morphism \( \alpha : J \to J' \):

\[
\begin{array}{c}
B \xrightarrow{\pi} J \xleftarrow{\iota} C \\
\downarrow^{\alpha} \downarrow \quad \downarrow \quad \downarrow^{\iota}
\end{array}
\]

Since \( \pi' \) is regular epi, it splits by the preceding observation, and thus there is \( \beta : B \to B' \) such that

\[
\begin{array}{c}
B \xrightarrow{g} C \\
\downarrow^{\beta} \quad \downarrow^{g'}
\end{array}
\]

It follows that the inclusion between the spans holds in \( \text{Span}^{-}\mathcal{C} \).
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Abstract

GP2 is an experimental programming language based on graph transformation rules which aims to facilitate program analysis and verification. However, implementing graph algorithms efficiently in a rule-based language is challenging because graph pattern matching is expensive. GP2 mitigates this problem by providing rooted rules which, under mild conditions, can be matched in constant time. In this paper, we present linear-time GP2 programs for three problems: tree recognition, binary directed acyclic graph (DAG) recognition, and topological sorting. In each case, we show the correctness of the program, prove its linear time complexity, and also give empirical evidence for the linear run time. For DAG recognition and topological sorting, the linear behaviour is achieved by implementing depth-first search strategies based on an encoding of stacks in graphs.
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1 Introduction

Rule-based graph transformation was established as a research field in the 1970s and has since then been the subject of countless articles. While many of these contributions have a theoretical nature (see the monograph [8] for a recent overview), there has also been work on languages and tools for executing and analysing graph transformation systems.

Languages based on graph transformation rules include AGG [18], GReAT [1], GROOVE [10], GrGen.Net [13], Henshin [3] and PORGY [9]. This paper focuses on GP 2 [14], an experimental graph programming language which aims to facilitate formal reasoning on programs. The language has a simple formal semantics and is computationally complete in that every computable function on graphs can be programmed [15]. Research on graph programs has provided, for example, a Hoare-calculus for program verification [16, 17] and a static analysis for confluence checking [12].

A challenge for the design and implementation of graph transformation languages is to narrow the performance gap between imperative and rule-based graph programming. The bottleneck for achieving fast graph transformation is the cost of graph matching. In general, matching the left-hand graph $L$ of a rule within a host graph $G$ requires time $\text{size}(G) \cdot \text{size}(L)$ (which is polynomial since $L$ is fixed). As a consequence, linear-time imperative graph algorithms may be slowed down to polynomial time when they are recast as rule-based graph programs.
To mitigate this problem, GP2 supports rooted graph transformation which was first proposed by Dörr [7]. The idea is to distinguish certain nodes as roots and to match roots in rules with roots in host graphs. Then only the neighbourhood of host graph roots needs to be searched for matches, allowing, under mild conditions, to match rules in constant time. In [5], fast rules were identified as a class of rooted rules that can be applied in constant time if host graphs have a bounded node degree and contain a bounded number of roots.

The condition of a bounded number of host graph roots can be satisfied by requiring unrooted input graphs and using in loops only rules that do not increase the number of roots. This simply means that no such rule must have more roots in its right-hand side than in its left-hand side. (A refined condition considers the “root balance” of all rules in a loop body simultaneously.) The condition that host graphs must have a bounded node degree depends on the application domain of a program. For example, traffic networks or digital circuits can be considered as graphs of bounded degree.

The first linear-time graph problem implemented by a GP2 program with fast rules was 2-colouring. In [6] it is shown that this program colours connected graphs of bounded degree in linear time. The compiled program even matches the speed of Sedgewick’s textbook C program [19] on grid graphs of up to 100,000 nodes.

In this paper, we continue to provide evidence that rooted graph programs can rival the time complexity of graph algorithms (on bounded-degree graphs) in conventional programming languages. We present three new case studies: recognition of trees, recognition of binary DAGs, and topological sorting of acyclic graphs. Each of these problems is solvable in linear time with algorithms in imperative languages. For each problem, we present a GP2 program with fast rules, show its correctness, and prove its linear time complexity on graphs of bounded node degree. We also give empirical evidence for the linear run time by presenting benchmark results for graphs of up to 100,000 nodes in various graph classes. For DAG recognition and topological sorting, the linear behaviour is achieved by implementing depth-first search strategies based on an encoding of stacks in host graphs.

It is worth noting that rooted rules per se are not a blueprint for imitating algorithms in imperative languages. This is because GP2 intentionally does not provide access to the graph data structure of its implementation. As a consequence, for example, currently there seems to be no way of traversing arbitrary disconnected graphs with GP2 in linear time.

2 The Graph Programming Language GP2

This section briefly introduces GP2, a non-deterministic language based on graph-transformation rules, first defined in [14]. Up-to-date versions of the syntax and semantics of GP2 can be found in [4]. The language is implemented by a compiler generating C code [6].

2.1 Graphs, Rules and Programs

GP2 programs transform input graphs into output graphs, where graphs are directed and may contain parallel edges and loops. Both nodes and edges are labelled with lists consisting of integers and character strings. This includes the special case of items labelled with the empty list which may be considered as “unlabelled”.

The principal programming construct in GP2 consist of conditional graph transformation rules labelled with expressions. For example, the rule i0_push in Figure 6 has two formal parameters of type list, a left-hand graph and a right-hand graph which are specified graphically, and a textual condition starting with the keyword where.
The small numbers attached to nodes are identifiers, all other text in the graphs consist of labels. Parameters are typed but in this paper we only need the most general type list which represents lists with arbitrary values.

Besides carrying expressions, nodes and edges can be marked red, green or blue. In addition, nodes can be marked grey and edges can be dashed. For example, rule i0_push in Figure 6 contains red and blue nodes and a blue edge. Marks are convenient, among other things, to record visited items during a graph traversal and to encode auxiliary structures in graphs. The programs in the following sections use marks extensively.

Rules operate on host graphs which are labelled with constant values (lists containing integers and character strings). Formally, the application of a rule to a host graph is defined as a two-stage process in which first the rule is instantiated by replacing all variables with values of the same type, and evaluating all expressions. This yields a standard rule (without expressions) in the so-called double-pushout approach with relabelling [11]. In the second stage, the instantiated rule is applied to the host graph by constructing two suitable pushouts. We refer to [4] for details and only give an equivalent operational description of rule application.

Applying a rule \( L \Rightarrow R \) to a host graph \( G \) works roughly as follows: (1) Replace the variables in \( L \) and \( R \) with constant values and evaluate the expressions in \( L \) and \( R \), to obtain an instantiated rule \( \hat{L} \Rightarrow \hat{R} \). (2) Choose a subgraph \( S \) of \( G \) isomorphic to \( \hat{L} \) such that the dangling condition and the rule’s application condition are satisfied (see below). (3) Replace \( S \) with \( \hat{R} \) as follows: numbered nodes stay in place (possibly relabelled), edges and unnumbered nodes of \( \hat{L} \) are deleted, and edges and unnumbered nodes of \( \hat{R} \) are inserted.

In this construction, the dangling condition requires that nodes in \( S \) corresponding to unnumbered nodes in \( \hat{L} \) (which should be deleted) must not be incident with edges outside \( S \). The rule’s application condition is evaluated after variables have been replaced with the corresponding values of \( \hat{L} \), and node identifiers of \( L \) with the corresponding identifiers of \( S \). For example, the condition \( \text{indeg}(1) = 0 \) of rule i0_push in Figure 6 requires that node \( g(1) \) has no incoming edges, where \( g(1) \) is the node in \( S \) corresponding to 1.

A program consists of declarations of conditional rules and procedures, and exactly one declaration of a main command sequence, which is a distinct procedure named Main. Procedures must be non-recursive, they can be seen as macros. We describe GP2’s main control constructs.

The call of a rule set \( \{ r_1, \ldots, r_n \} \) non-deterministically applies one of the rules whose left-hand graph matches a subgraph of the host graph such that the dangling condition and the rule’s application condition are satisfied. The call fails if none of the rules is applicable to the host graph.

The command if \( C \) then \( P \) else \( Q \) is executed on a host graph \( G \) by first executing \( C \) on a copy of \( G \). If this results in a graph, \( P \) is executed on the original graph \( G \); otherwise, if \( C \) fails, \( Q \) is executed on \( G \). The try command has a similar effect, except that \( P \) is executed on the result of \( C \)’s execution.

The loop command \( P! \) executes the body \( P \) repeatedly until it fails. When this is the case, \( P! \) terminates with the graph on which the body was entered for the last time. The break command inside a loop terminates that loop and transfers control to the command following the loop.

In general, the execution of a program on a host graph may result in different graphs, fail, or diverge. The operational semantics of GP2 defines a semantic function which maps each host graph to the set of all possible outcomes. See, for example, [15].
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2.2 Rooted Programs

The bottleneck for efficiently implementing algorithms in a language based on graph transformation rules is the cost of graph matching. In general, to match the left-hand graph $L$ of a rule within a host graph $G$ requires time polynomial in the size of $L$ [5, 6]. As a consequence, linear-time graph algorithms in imperative languages may be slowed down to polynomial time when they are recast as rule-based programs.

To speed up matching, GP2 supports rooted graph transformation where graphs in rules and host graphs are equipped with so-called root nodes. Roots in rules must match roots in the host graph so that matches are restricted to the neighbourhood of the host graph’s roots. We draw root nodes using double circles. For example, in the rule prune of Figure 2, the node labelled $y$ in the left-hand side and the single node in the right-hand side are roots.

A conditional rule $\langle L \Rightarrow R, c \rangle$ is fast if (1) each node in $L$ is undirectedly reachable from some root, (2) neither $L$ nor $R$ contain repeated occurrences of list, string or atom variables, and (3) the condition $c$ contains neither an edge predicate nor a test $e_1 = e_2$ or $e_1 \neq e_2$ where both $e_1$ and $e_2$ contain a list, string or atom variable.

Conditions (2) and (3) will be satisfied by all rules occurring in the following sections; in particular, we neither use the edge predicate nor the equality tests. For example, the rules prune and push in Figure 2 are fast rules.

▶ Theorem 1 (Complexity of matching fast rules [5]). Rooted graph matching can be implemented to run in constant time for fast rules, provided there are upper bounds on the maximal node degree and the number of roots in host graphs.

When analysing the time complexity of rules and programs, we assume that these are fixed. This is customary in algorithm analysis where programs are fixed and running time is measured in terms of input size [2, 20]. In our setting, the input size is the size of a host graph. The implementation of GP2 does match fast rooted rules in constant time [6].

3 Recognising Trees

A tree is a graph containing a node from which there is a unique directed path to each node in the graph. It is easy to see that it is possible to generate the collection of all trees by inductively adding new leaf nodes to the discrete graph of size one. Thus, given an input graph, if we prune leaf nodes as long as possible and end up with the discrete graph of size one, then the start graph must have been a tree. Figure 1 is an implementation of this idea in GP2.

![Figure 1](image-url) The GP2 program is-tree-slow.
Definition 2 (Tree recognition specification). The tree recognition specification is as follows.

- Input: An arbitrary labelled graph with every node coloured grey, no root nodes, and no other marks.
- Output: Fail if and only if the input is not a tree.

Theorem 3 (Correctness of is-tree-slow). The program is-tree-slow fulfills the tree recognition specification.

Proof. Similar to the proof of Theorem 7.

Proposition 4 (Termination of prune!). prune! terminates after at most $|V_G|$ steps.

Proof. If $G \Rightarrow H$, then $|V_G| > |V_H|$. Suppose there were an infinite sequence of derivations $G_0 \Rightarrow G_1 \Rightarrow G_2 \Rightarrow \cdots$, then there would be an infinite descending chain of natural numbers $|V_{G_0}| > |V_{G_1}| > |V_{G_2}| > \cdots$, which contradicts the well-ordering of $\mathbb{N}$. The last part is immediate since there are only $V_G$ natural numbers less than $V_G$.

Theorem 5 (Complexity of is-tree-slow). Given an input graph of bounded degree, is-tree-slow will terminate in quadratic time with respect to the number of nodes in the input graph.

Proof. Clearly not_empty and Check run in linear time. Unfortunately prune is not a fast rule, and so it takes linear time to find a match. Finding a match for prune takes linear time and so by Proposition 4, prune! terminates in quadratic time.

Unfortunately, our program does not run in linear time due to our rules not being such that we have constant time matching. We need to modify the program so that we can always perform a match in constant time. Figure 2 is a refined implementation, using root nodes. We will see that this program is not only correct, but always terminates in linear time.

![Figure 2](https://example.com/fig2.png)

Proposition 6 (Correctness of Reduce!). Let $G$ be a rooted input tree and $G \Rightarrow^*_{\text{Reduce}} H$. Then, either $|V_H| = 1$ or $H$ is not in normal form.

Proof. By Lemma 17, $|V_H| \geq 1$. If $|V_G| = 1$, then $G$ is in normal form. Otherwise, either the root node has no children, or it has at least one grey child. In the first case, prune must be applicable, and in the second, push. Suppose $G \Rightarrow^*_{\text{Reduce}} H$. If $|V_H| = 1$, then $H$ is in normal form by the proof to Lemma 17. Otherwise, by Lemma 16 $H$ is a tree and $|V_H| > 1$. Now, the root-node in $H$ (Lemma 17) must have a non-empty neighbourhood. If it has no children, then prune must be applicable. Otherwise, push must be applicable, since by Corollary 19, there must be a grey node child. So $H$ is not in normal form.
Theorem 7 (Correctness of is-tree). The program is-tree fulfills the tree recognition specification.

Proof. The init rule will fail if the input graph is empty, otherwise, it will make exactly one node rooted. The Reduce! step derives the singleton discrete graph if and only if the input was a tree (Proposition 6 and Lemma 16). Finally, by Lemma 17, Reduce! cannot derive the empty graph, so it is sufficient for Check to test if there is more than one node, or a loop edge.

Proposition 8 (Termination of Reduce!). Reduce! terminates after at most $2|V_G|$ steps.

Proof. Let $|G|$ be the number of nodes, and $\Box G$ be the number of grey nodes. If $G \Rightarrow_{\text{prune}} H$, then $|G| > |H|$ and $\Box G > \Box H$. If $G \Rightarrow_{\text{push}} H$ then $|G| = |H|$ and $\Box G > \Box H$. Suppose there were an infinite sequence of derivations $G_0 \Rightarrow G_1 \Rightarrow G_2 \Rightarrow \cdots$, then there would be an infinite descending chain of natural numbers $|G_0| + \Box G_0 > |G_1| + \Box G_1 > |G_2| + \Box G_2 > \cdots$, which contradicts the well-ordering of $\mathbb{N}$. To see the last part, notice that $\Box G \leq |G|$ for all graphs $G$, so the result is immediate since there are only $2|G|$ natural numbers less than $2|G|$.

Theorem 9 (Complexity of is-tree). Given an input graph of bounded degree, is-tree will terminate in linear time with respect to the number of nodes in the input graph.

Proof. Clearly init and Check run in linear time. Since push and prune are fast rules, they take only constant time (Theorem 1), and then by Proposition 8, Reduce! can only be applied a linear number of times. Thus, Reduce! terminates in linear time too.

(a) Star Graph.  
(b) Grid Graph.  
(c) Binary Tree.  
(d) Linked List.

Figure 3 Types of Graph.

We have performed empirical benchmarking to verify the complexity of the program, testing it with Linked Lists, Binary Trees, Grid Graphs, and Star Graphs (Figure 3). Star Graphs are not of bounded degree, so we saw quadratic time complexity as expected. The other graphs are of bounded degree, thus we observed linear time complexity (Figure 4).

Recognising Binary DAGs

A directed acyclic graph (DAG) is a graph containing no directed cycles. A DAG is binary if each of its nodes has an outdegree of at most two.
Figure 4 Measured performance of \texttt{is-tree}.

(a) Star Graphs and Linked Lists.

(b) Bounded Degree Input Graphs.

Figure 5 The GP2 Program \texttt{is-bin-dag}.
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\caption{The GP2 Program \texttt{is-bin-dag}.}
\end{figure}

\texttt{SearchIndeg0Nodes} and \texttt{ReduceIndeg0Nodes} are defined in Subsection 4.1. The idea behind recognising connected binary DAGs is as follows. First, using \texttt{SearchIndeg0Nodes}, all indegree-0 nodes of the input graph are identified. Then, in \texttt{ReduceIndeg0Nodes}, if any indegree-0 nodes have been found, one of them is deleted, and all of its children that become a new indegree-0 node get designated as such. This is repeated until no indegree-0 nodes are left. Every time an indegree-0 node is checked, the number of its children are checked as well. If there are any leftover nodes (i.e. nodes that never had indegree-0 in the execution), then there were no directed cycles, and the input graph is a DAG.

\begin{theorem}[Correctness of \texttt{is-bin-dag}] The program \texttt{is-bin-dag} fulfills the following specification.
\begin{itemize}
\item Input: A connected graph \(G\) with grey unrooted nodes and unmarked edges.
\item Output: The empty graph if \(G\) is a binary DAG, and failure otherwise.
\end{itemize}
\end{theorem}

\begin{proof}
If \(G\) is the empty graph, a DAG, \texttt{SearchIndeg0Nodes} fails by Proposition 11, \texttt{anything} does not match, and the output is the empty graph. So assume \(G\) is non-empty.

If \(G\) has no indegree-0 nodes, \texttt{SearchIndeg0Nodes} succeeds by Proposition 11 and does not mark any nodes blue. So \texttt{nonempty_stack} will not match, and \texttt{fail} will be invoked. So assume \(G\) has indegree-0 nodes.

Then Propositions 11 and 12 can be applied to deduce the following. \texttt{SearchIndeg0Nodes} succeeds, \texttt{nonempty_stack} matches, then \texttt{ReduceIndeg0Nodes} gets applied. If \(G\) is a binary DAG, the host graph becomes the empty graph, \texttt{anything} will not match, and the output is the empty graph. If \(G\) is not a binary DAG, there’s failure, or a non-empty graph which results in failure since \texttt{anything} is matched.
\end{proof}
4.1 Correctness of Procedures

The proof of Theorem 10 depends upon the correctness of the procedures SearchIndeg0Nodes and ReduceIndeg0Nodes. We will now give their definitions and prove their correctness.

SearchIndeg0Nodes, as seen in Figure 6, is an undirected modification of depth first search (DFS) as implemented by Bak and Plump [5] [4], with a few key differences. Using DFS ensures that each node is visited. The blue nodes linked with blue edges are a GP2 implementation of stacks. The top of the stack is the only blue root, making it accessible in constant time. The rules with bidirectional edges (a GP2 construct) in Figure 6 are semantically equivalent to a non-deterministic rule set call of two distinct variations of that rule with directed edges. The edges in the right and left hand side of these rules have the same orientation.

Between the forward and back steps lies the command sequence `try i0_push else (try i0_stack); try i0_back_red else (try i0_back_blue else break))`. Its purpose is to push the node currently visited by the DFS if it has indegree-0. If the stack is nonexistent, there are no blue nodes, and `i0_push` fails. So the program tries to apply `i0_stack`, turning the node into the initial stack element (if its indegree is 0). After
the stack has been created, \texttt{i0\_push} will always be applicable for indegree-0 nodes.

Since the current node may be marked blue by the stack operations after the previous
command sequence has been executed, the back step needs to account for that. Hence the
program first tries to apply \texttt{i0\_back\_red}, and if that fails, it tries to apply \texttt{i0\_back\_blue},
an alternate version considering a blue current node. In the latter case, the blue node is
rooted since we want to keep accessing the top of the stack in constant time.

\begin{proposition}[Correctness of SearchIndeg0Nodes]

The procedure SearchIndeg0Nodes fulfills the following specification.

\begin{itemize}
  \item Input: A connected graph \(G\) with grey unrooted nodes and unmarked edges.
  \item Output: If \(G\) is the empty graph, then failure. Otherwise, \(G\) with all non-indegree-0
    nodes marked red, at most one of which is a root; indegree-0 nodes marked blue; and the
    blue nodes connected via newly created blue edges, forming a linked list, of which the head
    (no incoming blue edges) is a root.
\end{itemize}

\begin{proof}

If \(G\) is empty, \texttt{init} cannot match, causing failure. Otherwise, the output conditions
are satisfied by Lemmata 21 and 22.

The absence of a red root in the output is an edge case caused by \texttt{init} being applied to
an indegree-0 node. Because then, either \texttt{i0\_stack} or \texttt{i0\_push} will be the last rule that is
applied, and the red root becomes a blue root.

The procedure ReduceIndeg0Nodes starts by trying to apply \texttt{unroot} to get rid of any
red roots left over by SearchIndeg0Nodes. Then it enters the loop \texttt{Reduce!}. The blue root
in each iteration shall be called the “top root”. First, the program checks whether the top
root has more than two children, i.e. whether its outdegree is greater than three, since the
blue stack edge needs to be taken into account. If there are too many, the \texttt{fail} statement is
invoked.

\texttt{nontrivial\_stack} checks whether the stack has more than one element. If it does not,
\texttt{add\_bottom} artificially adds a node to the bottom of the stack, in order for the following
rules to still match.

Next is a non-deterministic choice of rules that cover every case of the number of children
the top root has, and how many of those are indegree-0 nodes. In each case, they pop the
top root, and push the children that would have indegree 0 after the deletion. \texttt{pop!} serves
to pop childless indegree-0 nodes for as long as there are any.

\begin{proposition}[Correctness of ReduceIndeg0Nodes]

Let \(G\) be a connected graph with red non-indegree-0 nodes containing at most one root, and blue indegree-0
nodes that are connected with blue edges forming a path graph. The blue node with no incoming blue edges
is a root. If \(G\) minus the blue edges is a binary DAG, ReduceIndeg0Nodes yields the empty
graph. Otherwise, it yields a non-empty graph.

\begin{proof}[Proof sketch]

First consider the case of \(G\) minus the blue edges being a binary DAG. Assume,
for the sake of a contradiction, that the output of ReduceIndeg0Nodes contains a node \(v\).
By Lemmata 24 and 25, \(v\) cannot have been an indegree-0 node when ignoring blue edges at
any point during execution. Furthermore, \(v\) must have a parent that never was an indegree-0
node ignoring blue edges, because otherwise it would have been marked blue by one of the
rule set call rules. The same argument can then be applied to the parent’s parent, and so on
indefinitely. Since the input is finite however, two of these ancestors must be equal, meaning
that there is a cycle. This contradicts the input minus the blue edges being a DAG.

Next, assume \(G\) is not a DAG. Then it has a directed cycle consisting of consecutive
nodes \(v_1, v_2, \ldots, v_n\). None of these nodes have indegree 0 ignoring blue edges, so they are
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ReduceIndeg0Nodes = try unroot; Reduce!; pop!; try final_pop
Reduce = if too_many_children then fail; if nontrivial_stack then skip
else add_bottom; {two_of_two, one_of_two, none_of_two, one_of_double,
none_of_double, one_of_one, none_of_one }; pop!

unroot (x:list) nontrivial_stack (x,y:list) add_bottom (x:list)

\[
\begin{align*}
\text{unroot } (x:\text{list}) & \Rightarrow \begin{cases} 
\text{x} & \text{if indeg}(1) = 1 \\
\emptyset & \text{otherwise}
\end{cases} \\
\text{nontrivial_stack } (x,y:\text{list}) & \Rightarrow \begin{cases} 
\text{x} & \text{if indeg}(2) = 1 \\
\emptyset & \text{otherwise}
\end{cases} \\
\text{add_bottom } (x:\text{list}) & \Rightarrow \begin{cases} 
\text{x} & \text{if indeg}(1) = 1 \\
\emptyset & \text{otherwise}
\end{cases}
\end{align*}
\]

pop (x,y:list)

\[
\begin{align*}
\text{pop } (x,y:\text{list}) & \Rightarrow \begin{cases} 
\text{y} & \text{if indeg}(1) = 1 \\
\emptyset & \text{otherwise}
\end{cases}
\end{align*}
\]

final_pop (x:list)

\[
\begin{align*}
\text{final_pop } (x:\text{list}) & \Rightarrow \emptyset
\end{align*}
\]

one_of_two (a,b,x,y,z,t:list)

\[
\begin{align*}
\text{one_of_two } (a,b,x,y,z,t:\text{list}) & \Rightarrow \begin{cases} 
\text{t} & \text{if indeg}(1) = 1 \text{ and indeg}(2) = 1 \\
\emptyset & \text{otherwise}
\end{cases}
\end{align*}
\]

too_many_children (x:list)

\[
\begin{align*}
\text{too_many_children } (x:\text{list}) & \Rightarrow \begin{cases} 
\text{x} & \text{if outdeg}(1) > 3
\end{cases}
\end{align*}
\]
never matched by the rule set call rules that would mark them blue. Since there are no rules that delete red nodes (only rules that mark them blue), \( v_1, v_2, \ldots, v_n \) never get deleted. Thus the output is non-empty. Failure cannot occur since every rule and procedure of ReduceIndeg0Nodes is either preceded by try or followed by !.

Now assume that \( G \) minus the blue edges is a DAG but is not binary. Consider a node \( v \) of \( G \) with no incoming unmarked edges, which exists since \( G \) minus the blue edges is a DAG. The aim is to show that, if \( v \) has more than two children (excluding blue edges), then the output is non-empty. By Lemma 24, \( v \) gets marked blue at some point of the execution. This can only happen in the rule set call rules. Assume \( v \) has just been marked blue by one of these rules. We can also assume that \( v \) is rooted since, by Lemma 25, every blue node gets deleted at some point, which can only happen in one of the rule set call rules or in pop. The case of it happening in pop! cannot fail, the loop \( \text{Reduce}! \) enters its next iteration. The procedure tries to apply too_many_children to the blue root. If \( v \) has more than two children (disregarding blue edges), it succeeds, and the fail statement is invoked, terminating the loop \( \text{Reduce}! \). Since \( v \) has children, both pop and final_pop do not get applied, for the dangling condition is not satisfied. So the output contains \( v \) and is therefore non-empty.

4.2 Performance

We will show that our binary DAG recognition program always terminates in linear time, given a connected input graph of bounded degree. We have also included empirical evidence for this.

Theorem 13 (Complexity of is-bin-dag). Given a connected input graph of bounded degree, the program is-bin-dag terminates in linear time.

Proof. The Main procedure of is-bin-dag contains no loops. SearchIndeg0Nodes terminates in linear time by Lemma 20.

Now consider ReduceIndeg0Nodes. By Lemma 23, the procedure terminates. All of its rules are fast, and are hence applied in constant time by Theorem 1 (the input is assumed to have bounded degree, and form the input specification, the fact that unroot removes a red root if it is present, and the fact that all the other rules conserve the number of roots, there are at most two roots in the host graph at any given point of the execution). So it is enough to show that each of the constantly many rules gets applied a linear number of times. unroot and final_pop get applied at most once since they are not inside loops. By the proof of Lemma 23, add_bottom gets applied at most twice, and each rule set call rule as well as pop at most \(|V_G| + 2 \) times. too_many_children and nontrivial_stack can only get reapplied if the rule set call does not fail, which can only happen at most \(|V_G| + 2 \) times. Hence ReduceIndeg0Nodes terminates in linear time.

nonempty_stack matches in constant time by Theorem 1 since it is a fast rule. anything also matches in constant time since any node is a valid match.

In order to support the linear time complexity of is-bin-dag, performance will be measured on two graph classes, one consisting of binary DAGs, and the other of non-DAGs.

Consider the following class of binary DAGs. For \( n \geq 1 \), the grid chain \( GC(n) \) consists of \( n \) grids of size \( n \times n \), joint by the nodes of indegree and outdegree 1 in order to form a chain. This class was chosen for having an unbounded number of indegree-0 nodes, meaning that the implemented stack is relatively large.
Now consider the following class of non-DAGs. For \( n \geq 3 \), the sun graph \( SG(n) \) consists of a directed cycle of \( n \) nodes, each of which has an additional neighbour connected by an incoming edge. The reason for using this class is, in addition to half the nodes having indegree 0, the other half are part of the cycle, and therefore never get deleted by \texttt{ReduceIndeg0Nodes}. This causes an unbounded amount of nodes to be left over.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figs/fig10.png}
\caption{Input Graph Classes.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figs/fig11.png}
\caption{Measured performance of \texttt{is-bin-dag}.}
\end{figure}

\section{Topological Sorting}

Given a DAG \( G \), a topological sorting is a total order (an antisymmetric, transitive, and connex binary relation) \(<\) on \( V_G \), the set of nodes of \( G \), such that for each edge of source \( u \) and target \( v \), \( u < v \) (topological property). Topological sortings cannot exist for graphs containing directed cycles, since there is no way to define a total order on the nodes of a cycle such that the topological property is satisfied. Furthermore, every DAG has a topological sorting.

There are two commonly used linear-time algorithms for finding a topological sorting [20, 19]. One seeks out indegree-0 nodes, adds them to the total order, deletes them, and repeats this process until all nodes have been added to the order. The other traditional algorithm, which is used as the basis for the program \texttt{top-sort}, traverses the graph using depth first search (DFS). Upon completion of a node in that DFS, that node is added as the new minimum element of the total order. Note that our DFS will be directed, in the sense that the direction of the edges needs to be respected in order to get a topological sorting in the end. However, this is not enough since that would only visit the nodes reachable from the initially rooted node, which is not necessarily the entire input graph. Hence an operation is needed that efficiently finds an unvisited node once the directed DFS gets stuck.
Searching for an unvisited node with a simple rule application will not work because overall it may need to be applied a linear number of times, with single matches requiring linear time. Instead, once the program top-sort runs out of unvisited nodes, it uses a second DFS that ignores edge orientation to find a node that has not been sorted yet, and then continues the SortNodes DFS on said node. The DFS applications that look for unsorted nodes attach red loops to visited nodes in order to visit any node only once. In this way, the amortized cost of all undirected DFS applications will be linear.

5.1 The Program

We give the GP2 implementation of topological sorting in Figure 12 and show its correctness. We have added the restriction that the input graph must be connected since in the current version of GP2, there is no known way to implement a DFS that is linear-time for graphs with an unbounded number of connected components. We have also included an example execution of the program in Figure 13.
The subgraph induced by the blue edges is a path graph, or linked list, containing all the nodes from the input graph. So the binary relation $<$ on the set of nodes defined by $u < v$ if there is a path of blue edges from $u$ to $v$ is a total order, which is a necessary property for a topological sorting. Similarly to the SearchIndeg0Nodes procedure described in Subsection 4.1, the blue nodes and edges implement a stack. However, this time the top of the stack is denoted with a green root pointing towards it with a green edge in order not to interfere with a DFS in SortNodes.

The program starts by rooting an input node and endowing it with a red loop, as well as creating an unmarked, unlabelled root that is disconnected from the rest of the graph. This root will point to the top of the stack, and shall hence be called the “pointer”.

SearchUnsortedNodes is a DFS implementation that seeks out a node that has not been visited by SortNodes yet. Instead of using a red mark to designate a node as visited, it uses a red loop. Since the input is assumed to be a DAG, it has no loops. This leaves the use of marks to the DFS in SortNodes. So in order for the forward step to only match unvisited neighbours of the root, a predicate to forbid loops is needed. The “any” mark ensures that colour does not matter. Right before each application of the forward step, unsorted tests whether the current root has been visited by SortNodes yet, i.e. whether it is grey. At the same time, said root is initialised for SortNodes by being marked red.

Next, SortNodes is applied. It performs a DFS with directed edges. Similarly to SearchIndeg0Nodes from Section 4, it pushes the current root onto the stack during its back step. sort_back_push is applied when the stack has at least one element, otherwise sort_back_stack creates the stack. The pointer being green represents the stack being non-empty. The break statement is preceded by try red_push else red_stack, since when the back step can no longer be applied, the current root is still pushed onto the stack. Again, two rules are needed to cover the cases of the stack being empty or not. Because of the repeated application of the back step, the root ends up where it was at the beginning of SortNodes, meaning that the DFS of SearchUnsortedNodes can resume undisturbed.

Theorem 14 (Correctness of top-sort). The program top-sort fulfills the following specification.

Input: A connected DAG $G$ with no roots whose nodes are all marked grey, and whose edges are unmarked.
Output: $G$ with additional blue edges that define a topological ordering on $V_G$. The nodes of $G$ are marked blue and each have a red loop. One of these nodes is rooted. Furthermore, there is an additional unlabelled green root node with an outgoing green edge pointing to a node with no incoming blue edges.

**Proof sketch.** None of the rules of `try unsorted then SortNodes` modify red looped edges (used by the DFS). Also, after application of `SortNodes`, the red root remains at the same place, and the same edges remain dashed. One can check that `SearchUnsortedNodes` visits every node of its input graph.

`SearchUnsortedNodes` applies `SortNodes` to each of these visited nodes that are marked grey, say $v$, and implements a stack on $\text{Desc}(v)$ (Definition 27), defining a topological sorting (Lemma 28). Clearly, the subgraph induced by the union of all these descendant graphs is just the output graph. So the concatenation of their topological sortings is a topological sorting of the entire output graph.

The additional constructs in the output graph, apart from the blue edges, are needed for the execution of the program. One could define a linear-time cleanup procedure to remove these constructs. The green root and its outgoing edge can be deleted in constant time, since access to roots is constant. Similarly, the blue rooted node can be unrooted in constant time.

A DFS can be used to remove the red loops or unmark all the nodes in linear time.

### 5.2 Performance

Finally, we show that, given a valid input graph of bounded degree, our topological sorting program will always terminate in linear time.

**Theorem 15** (Complexity of `top-sort`). Given a connected DAG of bounded degree with only grey unrooted nodes whose edges are unmarked as an input, the program `top-sort` terminates in linear time.

**Proof sketch.** First, let us give an upper bound to the number of applications of each rule. `init` is applied exactly once. Since `init` is the only rule having an unmarked root in its right hand side, and the input has no unmarked roots, `red_stack` and `sort_back_stack` can be matched at most once (in total). `unsorted` and `sort_forward` reduce the number of grey nodes by one. Since all the other rules conserve the number of grey nodes, and the input graph has $|V_G|$ grey nodes, they can be applied at most $|V_G|$ times in total. Similarly, `search_forward` (and `init`) reduce the number of nodes with no red looped edge by one. So they can also only be applied at most $|V_G|$ times in total. `red_push` and `sort_back_push` (as well as `red_stack` and `sort_back_stack`) are the only rules not to conserve the number of blue nodes, and reduce the number of non-blue nodes by exactly one. Since the input graph has no blue nodes, they can be applied at most $|V_G|$ times in total. One can check that `search_back` is applied at most linear amount of times, since `SortNodes` conserves the number of dashed edges by Lemma 29.

`init` is the only rule to increase the number of roots, specifically by two. All the other rules conserve the number of roots. So since the input graph has no roots, there is a constant number of roots at any point during the execution of `top-sort`.

The only rules that are not fast are `init` due to the lack of roots, and `search_forward` due to the edge predicate. So by Theorem 1, all the other rules can be matched in constant time since the input has bounded degree. `init` is matched in constant time since it matches any input node. As for `search_forward`, since the input has bounded degree and the
rules cannot create an unbounded number of edges incident to a single node, the predicate \texttt{edge(2,2)} only has to check a constant number of incident edges.

Since each rule is matched a linear number of times in constant time, and the program terminates by Lemma 26, \texttt{top-sort} terminates in linear time.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig14.png}
\caption{Measured performance of \texttt{top-sort} on grid chains.}
\end{figure}

In order to support the linear time complexity of \texttt{top-sort}, we make use of the grid chains from Subsection 4.2. They are DAGs, the type of graph \texttt{top-sort} is meant to be used on. Furthermore, they have an unbounded number of indegree-0 nodes. Since indegree-0 nodes are unreachable from any other node, and \texttt{SortNodes} can only visit nodes reachable from the red root it is called on, \texttt{SortNodes} will have to be applied at least once for each indegree-0 node, i.e. an unbounded number of times. Thus these input graphs can adequately illustrate the linearity of \texttt{top-sort}. Figure 14 is a plot of the program timings, demonstrating linear time complexity.

\section{Conclusion}

The polynomial cost of graph matching is the performance bottleneck for languages based on standard graph transformation rules. GP2 mitigates this problem by providing rooted rules which under mild conditions can be matched in constant time. We presented rooted GP2 programs for three graph algorithms: tree recognition, connected binary DAG recognition, and topological sorting. The programs were proved to be correct and to run in linear time on graphs of bounded node degree. The proofs demonstrate that graph transformation rules provide a convenient and intuitive abstraction level for formal reasoning on graph programs. We also gave empirical evidence for the linear run time of the programs, by presenting benchmark results for graphs of up to 100,000 nodes in various graph classes. For DAG recognition and topological sorting, the linear behaviour was achieved by implementing depth-first search strategies based on an encoding of stacks in graphs.

In future work, we intend to investigate for more graph algorithms whether and under what conditions their time complexity in conventional programming languages can be reached in GP2. The more involved the data structures of those algorithms are, the more challenging will be the implementation task. This is because in GP2, the internal graph data structure is (intentionally) hidden from the programmer and hence any data structures used by an algorithm need to be encoded in host graphs. A simple example for this is the encoding of stacks as linked lists in the programs for DAG recognition and topological sorting.
Additional future work is the automated refinement of programs, adding root nodes in order to improve matching performance. It is highly non-obvious how to do this in general, or what refinement tactics could be used. It is possible that DFS can provide a framework for combining procedures in an efficient way.

The three programs in this paper and also the 2-colouring program of [6] need host graphs of bounded node degree in order to run in linear time. A topic for future work is therefore to find a mechanism that allows to overcome this restriction. Clearly, such a mechanism will require to modify GP2 and its implementation.

References


A Appendix: Proofs

This appendix consists of lemmata and proofs omitted from the main sections.

A.1 Tree Recognition Lemmata

By rooted input graph, we mean an arbitrary labelled GP2 input graph with every node coloured grey, exactly one root node, and no additional marks. That is, a valid input graph after init has been applied. By rooted input tree, we mean an rooted input graph that is a tree. In this appendix, we give the proofs of the lemmata needed to support Proposition 6 and Theorem 7 from Section 3. Note that an equivalent characterisation of a tree is a non-empty connected graph without undirected cycles such that every node has at most one incoming edge.

Lemma 16. If $G$ is a tree and $G \Rightarrow^* \text{Reduce} H$, then $H$ is a tree. If $G$ is not a tree and $G \Rightarrow_{\text{Reduce}!} H$, then $H$ is not a tree.

Proof. Clearly, the application of push preserves structure. Suppose $G$ is a tree. prune is applicable if and only the second node is matched against a leaf node, due to the dangling condition. Upon application, the leaf node and its incoming edge is removed. Clearly the result graph is still a tree. If $G$ is not a tree and prune is applicable, then we can see the properties of not being a tree are preserved. That is, if $G$ is not connected, $H$ is certainly not connected. If $G$ had parallel edges, due to the dangling condition, they must exist in $G \setminus g(L)$, so $H$ has parallel edges. Similarly, cycles are preserved. Finally, if $G$ had a node with incoming degree greater than one, then $H$ must too, since the node in $G$ that is deleted in $H$ had incoming degree one, and the degree of all other nodes is preserved. So, we have shown Reduce is structure preserving, and then by induction, so is Reduce!.

Lemma 17. If $G$ is a rooted input graph and $G \Rightarrow^* \text{Reduce} H$, then $H$ has exactly one root node. Moreover, there is no derivation sequence that derives the empty graph.
Proof. In each application of prune or push, the number of root nodes is invariant since the LHS of each rule must be matched against a root node in the host graph, so the other non-roots can only be matched against non-roots, and so the result holds by induction. To see that the empty graph cannot be derived, notice that each derivation reduces \( \#G \) by at most one, and no rules are applicable when \( \#G = 1 \).

Lemma 18. If \( G \) is a rooted input graph and \( G \Rightarrow^* \text{Reduce} \ H \). Then, every blue node in \( H \) either has a blue child or a root-node child.

Proof. As there are no blue nodes, \( G \) satisfies this. We now proceed by induction. Suppose \( G \Rightarrow^* \text{Reduce} \ H \Rightarrow^* \text{Reduce} \ H' \) where \( H \) satisfies the condition. If prune is applicable, we introduce no new blue nodes. Additionally, any blue parents of the node 1 are preserved. Finally, if push is applied, then the new blue node has a root-node child, and the blue nodes in \( H' \setminus b(R) \) have the same children. So \( H' \) satisfies the condition.

Corollary 19. Let \( G \) be a rooted input tree and \( G \Rightarrow^* \text{Reduce} \ H \). Then the root-node in \( H \) has no blue children.

Proof. By Lemma 17, \( H \) has exactly one root node, and by Lemma 18, all chains of blue nodes terminate with a root-node. If said root-node were to have a blue child, then we would have a cycle, which contradicts that \( H \) is a tree (Lemma 16).

A.2 Binary DAG Recognition Lemmata

In this appendix, we give the proofs of the lemmata needed to support Propositions 11, 12, and Theorem 13 from Section 4.

Lemma 20. Given a connected input graph \( G \) with grey unrooted nodes and unmarked edges, \( \text{SearchIndeg0Nodes} \) terminates, and the subgraph \( H \) induced by the edges that have been dashed during the execution is a spanning tree. Furthermore, if \( G \) has bounded degree, the procedure terminates in linear time.

Proof sketch. Similar to the proofs in those given by Bak and Plump [5] [4].

Lemma 21. Given a non-empty connected input graph \( G \) with grey unrooted nodes and unmarked edges, at any point of the execution of \( \text{SearchIndeg0Nodes} \), there is at most one red root.

Proof sketch. \text{init} introduces a red root, and is only applied once and in the beginning. The other rules that do not preserve red roots are \( i_0 \_push \), \( i_0 \_stack \), and \( i_0 \_back \_blue \). If either \( i_0 \_push \) or \( i_0 \_stack \) are applied, the red root vanishes. Subsequently, \( i_0 \_back \_red \) cannot be applied. If \( i_0 \_back \_blue \) then gets applied the red root is reintroduced, conserving the existence of a red root within the iteration of the loop. If \( i_0 \_back \_blue \) does not get applied, the break statement is invoked and the procedure terminates.

Lemma 22. Given a non-empty connected input graph \( G \) with grey unrooted nodes and unmarked edges, \( \text{SearchIndeg0Nodes} \) outputs \( G \) where all the indegree-0 nodes (and only those) are marked blue and connected with blue edges forming a path graph. The blue node with no incoming blue edge is rooted.

Proof sketch. If \( G \) has no indegree-0 nodes, then the lemma is trivially satisfied. So assume \( G \) has at least one.
By Lemma 20, SearchIndeg0Nodes visits all nodes. Every node in the output graph is marked red or blue. Blue nodes can only come from indegree-0 nodes matched by i0_push or i0_back_blue.

Since the right hand side of each rule only contains red and blue nodes, every node is marked either red or blue. The only rules that introduce a blue mark are i0_push and i0_back_blue, and they turn a red root into a blue root. These rules only get applied if the indegree of said red node is 0. Furthermore, the only edges introduced by SearchIndeg0Nodes are blue edges between two blue nodes (in i0_push), hence the indegree of a red node is the same as its indegree in the input graph. So only indegree-0 nodes are marked blue. Furthermore, since SearchIndeg0Nodes visits, i.e. roots every node of the input graph at some point, all indegree-0 nodes are marked blue, and all non-indegree-0 nodes red.

All rules apart from i0_push and i0_stack preserve the structure of the subgraph consisting of blue nodes and edges. i0_stack only is applied only if i0_push is not applicable. But the left hand side of i0_push contains a blue root, which can only be created by itself or i0_stack. So i0_push cannot be applied until i0_stack is applied. Since G cannot consist of only indegree-0 nodes (which would mean G is disconnected), i0_push can always be matched if the red root has indegree 0. If the red root does not have indegree 0, i0_stack cannot be matched either. So the only way for these two rules to match is for i0_stack to be matched first and only once, followed by i0_push being matched any number of times. Thus, a blue root is created, and then, repeatedly, a new blue node gets connected to the blue root with an outgoing blue edge, while the root moves to the newly added blue node. This construction results in the blue nodes and edges forming a path graph where the node with no incoming edges is a root.

Lemma 23 (Termination of ReduceIndeg0Nodes). Let G be a connected graph with red non-indegree-0 nodes containing at most one root, and blue indegree-0 nodes that are connected with blue edges forming a path graph. The blue node with no incoming blue edges is a root.

Given a G as an input, ReduceIndeg0Nodes terminates.

Proof sketch. pop can only be applied a finite number of times since it reduces the number of nodes in the host graph. So Reduce! terminates. One can check that during the execution of ReduceIndeg0Nodes, add_bottom gets applied at most twice. The rules in the rule set call and pop reduce the number of nodes in the host graph by exactly one. So by the claim, they can be applied at most $|V_G| + 2$ times each. So at some point in the loop, they will no longer be applicable. Neither will add_bottom since it can only be applied twice. So Reduce! terminates.

Lemma 24. Given an input graph G as described in Lemma 23, every node that has no incoming unmarked edges (called quasi-indegree-0 node) in some host graph of the execution of ReduceIndeg0Nodes gets marked blue.

Proof sketch. Indeed, the input graph has all quasi-indegree-0 nodes marked blue already. The only rules deleting edges are those from the rule set call (pop and final_pop cannot delete unmarked edges incident to the node they delete because the dangling condition needs to be satisfied for them to match). So these are the only rules that can create new quasi-indegree-0 nodes. If one of said nodes has indegree 0, it gets detected by the condition of a rule and marked blue. These rules cover each case of how many children their quasi-indegree-0 parent can have in a binary DAG, namely one, one with two parallel edges, and two. The case of no children is covered by pop afterwards. They also cover all cases of how many of these children are quasi-indegree-0. So at each execution step, the newly created quasi-indegree-0 nodes get marked blue, proving this lemma.
Lemma 25. Given an input graph $G$ as described in Lemma 23, every node that is marked blue during execution of $\text{ReduceIndeg0Nodes}$ is not present in the output.

Proof sketch. Nodes can only be marked blue if an already existing blue node is matched. So it is enough to show that, at some point of the execution, there will be no blue nodes. There are three potential ways to exit the loop $\text{Reduce!}$. The first is through the $\text{fail}$ statement after matching $\text{too_many_children}$. This will never happen since the input minus the blue edges is binary, and every rule conserves the blue root having exactly one outgoing blue edge. The second way is for $\text{add_bottom}$ to fail. This can only happen when there is no blue root. The only rule deleting a blue root is $\text{final_pop}$, which is only called after termination of $\text{Reduce!}$. Since furthermore, the input is assumed to have a blue root, and every other rule conserves the existence of a blue root, $\text{add_bottom}$ is always applicable. The third and final way to exit the loop is when none of the rules in the rule set call are applicable. The blue root not having an element below it in the stack cannot be a reason for that, since in that case, $\text{add_bottom}$ would have been applied. So the current blue root $v$ does not have red neighbours. Since $\text{pop!}$ has been applied in the previous iteration of $\text{Reduce!}$, $v$ was the only blue node in the previous iteration, otherwise it would have been popped. Hence in the current iteration, $\text{add_bottom}$ was applied, and so the only blue nodes are $v$ and the node created by $\text{add_bottom}$, say $w$. By Lemma 23, $\text{Reduce!}$ terminates, so this always happens for the given input. As established, $v$ has no children. Neither does $w$ since it was created by $\text{add_bottom}$ and there is no rule with edges incident to red nodes in its right hand side. Thus $\text{pop}$ deletes $v$, then $\text{final_pop}$ deletes $w$, causing all previously blue marked nodes to be deleted.

A.3 Topological Sorting Lemmata

In this appendix, we give the proofs of the lemmata needed to support Theorems 14 and 15 from Section 5.

Lemma 26 (Termination of $\text{top-sort}$). Given a connected DAG $G$ with no roots, grey nodes, and unmarked edges as an input, $\text{top-sort}$ terminates.

Proof sketch. $\text{sort_forward!}$ terminates since in each iteration, the number of grey nodes decreases.

For the termination of $\text{SortNodes}$, consider the following lexicographical ordering $\succ$. $H_1 \succ H_2$ if one of the following three statements are satisfied. $H_1$ has more grey nodes than $H_2$, or they have the same number of grey nodes but $H_1$ has more dashed edges, or they have the same number of grey nodes and dashed edges but $H_1$ has more red nodes. Let $H_1$ be the input of an arbitrary iteration of $\text{SortNodes}$, and $H_2$ its output. If $\text{sort_forward!}$ is applied any number of times, $H_1 \succ H_2$ since the number of grey nodes are reduced. Otherwise, if either $\text{sort_back_push}$ or $\text{sort_back_stack}$ is applied, $H_1 \succ H_2$ since the number of grey nodes is conserved and the number of dashed edges decreases in both rules. Otherwise, either $\text{red_push}$ or $\text{red_stack}$ have to be applied, which conserve the number of grey nodes and dashed edges, but decreases the number of red nodes. So in any case, $H_1 \succ H_2$. For a given graph $H_1$ consider how many graphs $H_2$ satisfy $H_1 \succ H_2$. By definition of $\succ$, $H_1$ gives a (finite) upper bound on the number of grey nodes, dashed edges, and red nodes. Hence there are only finitely many possible $H_2$s. Since $\text{sort_forward!}$ terminates, and each iteration of the loop reduces the host graph with respect to $\prec$, $\text{SortNodes}$ terminates.

Consider ($\text{try unsorted then SortNodes; search_forward!}$). If $\text{search_forward}$ cannot be applied, the loop terminates. It is the only rule in this loop that increases the number of looped edges in the graph. Due to its predicate, it can only add looped edge to a
node if it does not already have one. Furthermore, no rule decreases the number of looped edges. So for an arbitrary input graph \( H \) for the loop, at most \( |V_H| \) looped edges can be added before \texttt{search\_forward} fails. Hence the loop terminates.

Finally, consider the loop that \texttt{SearchUnsortedNodes} consists of. Furthermore, consider the lexicographic ordering \( > \) defined by \( H_1 > H_2 \) if \( H_2 \) has more nodes with looped edges than \( H_1 \), or they have the same number of nodes with looped edges but \( H_2 \) has less dashed edges than \( H_1 \). By an argument similar to that made by Bak for termination of DFS \[4\], \texttt{SearchUnsortedNodes} terminates. ◀

For the correctness of \texttt{SortNodes}, the following concepts needs to be defined. In a graph \( G \), a directed path from a node \( v \) to a node \( w \) is a sequence of distinct nodes \( v_1, v_2, \ldots, v_n \) such that \( v_1 = v \) and \( v_n = w \), and for each \( i \) where \( 1 \leq i \leq n - 1 \), there is an edge of source \( v_i \) and of target \( v_{i+1} \). A directed path from \( v \) to \( w \) is called grey-noded if all the nodes it consists of, except possibly \( v \), are marked grey.

\textbf{Definition 27 (Descendants).} Given a node \( v \) in a DAG \( G \), let its descendants \( \text{Desc}_G(v) \) be defined as the subgraph of \( G \) induced by the set

\[ \{ w \in V_G \mid \text{there is a directed grey-noded path from } v \text{ to } w \} \cup \{ v \}. \]

\textbf{Lemma 28 (Correctness of SortNodes).} Assume the input graph of \texttt{top-sort} has no blue edges. Let \( G \) be a connected DAG with a single red root \( v \), where the nodes of \( \text{Desc}_G(v) \) are unrooted. Furthermore, let \( G \) have an additional root that is either unmarked and disconnected, or green and connected to the rest of the graph with an outgoing green edge. Let \( H \) be the output of \texttt{SortNodes} applied on \( G \). Consider the binary relation \( < \) on nodes of \( \text{Desc}_H(v) \) defined by \( u < w \) if there is a directed path from \( u \) to \( w \), such that all of the involved edges are blue. Then \( < \) defines a topological sorting on \( \text{Desc}_H(v) \) minus the blue edges.

\textbf{Proof sketch.} Since the input graph of \texttt{top-sort} has no blue edges, any that are present in the host graph were created by rules. Whenever these rules create blue edges, they mark the incident nodes blue. No rule removes a blue mark, so the subgraph of the host graph induced by the blue edges always exclusively consists of blue nodes. Furthermore, every rime a node gets marked blue, the green root points towards it. And when a new blue edge gets created, the target node must also have the green root pointing towards it, and the source node must be a red root. So the procedure only adds a blue edge from a non-blue to the node that has most recently been marked blue. From this construction, we can infer that the graph induced by the blue edges is a path graph. Furthermore, no blue looped edges are introduced. So there can be no path from a node \( u \) to a node \( w \) and vice versa. Hence if \( u < w \) and \( w < u \), \( u \) and \( w \) must be equal by definition of \( \leq \), i.e. \( \leq \) is antisymmetric.

From the definition of \( < \), it is clear that transitivity holds due to path concatenation resulting in paths.

One can show that \texttt{SortNodes} turns every node of \( \text{Desc}_G(v) \) into a red root. Furthermore, all the red roots become blue nodes incident to blue edges. So \( < \) is connex.

To show that the topological property holds, consider two nodes \( u \) and \( w \) of \( \text{Desc}_H(v) \), both of which being distinct from \( v \) (\( v \) itself will be handled later). So by definition, there is path of non-blue edges from \( v \) to \( u \), and one from \( v \) to \( w \). We can assume without loss of generality that \( u \) becomes a red root before \( w \). If there is no edge between \( u \) and \( w \), the topological property imposes no constraint on said pair of nodes. If there is an edge from \( u \) to \( w \), \texttt{sort\_forward} gets applied again, dashing said edge and turning \( w \) into a red root. Hence later in the execution, \( w \) gets pushed before \( u \), ensuring that the topological property
is satisfied. If there is an edge from \( w \) to \( u \), there can be no non-blue path from \( u \) to \( w \) since the input is a DAG. Hence \( u \) will be pushed before \( w \), satisfying the topological property again. As for \( v \), any condition involving it must have it as the source node by definition of \( \text{Desc}_H(v) \). Since \( v \) is pushed last, the topological property is satisfied.

\[\text{Lemma 29. Given an input } G \text{ as described in Lemma 28, the output of } \text{SortNodes} \text{ has the same dashed edges, and the red root in the same place as } G.\]

\textbf{Proof sketch.} Let \( v \) be the red root of \( G \). During the execution of \text{SortNodes}, there is always a path of dashed edges from \( v \) to the current red root, since \texttt{sort\_forward} is the only rule of \text{SortNodes} with dashed edges in its right hand side and generates a path graph of red nodes and dashed edges, and since \texttt{sort\_back\_stack} and \texttt{sort\_back\_push} only remove the latest node from that path graph. The only way for their encompassing loop to end is for both of these rules not to be applicable. By the previous argument, this means that there are no dashed edges in said path graph left, and \( v \) is the red root when \text{SortNodes} terminates.
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1 Introduction

A reconfigurable system is one with different modes of operation, called configurations, and
with the ability to commute between them during its execution along transitions between
these modes, called reconfigurations. Such systems appear naturally in many domains,
including automobile industry, robotics and medical devices. An overview can be found in
[9]. We present H [3], a tool for the formal specification and verification of reconfigurable
systems that supports their correct and efficient development.

The mathematical foundation underlying the tool is provided by a generic construction
on institutions [8], called hybridisation, explained briefly in Sec. 2. It has the modalisation
of institutions [7] as its source; part of that work was extended to hybrid logics in [10] in
a simple form, and it took a rather complete shape in [5]. Hybridisation is done using a
two-layered approach: the base layer represents a specific logic for expressing requirements
at the configuration (static) level, in other words at the data level. This layer is treated
abstractly as an institution that can be instantiated to concrete logical formalisms that
are most adequate for the specification of the data part of particular problems. On top
of this base layer the characteristic syntactic and semantics features of hybrid logic are
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developed, notably a flexible choice of quantifications on nominals and/or symbols from the base institution and various semantic constraints on the accessibility relations and on the interpretation of symbols in possible worlds of a Kripke model of the hybridised institution (also see [5]). While the base layer deals with the data level, the upper layer deals with the dynamics of the configurations. The choice of hybrid logic for expressing the latter comes naturally as it is a prominent kind of modal logic that provides adequate syntactic capabilities – names of possible worlds, formulas that hold at named states.

The specification part of our tool is complemented by a verification part, whose foundation is given by a general encoding of hybridised institutions into first-order logic. This encoding follows the two-layered structure of the hybridised institutions. If a translation of the logic used at the base level to first-order logic already exists, it is lifted to a translation of the hybridised institution to first-order logic via a generic construction, introduced in [6]. At this level, the semantic constraints give rise to first-order formulas. As a result, we obtain a verification-by-translation method where a problem in a hybridised institution is translated to first-order logic and solved there using automated first-order theorem provers.

The H tool was implemented as an extension of the Heterogeneous Tool Set (HETS) [13], a tool for the heterogeneous multi-logic specification and modeling of software systems and for ontology development. In all these fields, there is a large number of logics and languages in use, each better suited for a different task or providing better support for a different aspect of a complex system. Instead of trying to integrate the features of all these logics into a single formalism, the paradigm of heterogeneous multi-logic specification is to integrate all logics by means of a so-called Grothendieck construction over a graph of logics and their translations [12, 4]. Thus, for each logic we can make use of its dedicated syntax(es) and proof tools. The specifier has the freedom to choose the logic that suits best the problem to be solved, offers best tool support and is most familiar with. HETS provides an implementation of this paradigm, and also supports the verification-by-translation method. HETS has been designed as a flexible tool: adding a new logic or a new logic translation can be done by instantiating a class and adding the new instance to the list of known logics and translations. First-order logic and several state-of-the-art automated provers for it are already supported by HETS.

A HETS implementation of the hybridisation method was presented in [14]. It was realized in two directions: an implementation of the hybridisation of an extension of CASL logic with rigid symbols (enabling user-defined sharing, when only the symbols explicitly marked as rigid are subject to semantic constraints in the models of the hybridised institution), together with a translation from this hybridisation to first-order logic, and a generic construction, similar to a Grothendieck one, that appears as a single logic in HETS, used to hybridise a number of HETS logics. No translation from this logic to first-order logic is available, and no choice can be made on the kind of quantification and the semantic constraints that a hybridised institution should have. In contrast, our implementation supports all variations and is fully generic: the parameters of the hybridisation method can be specified in a declarative way and new instances of the main Logic class of HETS are generated for each new definition of a hybridised institution. Generating different institutions for different hybridisations is crucial for defining comorphisms from them to first-order logic, which is also implemented in our tool as a generic method, thus enabling proof support for each newly added hybridised institution.

2 Institutions and their hybridisation

Institutions [8] provide a model-theoretic formalization of the concept of logical system. The basic components of an institution are: a notion of signature, defining the non-logical symbols in the language, a notion of logical sentence over a signature, a notion of model giving the
interpretation of the symbols in a signature in some semantic domain and a satisfaction relation between the models and the sentences of a signature. This is complemented by a dynamic view on the language: instead of working over an arbitrary but fixed (and implicit) signature, different signatures are related by signature morphisms, which induce translations of sentences and reduction of models. These must be consistent with one another, which means that no change of notation induced by a signature morphism can alter the satisfaction of sentences. This is expressed formally by the so-called satisfaction condition. Institutions are a formalization of the above using category theory, thus achieving a high level of abstraction and not making unnecessary assumptions about the components of a logical system.

The hybridisation method [5] was introduced at this abstract level. Given an arbitrary base institution \( I \) as a first parameter, it constructs a hybridised institution \( HI \) whose signatures extend the signatures of \( I \) with nominals (for reconfigurable systems, these correspond to names of configurations) and modalities (names of events causing reconfigurations). Signature morphisms in \( I \) pair signature morphisms in \( I \) with mappings of nominals and of modalities. For a signature in \( I \), the sentences can be \( I \)-sentences over the base signature, nominals, modal box- and diamond-sentences over modalities, retrieve sentences (meant to hold at a given state), combinations of sentences using Boolean connectors, or quantified sentences. The latter sentences depend on a class \( D \) of signature morphisms of \( HI \) that defines the kind of variables that can be quantified, nominals and/or symbols from \( I \), and forms the second parameter of hybridisation. Models of a \( HI \) signature are Kripke structures such that each possible world is assigned a \( I \)-model of the base signature, each nominal is interpreted as one of the possible worlds and each modality as an accessibility relation between these worlds. The third parameter of hybridisation is a set of logic-specific semantic constraints on the accessibility relations and on the interpretation of symbols in possible worlds. For example, the accessibility relation may be reflexive and transitive, as in the modal logic \( S4 \), or the interpretation of all symbols of a certain kind may be the same in all possible worlds.

Institution comorphisms [11] capture the intuition that an institution is included or encoded into another one. A comorphism from an institution \( I_1 \) to an institution \( I_2 \) maps \( I_1 \)-signatures to \( I_2 \)-signatures along a functor \( \Phi \), \( \Sigma \)-sentences in \( I_1 \) to \( \Phi(\Sigma) \)-sentences in \( I_2 \) for a \( I_1 \)-signature \( \Sigma \) and \( I_2 \)-models of \( \Phi(\Sigma) \) to \( I_1 \)-models of \( \Sigma \). Again, a satisfaction condition must hold, stating that satisfaction of sentences is not altered by change of logic. Sometimes the cost of encoding an institution \( I_1 \) into another one \( I_2 \) is that \( I_1 \)-signatures are mapped to \( I_2 \)-theories, i.e. not just signatures, but also a set of sentences over them. These theories grow in size with the number of symbols in the original signature.

Given an institution comorphism from an institution \( I \) to the institution of multi-sorted first-order logic \( \text{FOL}^{\text{ms}} \), [6] introduces a generic method of lifting it to a comorphism from a hybridisation \( HI \) of \( I \) to \( \text{FOL}^{\text{ms}} \). A hybrid signature \( \Delta \) get translated to a \( \text{FOL}^{\text{ms}} \)-theory \( (\Sigma, E) \) as follows: first the base signature is translated along the base comorphism, and we obtain a first-order theory. This theory is extended with a new sort for states, its predicates and function symbols get a new argument of sort state, and the sentences of the theory are universally quantified over a variable of sort state that is introduced in all predications and all terms. Domain predicates are introduced for each sort and state, giving the interpretation of that sort in each world. Nominals are constants of sort state and modalities are predicates on states. Moreover, semantic constraints get translated to sentences over this extended signature. The reduction of a \( (\Sigma, E) \)-model to a \( \Delta \)-model is done by taking as the set of worlds the interpretation of the sort for states, and by keeping the interpretation of nominals and modalities as in the first-order model. The local models are obtained for each world \( w \) by taking the reduct along the base comorphism of the first-order model obtained by interpreting...
each sort as its domain in \( w \) and each function/predicate symbol as the restriction of its interpretation in \((\Sigma, E)\) when the extra state argument is always \( w \). Sentence translation is done by adding an universal quantification on a variable \( w \) of sort state and then inductively on the structure of the formula, with the base cases of nominals \( i \) being translated to \( i = w \) and base formulas \( e \) being first translated along the base comorphism and then adding \( w \) in the resulting first-order sentences as the extra argument of sort state. Details of the interesting cases of box- and diamond formulas and quantification can be found in [6].

### 3 Hybridisation in HETS

The parameters of the generic hybridisation method are:

1. the base institution being hybridised, using the name of a known logic in HETS or even of one of its sublogics, written in HETS syntax as `LogicName.SublogicName`,
2. the kind of symbols allowed to appear in a quantification, which can be `nominal` or a kind of symbols of the base institution, referred to by its HETS name,
3. the constraints made on the models of the hybridised institution, which can be of two kinds: on the accessibility relations between possible worlds (reflexive, transitive etc.) or on the interpretation of symbols of a certain kind (universes, nominals, or a kind from the base institution) in the possible worlds.

Listing 1 shows how the hybridisation of the extension of the CASL logic with rigid symbols, that will be used in the example in Sec. 4, is specified\(^1\): first we define `HRigidCASL` as the hybridisation of `RigidCASL` with quantification on rigid constants and nominals. After this definition is analyzed by HETS, it is recorded for further extensions: `HRigidCASLC` adds the constraints that rigid sorts, rigid predicates and rigid total functions share the interpretation and rigid partial functions share the domain of definition in each possible world of a model. HETS generates for each of these two definitions a new instance of the class `Logic`, which will become available for specification in HETS once the newly generated code is compiled. The resulting logic will inherit the syntax of the base institution for declarations of base symbols and for base sentences, and will use generic syntax for declarations of nominals and modalities, and for hybrid sentences. Full details of the syntax are available at [2].

```
Listing 1 Hybridisation of RigidCASL.

newhlogic HRigidCASL =
  base: RigidCASL .
  quant: rigid const, nominal .
end

newhlogic HRigidCASLC =
  hlogic: HRigidCASL .
  constr: SameInterpretation(rigid sort), SameInterpretation(rigid op),
          SameInterpretation(rigid pred), SameDomain(rigid partial) .
end
```

The process of lifting a comorphism to first-order logic from a base institution to its hybridisation has only two parameters: the HETS name of the comorphism being lifted and the name of the hybridisation of the base institution that will be the source of the lifted comorphism. The latter is needed because a base institution admits more than one hybridisation. Again, HETS analyses this definition and generates source code that must be compiled to make the comorphism available for translation and proofs by translation.

\(^1\) More examples can be found at [https://ontohub.org/forver](https://ontohub.org/forver).
4 Case Study: specification and verification of a highway pilot

We now discuss the example of an autonomous driving system for passenger cars and heavy trucks, called highway pilot (HP). The problem description is adapted from [16]. HP can only be activated when driving on a highway. After activation, the electronic system will keep driving the car on the highway, relying on information from radar and camera sensors. These sensors may exhibit faults or may fail to give a correct interpretation of the surroundings, depending on weather, traffic and road conditions. Unlike bad conditions, faults will not disappear after some time unless the sensors are physically repaired. Faults and bad conditions may be undetected for some time. If a fault or bad conditions are detected when HP is on, the system will enter a so-called degraded driving mode, where a safer driving style is adopted, typically including driving slower, and the driver is alerted that he/she should take over driving. If the driver does not deactivate HP mode within a time limit after being alerted, an emergency stop will be performed. If the bad conditions disappear (all unreliable sensors become reliable) before the time limit for HP deactivation is reached and there are no faulty sensors, the system will return to HP mode and stop alerting the driver.

The modes of the systems and the events causing changes of modes are depicted in Fig. 1. In Listing 3 we show how they are specified, together with axioms stating that there are no other modes, that the system can change from the manual to HP and degraded modes and that the only transitions from the modes HP and degraded along the reconfiguration deactivateHP are to the manual mode.
We also keep track of the current state of the HP system, using a different transition system than the one between modes. The system states are loosely specified with the help of observers for the current speed, the current status of the sensors (working, detected bad conditions, detected fault, undetected bad conditions, undetected faults), flags for checking whether the driver alert is on or off and if the driver has turned the HP off and a time counter for checking the time limit in the degraded mode. The transitions between states are given by a non-rigid predicate \texttt{step}. In each mode, transitions are possible only from the states that are valid in that mode, as defined by a non-rigid predicate \texttt{isValid}. Recall that non-rigid symbols admit different interpretations in different possible worlds. Listing 4 shows the definition of valid states for the mode \texttt{hp}: those reached after HP was activated from \texttt{manual} mode, those reached after bad sensors recovered in \texttt{degraded} mode and those that are reached from a valid state in the \texttt{hp} mode and do not satisfy the conditions for reconfigurations.\footnote{Note that \texttt{forallH} and \texttt{existsH} are the universal and existential quantifiers introduced via hybridisation; their semantics does not always subsume that of quantification in the base logic, see [5].}

\begin{Verbatim}
Listing 4 Highway pilot mode.
\begin{verbatim}
forallH \( S' \) : State . isValid(\( S' \)) \iff \( \text{crtDeactivateTime}(\( S' \)) = 0 /\ (\ 9 \exists \forall H \ S : State . @ manual : isValid(\( S \)) /\ \text{step}(\( S, S' \)) /\ activateHPWorkingCond(\( S' \)) \) /\ (\ 9 \exists \forall H \ S : State . @ degraded : isValid(\( S \)) /\ \text{step}(\( S, S' \)) /\ \text{badSensorsRecoveredCond}(\( S' \)) \) /\ (\ 9 \exists \forall H \ S : State . @ hp : isValid(\( S \)) /\ \text{step}(\( S, S' \)) /\ \not \ hpDeactivated(\( S' \)) /\ \not \ problemDetectedCond(\( S' \)))
\end{verbatim}
\end{Verbatim}

The other modes are specified in a similar way\footnote{The complete specification of the HP system is available under \url{https://ontohub.org/forver/hp.dol}.}. We can now verify that the valid states of each mode have the expected properties. The corresponding sentence for the mode \texttt{hp}, stating that all valid states have no detected faulty or unreliable sensors is shown in Listing 5.

We can prove this conjecture in \texttt{HETS} by translation, using the SPASS prover with a time limit of 70 seconds on a modern machine. Proving that in every state valid in \texttt{degraded} mode there is at least one faulty or unreliable sensor takes significantly more time (time limit of 500 seconds with SPASS) and requires the introduction of a lemma. This is typical for proofs in first-order logic, especially in the case of very large theories as the one obtained in this case via translation.

\begin{Verbatim}
Listing 5 Conjectures.
\begin{verbatim}
forallH \( S \) : State . (\( \forall H : isValid(\( S \)) \) \implies \not \ existsH \( s \) : Sensor .
\( \text{status}(\( S, s \)) = \text{detectedBad} \ \lor \text{status}(\( S, s \)) = \text{detectedFault} \)
\end{verbatim}
\end{Verbatim}

5 Conclusions and future work

By implementing in \texttt{HETS} the hybridisation method and the lifting of translations introduced in [5, 6], we obtain a framework for specification and verification of reconfigurable systems. Proofs are done by translation to first-order logic using the first-order provers already integrated with \texttt{HETS}. Given the large variety of hybrid institutions that can be specified, this is often the only tool support available. An interesting enterprise would be to implement
a generic parameterized prover for hybrid logics, possibly following the ideas of [1], and to make it available in HETS for each generated hybridised institution. The results of [15] hold for a restricted form of hybridisation, without quantifications on nominals and with no constraints on models and therefore cannot be applied in our setting.
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A Implementation

In this appendix we give an overview of how the hybridisation method was implemented in HETS. We have made some simplifications and changes of the actual names used in the HETS source code to ease understanding.

A.1 Adding a new logic in HETS

HETS has an abstract interface for logics, in the form of a Haskell multiparameter type class with functional dependencies, called Logic. The parameters are types for the constituents of a logic: its identifier, its signatures and signature morphisms, its symbols of signatures with their kinds, its low-level, human readable syntax in the form of basic specifications for theories, lists of symbols for convenient use during structuring and symbol maps for signature morphisms, its sublogics and its proof trees. Being a type class, Logic provides a list of methods that must be provided for each particular choice of the parameter types in order to obtain a new instance of the type class. These include, among others, composition of signature morphisms, parsers, printers, static analysis of basic specifications, symbol lists and symbol maps, sentence translation along signature morphisms, various operations on signatures and signature morphisms. The functional dependency between the type logic identifier and all other types is used to determine the missing types and thus the correct instance of a function in the type class. This means that all methods in the class Logic take as first argument the logic identifier, and this determines the logic uniquely.

To sketch an example, propositional logic has as identifier a singleton type, called Propositional. Types must be provided for its constituents: signatures are sets of names (implemented in HETS using the datatype Id) of propositional symbols, signature morphisms are maps between these sets, where we also store the source and the target signature for each morphism, and so on.

Listing 6 Signatures in propositional logic.

```
newtype PropSign = PropSign {items :: Set Id}
```

The type class Logic contains a method for union of signatures: signature_union :: lid -> sign -> sign -> Result sign, where the type Result a is a polymorphic type with variable a used for dealing with errors (the union of signature may not give a legal signature for each institution). We must provide an implementation of this method for propositional logic, and this will be done as a method signatureUnion :: PropSign -> PropSign -> Result PropSign. Then we must provide an instance declaration for the types for components of propositional logic where we say how the methods of the type class are implemented.

Listing 7 Propositional logic.

```
instance Logic -- the type class
  Propositional -- the logic identifier
  ...
  PropSign -- the type of signatures
  PropMorphism
  ...
  where
  ...
  signature_union Propositional = signatureUnion
  ...
```
To sum up, adding a new logic in HETS requires creating a new instance of the Logic class, and this is achieved by defining types for the constituents of that logic and by implementing the methods of the Logic class for these types.

### A.2 Generic implementation of hybridisation in HETS

The first step is to define the generic types for the constituents of a hybridised institution. We used type variables for the parts that come from the base institution. For example, the type of hybrid signatures is presented in Listing 8.

**Listing 8** Hybrid signatures.

```haskell
data HSign sig = HSign {
    baseSig :: sig,
    noms :: Set Id,
    mods :: Set Id}
```

where the variable `sig` stands for the base signatures. Then we need to implement the methods of the Logic class over these generic types. Typically this will require that the corresponding method in the base institution is involved, and we need to make it accessible. This is achieved by giving as an argument the logic identifier of the base institution and imposing the condition that the type variables that appear in the generic types introduced at the first step will be instantiated with the corresponding types from the base institution. For example the method for union of hybrid signatures presented in Listing 9 will have to make the union of the base signatures. We add the requirement that the argument for the type variable `sig` is the type of signatures of the base institution, as recorded in the Haskell context of the method `sigUnion`. The identifier `baseLid` allows us to properly identify the Logic instance of the base institution, and thus `signature_union baseLid` will invoke the implementation of signature union in the base institution, for the base signatures of the hybrid signatures that we want to unite. Then we unite the sets of nominals and modalities, respectively, and return the result.

**Listing 9** Union of hybrid signatures.

```haskell
sigUnion :: (Logic baseLid ... sig ...) => baseLid -> HSign sig -> HSign sig -> Result (HSign sig)
sigUnion baseLid hsig1 hsig2 = do
    usig <- signature_union baseLid (baseSig hsig1) (baseSig hsig2)
    let uNoms = Set . union (noms hsig1) (noms hsig2)
    uMods = Set . union (mods hsig1) (mods hsig2)
    return $ HSign usig uNoms uMods
```

As a result of these two steps, we obtain generic types for hybrid institutions and generic implementations of the methods in the Logic class for these types. Let us assume we want to extend HETS with the hybridisation of propositional logic, with no quantification and no semantic constraints on models. This is written as in Listing 10.

**Listing 10** Hybridisation of propositional logic.

```haskell
newhlogic HProp =
    base: Propositional .
end
```

When HETS analyzes this definition, it generates a new instance of the Logic class, whose component type for signatures is `HSign PropSign`, and similarly for the other component types of a logic. The instance declaration in Listing 11 states that the implementation of signature union for the new logic `HProp` is given by the method `sigUnion` introduced in
Listing 9. It uses partial application: the methods on both sides of the equal sign take as arguments two hybrid signatures. \texttt{HProp} is the unique value of the singleton type \texttt{HProp} generated as a logic identifier for the new hybridised logic that we want to define.

\begin{verbatim}
Listing 11 Logic instance for hybrid propositional logic.

instance Logic
    HProp
    ...
    (HSign PropSign)
    ...

where
    ...
    signature_union HProp = sigUnion Propositional
    ...
\end{verbatim}
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1 Introduction

One reason for the success of string diagrams, see [19] for an overview, can be formulated by the slogan “only connectivity matters” [4, Sec.10.1]. Technically, this is usually achieved by ordering input and output wires and using their ordinal numbers as implicit names. We write \( n = \{1, \ldots, n\} \) to denote the set of \( n \) numbered wires and \( f : n \to m \) for diagrams \( f \) with \( n \) inputs and \( m \) outputs. The approach of using order to implicitly name wires is particularly convenient for the generalisations of Lawvere theories known as PROPs [16]. In particular, the paper on composing PROPs [13] has been influential [2, 3].

On the other hand, if only connectivity matters, it is natural to consider a formalisation of PROPs in which wires are not ordered. Thus, instead of ordering wires, we fix a countably infinite set \( N \) of “names” \( a, b, \ldots \), on which the only supported operation or relation is equality. Mathematically, this means that we work internally in the category of nominal sets introduced by Gabbay and Pitts [8, 18]. In the remainder of the introduction, we highlight some of the features of this approach.

Partial commutative vs total symmetric tensor. One reason why ordered names are convenient is that the tensor \( \odot \) is given by the categorical coproduct (addition) in the skeleton \( F \) of the category of finite sets. Even though \( n \oplus m = m \oplus n \) on objects, the tensor is not commutative but only symmetric, since the canonical arrow \( n \oplus m \to m \oplus n \) is not the identity.
On the other hand, in the category $nF$ of finite subsets of $N$ (which is equivalent to $F$ as an ordinary category), there is a commutative tensor $A \uplus B$ given by union of disjoint sets. The feature that makes commutativity possible is that $\uplus$ is partial with $A \uplus B$ defined if and only if $A \cap B = \emptyset$.

While it would be interesting to develop a general theory of partially monoidal categories, our approach in this paper is based on the observation that the partial operation $\uplus : nF \times nF \to nF$ is a total operation $\uplus : nF * nF \to nF$ where $*$ is the separated product of nominal sets [18].

**Symmetries disappear in 3 dimensions.** From a graphical point of view, the move from ordered wires to named wires corresponds to moving from planar graphs to graphs in 3 dimensions. Instead of having a one dimensional line of inputs or outputs, wires are now sticking out of a plane [12]. As a benefit there are no wire-crossings, or, more technically, there are no symmetries to take care of. This simplifies the rewrite rules of calculi formulated in the named setting. For example, rules such as

are not needed anymore. For more on this compare Figs 3 and 4.

**Example: Simultaneous Substitutions.** Substitutions $[a \mapsto b]$ can be composed sequentially and in parallel as in

\[
[a \mapsto b]; [b \mapsto c] = [a \mapsto c] \quad \quad [a \mapsto b] \uplus [c \mapsto d] = [a \mapsto b, c \mapsto d].
\]

We call $\uplus$ the tensor, or the monoidal or vertical or parallel composition. Semantically, the simultaneous substitution on the right-hand side above, will correspond to the function $f : \{a, c\} \to \{b, d\}$ satisfying $f(a) = b$ and $f(c) = d$. Importantly, parallel composition of simultaneous substitutions is partial. For example, $[a \mapsto b] \uplus [a \mapsto c]$ is undefined, since there is no function $\{a\} \to \{b, c\}$ that maps $a$ simultaneously to both $b$ and $c$.

**The advantages of a 2-dimensional calculus** for simultaneous substitutions over a 1-dimensional calculus are the following. A calculus of substitutions is an algebraic representation, up to isomorphism, of the category $nF$ of finite subsets of $N$. In a 1-dimensional calculus, operations $[a \mapsto b]$ have to be indexed by finite sets $S$

\[
[a \mapsto b]_S : S \cup \{a\} \to S \cup \{b\}
\]

for sets $S$ with $a, b \notin S$. On the other hand, in a 2-dimensional calculus with an explicit operation $\uplus$ for set union, indexing with subsets $S$ is unnecessary. Moreover, while the swapping

\[
\{a, b\} \to \{a, b\}
\]
in the 1-dimensional calculus needs an auxiliary name such as \( c \) in \([a\rightarrow c]_b \); \([b\rightarrow a]_c \); \([c\rightarrow a]_b \). It is represented in the 2-dimensional calculus directly by
\[
[a\rightarrow b] \uplus [b\rightarrow a]
\]
Finally, while it is possible to write down the equations and rewrite rules for the 1-dimensional calculus, it does not appear as particularly natural. In particular, only in the 2-dimensional calculus, will the swapping have a simple normal form such as \([a\rightarrow b] \uplus [b\rightarrow a]\) (unique up to commutativity of \( \uplus \)).

**Overview.** In order to account for partial tensors, Section 3 develops the notion of a monoidal category internal in a monoidal category. Section 4 is devoted to examples, while Section 5 introduces the notion of a nominal PROP and Section 6 shows that the categories of ordinary and of nominal PROPs are equivalent.

## 2 Setting the Scene: String Diagrams and Nominal Sets

We review some of the terminology but need to refer to the literature for details.

### 2.1 String Diagrams and PROPs

String diagrams are a 2-(or higher)-dimensional notation for monoidal categories [12]. Their algebraic theory can be formalised by PROPs as defined by MacLane [15]. There is also the weaker notion by Lack [13], see Remark 2.9 of Zanasi [22] for a discussion.

A PROP (products and permutation category) is a symmetric strict monoidal category, with natural numbers as objects, where the monoidal tensor \( \oplus \) is addition. Moreover, PROPs, along with strict symmetric monoidal functors, that are identities on objects, form the category PROP. A PROP contains all bijections between numbers as they can be be generated from the symmetry (twist) \( \sigma : 1 \oplus 1 \rightarrow 1 \oplus 1 \) and from the parallel composition \( \oplus \) and sequential composition \( ; \) (which we write in diagrammatic order). We denote by \( \sigma_{n,m} \) the canonical symmetry \( n \oplus m \rightarrow m \oplus n \). Functors between PROPs preserve bijections.

PROPs can be presented in algebraic form by operations and equations as symmetric monoidal theories (SMTs) [22].

An SMT \((\Sigma, E)\) has a set \(\Sigma\) of generators, where each generator \( \gamma \in \Sigma \) is given an arity \( m \) and co-arity \( n \), usually written as \( \gamma : m \rightarrow n \) and a set \( E \) of equations, which are pairs of \(\Sigma\)-terms. \(\Sigma\)-terms can be obtained by composing generators in \(\Sigma\) with the unit \( \text{id} : 1 \rightarrow 1 \) and symmetry \( \sigma : 2 \rightarrow 2 \), using either the parallel or sequential composition (see Fig 1). Equations \( E \) are pairs of \(\Sigma\)-terms with the same arity and co-arity.

Given an SMT \((\Sigma, E)\), we can freely generate a PROP, by taking \(\Sigma\)-terms as arrows, modulo the equations stating that, together with \( \text{id} \), the compositions \( ; \) and \( \oplus \) form monoids
- the equations of Fig 2
- the equations \( E \)

PROPs have a nice 2-dimensional notation, where sequential composition is horizontal composition of diagrams, and parallel/tensor composition is vertical stacking of diagrams (see Fig 1). We now present the SMTs of \(\text{bijections} \ \mathbb{B} \), \(\text{injections} \ \mathbb{I} \), \(\text{surjections} \ \mathbb{S} \).
functions $F$, partial functions $P$, relations $R$ and monotone maps $M$. The diagram in Fig 3 shows the generators and the equations that need to be added to the empty SMT, to get a presentation of the given theory. To ease comparison with the corresponding nominal monoidal theories in Fig 4 later we also added on a striped background the equations for wire-crossings that are already implied by the naturality of symmetries (SMT-nat). These are equations that are part of the definition of a $\mathbb{PROP}$ in the sense of MacLane [15] but not in the sense of Lack [13]. The right-hand equation for bijections $\mathbb{E}$ is (SMT-sym) and holds in all symmetric monoidal theories. We list it here to emphasise the difference with Fig 4.

2.2 Nominal Sets

Let $\mathcal{N}$ be a countably infinite set of “names” or “atoms”. Let $\mathcal{G}$ be the group of finite permutations $\mathcal{N} \rightarrow \mathcal{N}$. An element $x \in X$ of a group action $\mathcal{G} \times X \rightarrow X$ is supported by $S \subseteq \mathcal{N}$ if $\pi \cdot x = x$ for all $\pi \in \mathcal{G}$ such that $\pi$ restricted to $S$ is the identity. A group action $\mathcal{G} \times X \rightarrow X$ such that all elements of $X$ have finite support is called a nominal set. We write $\text{supp}(x)$ for the minimal support of $x$ and say that $a$ is fresh for $x$ if $a \notin \text{supp}(x)$. Nom for the category of nominal sets, which has as maps the equivariant functions, that is, those functions that respect the permutation action. Our main example is the category of simultaneous substitutions:

---

1 The theory of monotone maps $M$ does not include equations involving the symmetry $\sigma$ and is in fact presented by a so-called PRO rather than a PROP. However, in this paper we will only be dealing with theories presented by PROPs (the reason why this is the case is illustrated in the proof of Proposition 20).

2 A permutation is called finite if it is generated by finitely many transpositions.
Example 1 \((nF)\). We denote by \(nF\) the category of finite subsets of \(\mathbb{N}\) with all functions. While \(nF\) is a category, it also carries additional nominal structure. In particular, both the set of objects and the set of arrows are nominal sets with \(\text{supp}(A) = A\) and \(\text{supp}(f) = A \cup B\) for \(f : A \to B\). The categories of injections, surjections, bijections, partial functions and relations are further examples along the same lines.

### 3 Internal monoidal categories

We introduce the notion of an internal monoidal category. Given a symmetric monoidal category \((V, I, \otimes)\) with finite limits, we are interested in categories \(C\), internal in \(V\), that carry a monoidal structure not of type \(\mathbb{C} \times \mathbb{C} \to \mathbb{C}\) but of type \(\mathbb{C} \otimes \mathbb{C} \to \mathbb{C}\). This will allow us to account for the partiality of \(\psi\) discussed in the introduction. We present our motivating example before we give Definition 11.

**Example 2.**

The symmetric monoidal (closed) category \((\text{Nom}, 1, \ast)\) of nominal sets with the separated product \(\ast\) is defined as follows [18]. 1 is the terminal object, i.e. a singleton with empty support. The separated product of two nominal sets is defined as \(A \ast B = \{(a, b) \in A \times B \mid \text{supp}(a) \cap \text{supp}(b) = \emptyset\}\).

The category \(nF\) of Example 1 is an internal monoidal category with monoidal operation given by \(A \uplus B = A \cup B\) if \(A, B\) are disjoint and \(f \uplus f' = f \cup f'\) if \(A, A'\) and \(B, B'\) are disjoint where \(f : A \to B\) and \(f' : A' \to B'\).

\((nF, \emptyset, \uplus)\) as defined in the previous example is not a monoidal category, since \(\psi\), being partial, is not an operation of type \(nF \times nF \to nF\). The purpose of this section is to define the notion of internal monoidal category and to show that \((nF, \emptyset, \uplus)\) is an internal monoidal category in \((\text{Nom}, 1, \ast)\) with \(\psi\) of type \(\mathbb{C} \otimes \mathbb{C} \to \mathbb{C}\).
\[ \varpi : nF \ast nF \rightarrow nF. \]

To this end we need to extend \(* : \text{Nom} \times \text{Nom} \rightarrow \text{Nom}\) to

\[ * : \text{Cat}(\text{Nom}) \times \text{Cat}(\text{Nom}) \rightarrow \text{Cat}(\text{Nom}) \]

where we denote by \(\text{Cat}(\text{Nom})\), the category of (small) internal categories in \(\text{Nom}\). The necessary (and standard) notation from internal categories is reviewed in Appendix A.

\[ \text{Remark 3.} \] Let \(\mathcal{C}\) be an internal category in a symmetric monoidal category \((\mathcal{V}, I, \otimes)\) with finite limits. Since \(\otimes\) need not preserve finite limits, we cannot expect that defining \((\mathcal{C} \otimes \mathcal{C})_0 = \mathcal{C}_0 \otimes \mathcal{C}_0\) and \((\mathcal{C} \otimes \mathcal{C})_1 = \mathcal{C}_1 \otimes \mathcal{C}_1\) results in \(\mathcal{C} \otimes \mathcal{C}\) being an internal category.

Consequently, putting \((\mathcal{C} \otimes \mathcal{C})_1 = \mathcal{C}_1 \otimes \mathcal{C}_1\) does not extend \(\otimes\) to an operation \(\text{Cat}(\mathcal{V}) \times \text{Cat}(\mathcal{V}) \rightarrow \text{Cat}(\mathcal{V})\). To show what goes wrong in a concrete instance is the purpose of the next example.

\[ \text{Example 4.} \] Define a binary operation \(nF \ast nF\) as \((nF \ast nF)_0 = nF_0 \ast nF_0\) and \((nF \ast nF)_1 = nF_1 \ast nF_1\). Then \(nF \ast nF\) cannot be equipped with the structure of an internal category. Indeed, assume for a contradiction that there was an appropriate pullback \((nF \ast nF)_2\) and arrow \(\text{comp}\) such that the two diagrams commute:

\[ \begin{array}{ccc}
(nF \ast nF)_2 & \xrightarrow{\text{comp}} & nF_1 \ast nF_1 \\
\pi_1 & & \pi_2 \\
\downarrow & & \downarrow \\
nF_1 \ast nF_1 & \xrightarrow{\text{dom}} & nF_0 \ast nF_0 & \xrightarrow{\text{cod}}
\end{array} \]

Let \(\delta_{xy} : \{x\} \rightarrow \{y\}\) be the unique function in \(nF\) of type \(\{x\} \rightarrow \{y\}\). Then \(((\delta_{ac}, \delta_{bd}), (\delta_{cb}, \delta_{da}))\), which can be depicted as

\[ \begin{array}{ccc}
\{a\} & \xrightarrow{\delta_{ac}} & \{c\} & \xrightarrow{\delta_{cb}} & \{b\} \\
\{b\} & \xrightarrow{\delta_{bd}} & \{d\} & \xrightarrow{\delta_{da}} & \{a\}
\end{array} \]

is in the pullback \((nF \ast nF)_2\), but there is no \(\text{comp}\) such that the two squares above commute, since \(\text{comp}((\delta_{ac}, \delta_{bd}), (\delta_{cb}, \delta_{da}))\) would have to be \((\delta_{ab}, \delta_{ba})\), which do not have disjoint support and therefore are not in \(nF_1 \ast nF_1\). 

The solution to the problem consists in assuming that the given symmetric monoidal category with finite limits \((\mathcal{V}, I, \otimes)\) is semi-cartesian (aka affine), that is, the unit 1 is the terminal object. In such a category there are canonical arrows natural in \(A\) and \(B\)

\[ j : A \otimes B \rightarrow A \times B \]

and we can use them to define arrows \(j_1 : (\mathcal{C} \otimes \mathcal{C})_1 \rightarrow \mathcal{C}_1 \times \mathcal{C}_1\) that give us the right notion of tensor on arrows. From our example \(nF\) above, we know that we want arrows \((f, g)\) to be in \((\mathcal{C} \otimes \mathcal{C})_1\) if \(\text{dom}(f) \cap \text{dom}(g) = \emptyset\) and \(\text{cod}(f) \cap \text{cod}(g) = \emptyset\). We now turn this into a category theoretic definition, which, in fact, is an instance of the general and well-known construction of pulling back an internal category \(\mathcal{C}\) along an arrow \(j : X \rightarrow \mathcal{C}_0\) to yield an internal category \(\mathcal{X}\) with \(\mathcal{X}_0 = X\) and \(\mathcal{X}_1\) the pullback of \((\text{dom}_C, \text{cod}_C)\) along \(j \times j\), or, equivalently, the limit in the following diagram
which we abbreviate to

\[
\begin{array}{ccc}
X_0 & \xrightarrow{j} & C_0 \\
\downarrow & & \downarrow \\
C_0 & \xrightarrow{j} & C_0
\end{array}
\]

Next we define \( i : X_0 \to X_1 \) as the arrow into the limit \( X_1 \) given by

\[
\begin{array}{ccc}
X_0 & \xrightarrow{id} & X_0 \\
\downarrow & \downarrow & \downarrow \\
X_1 & \xrightarrow{i \circ j} & X_1 \\
\downarrow & \downarrow & \downarrow \\
C_0 & \xrightarrow{\text{id}} & C_0
\end{array}
\]

from which one reads off

\[
dom_X \circ i_X = id_{X_0} = cod_X \circ i_X
\]

Next, \( X_2 \) is the pullback

\[
\begin{array}{ccc}
X_2 & \xrightarrow{\pi_{X_1}} & X_1 \\
\pi_{X_2} & \xrightarrow{\pi_{X_2}} & X_1 \\
\downarrow & \downarrow & \downarrow \\
X_1 & \xrightarrow{\text{cod}_X} & X_0 \\
\downarrow & \downarrow & \downarrow \\
X_1 & \xrightarrow{\text{dom}_X} & X_0
\end{array}
\]

Recalling the definition of \( j_1 \) from (1), there is also a corresponding \( j_2 : X_2 \to C_2 \) due to the fact that the product of pullbacks is a pullback of products.
Recall the definition of the limit $X_1$ from (1). Then $\text{comp}_X : X_2 \to X_1$ is the arrow into $X_1$

from which one reads off

$$\text{dom}_X \circ \text{comp}_X = \text{dom}_X \circ \pi_{X_1} \quad \text{cod}_X \circ \text{comp}_X = \text{cod}_X \circ \pi_{X_2} \quad j_1 \circ \text{comp}_X = \text{comp}_C \circ j_2$$

and the remaining equations $\text{comp}_X \circ \langle i_X \circ \text{dom}_X, \text{id}_{X_1} \rangle = \text{id}_{X_1} = \text{comp}_X \circ \langle \text{id}_X, i_X \circ \text{cod}_X \rangle$ are also not difficult to prove.

We have seen that the pullback of an internal category $C$ along an arrow $j$ with codomain $C_0$ is an internal category:

**Proposition 5.** Given an internal category $C$ and an arrow $j : X \to C_0$ there is an internal category $\mathcal{X}$ and an internal functor $j : \mathcal{X} \to C$ such that $\mathcal{X}_0 = X$ and $j_0 = j$.

Moreover, this internal category $\mathcal{X}$, or rather $j : \mathcal{X} \to C$, has a universal property known as a cartesian lifting. To make this precise, we recall the notion of a fibred category, or fibration.

**Definition 6** (Fibration [11, 20]). If $P : W \to V$ is a functor, then $j : X \to C$ is a cartesian lifting of $j : X \to PC$ if for all $k : W \to C$ and all $h : PkW \to X$ with $Pk = j \circ h$ there is a unique $h : W \to \mathcal{X}$ such that $j \circ h = k$ and $Pj = h$. Moreover, $P : W \to V$ is called a (Grothendieck) fibration if all $j : X \to PC$ have a cartesian lifting for all $C$ in $\mathcal{V}$. If $P : W \to V$ is a fibration, the subcategory of $W$ that has as arrows the arrows $\mathcal{F}$ such that $Pj = \text{id}_C$ is called the fibre over $C$.

The next lemma is a strengthening of Proposition 5.

**Lemma 7.** Let $\mathcal{V}$ be a category with finite limits. The forgetful functor $\text{Cat}(\mathcal{V}) \to \mathcal{V}$ is a fibration.

Instantiating Lemma 7 with $\mathcal{C} \times \mathcal{D}$ for $\mathcal{C}$ and $j : C_0 \otimes D_0 \to C_0 \times D_0$ for $j : X_0 \to C_0$, gives us the desired result that internal categories can be pulled back along arbitrary arrows between objects-of-objects:

**Corollary 8.** The arrow $j : C_0 \otimes D_0 \to C_0 \times D_0$ lifts to a morphism of internal categories $j : \mathcal{C} \otimes \mathcal{D} \to \mathcal{C} \times \mathcal{D}$. Moreover, $\mathcal{J}$ is the cartesian lifting of $j$.

To show that this construction is functorial we need to use that $\otimes : \mathcal{V} \times \mathcal{V} \to \mathcal{V}$ is functorial and that $j : C_0 \otimes D_0 \to C_0 \times D_0$ is natural in $\mathcal{C}$ and $\mathcal{D}$. In order to lift such natural transformations, which are arrows in the functor category $\mathcal{V}^{\text{Cat}(\mathcal{V}) \times \text{Cat}(\mathcal{V})}$, we use

**Lemma 9.** If $P : \mathcal{E} \to \mathcal{B}$ is a fibration and $\mathcal{A}$ is a category, then $P^{\mathcal{A}} : \mathcal{E}^{\mathcal{A}} \to \mathcal{B}^{\mathcal{A}}$ is a fibration.
Instantiating the lemma with $P = (-)_0 : \text{Cat}(\mathcal{V}) \to \mathcal{V}$ and $A = \text{Cat}(\mathcal{V}) \times \text{Cat}(\mathcal{V})$, we obtain as a corollary that lifting the tensor $\otimes : \mathcal{V} \times \mathcal{V} \to \mathcal{V}$ to $\otimes : \text{Cat}(\mathcal{V}) \times \text{Cat}(\mathcal{V}) \to \text{Cat}(\mathcal{V})$ is functorial:

**Theorem 10.** Let $(\mathcal{V}, 1, \otimes)$ be a (symmetric) monoidal category with finite limits in which the monoidal unit is the terminal object. Let $(-) : \text{Cat}(\mathcal{V}) \to \mathcal{V}$ be the forgetful functor from categories internal in $\mathcal{V}$. Then the canonical arrow $j : C_0 \otimes D_0 \to C_0 \times D_0$ lifts to a natural transformation $j : C \otimes D \to C \times D$. Moreover, $(\text{Cat}(\mathcal{V}), I, \otimes)$ inherits from $(\mathcal{V}, 1, \otimes)$ the structure of a (symmetric) monoidal category with finite limits in which the monoidal unit is the terminal object.

In this paper we only need internal monoidal categories that are strict. In the same way as a strict monoidal category is a monoid in $\text{(Cat}, 1, \times)$, an internal strict monoidal category is a monoid in $\text{(Cat}(\mathcal{V}), I, \otimes)$:

**Definition 11 (Internal monoidal category).** Let $(\mathcal{V}, 1, \otimes)$ be a symmetric monoidal category with finite limits in which the monoidal unit is the terminal object and let $(\text{Cat}(\mathcal{V}), I, \otimes)$ be the induced symmetric monoidal category of internal categories in $\mathcal{V}$. A strict internal monoidal category $C$ is a monoid $(C, \emptyset, \circ)$ in $(\text{Cat}(\mathcal{V}), I, \otimes)$.

More explicitly, a strict internal monoidal category $C$ has operations

- $\emptyset : I \to C$
- $\circ : C \odot C \to C$

satisfying the laws of a monoid. For example, in the category $\text{nf}$ of finite sets of names, $\emptyset$ is the empty set and $\cup = \circ$ is, on objects, union of disjoint sets and, on arrows, union of functions with both disjoint domains and disjoint codomains. It follows from Remark 34 that an internal monoidal category satisfies the interchange law

\[
\begin{array}{ccc}
(C \otimes C)_2 & \xrightarrow{\text{comp} \times \text{comp}} & (C \otimes C)_1 \\
\downarrow \otimes_2 & & \downarrow \otimes_1 \\
C_2 & \xrightarrow{\text{comp}} & C_1
\end{array}
\]

which can also be written as

\[(f \circ f') ; (g \circ g') = (f ; g) \circ (f' ; g')\]

The move from $\times$ to $\otimes$ means that it is now possible that the right-hand side of the equation is defined while the left-hand side is not. But, as we will see, in nominal sets, the right-hand is always $\alpha$-equivalent to one for which a left-hand side exists.

### 4 Examples

Before we give a formal definition of nominal PROPs and nominal monoidal theories (NMTs) in the next section, we present as examples those NMTs that correspond to the SMTs of Fig 3. The significant differences between Fig 3 and 4 are that wires now carry labels and that there is a new generator $\begin{array}{c}a \circ \cdot \circ b \end{array}$ which allows us to change the label of a wire. Moreover, in the nominal setting rules for wire crossings are not needed.
▶ **Theorem 12.** The calculi of Fig 4 are sound and complete, that is, the categories presented by these calculi are isomorphic the categories of finite sets of names with the respective maps.

The proof follows the same general lines as the well-known proofs for SMTs (see eg Lafont [14]) and proceed by showing that each diagram \( f : A \to B \) can be rewritten to one in normal form, with the normal form being a direct syntactic representation of the semantic function/relation represented by \( f \). The proofs for NMTs seem easier than the corresponding proofs for SMTs due to the absence of wire crossings. For example, in the case of bijections, it is immediate that, using the grey rules of Fig.4, every nominal diagram rewrites to a normal form which is just a parallel composition of diagrams of the form \( a_1 \circ \ldots \circ a_n \).

5 Nominal monoidal theories and nominal PROPs

In this section, we introduce nominal PROPs as internal monoidal categories in nominal sets. We first spell out the details of what that means in elementary terms and then discuss the notion of diagrammatic alpha-equivalence.

5.1 Nominal monoidal theories

A nominal monoidal theory \((\Sigma, E)\) is given by a nominal set \( \Sigma \) of generators and a nominal set \( E \) of equations. The set of nominal generators is itself generated by a set \( \Sigma_0 \) of “ordinary” generators \( \gamma : n \to m \), each \( \gamma \) giving rise to a set of nominal generators \([a] \gamma [b] : A \to B\) where \( a, b \) are unique lists of size \( n, m \) and whose underlying sets are \( A, B \) respectively. The
nominal generators $\Sigma$ are closed under permutations

$$\pi : [a] \gamma (b) : \pi \cdot A \rightarrow \pi \cdot B = [\pi (a)] \gamma (\pi (b)). \quad (\pi \text{-def})$$

The set of terms is given by closing under the operations of Fig 5, which should be compared with Fig 1.

![Figure 5](image)

Every NMT freely generates a monoidal category internal in nominal sets by quotienting the generated terms by:

- the equations that state that $id$ and $;$ obey the laws of a category
- the equations stating that $id_{\varnothing}$ and $\top$ are a monoid
- the equations of an internal monoidal category of Fig 6
- the equations of permutation actions of Fig 7
- the equations on the interaction of generators with bijections $\delta$ of Fig 8
- the equations $E$

![Figure 6](image)

For terms to form a nominal set, we need equations between permutations (not listed here) to hold, as well as the equations of Fig 7 that specify how permutations act on terms. All the equations presented in the figures above are routine, with the possible exception of those of Fig 8, specifying the interaction of renamings $\delta$ with the generators $[a] \gamma (b) \in \Sigma$, which we also depict in diagrammatic form:

![Figure 7](image)

3 The main difference with the equations in Fig 2 is that the interchange law for $\top$ is required to hold only if both sides are defined and that the two laws involving symmetries are replaced by the commutativity of $\top$. 
\( \delta_{ab}; \delta_{bc} = \delta_{ac} \)

\[
\begin{align*}
[a] \gamma \langle b_1, \ldots, b_i, \ldots, b_n \rangle : A \to B \uplus \{ b_i \} \\
[a] \gamma \langle b_1, \ldots, b_i, \ldots, b_n \rangle \cdot (\delta_B \uplus \delta_{b_i x}) &= [a] \gamma \langle b_1, \ldots, x, \ldots, b_n \rangle \quad \text{(NMT-right)} \\
[a_1, \ldots, a_i, \ldots, a_m] \gamma \langle b \rangle : \{ a_i \} \uplus A \to B \\
(\delta_{xa_i} \uplus \text{id}_A); [a_1, \ldots, a_i, \ldots, a_m] \gamma \langle b \rangle &= [a_1, \ldots, x, \ldots, a_m] \gamma \langle b \rangle \quad \text{(NMT-left)}
\end{align*}
\]

\textbf{Figure 8} NMT Equations of renamings.

Instances of these rules can be seen in Fig 4, where they are distinguished by a striped background.

5.2 Diagrammatic alpha-equivalence

The equations of Fig 7 and Fig 8 introduce a notion of diagrammatic alpha-equivalence, which allows us to rename “internal” names and to contract renamings.

\textbf{Definition 13.} Two terms of a nominal monoidal theory are alpha-equivalent if their equality follows from the equations in Fig 7 and Fig 8.

Every permutation \( \pi \) of names gives rise to bijective functions \( \pi_A : A \to \pi[A] = \{ \pi(a) \mid a \in A \} = \pi \cdot A \). Any such \( \pi_A \), as well as the inverse \( \pi_A^{-1} \), are parallel compositions of \( \delta_{ab} \) for suitable \( a, b \in \mathcal{N} \). In fact, we have \( \pi_A = \biguplus_{a \in A} \delta_{\pi(a)} \). We may therefore use the \( \pi_A \) as abbreviations in terms.

\textbf{Proposition 14.} Let \( t : A \to B \) be a term of a nominal monoidal theory. The equations in Fig 7 and Fig 8 entail that \( \pi \cdot t = (\pi_A)^{-1} \cdot t ; \pi_B \).

\[
\begin{array}{ccc}
A & \xrightarrow{t} & B \\
\downarrow \pi_A & & \downarrow \pi_B \\
\pi[A] & \xrightarrow{\pi_t} & \pi[B]
\end{array}
\]

The next two corollaries show that internal names can be renamed. We call this diagrammatic \( \alpha \)-equivalence.

\textbf{Corollary 15.} Let \( t : A \uplus \{ c \} \to B \uplus \{ c \} \) be a term of a nominal monoidal theory and \( d \) be fresh for \( t \). Then \( t = (\delta_{cd} \uplus \text{id}_A) \cdot (c \cdot d \cdot t ; (\delta_{dc} \uplus \text{id}_B) \).

\textbf{Corollary 16.} Let \( t : A \to B \) be a term of a nominal monoidal theory. Modulo the equations of Fig 7 and Fig 8, the support of \( t \) is \( A \cup B \).

The last corollary shows that internal names are bound by sequential composition. Indeed, in a composition \( A \xrightarrow{s} C \xrightarrow{t} B \), the names in \( C \setminus (A \cup B) \) do not appear in the support of \( t ; s \).
5.3 Nominal PROPs

From the point of view of Section 3, a nominal PROP is an internal strict monoidal category in \((\text{Nom}, 1, \ast)\) that has finite sets of names as objects and at least all bijections as arrows. A functor between nominal PROPs is an internal functor that preserves objects and bijections. We spell this out in detail.

\begin{itemize}
  \item Remark 17. A nominal PROP \(C\) is a small category, with a set \(C_0\) of “objects” and a set \(C_1\) of “arrows”, defined as follows. We write \(\cdot\) for the sequential composition (in the diagrammatic order) and \(\uplus\) for the monoidal composition.
  \begin{itemize}
    \item \(C_0\) is the set of finite subsets of a countably infinite set \(N\). The permutation action is given by \(\pi \cdot A = \pi[A] = \{\pi(a) \mid a \in A\}\) for all finite permutations \(\pi : N \to N\).
    \item \(C_1\) contains all bijections (“renamings”) \(\pi_A : A \to \pi \cdot A, \pi_A(a) = \pi(a)\), for all finite permutations \(\pi : N \to N\) and is closed under the operation mapping an arrow \(f : A \to B\) to \(\pi \cdot f : \pi \cdot A \to \pi \cdot B\) defined as \(\pi \cdot f = (\pi_A)^{-1} \cdot f \cdot \pi_B\).
    \item \(A \uplus B\) is the union of \(A\) and \(B\) and defined whenever \(A\) and \(B\) are disjoint. This makes \((C_0, \emptyset, \uplus)\) a commutative partial monoid. On arrows, we require \((C_1, \emptyset, \uplus)\) to be a commutative partial monoid, with \(f \uplus g\) defined whenever \(\text{dom}\, f \cap \text{dom}\, g = \emptyset\) and \(\text{cod}\, f \cap \text{cod}\, g = \emptyset\).
    \item The interchange law \((f \uplus f') \cdot (g \uplus g') = (f \cdot g) \uplus (f' \cdot g')\) holds whenever the left-hand side is defined.
  \end{itemize}

From this definition on can deduce the following.

\begin{itemize}
  \item Remark 18.
    \begin{itemize}
      \item A nominal PROP has a nominal set of objects and a nominal set of arrows.
      \item The support of an object \(A\) is \(A\) and the support of an arrow \(f : A \to B\) is \(A \uplus B\). In particular, \(\text{supp}(f \cdot g) = \text{dom}(f) \cup \text{cod}(g)\). In other words, nominal PROPs have diagrammatic alpha equivalence.
      \item There is a category \(\text{nPROP}\) that consists of nominal PROPs together with functors that are the identity on objects and bijections and are strict monoidal and equivariant.
      \item Every NMT presents a \(\text{nPROP}\). Conversely, every \(\text{nPROP}\) is presented by at least one NMT given by all terms as generators and all equations.
    \end{itemize}
\end{itemize}

6 Equivalence of nominal and ordinary string diagrams

We show that the categories \(\text{nPROP}\) and \(\text{PROP}\) are equivalent. To define translations between ordinary and nominal monoidal theories we introduce some auxiliary notation. We denote lists that contain each letter at most once by bold letters. If \(\mathbf{a} = [a_1, \ldots, a_n]\) is a list, then \(\mathbf{a} = \{a_1, \ldots, a_n\}\). Given lists \(\mathbf{a}\) and \(\mathbf{a}'\) with \(\mathbf{a} = \mathbf{a}'\) we abbreviate bijections in \(\text{PROP}\) (also called symmetries) mapping \(i \mapsto a_i = a'_i \mapsto j\) as \(\langle \mathbf{a} | \mathbf{a}' \rangle\). Given lists \(\mathbf{a}\) and \(\mathbf{b}\) of the same length we write \([\mathbf{a} | \mathbf{b}] = \biguplus \delta_{a_i, b_i}\) for the bijection \(a_i \mapsto b_i\) in an \(\text{nPROP}\).

\begin{itemize}
  \item Proposition 19. For any PROP \(S\), there is a nPROP \(\text{NOM}(S)\) that has for all arrows \(f : \mathbf{n} \to \mathbf{m}\) of \(S\), and for all lists \(\mathbf{a} = [a_1, \ldots, a_n]\) and \(\mathbf{b} = [b_1, \ldots, b_m]\) arrows \([\mathbf{a}]f([\mathbf{b}]) \in \text{NOM}(S)\). These arrows are subject to equations
\end{itemize}
Nominal String Diagrams

\[ \langle a \rangle \; f \; g \; (\langle c \rangle) = \langle a \rangle \; f \; (\langle b \rangle) \; g \; (\langle c \rangle) \]  
\text{(NOM-1)}

\[ \langle a \rangle \; f \oplus g \; (\langle b \oplus d \rangle) = \langle a \rangle \; f \; (\langle b \rangle) \oplus \langle c \rangle \; g \; (\langle d \rangle) \]  
\text{(NOM-2)}

\[ \langle a \rangle \; id \; (\langle b \rangle) = \langle a \rangle \; b \]  
\text{(NOM-3)}

\[ \langle a \rangle \; (\langle b \rangle \; \langle b' \rangle) \; f \; (\langle c \rangle) = \langle a \rangle \; b ; \langle b' \rangle \; f \; (\langle c \rangle) \]  
\text{(NOM-4)}

\[ \langle a \rangle \; f \; (\langle b \; \langle b' \rangle \; (\langle c \rangle) = \langle a \rangle \; f \; (\langle b \rangle) ; \langle b' \rangle \langle c \rangle \]  
\text{(NOM-5)}

\textbf{Proof.} To show that \textit{NOM}(S) is well-defined, we need to check that the equations of \textit{S} are respected. We only have space here for the most interesting case which is the naturality of symmetries given by the last equation in Fig 2. We write \( a^m \) for a list of \( a \)'s of length \( m \).

\begin{align*}
&[a^m + a^2] \; (t \oplus id_z) ; \sigma_{n,z} \; (b^2 + b^n] \\
&= ([a^m] \; t \; (x^n) \oplus [a^2] \; id_z \; (x^2^n); (x^n + x^2^n) \; \sigma_{n,z} \; (b^2 + b^n] \text{(NOM-1,2)} \\
&= ([a^2] \; id_z \; (x^2^n) \; \oplus [a^m] \; t \; (x^n); (x^n + x^2^n) \; \sigma_{n,z} \; (b^2 + b^n] \text{(NMT-comm)} \\
&= [a^2 + a^m] \; id_z \; \oplus t \; (x^2^n + x^n); (x^n + x^2^n) \; \sigma_{n,z} \; (b^2 + b^n] \text{(NOM-2)} \\
&= [a^2 + a^m] \; id_z \; \oplus t \; (x^2^n + x^n); (x^n + x^2^n) \; (x^n + x^2^n) \; (b^2 + b^n] \text{(\sigma-def)} \\
&= [a^2 + a^m] \; id_z \; \oplus t \; (x^2^n + x^n); (x^n + x^2^n) \; (x^n + x^2^n) \; (b^2 + b^n] \text{(\delta_{\alpha a} = id_a)} \\
&= [a^2 + a^m] \; id_z \; \oplus t \; (b^2 + b^n] \text{(NOM-5)} \\
&= [a^m + a^2] \; [a^m + a^2] \; id_z \; \oplus t \; (b^2 + b^n] \text{(\delta_{\alpha a} = id_a)} \\
&= [a^m + a^2] \; (a^m + a^2) \; (a^m + a^2) \; (id_z \; \oplus t \; (b^2 + b^n] \text{(NOM-4)} \\
&= [a^m + a^2] \; \sigma_{m,z} ; (id_z \; \oplus t \; (b^2 + b^n] \text{(\sigma-def)} \\
\end{align*}

Note how commutativity of \( \oplus \) is used to show that naturality of symmetries is respected. \( \blacksquare \)

\textbf{Proposition 20.} For any \textit{nPROP} \( \mathcal{T} \) there is a \textit{PROP}

\( \text{ORD}(\mathcal{T}) \)

that has for all arrows \( f : A \rightarrow B \) of \( \mathcal{T} \), and for all lists \( a = [a_1, \ldots, a_n] \) and \( b = [b_1, \ldots, b_m] \) arrows \( \langle a \rangle \; f \; [b] \). These arrows are subject to equations

\[ \langle a \rangle \; f \; g \; (\langle c \rangle) = \langle a \rangle \; f \; (\langle b \rangle) \; g \; (\langle c \rangle) \]  
\text{(ORD-1)}

\[ \langle a_f + a_g \rangle \; f \; g \; (\langle b_f + b_g \rangle) = \langle a_f \rangle \; f \; (\langle b_f \rangle) \; g \; (\langle b_g \rangle) \]  
\text{(ORD-2)}

\[ \langle a \rangle \; id \; (\langle a \rangle) = id \]  
\text{(ORD-3)}

\[ \langle a \rangle \; [a \; (\langle c \rangle)] = \langle a \rangle \; f \; (\langle b \rangle) \; (\langle c \rangle) \]  
\text{(ORD-4)}

\[ \langle a \rangle \; f \; [b \; (\langle c \; (\langle c' \rangle) = \langle a \rangle \; f \; [b] \; (\langle c \; (\langle c' \rangle \]  
\text{(ORD-5)}

\textbf{Proof.} To show that \textit{ORD} is well-defined we need to show that the equations of an \textit{NMT} are respected. The most interesting case here is the commutativity of \( \oplus \) since the \( \oplus \) of SMTs is not commutative.
\[ (a_t + a_s) t \triangleright s [b_t + b_s] \]
\[ = (a_t \sigma (b_t) \oplus (a_s \sigma (b_s)) \quad \text{(ORD-2)} \]
\[ = ((a_t \sigma (b_t) \oplus id_{[a_t]} \oplus (a_s \sigma (b_s)) \quad \text{(id; } a = a; id) \]
\[ = ((a_t \sigma (b_t) \oplus id_{[a_t]} \oplus (a_s \sigma (b_s)) \quad \text{(SMT-ch)} \]
\[ = (a_t \sigma (b_t) \oplus id_{[a_t]} \oplus (a_s \sigma (b_s)) \quad \text{(SMT-sym)} \]
\[ = a_{[a_t]}; \quad \text{(SMT-nat)} \]
\[ = a_{[a_t]}; \quad \text{(SMT-ch)} \]
\[ = a_{[a_t]}; \quad \text{(id; } a = a; \text{ ORD-2)} \]
\[ = a_{[a_t]} + a_{[a_s]}; \quad \text{(σ-def)} \]
\[ = a_{[a_t]} + a_{[a_s]} + a_{[a_t]} + a_{[a_s]}; \quad \text{(ORD-4,5)} \]
\[ = (a_t + a_s) s \equiv \top [b_s + b_t] \quad \text{(δ_{aa} = id_{a})} \]

Note how naturality of symmetries is used to show that the definition of \text{ORD} respects commutativity of \psi.

Having described the maps \text{NOM} and \text{ORD} and shown they are homomorphisms, we now describe functors \text{NOM}(F) and \text{ORD}(F).

\section*{Proposition 21} \text{NOM} : \text{PROP} \rightarrow \text{nPROP} is a functor mapping an arrow of PROPs \text{F} : \text{S} \rightarrow \text{S} to an arrow of nPROPs \text{NOM}(F) : \text{NOM}(\text{S}) \rightarrow \text{NOM}(\text{S}) defined by

\[ \text{NOM}(F)([a]g(b)) = [a]Fg(b) \quad \text{(NOM-F)} \]

\section*{Proposition 22} \text{ORD} is a functor mapping an arrow of nPROPs \text{F} : \text{T} \rightarrow \text{T} to an arrow of PROPs \text{ORD}(F) : \text{ORD}(\text{T}) \rightarrow \text{ORD}(\text{T}) defined by

\[ \text{ORD}(F)([a]f(b)) = [a]Ff(b) \quad \text{(ORD-F)} \]

The next proposition has a variation in which we take PROPs in the weaker sense of Lack [13]. Then the unit $\text{S} \rightarrow \text{ORD}(\text{NOM}(\text{S}))$ is not an iso. To see where we need to be careful, the next example illustrates how the commutativity of \psi in an nPROP translates into the naturality of the symmetries in a PROP.

\section*{Example 23 (Commutativity of \triangleright translates to naturality of symmetries).} If $\text{S}$ is a PROP in the sense of Lack [13] generated by a "lollipop" $\lambda : 0 \rightarrow 1$ then we can show that \lambda \oplus id and (id \oplus \lambda); \lambda_{1, 1} \delta_{aa} in \text{S} are sent to the same arrow in \text{ORD}(\text{NOM}(\text{S})), namely we can show

\[ [a][a] \lambda \triangleright id[b, c][b, c] = [a][a](id \triangleright \lambda); \lambda_{1, 1}[b, c][b, c]; \quad \text{(NOM-2)} \]

which is an instance of (SMT-nat) and does not hold in \text{S}.
As we can see from the example, the naturality of symmetries in a PROP is necessary in order to obtain that $S \rightarrow ORD(NOM(S))$ is an iso in the next proposition.

**Proposition 24.** For each PROP $S$, there is an isomorphism of PROPs, natural in $S$,

$$\Delta : S \rightarrow ORD(NOM(S))$$

mapping $f \in S$ to $\langle a \rangle[\![a]\!] f \langle b \rangle[\![b]\!]$ for some choice of $a, b$.

**Proposition 25.** For each nPROP $T$, there is an isomorphism of nPROPs, natural in $T$,

$$NOM(ORD(T)) \rightarrow T$$

mapping the $[\![c]\!] \langle a \rangle f \langle b \rangle[\![d]\!]$ generated by an $f : a \rightarrow b$ in $T$ to $[\![c]\!]a ; f ; [\![b]\!]d$.

Since the last two propositions provide an isomorphic unit and counit of an adjunction, we obtain

**Theorem 26.** The categories PROP and nPROP are equivalent.

**Remark 27.** If we generalise the notion of PROP from MacLane [15] to Lack [13], in other words, if we drop equation (SMT-nat) of Fig 2 expressing the naturality of symmetries, we still obtain an adjunction, in which $NOM$ is left-adjoint to $ORD$. Nominal PROPs then are a full reflective subcategory of ordinary PROPs. In other words, the (generalised) PROPs that satisfy naturality of symmetries are exactly those which are nominal PROPs.

## 7 Conclusion

The equivalence of nominal and ordinary PROPs (Theorem 26) has a satisfactory graphical interpretation. Indeed, comparing Figs 3 and 4 we see that both share, modulo different labellings of wires mediated by the functors $ORD$ and $NOM$, the same core of generators and equations while the main difference lies in the equations expressing, on the one hand, that $\oplus$ has natural symmetries and, on the other hand, that generators are a nominal set and $\uplus$ is commutative. In fact, this can be taken as a justification of the importance of naturality, which, informally speaking, compensates for the irrelevant detail induced by ordering names.

There are several directions for future research. First, the notion of an internal monoidal category has been developed because it is easier to prove the basic results in general rather than only in the special case of nominal sets. Nevertheless, it would be interesting to explore whether there are other interesting instances of internal monoidal categories.

Second, internal monoidal categories are a principled way to build monoidal categories with a partial tensor. For example, by working internally in the category of nominal sets with the separated product we can capture in a natural way constraints such as the tensor $f \oplus g$ for two partial maps $f, g : N \rightarrow V$ being defined only if the domains of $f$ and $g$ are disjoint. This reminds us of the work initiated by O’Hearn and Pym on categorical and algebraic models for separation logic and other resource logics, see eg [17, 9, 6]. It seems promising to investigate how to build categorical models for resource logics based on internal monoidal theories. In one direction, one could extend the work of Curien and Mimram [5] to partial monoidal categories. Another question is whether there is a more general strictification result characterising when a symmetric tensor can be replaced by a partial but commutative one.

Third, there has been substantial progress in exploiting Lack’s work on composing PROPs [13] in order to develop novel string diagrammatic calculi for a wide range of applications,
see eg [1, 2, 3, 22]. It will be interesting to explore how much of this technology can be transferred from PROPs to nominal PROPs.

Fourth, various applications of nominal string diagrams could be of interest. The original motivation for our work was to obtain a convenient calculus for simultaneous substitutions that can be integrated with multi-type display calculi [7] and, in particular, with the multi-type display calculus for first-order logic of Tzimoulis [21]. Another direction for applications comes from the work of Ghica and Lopez [10] on a nominal syntax for string diagrams. In particular, it would be of interest to add various binding operations to nominal PROPs.
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Definition 28 (internal category). In a category with finite limits an internal category is a diagram

\[
\begin{align*}
A_3 & \xrightarrow{\text{right}} A_2 & \xrightarrow{\text{comp}} A_1 & \xrightarrow{\text{dom}} A_0 \\
\xrightarrow{\text{compl}} & & \xrightarrow{\text{i}} & \\
\xrightarrow{\text{left}} & & \xrightarrow{\text{cod}} & \\
A_2 & \xrightarrow{\pi_2} A_1 & \xrightarrow{\pi_1} & \xrightarrow{\text{dom}} A_0
\end{align*}
\]

such that

1. the “pairs of arrows”-object \( A_2 \xrightarrow{\pi_1} A_0 \) is a pullback,
   \[ A_2 \xrightarrow{\pi_2} A_1 \]
2. the “triple of arrows”-object \( A_3 \) is a pullback
   \[ A_3 \xrightarrow{\text{right}} A_2 \]
   \[ \xrightarrow{\text{left}} \]
   \[ A_2 \xrightarrow{\pi_2} A_1 \]

where, intuitively, left “projects out the left two arrows” and right “projects out the right two arrows”

3. \( \text{dom} \circ \text{comp} = \text{dom} \circ \pi_1 \) and \( \text{cod} \circ \text{comp} = \text{cod} \circ \pi_2 \),
4. \( \text{dom} \circ \text{i} = \text{id}_{A_0} = \text{cod} \circ \text{i} \),
5. \( \text{comp} \circ \langle \text{i} \circ \text{dom}, \text{id}_{A_1} \rangle = \text{id}_{A_1} = \text{comp} \circ \langle \text{id}_{A_1}, \text{i} \circ \text{cod} \rangle \),
6. \( \text{comp} \circ \text{compl} = \text{comp} \circ \text{compr} \)

where we use the auxiliary notation

\[ \langle \text{i} \circ \text{dom}, \text{id}_{A_1} \rangle : A_1 \to A_2 \text{ and } \langle \text{id}_{A_1}, \text{i} \circ \text{cod} \rangle : A_1 \to A_2 \text{ are the arrows into the pullback } A_2 \text{ pairing } \text{i} \circ \text{dom}, \text{id}_{A_1} : A_1 \to A_1 \text{ and } \text{id}_{A_1}, \text{i} \circ \text{cod} : A_1 \to A_1, \text{ respectively,} \]
Remark 29. 1. and 3. define $A_2$ as the “object of composable pairs of arrows” while 4. and 5. express that the “object of arrows” $A_1$ has identities. 2. and 5. formalise associativity of composition. Since $A_2$ and $A_3$ are pullbacks, the structure is determined by $(A_0, A_1, dom, cod, i, comp)$ alone. We included $A_2, A_3$ as well as $compr, compl, right, left, \pi_2, \pi_1$ to improve readability of the equations.

Definition 30. A morphism $f : A \to B$ between internal categories, an internal functor, is a pair $(f_0, f_1)$ of arrows such that the six squares (one for each of $\pi_2, \text{comp}, \pi_1, \text{dom}, \text{cod}, i$)

\[
\begin{align*}
A_2 \xrightarrow{\pi_2} A_1 & \xrightarrow{\pi_1} A_0 \\
B_2 \xrightarrow{\pi_2} B_1 & \xrightarrow{\pi_1} B_0
\end{align*}
\]

commute.

Remark 31. Because $B_2$ is a pullback $f_2$ is uniquely determined by $f_1$. In more detail, if $\Gamma \to B_2$ is any arrow then, because $B_2$ is a pullback, it can be written as a pair

\[
\langle l, r \rangle : \Gamma \to B_2
\]

of arrows $l, r : \Gamma \to B_1$ and $f_2$ is determined by $f_1$ via

\[
f_2 \circ \langle l, r \rangle = \langle f_1 \circ l, f_1 \circ r \rangle
\]

Even if $f_2$ is not needed as part of the structure in the above definition, including $f_2$ makes it easier to state that $f_1$ preserves composition.

Similarly, $B_3$ is a pullback, and there is a unique arrow $f_3$ such that $(f_0, f_1, f_2, f_3)$ together make further 4 squares commute, one for each of $\text{right, compr, compl, left}$, see (5). We may include $f_3$ in the structure whenever convenient.
Definition 32. A natural transformation \( \alpha : f \to g \) between internal functors \( f, g : A \to B \), an internal natural transformation, is an arrow \( \alpha : A_0 \to B_1 \) such that, recalling (7),
\[
\text{dom} \circ \alpha = f_0 \quad \text{cod} \circ \alpha = g_0 \quad \text{comp} \circ (f_1, \alpha \circ \text{cod}) = \text{comp} \circ (\alpha \circ \text{dom}, g_1)
\]

Remark 33. Internal categories with functors and natural transformations form a 2-category. We denote by \( \text{Cat}(\mathcal{V}) \) the category or 2-category of categories internal in \( \mathcal{V} \). The forgetful functor \( \text{Cat}(\mathcal{V}) \to \mathcal{C} \) mapping an internal category \( A \) to its object of objects \( A_0 \) has both left and right adjoints and, therefore, preserves limits and colimits. Moreover, a limit of internal categories is computed component-wise as \( \lim D_j = \lim(D_j) \) for \( j = 0, 1, 2 \).

Remark 34. A strict monoidal category can be thought of both as a monoid in the category of categories and as a category internal in the category of monoids. To understand this in more detail, note that both cases give rise to the diagram
\[
\begin{array}{ccc}
A_2 \times A_2 & \xrightarrow{\text{comp} \times \text{comp}} & A_1 \times A_1 \\
\downarrow m_2 & & \downarrow m_1 \\
A_2 & \xrightarrow{\text{comp}} & A_1 \\
\downarrow m_0 & & \downarrow m_0 \\
A_0 & & A_0
\end{array}
\]

where
- in the case of a monoid \( A \) in the category of internal categories, \( m = (m_0, m_1, m_2) \) is an internal functor \( A \times A \to A \) and, using that products of internal categories are computed component-wise, we have \( \text{comp} \circ m_2 = m_1 \circ (\text{comp} \times \text{comp}) \), which gives us the interchange law
\[
(f; g) \cdot (f'; g') = (f \cdot f') ; (g \cdot g')
\]
by using (8) with \( m \) for \( f \) and writing \( ; \) for \( \text{comp} \) and \( \cdot \) for \( m_1 \);
- in the case of a category internal in monoids we have monoids \( A_0, A_1, A_2 \) and monoid homomorphisms \( i, \text{dom}, \text{cod}, \text{comp} \) which, if spelled out, leads to the same commuting diagrams as the previous item.
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1 Introduction

It is hard to overstate the importance of quantum dynamics: in a very deep sense, it truly makes the world go round. In computer science, more specifically, it is the driving force behind the processes which underpin the entirety of quantum computation. Despite this crucial role, quantum dynamics is rarely considered directly in quantum information and in the foundations of quantum computing, being instead relegated to a lower level of abstraction. In this work we aim to change that, bringing dynamics on a par with information and circuits by developing a fully diagrammatic approach based on categorical algebra.

Our work fits within the framework of categorical quantum mechanics [1,2,7] and uses the graphical calculus of string diagrams for symmetric monoidal categories [20,26]. We consider a particularly well-behaved kind of Hopf algebras/bialgebras – closely related to compact quantum groups [30,31] and sometimes known as interacting quantum observables [5,10] – arising as strongly complementary pairs of symmetric \( \dagger \)-Frobenius algebras [9,27]. We show that the algebras of a certain dagger Frobenius monad [18] correspond to quantum dynamical systems, that the morphisms between algebras correspond to equivariant transformations and that the natural tensor product in the category of algebras corresponds to synchronised parallel composition of dynamical systems. We further show that the dagger monoidal structure corresponds to symmetry-observable duality between time and energy, so that the Hamiltonian observables for quantum dynamical systems arise as the coalgebras of the corresponding dagger Frobenius comonad.
To showcase the expressive power of our formalism, we derive some cornerstone results of quantum dynamics in a diagrammatic fashion: the Weyl Canonical Commutation Relations, Schrödinger’s Equation, Stone’s proposition and von Neumann’s Mean Ergodic proposition. We use non-standard analysis [14,15] to deal with infinite-dimensional quantum systems.

2 Interacting Quantum Observables

2.1 Quantum Observables

If \( \mathcal{G} \) is an object in a dagger symmetric monoidal category, a \( \dagger \)-Frobenius algebra \( \bullet \) on \( \mathcal{G} \) is a pair of a monoid \( (\mathcal{G}, A, \delta) \) and a comonoid \( (\mathcal{G}, \Psi, \varphi) := (\mathcal{G}, A^\dagger, \delta^\dagger) \) related by Frobenius law:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{frobenius.png}
\end{array}
\end{align*}
\]

A \( \dagger \)-Frobenius algebra is \textit{quasi-special} if the comultiplication is an isometry up to some invertible scalar \( \xi \) and it is \textit{special} if it is an actual isometry (i.e. \( \xi = 1 \)):

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{quasispecial.png}
\end{array}
\end{align*}
\]

The positive scalar \( N_{\bullet} := \xi \dagger \xi \) is known as the \textit{normalisation factor} for the algebra. Every quasi-special \( \dagger \)-Frobenius algebra is proportional to a special one, which we shall see shortly to have physical significance: we use quasi-special algebras merely for reasons of notational convenience. The cup and cap induced by a \( \dagger \)-Frobenius algebra satisfy the \textit{snake equation}:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{snake.png}
\end{array}
\end{align*}
\]

A \( \dagger \)-Frobenius algebra is \textit{symmetric} if the cup and cap it induces are symmetric:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{symmetric.png}
\end{array}
\end{align*}
\]

Special symmetric \( \dagger \)-Frobenius algebras are of fundamental importance to quantum information, because they correspond exactly to quantum observables (more precisely, to finite-dimensional C*-algebras [27]). Special \textit{commutative} \( \dagger \)-Frobenius algebras in particular correspond to non-degenerate quantum observables, i.e. orthonormal bases. The basis vectors are exactly the \textit{classical states} \( |g\rangle \) for the algebra:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{classical.png}
\end{array}
\end{align*}
\]

The leftmost two equations are the \textit{copying} and \textit{deleting} of the classical elements, while the rightmost equation says that classical elements are self-conjugate with respect to the
observable. More generally, quasi-special commutative \( ^\dagger \)-Frobenius algebras \( \bullet \) correspond to orthogonal bases in which all vectors have the same square norm \( \langle g | g \rangle = N_g \). Because of this correspondence, we will henceforth liberally refer to quasi-special symmetric \( ^\dagger \)-Frobenius algebras as quantum observables, as customary within the categorical quantum mechanics literature.\(^1\) We write \( K(\bullet) \) for the set of classical states.

### 2.2 Interacting Quantum Observables

\textbf{Definition 1.} Let \((G, \circ, \bullet)\) be a pair of quasi-special symmetric \( ^\dagger \)-Frobenius algebras on the same system \( G \). We say that \((G, \circ, \bullet)\) is a strongly complementary pair – or a pair of interacting quantum observables – if the following equations – the bialgebra law, the two coherence laws and the bone law – are satisfied:

\[
\begin{align*}
\bullet \circ = & \quad \bullet \\
\circ \bullet = & \quad \circ \\
\bullet \bullet = & \quad \bullet
\end{align*}
\]

(6)

As part of the definition, we also require that the unitary map \( \tilde{\circ} : G \to G \) defined below – the antipode – is self-adjoint (or equivalently self-inverse):

\[
\begin{align*}
\tilde{\circ} := & \quad \begin{array}{c}
\circ \\
\bullet \\
\circ
\end{array} \\
\end{align*}
\]

(7)

Interacting quantum observables automatically satisfy Hopf’s law and are thus examples of Hopf algebras:

\[
\begin{align*}
\tilde{\circ} \circ = & \quad \circ \\
\circ \bullet = & \quad \bullet
\end{align*}
\]

(8)

Because we are working in a dagger symmetric monoidal category, all equations above imply their dagger versions, so that \((G, \circ, \bullet)\) is a pair of interacting quantum observables if and only if \((G^\dagger, \circ^\dagger, \bullet^\dagger)\) is. To get some intuition as to the meaning of the defining equations, we look at the characterisation [16,21] of the pairs with \( \bullet \) special and commutative in the category \( \mathcal{Hilb} \) of finite-dimensional Hilbert spaces and complex linear maps.

\textbf{Proposition 2.} The pairs \((G, \circ, \bullet)\) of interacting quantum observables in \( \mathcal{Hilb} \) where \( \bullet \) is special and commutative are exactly the group algebras \( C[G] \) for finite groups \( G \), with \( \bullet \) corresponding to some orthonormal basis \( \{ |g \rangle \}_{g \in G} \) labelled by the group elements, \( \circ := |1_G \rangle \) and \( \bullet \) the linear extension of the multiplication of \( G \):

\[
\begin{align*}
|g \rangle \circ |h \rangle = & \quad |g \cdot h \rangle
\end{align*}
\]

(9)

\(^1\) Though the term is usually referred to special algebras, our generalisation to quasi-special maintains an exact correspondence with observables in \( \mathcal{Hilb} \) and hence does not change the semantics.
Then antipode always corresponds to the group inverse:

$$\begin{array}{c}
g \\
\hline
\text{g} \\
\hline
(\text{g}^{-1})
\end{array}$$

(10)

The classical states \(|\chi\rangle\) for \(G\) are exactly those in the following form, where \(\chi : G \to \mathbb{C}\) is a multiplicative character for \(G\):

$$|\chi\rangle := \sum_{g \in G} \chi(g) |g\rangle$$

(11)

If \(G\) is abelian, then the pair \((\mathcal{G}, \bullet, \circ)\) corresponds to the Pontryagin dual group \(G^\wedge\).

By thinking of the comonoid \((\mathcal{G}, \cdot, \bullet)\) as copying/deleting group elements and of the monoid \((\hat{A}, \hat{\bullet})\) as a “coherent”/linear version of the group multiplication and unit, the defining equations for interacting quantum observables acquire a rather obvious meaning:

1. the bialgebra law and left coherence law say that group multiplication sends elements which can be copied/deleted to elements which can be copied/deleted;
2. the right coherence law and the bone law say that the group unit is itself and element which can be copied/deleted;
3. the requirement that the antipode is self-inverse is necessary to prove Hopf’s law, which in turn implies that elements have inverses (given by the antipode itself);
4. the requirement that the antipode is self-inverse also implies that group multiplication sends self-conjugate elements for \(\circ\) to self-conjugate elements for \(\bullet\) and the the group unit is itself self-conjugate for \(\circ\) \([10,16]\).

This means that we can think of interacting quantum observables as “coherent groups”, i.e. groups embedded into an environment in which \(\dagger\)-Frobenius algebras are available (e.g. in the compact-closed complex linear context). This is consistent with the fact that such coherent groups are particularly well-behaved examples of compact quantum groups \([13,30,31]\) – at least within the context of dagger compact categories of finite-dimensional vectors spaces over a field equipped with a self-inverse automorphism (acting as conjugation).

### 2.3 Dagger Frobenius Monads

Given any monoid \((\mathcal{G}, \hat{A}, \hat{\bullet})\) in a monoidal category, we can always define a monad by sending \(H \mapsto H \otimes \mathcal{G}, f \mapsto f \otimes \text{id}_G\) and considering the following multiplication and unit:

$$\begin{array}{c}
\mu_N := H \xrightarrow{\cdot} \mathcal{G} \xrightarrow{G} H \\
\eta_N := H \xrightarrow{\circ} \mathcal{G} \xrightarrow{G} H
\end{array}$$

(12)

The monad laws reduce to associativity and bilateral unitality for the monoid itself:
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to the comonad induced by the comonoid \((G, \cdot, \bullet)\):

\[
\begin{aligned}
\begin{array}{c}
\bullet \\
\circ \\
\circ
\end{array}
&= \\
\begin{array}{c}
\circ \\
\circ \\
\bullet
\end{array}
\end{aligned}
\tag{14}
\]

Because no ambiguity can arise, we write \(\_ \otimes \bullet\) to denote both the monad given by \((G, \cdot, \bullet)\) and the comonad given by \((\hat{G}, \cdot, \bullet)\). The algebras for the dagger Frobenius monad \(\_ \otimes \bullet\) are the morphisms \(\alpha : \mathcal{H} \otimes \hat{G} \to \mathcal{H}\) such that:

\[
\begin{aligned}
\alpha^\dagger
&= \\
\alpha
\end{aligned}
\tag{15}
\]

In the original [18], these are referred to more specifically as FEM-algebras, for Frobenius Eilenberg-Moore algebras. Just as the “Eilenberg-Moore/EM” qualifier is customarily dropped for algebras of a monad, we shall here also drop the “Frobenius/FEM” qualifier for the algebras of dagger Frobenius monads, because FEM-algebras are the natural notion in the dagger Frobenius context.

\(\blacktriangleright\) \textbf{Proposition 3.} When \((G, \cdot, \bullet)\) is a pair of interacting quantum observables, the rightmost condition above in the definition of algebras for the monad \(\_ \otimes \bullet\) can be equivalently reformulated as follows:

\[
\begin{aligned}
\alpha^\dagger
&= \\
\alpha
\end{aligned}
\tag{16}
\]

### 3 Quantum Clocks

In a very practical sense, time is ticked by clocks. If we know that a dynamical system and a clock are synchronised, then we can know the exact state of the system without ever looking at it, by just knowing what time the clock is displaying (assuming we know the initial state for the system). The kinds of dynamics admissible for systems synchronised with a given clock depend on the structure of the clock: clocks with more time states can be synchronised with more systems. If one interprets dynamics as time-translation symmetry – the approach that we take in this work – this means that the dynamical system has to be a representation for whatever time-translation group is associated with the clock.

The interpretation of dynamics as time-translation symmetry may appear causally problematic: after all, what does it mean to have entanglement across time? A full discussion of this issue would take more words than can fit in the margins of these pages, but we hope the following will at least convince the reader that the point of view we’ve adopted might not be as preposterous as it may at first seem.

When thinking about time, we can take two perspectives: an \textit{internal} perspective – reflecting time as dynamically experienced by those immersed in its flow – and an \textit{external} perspective – reflecting time as statically experienced by those staring at it from the outside.
Mathematically, the internal perspective roughly corresponds to the idea of time evolution as the solution of differential equations: an instantaneous state is given and propagated forward instant by instant according to the laws of dynamics. The external perspective, on the other hand, corresponds to the idea of spacetime: everything which happens in the entire history of a mathematical objects is already crystallised in front of the eyes of those studying it, its evolution merely a matter of choosing and relating equal-time slices.

In the case of quantum dynamics, the external perspective amounts to thinking of dynamical systems as static, their entire history of evolution \( (\psi_t) \), encoded in an entangled state \( \sum_t |\psi_t\rangle \otimes |t\rangle \), where we selected a suitably large ancillary quantum system \( G \) – a quantum clock, as we shall call it – equipped with a choice of time observable \( \mathbb{O} \) labelling the time states \( |t\rangle \). This idea was already clear in the formulation of Feynman’s clock [11,12]: therein, the computation of the dynamics of a quantum system is reduced to the computation of the ground state of a certain Hamiltonian, resulting precisely in the system-clock entangled state detailed above. Causality and dynamics arise from the choice of a specific group structure on the time states – the time-translation group \( \mathbb{R} \) – corresponding to a strongly complementary quantum observable \( \mathbb{O} \): the time observable chooses the time slices for the dynamical system, the group structure relates them causally and dynamically.

For an internal observer, living inside the quantum dynamical system, the classical evolution \( (\psi_t) \) is indistinguishable from the external application of time-translation symmetry to slices of definite time value \( |t\rangle \): to such an internal observer, time behaves as an external classical parameter. To an external observer, on the other hand, the difference between the two perspectives is truly one of expressive power: taking the internal perspective forces them to work in the time observable for the quantum clock, while taking the external perspective allows the to freely change their point of view, yielding additional insights and more direct proofs of canonical results.

### 3.1 Quantum clocks from interacting quantum observables – Take I

Here, we restrict our attention to four inter-related kinds of dynamics: discrete periodic, discrete, continuous periodic and continuous.

1. Systems with continuous dynamics correspond to the usual choice of time-translation group \( \mathbb{R} \) (continuous time).
2. Systems with continuous periodic dynamics correspond to a choice of time-translation group in the form \( \mathbb{R}/T\mathbb{Z} \) for some positive period \( T \in \mathbb{R} \). They are exactly the systems with continuous dynamics where the dynamics are periodic.
3. Systems with discrete dynamics correspond to the choice of time-translation group \( \mathbb{Z} \). Sampling systems with continuous dynamics at equally spaced discrete intervals of time yields systems with discrete dynamics. These are the systems which are effectively synchronised with ordinary clocks (as long as we assume access to infinite time counters which never cycle).
4. Systems with discrete periodic dynamics correspond to a choice of time-translation group in the form \( \mathbb{Z}_N \) for some positive period \( N \in \mathbb{N} \). Sampling systems with continuous periodic dynamics (with period \( T \in \mathbb{R} \)) at equally spaced discrete intervals of time (spaced by some positive \( \Delta t \in \mathbb{R} \) dividing the period \( T \)) yields systems with discrete dynamics (with \( N := T/\Delta t \)). These are the systems which are effectively synchronised with ordinary clocks having finite time counters – from 12-hour wall clocks, with their 43200 time states, to high-precision atomic clocks.

When \( G \) is one of the time-translation groups above, a dynamical system governed by \( G \) – i.e. one which can be synchronised with clocks having \( G \) as the associated time-translation group – is simply a representation \( (U_g)_{g \in G} \) of \( G \) in some appropriate category modelling the physical
context of interest. In particular, a quantum dynamical system is just a unitary representation $(U_g)_{g \in G}$ of $G$ on some Hilbert space $\mathcal{H}$, with appropriate continuity requirements impose where necessary.

The identification of quantum dynamical systems with unitary representations is the mainstream view in quantum dynamics, but it introduces an unpleasant asymmetry between the physical systems – which are quantum – and time – which is instead a classical parameter external to the quantum realm. This asymmetry did not escape the attention of the founders of quantum mechanics, and the history of attempts to quantise time is long and rife with controversy. We refer the reader interested in such history to some very good works dedicated specifically to the topic [4,19,23,24]: in this work, we will instead avoid such controversies altogether, by taking an external “static” view of quantum dynamical systems.

For the purposes of dynamics, we have seen that a clock – a physical system – can be abstracted to a time-translation group $G$ – an algebraic structure that it can be endowed with. If we take an ordinary clock – the states of which are the possible instants of the time ticks – and we quantise it, we obtain a quantum clock – the states of which are now wavefunctions over the space of states for the original clock. In this interpretation, quantum clocks should be quantum systems equipped with the structure of a group algebra $\mathbb{C}[G]$ for the time-translation group $G$.

In the case $G = \mathbb{Z}_N$ of discrete periodic dynamics we already know what to do: a quantum clock is finite-dimensional Hilbert space $\mathcal{G}$ – a quantum system, living in the dagger compact category $\mathcal{Hilb}$ – endowed with a pair $(\mathcal{G}, \varnothing, \circ)$ of interacting quantum observables corresponding to $\mathbb{C}[\mathbb{Z}_N]$ – a pair of categorical algebraic structures. Unlike classical clocks – where a single algebraic object was needed – quantum clocks need an interacting pair of algebraic structures: one to pin down the time states (the observable $\varnothing$) and another one to endow them with the $\mathbb{Z}_N$ group structure (the observable $\circ$).

### 3.2 Infinite-dimensional quantum systems

This approach – modelling quantum clocks using interacting quantum observables – will work well for finite-dimensional quantum dynamical systems with discrete periodic dynamics, which are by themselves of significant interest: they were extensively studied by Weyl [28,29] and can be used to formalise Feynman’s clock construction [11,12,22]. However, it cannot immediately be generalised to the other kinds of dynamics which we are interested in: the only pairs of interacting quantum observables in the dagger symmetric monoidal category $\mathcal{Hilb}$ of Hilbert spaces and continuous linear maps are the ones corresponding to finite groups.

Technically, $\mathcal{Hilb}$ doesn’t even have quantum observables as we defined them: an orthonormal basis $(|e_i\rangle)_{i=1}^\infty$ of an infinite-dimensional separable Hilbert space is still associated with pair of a commutative comultiplication $\Psi := \sum_{i=1}^\infty (|e_i\rangle \otimes |e_i\rangle) \langle e_i|$ and multiplication $A = \Psi^\dagger$ satisfying the Frobenius law – as well as an alternative equation making classical states self-conjugate – but we have to let go of the counit $\varnothing$ and unit $\varepsilon$ in the passage from finite-to infinite-dimensional Hilbert objects [3]. Indeed, the unit for such an algebra would have to take the form $\varepsilon = \sum_{i=1}^\infty |e_i\rangle$, a vector which would have infinite norm.

In order to gain access to interacting quantum observables corresponding to infinite group algebras, we work in a symmetric monoidal category of non-standard Hilbert spaces and $^*\mathbb{C}$-linear maps known as $^*\mathcal{Hilb}$ [14,15], where $^*\mathbb{C}$ is the field of non-standard complex numbers. The objects of $^*\mathcal{Hilb}$ are non-standard Hilbert spaces which are hyperfinite-dimensional, i.e. which have orthonormal bases in the form $(|e_i\rangle)_{i=1}^n$ where $n \in ^*\mathbb{N}$ is a non-standard natural number (the dimension of the non-standard Hilbert space); in particular, $^*\mathcal{Hilb}$ contains symmetric monoidal sub-categories equivalent to $f\mathcal{Hilb}$ and $\mathcal{Hilb}$ (up to infinitesimals). Even
though $n$ may be an infinite natural, from a non-standard perspective the objects of $^{*}\text{Hilb}$ are finite-dimensional spaces: this means that $^{*}\text{Hilb}$ is dagger compact, has special symmetric $\dagger$-Frobenius algebras and contains the extra strongly complementary pairs which we need to talk about quantum dynamics.

The easiest way to work with $^{*}\text{Hilb}$ is by using the Transfer Principle: if a construction indexed by $n$ can be made on $n$-dimensional Hilbert spaces for all $n \in \mathbb{N}$, then it can be uniquely extended to $n$-dimensional non-standard Hilbert spaces for all $n \in ^{*}\mathbb{N}$. For an extensive introduction to non-standard analysis and the Transfer Principle we refer the reader to Refs. [17,25]. For example, if $(|e_i\rangle)_{i=1}^{n}$ is an orthonormal basis for an $n$-dimensional Hilbert space, we can always define the unit for the associated quantum observable as $\hat{d} = \sum_{i=1}^{n} |e_i\rangle$; by the Transfer Principle, this means that we can also do so for an orthonormal basis $(|e_i\rangle)_{i=1}^{n}$ of an object of $^{*}\text{Hilb}$ where $n$ is an infinite natural. The vector $\hat{d} = \sum_{i=1}^{n} |e_i\rangle$ has a well-defined infinite square norm $\sum_{i=1}^{n} \langle e_i|e_i \rangle = n$ and can be normalised to $\frac{1}{\sqrt{n}} \sum_{i=1}^{n} |e_i\rangle$ as one would ordinarily do in a finite-dimensional Hilbert space. This latter example shows that, when $n$ is infinite, $^{*}\text{Hilb}$ features some genuinely new quantum states: $^{*}\text{Hilb}$ is not near-standard, in the sense that it has finite norm, but not near-standard, in the sense that it is not infinitesimally close to any vector in the corresponding standard Hilbert space. These extra states are the key to constructing the interacting quantum observables we need.

The trick to constructing quantum clocks in $^{*}\text{Hilb}$ is to think of all time-translation groups as actually discrete and periodic, at least in the non-standard sense. Consider the abelian group $^{*}\mathbb{Z}_{\omega}$ formed by the non-standard integers modulo some positive non-standard natural $\omega \in ^{*}\mathbb{N}$. When $\omega$ is finite, these are the usual finite cyclic groups. When $\omega$ is infinite, however, these groups are always very large, and contain $\mathbb{Z}$ as a subgroup. Indeed, we can take the following representatives for the elements of $^{*}\mathbb{Z}_{\omega}$:

$$^{*}\mathbb{Z}_{\omega} := \left\{ \left[ -\frac{\omega - 1}{2} \right], ..., +\left[ \frac{\omega}{2} \right] \right\} \cup \{0\}$$

(17)

If $i, j \in \mathbb{Z}$ then $i + j$ is always finite and no modular reduction ever occurs, so that addition of $i$ and $j$ in $^{*}\mathbb{Z}_{\omega}$ is the same as addition in $\mathbb{Z}$. Now let $\omega_{uv}, \omega_{ir} \in ^{*}\mathbb{R}$ be non-infinitesimal positive non-standard reals with $\omega_{uv}\omega_{ir} = \omega \in ^{*}\mathbb{N}$ and consider the following subset of $^\ast\mathbb{R}$:

$$\frac{1}{\omega_{uv}}^{*}\mathbb{Z}_{\omega} := \left\{ \frac{n}{\omega_{uv}} \in ^{*}\mathbb{R} \mid n \in \left\{ -\left[ \frac{\omega - 1}{2} \right], ..., +\left[ \frac{\omega}{2} \right] \right\} \right\}$$

(18)

The subset $\frac{1}{\omega_{uv}}^{*}\mathbb{Z}_{\omega}$ inherits the group structure of $^{*}\mathbb{Z}_{\omega}$. The $uv/ir$ suffixes for the numbers $\omega_{uv}$ and $\omega_{ir}$ originate from a habit, typical of quantum field theory, to distinguish between “infra-red” infinities – arising because space is infinitely large – and “ultra-violet” infinities – arising because space is infinitely fine: the parameter $\omega_{uv}$ controls how fine the subdivision of $^{*}\mathbb{R}$ specified by $\frac{1}{\omega_{uv}}^{*}\mathbb{Z}_{\omega}$ is, while the parameter $\omega_{ir} = \omega/\omega_{uv}$ controls how large a portion of $^{*}\mathbb{R}$ it covers.

For different choices of parameters $\omega_{uv}, \omega_{ir} \in ^{*}\mathbb{R}$, the discrete periodic non-standard groups $\frac{1}{\omega_{uv}}^{*}\mathbb{Z}_{\omega}$ can be used to approximate all the time-translation groups which we are interested in. In what follows, we write $\left(\frac{1}{\omega_{uv}}^{*}\mathbb{Z}_{\omega}\right)_{\text{fin}}$ for the subgroup formed by the finite elements, i.e. by those elements which are finite reals. If $x \in \left(\frac{1}{\omega_{uv}}^{*}\mathbb{Z}_{\omega}\right)_{\text{fin}}$, we write $\text{st}\,(x)$ for the unique standard real which is infinitesimally close to $x$.

---

2 Note to the reader versed in non-standard analysis: this is an external subgroup and is only used for the purpose of connecting the non-standard groups to their standard counterparts. It is never used in any constructions within $^{*}\text{Hilb}$. 
Proposition 4. Let \( \omega_u, \omega_r \in \mathbb{R} \) be non-infinitesimal positive non-standard reals such that \( \omega := \omega_u \omega_r \in \mathbb{N} \) is integer. The time-translation groups \( G \) for discrete periodic, discrete, continuous periodic and continuous dynamics are exactly the standard groups which can be obtained as quotient by infinitesimals of the subgroup of finite elements of \( \frac{1}{\omega_u} \mathbb{Z}_\omega \):

\[
G = \text{st} \left( \left( \frac{1}{\omega_u} \mathbb{Z}_\omega \right)_{\text{fin}} \right)
\]

(19)

More specifically, we have the following combinations:
1. if \( \omega_u \) is finite and \( \omega_r \) is finite we obtain the discrete periodic case \( G = \frac{1}{\omega_u} \mathbb{Z}_\omega \cong \mathbb{Z}_\omega \);
2. if \( \omega_u \) is finite and \( \omega_r \) infinite we obtain the discrete case \( \frac{1}{\omega_u} \mathbb{Z} \cong \mathbb{Z} \);
3. if \( \omega_u \) is infinite and \( \omega_r \) is finite we obtain the continuous periodic case \( \mathbb{R} / \text{st} (\omega_r) \mathbb{Z} \);
4. if \( \omega_u \) is infinite and \( \omega_r \) is infinite we obtain the continuous case \( \mathbb{R} \).

Hence all standard time-translation groups listed above can be approximated, up to infinitesimals, by the subgroup of finite elements of a discrete periodic non-standard group.

3.3 Quantum clocks from interacting quantum observables – Take II

Armed with our dagger compact category \( ^\ast \text{Hilb} \) and with approximations of our favourite time-translation groups by discrete periodic non-standard groups, we are finally in a position to define our quantum clocks.

Definition 5. A quantum clock is a pair of interacting quantum observables \((G, \mathfrak{O}, \bullet)\) in \( ^\ast \text{Hilb} \) with \( \mathfrak{O} \) special commutative, equipped with a group isomorphism \( (K(\mathfrak{O}), A, \bullet) \cong \frac{1}{\omega_u} \mathbb{Z}_\omega \)

for some non-infinitesimal positive \( \omega_u, \omega_r \in \mathbb{R} \) with \( \omega := \omega_u \omega_r \in \mathbb{N} \). We refer to \( \frac{1}{\omega_u} \mathbb{Z}_\omega \)

as the time-translation group and to \( \left( \left( \frac{1}{\omega_u} \mathbb{Z}_\omega \right)_{\text{fin}} \right) \) as the associated standard time-translation group. We refer to the classical states \( K(\mathfrak{O}) \) of \( \mathfrak{O} \) as the (clock) time states – which we index as \( |t\rangle \) using the elements \( t \in \frac{1}{\omega_u} \mathbb{Z}_\omega \) – and to the observable \( \mathfrak{O} \) as the clock time observable.

Note that the specific choice of \( \frac{1}{\omega_u} \mathbb{Z}_\omega \) – i.e. the specific choice of parameters \( \omega_u, \omega_r \) – is part of the data of a quantum clock. We will only mention it explicitly when relevant, to lighten the notation.

Proposition 6. Quantum clocks with non-standard time-translation group \( \frac{1}{\omega_u} \mathbb{Z}_\omega \) exist for all non-infinitesimal positive \( \omega_u, \omega_r \in \mathbb{R} \) with \( \omega := \omega_u \omega_r \in \mathbb{N} \).

In the case of infinite-dimensional quantum clocks, working in the non-standard setting gives us access to a lot of states and linear maps which would not be well-defined in the standard setting, let alone continuous. On a quantum clock with time-translation group \( \frac{1}{\omega_u} \mathbb{Z}_\omega \), for example, we can construct the following plane-wave states indexed by all \( E \in \frac{1}{\omega_r} \mathbb{Z} \) (note the switch from \( \omega_u \) to \( \omega_r \)):

\[
|E\rangle := \sum_{t \in \frac{1}{\omega_r} \mathbb{Z}_\omega} e^{i2\pi \frac{E}{\omega_r} t} |t\rangle
\]

(20)

In particular, we have that \( \langle E|t\rangle = e^{-i2\pi E t} \). This is exactly the phase that an energy eigenstate with energy \( E \) acquires after time \( t \) has passed. As the following result shows, this is no coincidence: in a quantum clock \((G, \mathfrak{O}, \bullet)\), the classical states \( |E\rangle \) for \( \bullet \) always label the possible energy values that the corresponding dynamical systems can have.
Proposition 7. In a quantum dynamical system with standard time-translation group $G$, the possible values for energy are always canonically labelled by the elements of the Pontryagin dual $G^\wedge$. If $(\mathcal{G}, \mathpzc{o}, \mathpzc{b})$ is a quantum clock with time-translation group $1_{\omega_{uv}} \star \mathbb{Z}_{\omega}$, the classical states for $\mathpzc{b}$ are the plane-wave states of Equation (20) and we have $(K(\mathpzc{b}), A, \mathpzc{b}) \simeq 1_{\omega_{ir}} \star \mathbb{Z}_{\omega}$.

If $G$ is the standard time-translation group associated to the quantum clock then:

$$ G^\wedge = \text{st} \left( \left( \frac{1}{\omega_{ir}} \star \mathbb{Z}_{\omega} \right)_{\mathcal{F}_0} \right) $$

(21)

Hence the classical states of $\mathpzc{b}$ canonically label the possible energy levels for quantum dynamical systems that can be synchronised with the clock.

When $E$ and $t$ are both finite – i.e. when they have direct physical significance – we can manually check that $\text{st}(e^{-i2\pi Et})$ yields the expected phase in the various models. In all four cases we have $\text{st}(e^{-i2\pi Et}) = e^{-i2\pi \text{st}(E) \text{st}(t)}$, with the domains of $\text{st}(t)$ and $\text{st}(E)$ ensuring that the expression is well-defined under all circumstances.

1. For continuous dynamics, $\text{st}(t) \in \mathbb{R}$ and $\text{st}(E) \in \mathbb{R}$ and there are no issues.
2. For continuous periodic dynamics, $\text{st}(t) \in \mathbb{R}/T \mathbb{Z}$, so we need $\text{st}(E) \in \frac{1}{T} \mathbb{Z}$ for the phase to be well-defined. Indeed, $\frac{1}{T} \mathbb{Z}$ is the standard group we obtain when $\omega_{ir} = T$.
3. For discrete dynamics, $\text{st}(t) \in \mathbb{Z}$ and values of $\text{st}(E)$ differing by 1 will give the exact same phase: to have an exact correspondence, we therefore need $\text{st}(E) \in \mathbb{R}/\mathbb{Z}$. Indeed, $\mathbb{R}/\mathbb{Z}$ is the standard group we obtain when $\omega_{uv} = 1$.
4. For discrete periodic dynamics, we have $\text{st}(t) \in \mathbb{Z}_{\omega}$. This combines the requirements on $\text{st}(E)$ from both the previous cases: values of $\text{st}(E)$ differing by 1 will correspond to the same phase, and the phase is only well-defined if $\text{st}(E)$ is divisible by $\omega$. Indeed, the standard group we obtain in this case ($\omega_{uv} = 1$ and $\omega_{ir} = \omega$) is $\text{st}(E) \in \frac{1}{\omega} \mathbb{Z}_{\omega}$.

In light of the above, we adopt the following definition.

Definition 8. Let $(\mathcal{G}, \mathpzc{o}, \mathpzc{b})$ be a quantum clock. We refer to the classical states $|E\rangle$ of $\mathpzc{b}$ as clock energy states and to the observable $\mathpzc{o}$ as the clock energy observable.

4 Quantum Dynamical Systems

In the previous Section, we have shown that certain pairs of interacting quantum observables in the dagger compact category $\star \text{Hilb}$ can be used to model quantum clocks, i.e. quantum systems with additional structure singling out certain clock time states and the desired time-translation group structure on them. In this Section, we switch our attention to quantum dynamical systems.

4.1 Quantum Dynamical Systems

Let $(\mathcal{G}, \mathpzc{o}, \mathpzc{b})$ be a quantum clock and consider an algebra $\alpha : \mathcal{H} \otimes \mathcal{G} \rightarrow \mathcal{H}$ for the dagger Frobenius monad $\_ \otimes \mathpzc{b}$. We look at the endomorphisms $\alpha_t : \mathcal{H} \rightarrow \mathcal{H}$ obtained by evaluating the algebra on clock time states $|t\rangle$:

$$ \alpha_t := \begin{array}{c}
\alpha \\
|t\rangle
\end{array} $$

(22)
In terms of those endomorphisms, the defining equations for algebras take the following form:

\[
\begin{align*}
\alpha^t \alpha_s &= \alpha^{t+s} \\
\alpha_0 &= 1 \\
\alpha^t_\dagger &= \alpha^{-t}
\end{align*}
\]  

(23)

But these are exactly the equations defining a unitary representation \((\alpha_t)_t\) of the time-translation group! Clearly, we are off to a good start.

Algebras for the monad \(_ \otimes \_) form a category, with morphisms \(\Phi : \alpha \to \beta\) from an algebra \(\alpha : \mathcal{H} \otimes \mathcal{G} \to \mathcal{H}\) to another algebra \(\beta : \mathcal{K} \otimes \mathcal{G} \to \mathcal{K}\) given by the linear maps \(\Phi : \mathcal{H} \to \mathcal{K}\) which satisfy the following equation:

\[
\begin{align*}
\alpha \Phi &= \Phi \beta
\end{align*}
\]  

(24)

Because the monad \(_ \otimes \_) is obtained from a monoid which is part of a pair \((\otimes, \odot)\) of interacting quantum observables with \(\otimes\) commutative, the category of algebras has a symmetric monoidal structure, with the tensor product \(\alpha \otimes \beta\) of two algebras defined as follows:

\[
\begin{align*}
\begin{array}{c}
\alpha \\
\Phi
\end{array} & \otimes & \begin{array}{c}
\beta \\
\Phi
\end{array}
\end{align*}
\]  

(25)

The following result shows that the category of algebras captures exactly quantum dynamical systems, equivariant maps between them and their natural notion of composition.

**Proposition 9.** Let \((\mathcal{G}, \otimes, \odot)\) be a quantum clock. The algebras \(\alpha\) for the dagger Frobenius monad \(_ \otimes \_) such that \(\alpha_t\) is near-standard for all \(t\) correspond to quantum dynamical systems for the standard time-translation, i.e. strongly continuous unitary representations \((\text{st} (\alpha_t))_{t \in \mathcal{G}}\) of the standard time-translation group. Morphisms between algebras correspond to equivariant maps for the representations. Tensor product of algebras corresponds to synchronised composition of quantum dynamical systems:

\[
\begin{align*}
(\alpha \otimes \beta)_t := \begin{array}{c}
\alpha \\
\beta
\end{array} & = \begin{array}{c}
\alpha_t \\
\beta_t
\end{array}
\end{align*}
\]  

(26)
Definition 10. Let \((G, \circ, e)\) be a quantum clock. A quantum dynamical system for the quantum clock is an algebra for the dagger Frobenius monad \(\otimes\). Morphisms of algebras will be referred to as equivariant maps between quantum dynamical systems. Tensor product of algebras will be referred to as synchronised parallel composition of quantum dynamical systems.

4.2 States and histories

States of a system are a static concept. In a quantum dynamical system, we are instead more interested in the evolution of states under the dynamics:

\[
\psi(t) \quad (27)
\]

For a generic dynamical system \(H\) — e.g. seen as a topological space — the evolution of a state under the dynamics is usually written as a flow-line \(\Psi : \mathbb{R} \to H\), a map from the time object to the dynamical system associating a state \(\psi(t) \in H\) to each instant point \(t\) in time (with the obvious generalisation from continuous dynamics to the other three kinds). This is not, however, an exact correspondence in general: a given map \(\mathbb{R} \to H\) is often not going to be the flow-line of a state.

As we mentioned before, the traditional perspective on time in quantum dynamics is that time is an external classical parameter, so the definition of state evolution through flow-lines suffers from the issue described above. In our framework, on the other hand, “time” lives inside the same category as the quantum systems it governs, incarnated into the quantum clocks that tick it. We can exploit the additional algebraic structure available to show that flow-lines, realised inside the category of algebras, correspond exactly to the evolutions of states in quantum dynamical systems.

Proposition 11. Let \((G, \circ, e)\) be a quantum clock and \(\alpha : H \otimes G \to H\) be a quantum dynamical system for it. Then \(\alpha\) is also a quantum dynamical system for it — the quantum clock itself, governed by its own time. The morphisms of algebras \(\Psi : \alpha \to \alpha\):

\[
\Psi = \alpha \quad (28)
\]

are exactly the evolutions of states of \(H\) under the dynamics of \(\alpha\). We refer to such morphisms as the histories of states.

4.3 Hamiltonians

Hamiltonians are often the very first concept that students of quantum dynamics are introduced to, so it may be surprising that we have not mentioned them so far. The reason for such a delay is that this work adopts a view of dynamics as time-translation symmetry,
rather than as solution of certain differential equations: our objects of primary concern are unitary representations, not their infinitesimal generators. That said the Hamiltonian – as the energy observable of a quantum dynamical system – is of paramount physical interest, so we now proceed to characterise it in our framework.

In previous sections, we have considered the dagger Frobenius monad \( \_ \otimes \) (with associated dagger Frobenius comonad \( \_ \otimes \)) and we have seen that the algebras of \( \_ \otimes \) capture dynamics. We have also seen, when talking about quantum clocks, that the other quantum observable in the interacting pair, namely \( m \), is somehow associated with energy: one naturally wonders whether there is an algebraic connection between \( m \) – which is dual to \( \_ \otimes \) – and Hamiltonians – which are dual to dynamics.

An alternative characterisation of a quantum observable is in terms of complete families of projectors. A complete family of projectors \( (P_E : \mathcal{H} \to \mathcal{H})_{E \in X} \) is characterised by the following equations:

\[
\begin{align*}
P_F P_E &= \delta_{E,F} P_E P_E = P_E^\dagger P_E = P_E \\
\sum_E P_E &= 1 \\
\end{align*}
\]

If the labels for the projectors \( P_E \) are taken from the clock energy states \( E \), as necessary for the projectors associated with a Hamiltonian, then the equations above can be equivalently rewritten diagrammatically as the equations for coalgebras of the dagger Frobenius comonad \( \_ \otimes \):

\[
\begin{align*}
a' &= \alpha' \\
\sum_E a' &= \alpha' \\
\end{align*}
\]

In the literature, these are also referred to as projector-valued spectra [8]. We can give such coalgebras an operational interpretation as coherent versions of quantum measurements: if we feed a state \( |\psi\rangle \) of \( \mathcal{H} \) in input, we obtain in output an entangled state \( \sum_E P_E |\psi\rangle \otimes |E\rangle \) of \( \mathcal{H} \otimes \mathcal{G} \). Subsequently measuring \( \mathcal{G} \) in the \( (|E\rangle)_{E} \) basis yields the usual von Neumann non-demolition measurement corresponding to the complete family of orthogonal projectors \( (P_E)_E \): if outcome \( E \) is observed, the state in \( \mathcal{H} \) has collapsed to \( P_E |\psi\rangle \).

Given a quantum dynamical system \( \alpha \), we now show how to obtain the coalgebra for \( \_ \otimes \) corresponding to its Hamiltonian. We will do so by proving Schrödinger’s Equation. In its differential version, Schrödinger’s Equation states that if \( |\psi_E\rangle \) is an energy eigenstate with energy \( E \) then the evolution of \( |\psi_E\rangle \) in a quantum dynamical system \( \alpha \) is given by the following equation:

\[
\frac{i \hbar}{dt} \alpha_t |\psi_E\rangle = E |\psi_E\rangle
\]

The following exponentiated version of Schrödinger’s Equation provides the symmetry equivalent of the usual differential equation:

\[
\alpha_t |\psi_E\rangle = e^{-i2\pi E t} |\psi_E\rangle
\]

where we have chosen energy and time units such that \( \hbar := 2\pi \hbar = 1 \).
Proposition 12. Let $(G, \circ, \bullet)$ be a quantum clock and $\alpha : H \otimes G \to H$ be a quantum dynamical system for it. Then $\alpha^\dagger : H \to H \otimes G$ is a coalgebra for the dagger Frobenius comonad $\_ \otimes \bullet$, with projectors $P_E$ labelled by clock energy states $|E\rangle$:

$$
P_E := (\alpha^\dagger)_{\tilde{\omega}} \frac{1}{\tilde{\omega}}.
$$

(33)

Note that $\frac{1}{\tilde{\omega}} = \frac{1}{\sqrt{\omega}}$ is the normalisation factor for the state $|E\rangle$. The states invariant under projector $P_E$ satisfy Schrödinger’s Equation for energy $E$:

$$
\psi(\alpha^\dagger)_{\tilde{\omega}} = \psi_F 
\Rightarrow 
\psi(\alpha^\dagger)_{\tilde{\omega}} = \psi^E_{\tilde{\omega}}
$$

(34)

recalling that $\langle E|t\rangle = e^{-i\omega E t}$. Hence the projectors $P_E$ are exactly the projectors onto the energy eigenspaces of the quantum dynamical system, so that $\alpha^\dagger$ is the projector-valued spectrum for the Hamiltonian observable.

Definition 13. Let $(G, \circ, \bullet)$ be a quantum clock with time-translation group $\frac{1}{\omega} \mathbb{Z}_{\omega}$ and let $\alpha : H \otimes G \to H$ be a quantum dynamical system for it. The Hamiltonian for $\alpha$ is the coalgebra $\alpha^\dagger$. The energy eigenstates for $\alpha$ corresponding to clock energy $E \in \frac{1}{\omega} \mathbb{Z}_{\omega}$ are the states $|\psi\rangle$ satisfying the following equation:

$$
(\alpha^\dagger)_{\tilde{\omega}} = |\psi\rangle E
$$

(35)

The simplicity and elegance of the characterisation given above for the Hamiltonian – the coalgebra obtained as adjoint of the algebra capturing the quantum dynamical system – showcases the power of the coherent approach we have adopted. By quantising clocks, the dual information about time/dynamics and energy is now held by the very same object: if we want to switch perspective, we only need to switch observable. This form of diagrammatic time/energy duality will make it possible, in the coming section, to derive extremely compact diagrammatic proofs for some result of fundamental importance in quantum dynamics.

5 Cornerstone Results

In the previous Section, we have established a clear parallel between the language of quantum dynamics and the language of algebra. In this Section, we use that parallel to re-establish three cornerstone results of quantum dynamics in diagrammatic terms.
5.1 Weyl Canonical Commutation Relations

Traditionally, the Heisenberg Canonical Commutation Relations characterise the duality between position and momentum observables in the differential generators picture. The Weyl Canonical Commutation Relations characterise the corresponding duality of position and momentum observables in the symmetry picture, by specifying a braiding relation between the space-translation symmetry and the momentum-boost symmetry. When time is quantised, the duality between time-translation symmetry $T_t$ and energy-shift symmetry $S_E$ in a quantum clock can similarly be characterised by the Weyl CCRs, as follows:

$$S_E T_t = e^{i2\pi Et} T_t S_E$$

This can be equivalently expressed in terms of the adjoint of $S_E$, to match the exact formulation of our result below:

$$S_E^* T_t = e^{-i2\pi Et} T_t S_E^*$$

In our formalism, the Weyl CCRs are an immediate consequence of a diagrammatic axiom of interacting quantum observables.

▶ Proposition 14. The Weyl CCRs for time and energy duality are an immediate consequence of the bialgebra law:

$$\alpha_t = \int_G e^{-i2\pi Et} P_E dE$$

where $G$ is the time-translation group, $\alpha$ is the quantum dynamical system and $P_E$ are the projectors on the energy eigenspaces. We are working in the non-standard settings, so that the integral $\int_G dE$ is really just a sum. [25]

▶ Proposition 15. Stone’s Theorem is a consequence of diagrammatic time-energy duality:

$$\alpha^t = \sum_E P_E$$

recalling that $\langle E | t \rangle = e^{-i2\pi Et}$.

5.2 Stone’s Theorem on 1-parameter unitary groups

Stone’s Theorem on 1-parameter unitary groups is a key result in dynamics, showing that dynamics can be uniquely reconstructed from the Hamiltonian observable. In the symmetry picture, it can be stated as follows:

$$\alpha_t = \int_{G_\lambda} e^{-i2\pi Et} P_E dE$$

where $G$ is the time-translation group, $\alpha$ is the quantum dynamical system and $P_E$ are the projectors on the energy eigenspaces. We are working in the non-standard settings, so that the integral $\int_{G_\lambda} dE$ is really just a sum. [25]

▶ Proposition 15. Stone’s Theorem is a consequence of diagrammatic time-energy duality:

$$\alpha^t = \sum_E P_E$$

recalling that $\langle E | t \rangle = e^{-i2\pi Et}$. 
5.3 von Neumann’s Mean Ergodic Theorem

In a rather precise sense, von Neumann’s Mean Ergodic Theorem is the inverse of Stone’s Theorem, showing that the Hamiltonian observable can be reconstructed from the dynamics. The usual formulation of von Neumann’s Theorem only talks about the ground energy eigenspace, but an equivalent formulation can be used to reconstruct all energy eigenspaces:

\[ P_E = \frac{1}{|G|} \int_G e^{i2\pi Et} \alpha_t dt f \]  \hspace{1cm} (41)

where \( G \) is the time-translation group, \( \alpha \) is the quantum dynamical system and \( P_E \) are the projectors on the energy eigenspaces. By \( |G| \) we literally mean the size of \( G \), which is a well-defined scalar \( |G| = \omega \) in the non-standard world: physically, this is the volume \( \omega = \omega_{uv}\omega_{ir} \) of time-energy configuration space. The equation above is the limit-free, non-standard equivalent of the usual formulation of von Neumann’s theorem in terms of limits. As with Stone’s Theorem before, the integral \( \int_G dt \) is really just a sum \( \sum \) in the non-standard setting.

▶ Proposition 16. von Neumann’s Mean Ergodic Theorem is a consequence of diagrammatic time-energy duality:

\[
\begin{array}{c}
\begin{array}{c}
\text{(42)}
\end{array}
\end{array}
\]

recalling that \( \langle t|E \rangle = e^{i2\pi Et} \).

6 Conclusions

In this work, we have presented a diagrammatic framework to reason about quantum dynamics, using algebras and coalgebras for a monad and a comonad induced by a pair of interacting quantum observables. We have been able to treat dynamics, both discrete and continuous, of finite- and infinite-dimensional quantum systems, thanks to the rich tool-set provided by hyperfinite non-standard Hilbert spaces. We have shown that our framework yields completely straightforward diagrammatic proofs of some key results in quantum dynamics.

In future work, we will explore the foundational and computational implications of our new framework. Specifically, we will detail the applications to the problem of time observable and to the formulation of Feynman’s Clock, already sketched in the author’s DPhil Thesis [13].
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Categorical Quantum Mechanics

Categorical quantum mechanics takes its roots in the seminal work [1, 2] and a detailed treatment of the first decade of work in the field can be found in the 900+ page monograph [7]. Here we recap some fundamentals of the formalism, for the benefit of readers from different communities who may be unfamiliar with them.

A.1 Symmetric monoidal categories

The general motivation behind the application of category-theoretic tools lies in the intuition that the features distinguishing quantum theory from classical physics can be understood in terms of the way quantum processes compose, sequentially and in parallel: this forms the basis of the process-theoretic description of quantum theory. The mathematical arena for such process-theoretic description is that of symmetric monoidal categories:

- physical systems are objects;
- processes between systems are morphisms;
- sequential composition of processes is composition of morphisms;
- parallel composition of processes is tensor product of morphisms;
- the process of doing nothing to a system is the identity morphism;
- the tensor product of objects is interpreted as a joint system;
- the tensor unit is interpreted as a trivial system.

Of special interest in categorical quantum mechanics is the symmetric monoidal category $\mathcal{Hilb}$ of finite-dimensional Hilbert spaces and complex linear maps between them (with the tensor product of Hilbert spaces as tensor product of objects and the Kronecker product of complex matrices as tensor product of morphisms).

Monoidal categories have a natural diagrammatic formalism – see [26] for a comprehensive survey – in which systems/objects $A$ are depicted as wires and processes/morphisms $f : A \to
$B$ are depicted as boxes.

![Diagram](image)

Tensor product of systems is depicted by stacking the corresponding wires side-by-side horizontally. As a convention, we draw our diagrams bottom-to-top, so that the wire(s) corresponding to the domain of a morphism (the inputs of the process) are at the bottom and the wire(s) corresponding to the codomain of a morphism (the outputs of the process) are at the top, so that a generic morphism/process $f : A_1 \otimes \ldots \otimes A_n \rightarrow B_1 \otimes \ldots \otimes B_m$ is depicted as follows:

![Diagram](image)

Sequential composition $g \circ f : A \rightarrow C$ of two processes $f : A \rightarrow B$ and $g : B \rightarrow C$ is depicted by stacking the corresponding boxes vertically and connecting the output wires of $f$ to the input wires of $g$; parallel composition $f \otimes g : A \otimes C \rightarrow B \otimes D$ of two processes $f : A \rightarrow B$ and $g : C \rightarrow D$ is depicted by stacking the corresponding boxes side-by-side horizontally; the symmetry isomorphisms $A \otimes B \rightarrow B \otimes A$ are depicted by a crossing of the wires:

![Diagram](image)

Two diagrams are considered equal if they are equal up to isotopy, keeping the (relative ordering of the) input and output endpoints fixed: this principle is often referred to as “only topology matters”. For example, a special case of bifunctoriality for the tensor product holds by “sliding” the two boxes vertically (on the left), while naturality of the symmetry isomorphism is obtained by “sliding boxes through each other” over a wire crossing (on the right):

![Diagram](image)

Planar isotopy is sufficient for monoidal categories. For symmetric monoidal categories, on the other hand, a little amount of 4d space is used for sliding across wire crossings.
A.2 States, scalars and effects

Special cases of boxes are those without any input and/or any output wires:

\[
\psi \\
\text{no inputs}
\]
\[
a \\
\text{no outputs}
\]
\[
\xi \\
\text{no inputs/outputs}
\]

Boxes with no input wires are called states and they correspond to the process of producing something in a system starting from nothing (aka the trivial system). In the category \( \mathcal{fHilb} \), states correspond exactly to vectors in a Hilbert space, i.e. to kets \(|\psi\rangle\). Boxes with no inputs nor outputs are called scalars. In the category \( \mathcal{fHilb} \), scalars correspond to complex numbers \( \xi \) and we will write them as floating numbers. Finally, boxes with no outputs are called effects. In the category \( \mathcal{fHilb} \), effects correspond exactly to covectors in a Hilbert space, i.e. to bras \( \langle a | \). Effects can be thought of as the process of conditioning on the outcome of a (non-degenerate demolition) quantum measurement: applied to a state in a system, an effect returns a complex number (the norm squared of which yields the outcome probability, according to the Born rule).

A.3 Dagger symmetric monoidal categories

The symmetric monoidal categories of interest in categorical quantum mechanics are equipped with an involutive op-functor, the dagger, which sends morphisms \( f : A \rightarrow B \) to morphisms \( f^\dagger : B \rightarrow A \). In the diagrammatic formalism, the dagger is depicted as a vertical mirror symmetry:

\[
\begin{array}{c}
A_1 \cdots A_m \\
\downarrow \\
f \\
B_1 \cdots B_m
\end{array}
\quad \mapsto \quad
\begin{array}{c}
B_1 \cdots B_m \\
\downarrow \\
f^\dagger \\
A_1 \cdots A_m
\end{array}
\]

In the dagger symmetric monoidal category \( \mathcal{fHilb} \), the dagger is (chosen to be) the operation of taking the adjoint (i.e. the conjugate transpose of matrices). In particular, the dagger sends a state \(|\psi\rangle\) to the corresponding effect \( \langle \psi | \) and vice-versa. On scalars, the dagger acts as complex conjugation \( \xi^\dagger = \xi^* \).

A.4 Quantum observables

Some boxes have special significance and a special notation is reserved to them. The most important case is that of symmetric special \( \dagger \)-Frobenius algebras \( \mathcal{O} := (\mathcal{H}, A, \delta, \gamma, \eta) \): these are depicted by coloured dots with wires connected to them – lovingly referred to as spiders in the literature – and the axioms defining them are given in the main text.

The reason why special symmetric \( \dagger \)-Frobenius algebras are of key interest in categorical quantum mechanics is their correspondence in the category \( \mathcal{fHilb} \) to quantum observables, i.e. to finite-dimensional C*-algebras \([27]\). In particular, commutative special \( \dagger \)-Frobenius algebras – often referred to as classical structures in the literature – correspond bijectively to
orthonormal bases, where the basis vectors $|g\rangle$ in each basis are given by the classical states for the algebra, i.e. those satisfying the Equation (5). For a given orthonormal basis $(|g\rangle)_g$, the comultiplication is obtained as $\Psi := \sum_g (|g\rangle \otimes |g\rangle) (g)$, i.e. the map $|g\rangle \mapsto |g\rangle \otimes |g\rangle$, the counit as $\Phi := \sum_g \langle g|$, i.e. the map $|g\rangle \mapsto 1$, the multiplication and unit as their adjoints. More generally, the orthogonal projectors $p : \mathcal{H} \rightarrow \mathcal{H}$ in a quantum observable can be characterised as the central, self-adjoint, idempotent elements for the algebra.$^3$

A.5 Dagger compact structure

In the category $\mathbf{fHilb}$, each system $\mathcal{H}$ is equipped with a classical structure $\otimes$ for each choice of orthonormal basis. Each such classical structure – and more generally each symmetric special $\dagger$-Frobenius algebras on $\mathcal{H}$ – induces a self-duality on $\mathcal{H}$ through its cup and cap, because of the snake equation (3), which holds by planar isotopy. The cup and cap are symmetric and related by the dagger, making $\mathbf{fHilb}$ a dagger compact category.

A.6 Infinite-dimensional categorical quantum mechanics

The main obstacle to the extension of categorical quantum mechanics to infinite dimensions is the disappearance of symmetric special $\dagger$-Frobenius algebras: while it is true that for a complete orthonormal basis one can still define the comultiplication $\Psi = \sum_{n=1}^{\infty} (|n\rangle \otimes |n\rangle) (n)$ and multiplication $A$, $[3]$, the unit/counit would give rise to infinite-norm states $\phi = \sum_{n=1}^{\infty} |n\rangle$.

While [3] suggests it may be possible to overcome the absence of units in this context, the non-existence of infinite group algebras – necessary to this work – is intrinsically related to the presence of infinities and cannot be fixed directly.

Enter non-standard analysis. Because approximate units $\phi^{(\nu)}(n) = \sum_{n=1}^{\nu} |n\rangle$ for the algebra associated to a basis exist for all $\nu \in \mathbb{N}$, by Transfer Theorem [17,25] we can take $\nu$ to be some infinite natural number and obtain a genuine unit $\phi = \sum_{n=1}^{\infty} |n\rangle$, multiplication, counit and comultiplication $\Psi = \sum_{n=1}^{\nu} (|n\rangle \otimes |n\rangle) (n)$ for a special commutative $\dagger$-Frobenius algebra. Moreover, by Transfer Theorem we can also formulate group algebras for all abelian groups with $\nu$ elements. The full details can be found in [14,15] and in Section 3.5 of the author’s DPhil thesis [13].

TL;DR: we work in the dagger compact category $\mathbf{*Hilb}$ of non-standard Hilbert spaces with dimension some non-standard natural number $\nu \in \mathbb{N}$: from the non-standard perspective these spaces are finite-dimensional, so the Transfer Theorem can be used to lift many of the structures and properties of the dagger compact category $\mathbf{fHilb}$. In particular, the algebraic manipulation of vectors, matrices and scalars in $\mathbf{*Hilb}$ is analogous to that of their $\mathbf{fHilb}$ counterparts. When related back to standard Hilbert spaces, however, the objects of $\mathbf{*Hilb}$ cover much more than $\mathbf{fHilb}$, including both the separable infinite-dimensional Hilbert spaces used in traditional quantum mechanics and the non-separable ones arising in quantum field theory.

B Proofs

Proof of Proposition 3

Proof. Substitute the antipode for its definition and apply the snake equation for $\otimes$. ◀

---

$^3$ See [27] for the full proof and Section 2.4.2 of the author’s DPhil thesis [13] for a summary, noting that a left-to-right diagrammatic convention is adopted in the latter.
Proof of Proposition 4

Proof. If we take \( \omega_{uv} \) finite and \( \omega_{ir} \) finite, then \( \omega = N \in \mathbb{N} \), all elements in \( \frac{1}{\omega_{uv}^*}Z_\omega \) are finite and taking the standard part yields \( \frac{1}{\omega_{uv}}^*Z_\omega \). If we take \( \omega_{uv} \) finite and \( \omega_{ir} \) infinite, then the finite elements in \( \frac{1}{\omega_{uv}^*}Z_\omega \) are those in the form \( \frac{1}{\omega_{uv}}^*Z \) and taking the standard part yields \( \frac{1}{\omega_{uv}}^*Z \). If we take \( \omega_{uv} \) infinite and \( \omega_{ir} \) finite, then we have the following subgroup inclusion

\[
\frac{1}{\omega_{uv}}^*Z_\omega = \frac{\omega_{ir}}{\omega}^*Z_\omega = \left\{ \frac{n\omega_{ir}}{\omega} \mid n \in \star Z_\omega \right\} < \frac{\star \mathbb{R}}{\omega_{ir}^*Z}
\] (49)

All elements are finite and taking the standard part yields \( \mathbb{R}/\star \left( \omega_{ir} \right) Z \). If we take \( \omega_{ir} \) infinite and \( \omega_{uv} \) infinite, finally, we have the following subset inclusion:

\[
\frac{1}{\omega_{uv}}^*Z_\omega = \left\{ \frac{n}{\omega_{uv}} \mid n \in \left\{ -\left\lfloor \frac{\omega - 1}{2} \right\rfloor, \ldots, +\left\lfloor \frac{\omega}{2} \right\rfloor \right\} \right\} \subset \star \mathbb{R}
\] (50)

The finite elements cover the finite elements of \( \star \mathbb{R} \) with infinitesimal mesh, hence taking the standard part yields \( \mathbb{R} \).

Proof of Proposition 6

Proof. Because \( \omega := \omega_{uv} \omega_{ir} \in \star \mathbb{N} \), by the Transfer Principle we always have an object \( \mathcal{G} \) of \( \star \text{Hilb} \) with orthonormal basis \( \left\{ |e_i\rangle \right\}_{i \in \star Z_\omega} \). Let \( \otimes \) be the special commutative \( \dagger \)-Frobenius algebra associated to the orthonormal basis, define \( \otimes \) to be \( |0\rangle \) and \( \otimes \) to be the linear extension of the multiplication in \( \frac{1}{\omega_{uv}}^*Z_\omega \). Then \( (\mathcal{G}, \otimes, \otimes) \) is a pair of interacting quantum observables in \( \star \text{Hilb} \) corresponding to the group algebra \( \star \mathbb{C}[\frac{1}{\omega_{uv}}^*Z_\omega] \), as we wanted.

Proof of Proposition 7

Proof. The possible values of energy \( E \) must correspond bijectively with the possible unitary group homomorphisms \( G \to \mathbb{C} \) yielding the phases acquired under time-translation by energy eigenstates. Canonically, such homomorphisms are the elements of the Pontryagin dual \( G^\wedge \).

Checking that the plane-waves \( |E\rangle \) are the classical states for \( \otimes \) is straightforward. Because clock time states form an orthonormal basis, we can biject the effects \( |E\rangle \) with the multiplicative characters \( \chi_E : t \mapsto e^{-i2\pi t} \in G^\wedge \). The (adjoint of the) copy condition is multiplicity of characters \( \chi_E(t + s) = \chi_E(t)\chi_E(s) \). The (adjoint of the) delete condition is the condition that \( \chi_E(0) = 1 \). The (adjoint of the) self-conjugacy condition, finally, is unitarity of characters \( \chi_E(t)\dagger = \chi_E(-t) \).

Under the identification of \( \langle E \rangle \) with \( \chi_E \), it is immediate to see that \( \otimes \) acts as pointwise multiplication of characters and that \( \otimes \) corresponds to the trivial character, so that \( G^\wedge \) is obtained by taking the standard part of the finite elements in \( \frac{1}{\omega_{uv}}^*Z_\omega \).

Proof of Proposition 9

Proof. By requiring \( \alpha_t \) to be near-standard for all \( t \) we have singled out exactly those representations of the non-standard group which yield representations \( \text{st} (\alpha_{st(t)}) \) for the corresponding standard group. The defining equations for unitary representations are already satisfied. The defining equation for a morphism \( \Phi : \alpha \to \beta \) implies that \( \Phi \alpha_t = \beta_t \Phi \) for all \( t \), so that morphism of algebras give equivariant maps of representations. Synchronised parallel composition speaks for itself.
Proof of Proposition 11

Proof. The proof is entirely by straightforward diagrammatic manipulation, based on the observation that $\Psi$ is exactly the time evolution of the state $\Psi(0)$:

\[
\begin{align*}
\Psi & = \Psi = \alpha
\end{align*}
\]

Proof of Proposition 12

Proof. That $\alpha^\dagger$ is a coalgebra for $\_ \otimes \_ \circ$ is a straightforward diagrammatic check using the algebra equations for $\alpha$ and the snake equations. The fact that Schrödinger’s Equation holds for the eigenstates of projectors is another straightforward diagrammatic check.

Proof of Propositions 14, 15 and 16

The proofs are already essentially in the respective diagrammatic statements.
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1 Introduction

String diagrammatic theories are increasingly important in computer science. They have been recently been used in a number of applications, including enabling the simplification of quantum circuits using the ZX-calculus [10], compositional descriptions of models of concurrency such as Petri Nets [18, 6], compositional accounts of signal flow graphs in control theory [7, 11, 1] and Bayesian reasoning [8, 14, 13]. These examples, as well as many others, work with the language of symmetric monoidal categories (SMCs). This paper addresses the need for tool support for symmetric monoidal theories - graphical rewriting systems of SMCs.

CARTOGRAPHER is a graphical editor and proof assistant for symmetric monoidal theories. It provides a graphical string diagram editor to construct morphisms, and a prover in which rewrite rules can be specified and executed. Further, CARTOGRAPHER has a firm theoretical foundation, its rewriting backend based on recent work in the area [5, 3, 20, 4]. The goal of this paper is to motivate CARTOGRAPHER, explain the basic features of the backend and the front end, and describe some of the technical challenges that were solved in creating it. The tool and its user guide are available on the CARTOGRAPHER website at http://cartographer.id/.

Our motivating example is the rewriting system in Figure 1. The intended semantic interpretation is that of binary circuits, where each wire carries an \( n \) bit number for some fixed \( n \). Green nodes with two outputs copy numbers, those with no outputs discard their input, while red nodes perform addition modulo \( 2^n \).
As well as the rules in Figure 1, this rewriting system implicitly uses three generators; atomic sub-diagrams, each with some number of inputs and outputs. These are the copy ( ), add ( ), and discard ( ) operations. The laws of symmetric monoidal categories permit moving generators around up to an isotopy made precise in [15, 19]. For our purposes, it suffices to say informally that generators can be slid along wires, and moved around on the page, but not rotated. By way of example, consider the equivalent diagrams in Figure 2.

Figure 2 Example of string diagrams considered equal under the laws of SMCs.

cartographer allows reasoning modulo the laws of symmetric monoidal categories. The user can deform morphisms up to the SMC laws without making proofs unsound, and the prover does not require (e.g. when matching the l.h.s. of a rule) the user to explicitly use the laws of symmetric monoidal categories. Put another way, the user should not have to “untangle” the wires of the diagram before applying a rule of some theory.

To put this into context, compare cartographer to two “competing” tools: Quantomatic [17] and Globular [2] (or its more recent descendant, homotopy.io). In a sense, cartographer sits between them: providing a more general setting than Quantomatic, while at the same time being more focussed than Globular.

<table>
<thead>
<tr>
<th>software</th>
<th>generality</th>
<th>geometric intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantomatic</td>
<td>compact-closed</td>
<td>generators can implicitly be moved and wires bent back</td>
</tr>
<tr>
<td>Cartographer</td>
<td>symmetric monoidal</td>
<td>generators can implicitly be moved</td>
</tr>
<tr>
<td>Globular</td>
<td>higher categories</td>
<td>no implicit deformations permitted</td>
</tr>
</tbody>
</table>

Quantomatic deals with compact closed categories, in which not only may generators be moved, but wires may be “bent backwards”. In terms of our circuit analogy, this would allow for feedback, e.g. as used in a simple latch. cartographer allows such feedback, but as an explicit compact closed structure in the theory at hand, not implicitly assumed to exist by the underlying tool. On the other hand, Globular is much more general, aiming to support diagrammatic reasoning in higher categories. While this allows more freedom, when working with SMCs it comes at the cost of having to explicitly use SMC laws in proofs, e.g. using the functoriality of the monoidal product to slide two generators past each other.

Contributions
The contribution of cartographer is twofold. First, in the back end we implement an algorithm for matching and rewriting modulo the laws of SMC based on the adequacy result of [5]. The algorithm works with a data structure for Open Hypergraphs, which we introduce.
in this paper. Second, in the front end, we use an algorithm for the layout of these directed acyclic open hypergraphs which behaves well under rewriting and deformation of diagrams.

2 Directed Acyclic Open Hypergraphs

The main problem of implementing rewriting modulo symmetric monoidal structure is in finding a data structure in which equivalent terms have a single representation. For example, the two equivalent diagrams of Figure 2 should have the same underlying representation. Our approach is principled, because it uses the isomorphism between equivalent terms and cospans of hypergraphs found in [5]. Starting from this result, we propose an alternative but equivalent representation which is more convenient to work with.

We begin with an overview of the open hypergraphs of [5], and the cartographer data structure – illustrated in Figure 3 along with the corresponding string diagram. Beginning with the central (open) hypergraph, hyperedges are denoted $\mathcal{H}$, and represent the generators of the string diagram. There are two kinds of nodes, both denoted $\bullet$. Firstly (ordered) boundary nodes, which are connected to a single wire (input or output, but not both). Secondly, internal nodes, having exactly one input and one output wire. These two conditions are the “monogamy” requirement of [5], and effectively ensure that the hypergraph corresponds to a string diagram. For full details, see [5, Definition 3.6].

In contrast, the hypergraphs of cartographer are closed, and so nodes are rendered simply as wires, each with exactly one input and one output connection. Boundary nodes are replaced by adding special generators to the signature of the hypergraph, $\sigma$ (boundary source) and $\tau$ (boundary target). Nodes are then uniquely identified by the two “ports” they connect – a port being a specific position on the boundary of a hyperedge.

Definition 1. A $k \to m$ cartographer hypergraph $(\Sigma, E, W)$ consists of:

- the signature $\Sigma$, which can be thought of as the set of types of hyperedges. Each has
  arity $ar : \Sigma \to \mathbb{N} \times \mathbb{N}$, giving the number of inputs and outputs. We require that the $\Sigma$
  contains boundary generators $\sigma, \tau$, with $ar(\sigma) = (0, k)$ and $ar(\tau) = (m, 0)$;
- the set of hyperedges $E$, with a function $typ : E \to \Sigma$ that assigns types to hyperedges.
  Moreover, there are boundary hyperedges $\{s, t\} \subseteq E$ s.t. $typ^{-1}(\sigma) = \{s\}$, $typ^{-1}(\tau) = \{t\}$;
- the set of wires $W$. Given a hyperedge $e \in E$, if $ar(typ(e)) = (p, q)$ then we say $e$ has
  $p$ input ports, denoted $e_1, e_2, \ldots, e_p$, and $q$ output ports denoted $e_1, e_2, \ldots, e_q$. A wire $w \in W$ is an ordered pair $(e_i, f_j)$ of a source port $e_i$ and a target port $f_j$, denoting a directed connection from the $i^{th}$ output of $e$ to the $j^{th}$ input of $f$.

3 Visualising and Editing Open Hypergraphs

In contrast to Quantomatic [17] which uses a force-directed layout, and Globular [2] which has a fixed style for morphism layout, we use a layered graph drawing algorithm similar to that of Dot [12]. Our reasons for choosing layered graph drawing are as follows. Firstly, it
was an aesthetic choice to represent string diagrams similarly to how they appear in the literature. Secondly, string diagrams drawn with the layered discipline retain a closer link with the underlying algebraic description of morphisms, since the term can be easily be read off the string diagram in the form of a composition-of-monoidal-products. Thirdly, in contrast to force-directed approaches, the elements of a layered graph layout do not move around on the page, which is problematic from a user-experience perspective, because they are harder for the user to click. Additionally, force-directed layouts can change significantly after a rewrite rule is applied, with little control over the resulting diagram. This can be confusing for the user, because the string diagram may look very different. Finally, using layered hypergraphs offers a simple and intuitive way to enforce acyclicity: users may only connect generators if the target appears to the right of the source.

Interactive Layered Graph Drawing

We briefly summarise the interactive layered graph drawing approach of CARTOGRAPHER. By “interactive”, we mean to distinguish CARTOGRAPHER’s layout algorithm from other layered graph drawing approaches – such as Dot’s – in which a static graph is given as input, and positions of nodes and edges are returned. CARTOGRAPHER allows for the incremental construction of hypergraphs, meaning that users begin with a blank canvas, and add generators and connections one-by-one. We call it a layered graph drawing approach because it uses two key ideas from those approaches: the user of layers, and of pseudonodes.

Definition 2. Given a CARTOGRAPHER hypergraph \((\Sigma, E, W)\) and \(e \neq e' \in E\), there is a directed path from \(e\) to \(e'\) if there exists a sequence \((e_1, \ldots, e_n)\) where \(e_i \in E\), \(e_1 = e\), \(e_n = e'\) and for each \(e_i, e_{i+1}\) there exist \(j_1, j_2\) such that \(((e_i)_{j_1}, (e_{i+1})_{j_2}) \in W\). A layering is a function \(L : E \to \mathbb{N}\) such that:

(i) if there is a directed path from \(e\) to \(e'\) then \(L(e) < L(e')\);  
(ii) for every non-boundary hyperedge \(e \in E\), \(L(s) < L(e) < L(t)\).

The layering \(L\) essentially serves as the “\(x\) coordinate” of each hyperedge. The second idea from layered graph layout is the use of pseudonodes, which are conceptually related to the edge-points of Dixon and Kissinger’s Open Graphs [9], but used here only for layout purposes: they prevent wires from crossing generators. For a concrete example of why this is desirable, consider Figure 4. In the left-hand diagram, the wire from \(x\) to \(z\) passes through \(y\) and it is not clear whether \(x\) is connected to \(y\) and \(y\) to \(z\), or if \(x\) is directly connected to \(z\). Inserting pseudonodes into the graph clears up the ambiguity.

Figure 4 Left, a diagram with only generators (rendered • and •), center, the same diagram after inserting pseudonodes (rendered ●), and right, the diagram as it appears with pseudonodes hidden.

The Layout Algorithm

We briefly outline the layout algorithm used in CARTOGRAPHER. Because the algorithm is interactive, it takes the form of a layout state, and a number of actions that the user can take. We model these actions as functions of the layout state.
The layout state is a tuple \((H, G)\) of a hypergraph \(H\) as in definition 1, and an integer grid \(G\), which keeps track of the positions of generators and pseudonodes as two dimensional vectors. Users can perform two actions on the layout state:

1. Placing a generator at a specific position on an integer grid
2. Moving a generator from one position to another
3. Connecting a source port to a target port

Moving and placing a generator is straightforward: if a generator \(e\) is moved or placed such that it would overlap with another generator \(f\), then \(f\) is moved down within the same layer to make space. However, when connecting ports we must ensure that the hypergraph \(H\) remains acyclic. This is enforced using the following constraints:

- If generators \(e, f\) have layers such that \(L(e) \leq L(f)\), then outputs of \(f\) may not be connected to inputs of \(e\).
- If a generator \(f\) is reachable from \(e\), then \(f\) may not be moved such that \(L(f) \leq L(e)\).

These constraints ensure that layering respects the properties of Definition 2, preserving acyclicity. Finally, for every operation, the set of required pseudonodes is maintained, along with their positions in \(G\). In particular, this means updates for any operation which changes connectivity, or modifies the number of layers between two generators.

### 4 Matching, Convexity, Rewriting

As well as an interactive string diagram editor, **cartographer** enables diagrammatic reasoning. A derivation consists of a series of rewrites, using a set of rules specified by the user. A rule consists of two **cartographer** hypergraphs, the lhs and the rhs, with identical boundaries. Rewriting is implemented by double-pushout rewriting of hypergraphs, with soundness and completeness guaranteed by [5, Theorem 5.6].

Applying a rule to a string diagram consists of three steps: finding a match for the lhs a rule, checking for convexity, and applying the rewrite rule. A match is an hypergraph embedding (an injective, homomorphic mapping of hyperedges and nodes) of open hypergraphs, with one subtlety: the boundary ports of the pattern match can map to non-boundary ports in the target. **cartographer** builds matches incrementally by using the backtracking logic library **logict** [16]. Roughly speaking, wires and generators are added to the working match until either there are no more unmatched wires or generators, or a contradiction is reached, in which case the search backtracks. Candidate matches are then checked for convexity [5], which is needed for a rewrite to be valid modulo the laws of SMCs. Roughly speaking, all directed paths that start and end in a matched region must remain within the match. Once a convex match has been identified, the internal hyperedges of the matched region are removed and replaced with the right hand side of the rewrite rule.

The **cartographer** UI shows a list of matches of rules found in the current proof term. Users can apply rewrites by hovering over each match to see which part of the graph will be rewritten, and then clicking to apply the rewrite.

### 5 Conclusions and Future Work

**cartographer** is still in early stages of development. We are working on:

- improving the layout algorithms by adapting heuristics from other tools that work with layered graphs;
more advanced features for diagrammatic reasoning, including support for structured proofs (using e.g. user-generated Lemmas) and adapting other user-friendly features originally developed for theorem provers and proof assistants;
higher level specification features, such as support for bang-boxes, recursive definitions, and proof strategies;
better decoupling between the rewriting back end and the layout front end, enabling extensions such as rewriting modulo compact closed structure.
support for rewriting without the convexity condition, which would allow rewriting modulo a chosen Frobenius structure [5, 20]. This would be useful as symmetric monoidal categories with a chosen Frobenius structure (also called hypergraph categories) are a special kind of compact-closed categories, and find applications in the study of quantum processes, dynamical systems and natural language processing, among other areas.
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