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Abstract
Permutation patterns and pattern avoidance have been intensively studied in combinatorics and computer science, going back at least to the seminal work of Knuth on stack-sorting (1968). Perhaps the most natural algorithmic question in this area is deciding whether a given permutation of length \( n \) contains a given pattern of length \( k \).

In this work we give two new algorithms for this well-studied problem, one whose running time is \( n^{k/4+o(k)} \), and a polynomial-space algorithm whose running time is the better of \( O(1.6181^n) \) and \( O(n^{k/2+1}) \). These results improve the earlier best bounds of \( n^{0.47+o(k)} \) and \( O(1.79^n) \) due to Ahal and Rabinovich (2000) resp. Bruner and Lackner (2012) and are the fastest algorithms for the problem when \( k \in \Omega(\log n) \). We show that both our new algorithms and the previous exponential-time algorithms in the literature can be viewed through the unifying lens of constraint-satisfaction.

Our algorithms can also count, within the same running time, the number of occurrences of a pattern. We show that this result is close to optimal: solving the counting problem in time \( f(k) \cdot n^{o(k/\log k)} \) would contradict the exponential-time hypothesis (ETH). For some special classes of patterns we obtain improved running times. We further prove that 3-increasing and 3-decreasing permutations can, in some sense, embed arbitrary permutations of almost linear length, which indicates that an algorithm with sub-exponential running time is unlikely, even for patterns from these restricted classes.
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1 Introduction

Let \([n] = \{1, \ldots, n\}\). Given two permutations \( \tau : [n] \to [n] \), and \( \pi : [k] \to [k] \), we say that \( \tau \) contains \( \pi \), if there are indices \( 1 \leq i_1 < \cdots < i_k \leq n \) such that \( \tau(i_j) < \tau(i_\ell) \) if and only if \( \pi(j) < \pi(\ell) \), for all \( 1 \leq j, \ell \leq k \). In other words, \( \tau \) contains \( \pi \), if the sequence \( \langle \tau(1), \ldots, \tau(n) \rangle \)
Finding and Counting Permutations via CSPs

has a (possibly non-contiguous) subsequence with the same ordering as $(\pi(1), \ldots, \pi(k))$, otherwise $\tau$ avoids $\pi$. For example, $\tau = (1,5,4,6,3,7,8,2)$ contains $(2,3,1)$, because its subsequence $(5,6,3)$ has the same ordering as $(2,3,1)$; on the other hand, $\tau$ avoids $(3,1,2)$.

Knuth showed in 1968 [40, §2.2.1], that permutations sortable by a single stack are exactly those that avoid $(2,3,1)$. Sorting by restricted devices has remained an active research topic [53, 46, 48, 12, 3, 5], but permutation pattern avoidance has also taken on a life of its own (especially after the influential work of Simion and Schmidt [50]), becoming an important subfield of combinatorics. For more background on permutation patterns and pattern avoidance we refer to the extensive survey [55] and relevant textbooks [13, 14, 39].

Perhaps the most important enumerative result related to permutation patterns is the theorem of Marcus and Tardos [41] from 2004, stating that the number of length-$n$ permutations that avoid a fixed pattern $\pi$ is bounded by $c(\pi)^n$, where $c(\pi)$ is a quantity independent of $n$. (This was conjectured by Stanley and Wilf in the late 1980s.)

A fundamental algorithmic problem in this context is *Permutation Pattern Matching* (PPM): Given a length-$n$ permutation $\tau$ (“text”) and a length-$k$ permutation $\pi$ (“pattern”), decide whether $\tau$ contains $\pi$.

Solving PPM is a bottleneck in experimental work on permutation patterns [4]. The problem and its variants also arise in practical applications, e.g. in computational biology [39, §2.4] and time-series analysis [38, 10, 45]. Unfortunately PPM is, in general, NP-complete, as shown by Bose, Buss, and Lubiw [15] in 1998. For small (e.g. constant-sized) patterns, the problem is solvable in polynomial (in fact, linear) time, as shown by Guillemot and Marx [33] in 2013. Their algorithm has running time $n \cdot 2^{O(k^2 \log k)}$, establishing the fixed-parameter tractability of the PPM problem in terms of the pattern length. The algorithm builds upon the Marcus-Tardos proof of the Stanley-Wilf conjecture and introduces a novel decomposition of permutations. Subsequently, Fox [30] refined the Marcus-Tardos result, thereby removing a factor $\log k$ from the exponent of the Guillemot-Marx bound. (Due to the large constants involved, it is however, not clear whether the algorithm can be efficient in practice.)

For longer patterns, e.g. for $k \in \Omega(\log n)$, the complexity of the PPM problem is less understood. An obvious algorithm with running time $O(n^{k+1})$ is to enumerate all $\binom{n}{k}$ length-$k$ subsequences of $\tau$, checking whether any of them has the same ordering as $\pi$. The first result to break this “triviality barrier” was the $O(n^{2k/3+1})$-time algorithm of Albert, Aldred, Atkinson, and Holton [4]. Shortly thereafter, Ahal and Rabinovich [1] obtained the running time $n^{0.47k+o(k)}$.

The two algorithms are based on a similar dynamic programming approach: they embed the entries of the pattern $\pi$ one-by-one into the text $\tau$, while observing the restrictions imposed by the current partial embedding. The order of embedding (implicitly) defines a *path-decomposition* of a certain graph derived from the pattern $\pi$, called the incidence graph. The running time obtainable in this framework is of the form $O(n^{pw(\pi)+1})$, where $pw(\pi)$ is the *pathwidth* of the incidence graph of $\pi$.

Ahal and Rabinovich also describe a different, *tree-based* dynamic programming algorithm that solves PPM in time $O(n^{2tw(\pi)+1})$, where $tw(\pi)$ is the *treewidth* of the incidence graph of $\pi$. Using known bounds on the treewidth, however, this running time does not improve the previous one.

Our first result is based on the observation that PPM can be formulated as a *constraint satisfaction problem* (CSP) with binary constraints. In this view, the path-based dynamic programming of previous works has a natural interpretation not observed earlier: it amounts to solving the CSP instance by *Seidel’s invasion algorithm*, a popular heuristic [49],[54, §9.3].
It is well-known that binary CSP instances can be solved in time $O(n^{t+1})$, where $n$ is the *domain size*, and $t$ is the *treewidth* of the *constraint graph* [32, 24]. In our reduction, the domain size is the length $n$ of the text $\tau$, and the constraint graph is the incidence graph of the pattern $\pi$; we thus obtain a running time of $O(n^{\text{tw}(\pi)+1})$, improving upon the earlier $O(n^{2\text{tw}(\pi)+1})$. Second, making use of a bound known for low-degree graphs [28], we prove that the treewidth of the incidence graph of $\pi$ is at most $k/3 + o(k)$. The final improvement from $k/3$ to $k/4$ is achieved via a technique inspired by recent work of Cygan, Kowalik, and Socała [23] on the $k$-OPT heuristic for the traveling salesman problem (TSP).

In summary, we obtain the following result, proved in §3.

▶ **Theorem 1.** Permutation Pattern Matching can be solved in time $n^{k/4+o(k)}$.

Expressed in terms of $n$ only, none of the mentioned running times improve, in the worst case, upon the trivial $2^n$; consider the case of a pattern of length $k \geq n/\log n$. The first improvement in this parameter range was obtained by Bruner and Lackner [18]; their algorithm runs in time $O(1.79^n)$.

The algorithm of Bruner and Lackner works by decomposing both the text and the pattern into *alternating runs* (consecutive sequences of increasing or decreasing elements), and using this decomposition to restrict the space of admissible matchings. The exponent in the running time is, in fact, the *number of runs* of $T$, which can be as large as $n$. The approach is compelling and intuitive, the details, however, are intricate (the description of the algorithm and its analysis in [18] take over 24 pages).

Our second result improves this running time to $O(1.618^n)$, with an exceedingly simple approach. A different analysis of our algorithm yields the bound $O(n^{k/2+1})$, i.e. slightly above the Ahal-Rabinovich bound [1], but with polynomial space. The latter bound also matches an earlier result of Guillemot and Marx [33, §7], obtained via involved techniques.

▶ **Theorem 2.** Permutation Pattern Matching can be solved using polynomial space, in time $O(n^{k/2+1})$.

At the heart of this algorithm is the following observation: if all *even-index* entries of the pattern $\pi$ are matched to entries of the text $\tau$, then verifying whether the remaining *odd-index* entries of $\pi$ can be correctly matched takes only a linear-time sweep through both $\pi$ and $\tau$. This algorithm can be explained very simply in the CSP framework: after substituting a value to every *even-index* variable, the graph of the remaining constraints is a union of paths, and hence can be handled very easily.

### Counting patterns.

We also consider the closely related problem of *counting* the number of occurrences of $\pi$ in $\tau$, i.e. finding the number of subsequences of $\tau$ that have the same ordering as $\pi$. Easy modifications of our algorithms solve this problem within the bounds of Theorems 1 and 2.

▶ **Theorem 3.** The number of solutions for Permutation Pattern Matching can be computed

- in time $n^{k/4+o(k)}$,
- in time $O(n^{k/2+2})$ and polynomial space, and
- in time $O(1.618^n)$ and polynomial space.

Note that the FPT algorithm of Guillemot and Marx [33] cannot be adapted for the counting version. In fact, we argue (§5) that a running time of the form $n^{O(k)}$ is almost best possible and a significant improvement in running time for the counting problem is unlikely.

▶ **Theorem 4.** Assuming the exponential-time hypothesis (ETH), there is no algorithm that counts the number of occurrences of $\pi$ in $\tau$ in time $f(k) \cdot n^{o(k/\log k)}$, for any function $f$.

---
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Special patterns. It is possible that PPM is easier if the pattern \( \pi \) comes from some restricted family of permutations, e.g. if it avoids some smaller fixed pattern \( \sigma \). Several such examples have been studied in the literature, and recently Jelínek and Kynčl [37] obtained the following characterization: PPM is polynomial-time solvable for \( \sigma \)-avoiding patterns \( \pi \), if \( \sigma \) is one of \( (1), (1,2), (1,3,2), (2,1,3) \) or their reverses, and \( \mathsf{NP} \)-complete for all other \( \sigma \). (All tractable cases are such that treewidth \( k \) of \( \pi \) is \( \sqrt{k} \).)

In particular, Jelínek and Kynčl show that PPM is \( \mathsf{NP} \)-complete even if \( \pi \) avoids \( (1,2,3) \) or \( (3,2,1) \), but polynomial-time solvable for any proper subclass of these families. For \( (1,2,3) \)-avoiding and \( (3,2,1) \)-avoiding patterns, it is known however, that PPM can be solved in time \( n^{O(\sqrt{k})} \), i.e. faster than the general case (Guillemot and Vialette [34]).

These results motivate the following general and natural question.

**Question.** What makes a permutation pattern easier to find than others?

A permutation is \( t \)-monotone, if it can be obtained by interleaving \( t \) monotone sequences. When all \( t \) sequences are increasing (resp. decreasing), we call the resulting permutation \( t \)-increasing (resp. \( t \)-decreasing). It is well-known that \( t \)-increasing (resp. \( t \)-decreasing) permutations are exactly those that avoid \( (t+1, \ldots, 1) \), resp. \( (1, \ldots, t+1) \), see e.g. [7].

We prove that if \( \pi \) is \( 2 \)-monotone, then the running time of the algorithm of Theorem 1 is \( n^{O(\sqrt{k})} \). This result follows from bounding the treewidth of the incidence graph of \( \pi \), by observing that this graph is almost planar. For \( 2 \)-increasing or \( 2 \)-decreasing patterns we thus match the bound of Guillemot and Vialette by a significantly simpler argument. (In these special cases the incidence graph is, in fact, planar.)

Jordan-permutations are a natural family of geometrically-defined permutations with applications in computational geometry [47]. They were studied by Hoffmann, Mehlhorn, Rosenstiehl, and Tarjan [35], who showed that they can be sorted with a linear number of applications in computational geometry [47]. They were studied by Hoffmann, Mehlhorn, Rosenstiehl, and Tarjan [35], who showed that they can be sorted with a linear number of applications in computational geometry [47]. They were studied by Hoffmann, Mehlhorn, Rosenstiehl, and Tarjan [35], who showed that they can be sorted with a linear number of applications in computational geometry [47]. They were studied by Hoffmann, Mehlhorn, Rosenstiehl, and Tarjan [35], who showed that they can be sorted with a linear number of applications in computational geometry [47]. They were studied by Hoffmann, Mehlhorn, Rosenstiehl, and Tarjan [35], who showed that they can be sorted with a linear number of applications in computational geometry [47]. They were studied by Hoffmann, Mehlhorn, Rosenstiehl, and Tarjan [35], who showed that they can be sorted with a linear number of applications in computational geometry [47].

**Theorem 5.** The treewidth of the incidence graph of \( \pi \) is \( O(\sqrt{k}) \),

(i) if \( \pi \) is \( 2 \)-monotone, or

(ii) if \( \pi \) is a Jordan-permutation.

We show that both \( 2 \)-monotone (and even \( 2 \)-increasing or \( 2 \)-decreasing) and Jordan-permutations of length \( O(k) \) may contain grids of size \( \sqrt{k} \times \sqrt{k} \) in their incidence-graphs, both statements of Theorem 5 are therefore tight, via known lower bounds on the treewidth of grids [11].

In light of these results, one may try to obtain further treewidth-bounds for families of patterns, in order to solve PPM in sub-exponential time. In this direction we show a (somewhat surprising) negative result.

**Theorem 6.** There are 3-increasing permutations of length \( k \) whose incidence graph has treewidth \( \Omega(k/\log k) \).

The same bound applies, by symmetry, to 3-decreasing permutations. The result is obtained by embedding the incidence graph of an arbitrary permutation of length \( O(k/\log k) \) as a minor of the incidence graph of a 3-increasing permutation of length \( k \).

Theorems 5 and 6 (proved in §4) lead to an almost complete characterization of the treewidth of \( \sigma \)-avoiding patterns. By the Erdős-Szekeres theorem [27] every \( k \)-permutation...
contains a monotone pattern of length $\lceil \sqrt{k} \rceil$. Thus, for all permutations $\sigma$ of length at least 10, the class of $\sigma$-avoiding permutations contains all 3-increasing or all 3-decreasing permutations, hence by Theorem 6 there exist $\sigma$-avoiding patterns $\tau$ with $\text{tw}(\tau) \in \Omega(k/\log k)$. Addressing a few additional small cases by similar arguments (details given in the thesis of the first author), the threshold 10 can be further reduced. We remark that no algorithm is known to solve PPM in time $n^{o(\text{tw}(\tau))}$; see the discussion in [1, 37].

With a weaker bound we obtain a full characterisation that strengthens the dichotomy-result of Jelínek and Kynčl: in the worst case, the only $\sigma$-avoiding patterns $\tau$ for which $\text{tw}(\tau) \in o(\sqrt{k})$ are those for which PPM is known to be polynomial-time solvable.

Further related work. The complexity of the PPM problem has also been studied under the stronger restriction that the text $\tau$ is pattern-avoiding. The problem is polynomial-time solvable if $\tau$ is monotone [21] or 2-monotone [19, 34, 6, 4, 43], but NP-hard if $\tau$ is 3-monotone [37]. A broader characterization is missing.

Only classical patterns are considered in this paper; variants in the literature include vincular, bivincular, consecutive, and mesh patterns; we refer to [17] for a survey of related computational questions.

Newman et al. [44] study pattern matching in a property-testing framework (aiming to distinguish pattern-avoiding sequences from those that contain many copies of the pattern). In this setting, the focus is on the query complexity of different approaches, and sampling techniques are often used; see also [9, 31].

A different line of work investigates whether standard algorithmic problems on permutations (e.g., sorting, selection) become easier if the input can be assumed to be pattern-avoiding [8, 20].

2 Preliminaries

A length-$n$ permutation $\sigma$ is a bijective function $\sigma : [n] \to [n]$, alternatively viewed as the sequence $(\sigma(1), \ldots, \sigma(n))$. Given a length-$n$ permutation $\sigma$, we denote as $S_\sigma = \{(i, \sigma(i)) \mid 1 \leq i \leq n\}$ the set of points corresponding to permutation $\sigma$.

For a point $p \in S_\sigma$ we denote its first entry as $p.x$, and its second entry as $p.y$, referring to these values as the index, respectively, the value of $p$. Observe that for every $i \in [n]$, we have $|\{p \in S_\sigma \mid p.x = i\}| = |\{p \in S_\sigma \mid p.y = i\}| = 1$.

We define four neighbors of a point $(x, y) \in S_\sigma$ as follows.

\[
\begin{align*}
N_R((x, y)) &= (x + 1, \sigma(x + 1)), \\
N_L((x, y)) &= (x - 1, \sigma(x - 1)), \\
N_U((x, y)) &= (\sigma^{-1}(y + 1), y + 1), \\
N_D((x, y)) &= (\sigma^{-1}(y - 1), y - 1).
\end{align*}
\]

The superscripts $R$, $L$, $U$, $D$ are meant to evoke the directions right, left, up, down, when plotting $S_\sigma$ in the plane. Some neighbors of a point may coincide. When some index is out of bounds, we let the offending neighbor be a “virtual point” as follows: $N_R(n, i) = N_U(i, n) = (\infty, \infty)$, and $N_L(1, i) = N_D(i, 1) = (0, 0)$, for all $i \in [n]$. The virtual points are not contained in $S_\sigma$, we only define them to simplify some of the statements.

The incidence graph of a permutation $\sigma$ is $G_\sigma = (S_\sigma, E_\sigma)$, where

\[E_\sigma = \{(p, N^\alpha(p)) \mid \alpha \in \{R, L, U, D\} \text{ and } p, N^\alpha(p) \in S_\sigma\}.\]
In words, each point is connected to its (at most) four neighbors: its successor and predecessor by index, and its successor and predecessor by value. It is easy to see that \( G_\sigma \) is a union of two Hamiltonian paths on the same set of vertices and that this is an exact characterization of permutation incidence-graphs. (See Figure 1 for an illustration.)

![Figure 1](left) Permutation \( \pi = (6, 5, 3, 1, 4, 7, 2) \) and its incidence graph \( G_\pi \). Solid lines indicate neighbors by index, dashed lines indicate neighbors by value (lines may overlap). Indices plotted on \( x \)-coordinate, values plotted on \( y \)-coordinate. (right) Jordan-permutation \( (4, 1, 2, 3, 8, 5, 6, 7) \).

Throughout the paper we consider a text permutation \( \tau : [n] \rightarrow [n] \), and a pattern permutation \( \pi : [k] \rightarrow [k] \), where \( n \geq k \). We give an alternative definition of the Permutation Pattern Matching (PPM) problem in terms of embedding \( S_\pi \) into \( S_\tau \).

Consider a function \( f : S_\pi \rightarrow S_\tau \). We say that \( f \) is a valid embedding of \( S_\pi \) into \( S_\tau \) if for all \( p \in S_\pi \) the following hold:
\[
\begin{align*}
    f(N^L(p)).x &< f(p).x < f(N^R(p)).x, \quad \text{and} \quad (1) \\
    f(N^D(p)).y &< f(p).y < f(N^U(p)).y, \quad \text{(2)}
\end{align*}
\]
whenever the corresponding neighbor \( N^\alpha(p) \) is also in \( S_\pi \), i.e. not a virtual point. In words, valid embeddings preserve the relative positions of neighbors in the incidence graph.

> **Lemma 7.** Permutation \( \tau \) contains permutation \( \pi \) if and only if there exists a valid embedding \( f : S_\pi \rightarrow S_\tau \).

For sets \( A \subseteq B \subseteq S_\pi \) and functions \( g : A \rightarrow S_\tau \) and \( f : B \rightarrow S_\tau \) we say that \( g \) is the restriction of \( f \) to \( A \), denoted \( g = f|_A \), if \( g(i) = f(i) \) for all \( i \in A \). In this case, we also say that \( f \) is the extension of \( g \) to \( B \). Restrictions of valid embeddings will be called partial embeddings. We observe that if \( f : B \rightarrow S_\tau \) is a partial embedding, then it satisfies conditions (1) and (2) with respect to all edges in the induced graph \( G_\pi[B] \), i.e. the corresponding inequality holds whenever \( p, N^\alpha(p) \in B \).

## 3 Pattern matching as constraint satisfaction

Readers familiar with the terminology of CSPs should immediately recognize that the definition of valid embedding and Lemma 7 allow us to formulate PPM as a CSP instance with binary constraints. Then known techniques can be applied to solve the problem. A (somewhat different) connection of PPM to CSPs was previously observed by Guillemot and Marx [33]. We first review briefly the CSP problem, referring to [54, 49, 22] for more background.

A binary CSP instance is a triplet \( (V, D, C) \), where \( V \) is a set of variables, \( D \) is a set of admissible values (the domain), and \( C \) is a set of constraints \( C = \{ c_1, \ldots, c_m \} \), where each constraint \( c_i \) is of the form \( ((x, y), R) \), where \( x, y \in V \), and \( R \subseteq D^2 \) is a binary relation.
A solution of the CSP instance is a function $f : V \rightarrow D$ (i.e. an assignment of admissible values to the variables), such that for each constraint $c_i = ((x_i, y_i), R_i)$, the pair of assigned values $(f(x_i), f(y_i))$ is contained in $R_i$. The reduction from PPM to CSP is straightforward. Given a PPM instance with text $\tau$ and pattern $\pi$, of lengths $n$ and $k$ respectively, let $V = \{x_1, \ldots , x_k\}$, and $D = \{1, \ldots , n\}$. The fact that variable $x_i$ takes value $j$ signifies that $\pi(i)$ is matched (embedded) to $\tau(j)$. For the embedding to be valid, by Lemma 7, the relative ordering of entries must be respected, in accordance with conditions (1) and (2). These conditions can readily be described by binary relations for all pairs of variables whose corresponding entries are neighbors in the incidence graph $G_\pi$.

More precisely, for $p, N^\alpha(p) \in S_\pi$, for $\alpha \in \{R, L, U, D\}$, we add constraints of the form $((x_i, x_j), R)$, where $i = p.x$, $j = N^\alpha(p).x$ and $R$ contains those pairs $(a, b) \in [n]^2$, for which the relative position of $(a, \tau(a))$ and $(b, \tau(b))$ matches the relative position of $p$ and $N^\alpha(p)$.

The constraint graph of the binary CSP instance (also known as primal graph or Gaifman graph) is a graph whose vertices are the variables $V$ and whose edges connect all pairs of variables that occur together in a constraint. Observe that for instances obtained via our reduction, the constraint graph is exactly the incidence graph $G_\pi$. We make use of the following well-known result.

**Lemma 8** ([32, 24]). A binary CSP instance $(V, D, C)$ can be solved in time $O(|D|^t+1)$ where $t$ is the treewidth of the constraint graph.

As discussed in §2, the incidence graph $G_\pi$ consists of two Hamiltonian-paths. Accordingly, its vertices have degree at most 4, and the following structural result is applicable.

**Lemma 9** ([28, 29]). If $G$ is an order-$k$ graph with vertices of degree at most 4, then the pathwidth (and consequently, the treewidth) of $G$ is at most $k/3 + o(k)$. A corresponding tree-(path-)decomposition can be found in polynomial time.

**Algorithms.** Our first algorithm amounts to reducing the PPM instance to a binary CSP instance, and using the algorithm of Lemma 8 with a tree-decomposition obtained via Lemma 9. To reach the bound given in Theorem 1, it remains to improve the $k/3$ term in the exponent to $k/4$. We achieve this with a recent technique of Cygan et al. [23], developed in the context of the $k$-OPT heuristic for TSP.

In our setting, the technique works as follows. We split $[n]$ into $n^{1/4}$ contiguous intervals of equal widths, $n^{3/4}$ each. (For simplicity, we ignore issues of rounding and divisibility.) The intervals induce vertical strips in the text $\tau$. For each pattern-index $i \in [k]$ we guess the vertical strip of $\tau$ into which $i$ is mapped in the sought-for embedding of $\pi$ into $\tau$. It is sufficient to do this for a subset of the entries in $\pi$, namely those that become the leftmost in their respective strips in $\tau$. Let $X \subseteq [k]$ be the set of indices of such entries in $\pi$.

Guessing $X$ and the strips of $\tau$ into which entries of $X$ are mapped increases the running time by a factor of $\sum_{X \subseteq [k]} \frac{n^{3/4}}{|X|} \leq \sum_{X \subseteq [k]} n^{|X|}/4$. Assuming that we guessed correctly, the problem simplifies. First, each pattern-entry can now be embedded into at most $n^{3/4}$ possible locations, hence the domain of each variable will be of size at most $n^{3/4}$. Second, the horizontal constraints that go across strip-boundaries can now be removed as they are implicitly enforced by the distribution of entries into strips (the $L$-constraint of every $X$-entry is removed). We have thus reduced the number of edges in the constraint-graph by $|X| \rightarrow 1$ and can use a stronger upper bound of $(k - |X|)/3 + o(k)$ on the treewidth (see e.g. [28, 23]).
The overall running time becomes
\[
\sum_{X \subseteq [k]} n_{\frac{|X|}{2}} \cdot n^k \cdot (\frac{1}{2} - \frac{|X|}{2})^{o(k)} = 2^k \cdot n^{k/4+o(k)} = n^{k/4+o(k)}.
\]

We remark that our use of this technique is essentially the same as in Cygan et al. [23], but the CSP-formalism makes its application more transparent. We suspect that further classes of CSPs could be handled with a similar approach.

The even-odd method. The algorithm for Theorem 2 can be obtained as follows. Let \((Q^E, Q^O)\) be the partition of \(S_\pi\) into points with even and odd indices. Formally, \(Q^E = \{(2k, \pi(2k)) \mid 1 \leq k \leq \lfloor k/2 \rfloor\}\), and \(Q^O = \{(2k-1, \pi(2k-1)) \mid 1 \leq k \leq \lfloor k/2 \rfloor\}\). Construct the CSP instance corresponding to the problem as above. A solution is now found by trying first every possible combination of values for the variables representing \(Q^E\). Clearly, there are \(n^{Q^E}\) possible combinations. If the value of a variable \(x_i\) is fixed to \(a \in [n]\), then \(x_i\) is removed from the problem and every neighbor of \(x_i\) is restricted by a new unary constraint in an appropriate way, i.e. if there is a constraint \((x_i, x_j), R\), then \(x_j\) should be restricted to values \(b\) for which \((a, b) \in R\).

How does the constraint graph look like if we remove every variable (and its incident edges) corresponding to \(Q^E\)? It is easy to see that this destroys every constraint corresponding to L-R neighbors and all the remaining binary constraints represent U-D neighbors. As these constraints form a Hamiltonian path, the remaining constraint graph consists of a union of disjoint paths. Such graphs have treewidth 1, hence the resulting CSP instance can be solved efficiently using Lemma 8, resulting in the running time \(O(n^{k/2+2})\). A more careful argument improves this bound to \(O(n^{k/2+1})\); we defer the details to the full version of the paper.

We can refine the analysis, noting that when we are assigning values \(a_2 < a_4 < a_6 < \ldots\) to the variables \(x_2, x_4, x_6, \ldots\) representing \(Q^E\), then we need to consider only increasing sequences where there is a gap of at least one between each successive entry (e.g. \(a_4 > a_2 + 1\)) to allow a value for the odd-indexed variables. The number of such subsequences is \(\binom{n-\lfloor k/2 \rfloor}{\lfloor k/2 \rfloor}\); consider a sequence with a minimum required gap of one between consecutive entries, then distribute the remaining total gap of \(n-k\) among the \(\lfloor k/2 \rfloor + 1\) slots. As \(\max_k \binom{n-\lfloor k/2 \rfloor}{\lfloor k/2 \rfloor} = O(1.6181^n)\), see e.g. [52, 51], we obtain an upper bound of this form (independent of \(k\)) on the running time of the algorithm.

Counting solutions. The algorithms described above can be made to work for the counting version of the problem. This has to be contrasted with the FPT algorithm of Guillemot and Marx [33], which cannot be adapted for the counting version; a crucial step in that algorithm is to say that if the text is sufficiently complicated, then it contains every pattern of length \(k\), hence we can stop. Indeed, as we show in §5, we cannot expect an FPT algorithm for the counting problem.

To solve the counting problem, we modify the dynamic programming algorithm behind Lemma 8 in a straightforward way. Even if not stated in exactly the following form, results of this type are implicitly used in the counting literature.

Lemma 10. The number of solutions of a binary CSP instance \((V, D, C)\) can be computed in time \(O(|D|^{t+1})\) where \(t\) is the treewidth of the constraint graph.

It is not difficult to see that by replacing the use of Lemma 8 with Lemma 10 in the algorithms of Theorems 1 and 2, the counting algorithms stated in Theorem 3 follow.
4 Special patterns

In this section we prove Theorems 5 and 6. We define a $k$-track graph $G = (V, E)$ to be the union of two Hamiltonian paths $H_1$ and $H_2$, where $V$ can be partitioned into sequences $S_1, S_2, \ldots, S_k$, the tracks of $G$, such that both $H_1$ and $H_2$ visit the vertices of $S_i$ in the given order, for all $i \in [k]$. Observe that $k$-track graphs are exactly the incidence graphs of permutations that are either $k$-increasing or $k$-decreasing.

2-monotone patterns. We prove Theorem 5(i). As a special case, we first look at patterns that are 2-increasing. Let $G$ be a 2-track graph. Arrange the vertices of the two tracks on a line $\ell$, the first track in reverse order, followed by the second track in sorted order. Any Hamiltonian path that respects the order of the two tracks can be drawn (without crossings) on one side of $\ell$. This means that the two Hamiltonian paths of $G$ can be drawn on different sides of $\ell$, and therefore $G$ is planar. See Figure 2 (left) for an example.

![Figure 2](left) A planar drawing of a 2-track graph, with one of the two Hamiltonian paths drawn with dashed arcs. Note that edges contained in both Hamiltonian paths are drawn twice for clarity. (right) A drawing of the incidence graph of a 2-monotone permutation. Red and blue dots indicate an increasing (resp. decreasing) subsequence.

The treewidth of a $k$-vertex planar graph is known to be $O(\sqrt{k})$ [11, 25]. A corresponding path-decomposition can be obtained by a recursive use of planar separators. For the case of a pattern $\pi$ that consists of an increasing and a decreasing subsequence (i.e. 2-monotone patterns), we show that the straight-line drawing of $G_\pi$ (with points $S_\pi$ as vertices) has at most one intersection. An $O(\sqrt{k})$ bound on the treewidth follows via known results [26].

Divide $S_\pi$ by one horizontal and one vertical line, such that each of the resulting four sectors contains a monotone sequence. More precisely, the top left and bottom right sectors contain decreasing subsequences, and the other two sectors contain increasing subsequences. Let $e = \{u, v\}$ be an edge of the horizontal Hamiltonian path such that $u.x = v.x - 1$, and let $f = \{s, t\}$ be an edge that intersects $e$, such that $s.x < t.x$. Edge $f$ must come from the vertical Hamiltonian path, i.e. $|s.y - t.y| = 1$. As $u$ and $v$ are horizontal neighbors, $s.x < u.x < v.x < t.x$ holds. Assume that $u.y < v.y$ (otherwise flip $G_\pi$ vertically before the argument, without affecting the graph structure). We claim that $u.y < t.y < s.y < v.y$ must hold, as otherwise $\pi$ contains the pattern $(2, 1, 4, 3)$ and cannot decompose into an increasing and a decreasing subsequence.

Thus $(s, u, v, t)$ must form the pattern $(3, 1, 4, 2)$, and therefore $s$ and $t$ belong to the decreasing and $u$ and $v$ to the increasing subsequence. It is easy to see now that $s, u, v, t$ must be in pairwise distinct sectors, and $u$ $(s, t, v)$ is the unique rightmost (bottommost,
topmost, leftmost) point of the bottom left (top left, top right, bottom right) sector, and
due to the monotonicity of all four sectors no more intersections can happen; see Figure 2
(right). This concludes the proof of Theorem 5(i).

We show that the previous result is tight, by constructing a 2-track graph $G = (V,E)$
with $n = 2k^2$ vertices, for some even $k$, that contains a $k \times 2k$ grid graph.

Let $x_1, x_2, \ldots, x_{k^2}$ and $y_1, y_2, \ldots, y_{k^2}$ be the two tracks of $G$. We obtain $G$
as the union of the following two Hamiltonian paths:

\[
x_1, y_1, y_2, x_2, x_3, y_3, y_4, x_4, \ldots, x_{k^2-1}, y_{k^2-1}, y_{k^2}, x_{k^2}, \quad \text{and}
\]
\[
x_1, x_2, \ldots, x_k,
\]
\[
y_1, x_{k+1}, x_{k+2}, y_2, y_3, x_{k+3}, x_{k+4}, y_4, \ldots, y_{k^2-k-1}, x_{k^2-k-1}, x_{k^2}, y_{k^2-k},
\]
\[
y_{k^2-k+1}, y_{k^2-k+2}, \ldots, y_{k^2}.
\]

The two Hamiltonian paths respect the order of the two tracks.

We now relabel the vertices to show the contained grid. For $i \in [k]$, $j \in [2k]$, let $z_{i,j} = x_{\lfloor j/2 \rfloor k+i}$ if $j$ is odd, and $z_{i,j} = y_{(j/2-1)k+i}$ if $j$ is even. It is easy to see that $z_{i,j}$
is adjacent to $z_{i+1,j}$ and $z_{i,j+1}$ for $i \in [k-1]$ and $j \in [2k-1]$. For an illustration of the
obtained permutation and the contained grid graph, see Figure 3.

![Figure 3](image_url)

Figure 3 A 2-increasing permutation of length 32 whose incidence graph contains a $4 \times 8$ grid.
Vertex shape indicates the track, colors are for emphasis of the grid structure.

The case of Jordan patterns (Theorem 5(ii)) is immediate, as the incidence graph of
Jordan permutations is by definition planar. We defer the details to the full version of the
paper.

3-monotone patterns. We now prove Theorem 6. Due to space constraints we omit some
figures that illustrate the proof; these can be found in the full version of the paper. We start
with some definitions and observations. For a set $\Pi$ of length-$n$ permutations, define the
graph $G_H(\Pi) = ([n], E)$, where $E$ is the union of the Hamiltonian paths corresponding to all
$\pi \in \Pi$. For an arbitrary length-$n$ permutation $\pi$, the graph $G_\pi$ is isomorphic to $G_H([id_n, \pi])$,
where $id_n$ is the length-$n$ identity permutation.

Permutation $\pi'$ is a split of a permutation $\pi$ if $\pi'$ arises from $\pi$ by moving a subsequence
of $\pi$ to the front. For example, $(1, 3, 5, 2, 4)$ is a split of $id_5$, obtained by moving $(1, 3, 5)$ to
the front. We call a permutation split permutation if it is a split of the identity permutation.
Observe that for a length-$n$ split permutation $\sigma \neq id_n$, there is a unique integer $p(\sigma) \in [n]$
such that both $\sigma(1), \sigma(2), \ldots, \sigma(p(\sigma))$ and $\sigma(p(\sigma) + 1), \sigma(p(\sigma) + 2), \ldots, \sigma(n)$ are increasing. Furthermore, $\sigma^{-1}$ is a merge of the two subsequences $1, 2, \ldots, p(\sigma)$ and $p(\sigma) + 1, p(\sigma) + 2, \ldots, n$.

If $\pi'$ is a split of $\pi$, then $\pi' = \pi \circ \sigma$ for some split permutation $\sigma$. Ahal and Rabinovich [1] mention that every $n$-permutation can be obtained from $\text{id}_n$ by at most $\log n$ splits. Let $\pi$ be an arbitrary $n$-permutation and consider the sequence $\text{id}_n = \pi_1, \ldots, \pi_m = \pi$, where for each $i \in [m - 1]$ we have $\pi_{i+1} = \pi_i \circ \sigma_i$ for some split permutation $\sigma_i \neq \text{id}_n$, and $m \leq \log n$.

Let $\Pi = \{\pi_1, \ldots, \pi_m\}$.

To prove Theorem 6, we show that the graph $G_H(\Pi)$ can be embedded (as a minor) in the incidence graph $G$ of some permutation of length at most $2mn$. We further show that $G$ is a 3-track graph (and thus, its underlying permutation can be assumed 3-increasing). The lower bound on the treewidth of $G$ then follows by (i) choosing $\pi$ to be a permutation whose incidence graph has treewidth $\Omega(n)$, (ii) the fact that $G_\pi$ is a subgraph of $G_H(\Pi)$, and thus, a minor of $G$, and (iii) the observation that the treewidth of a graph is not less than the treewidth of its minor.

We first define the vertex sets corresponding to the three tracks of $G$. Let

$$V_x = \{x_{i,j} \mid i \in [m], j \in [n]\},$$
$$V_y = \{y_{i,j} \mid i \in [m-1], j \in [p(\sigma_i)]\}, \text{ and}$$
$$V_z = \{z_{i,j} \mid i \in [m-1], j \in [n] \setminus [p(\sigma_i)]\}.$$

Let $V = V_x \cup V_y \cup V_z$ be the vertex set of $G$, and observe that $|V| = mn + (m-1)n \leq 2mn$.

To later show that $G$ is a 3-track graph, we fix a total order $\prec$ on each track, namely, the lexicographic order of the vertex-indices, i.e. $x_{i,j} \prec x_{i',j'}$ if and only if $i < i'$ or $(i = i') \wedge (j < j')$, and analogously for $V_y$ and $V_z$. Before proceeding, we define the following functions:

$$s_x : V_x \setminus \{x_{m,n}\} \rightarrow V_x \setminus \{x_{1,1}\},$$
$$s_x (x_{i,j}) = \begin{cases} x_{i,j+1}, & \text{if } j < n, \\ x_{i+1,1}, & \text{if } j = n. \end{cases}$$

$$s_c : V \setminus \{x_{m,n} \mid j \in [n]\} \rightarrow V \setminus \{x_{1,j} \mid j \in [n]\},$$
$$s_c (x_{i,j}) = \begin{cases} y_{i,\sigma^{-1}_i(j)}, & \text{if } \sigma^{-1}_i(j) \leq p(\sigma_i), \\ z_{i,\sigma^{-1}_i(j)}, & \text{if } \sigma^{-1}_i(j) > p(\sigma_i). \end{cases}$$
$$s_c (y_{i,j}) = x_{i+1,j},$$
$$s_c (z_{i,j}) = x_{i+1,j}.$$

Note that $s_x$ is just the successor with respect to the total order $\prec$ on $V_x$, and that $s_c$ is a bijection.

Now we define the two Hamiltonian paths whose union is $G$. The first path $P_1$ goes as follows: start at $x_{1,1}$, then, from every $x_{i,j}$ with $i < m$, go to $s_c(x_{i,j})$, and then to $s_x(x_{i,j})$. For $x_{m,j}$ with $j < n$, go directly to $s_x(x_{m,j})$. Path $P_1$ contains all vertices of $V_x$ in the correct order. The same holds for $V_y$ and $V_z$, by the definition of $s_c$.

The second path $P_2$ also starts at $x_{1,1}$, but first goes along $V_y$ until it reaches $x_{2,1}$, i.e. the first part of $P_2$ is $x_{1,1}, x_{1,2}, \ldots, x_{1,n}, x_{2,1}$. Then, from every $x_{i,j}$ with $i \geq 2$, it first moves to $s^{-1}_c(x_{i,j})$ and then to $s_x(x_{i,j})$. Again, $P_2$ contains all vertices of $V_x$ in the correct order. As $s^{-1}_c(x_{i,j})$ is either $y_{i-1,j}$ or $z_{i-1,j}$, this is also true for $V_y$ and $V_z$.

To obtain $G_H(\Pi) = ([n], E)$, color the vertices of the graph with $n$ colors, where color $k$ induces a path $C_k$ of length $m$ in $G$. We then prove that for each $\{k_1, k_2\} \in E$, the graph $G$
contains adjacent vertices of the colors \( k_1 \) and \( k_2 \). Then, by contracting \( C_k \) for \( k \in [n] \), we obtain a supergraph of \( G_H(II) \).

For \( k \in [n] \), define the path \( C_k = (x_{1,k}, s_c(x_{1,k}), s_c^2(x_{1,k}), \ldots, s_c^{2m-2}(x_{1,k})) \). As \( s_c \) is a bijection, these paths are disjoint. Note that for each \( x_{i,j} \in V_2 \setminus \{x_{m,n}\} \),

\[
s_c^2(x_{i,j}) = x_{i+1, \sigma^{x_{i,j}}}.
\]

We claim that the color of \( x_{i,j} \) is \( \pi_1(j) \). This is because:

\[
s_c^{2i-2}(x_{1, \pi_1(j)}) = s_c^{2i-2}(x_{1, \sigma_1 \sigma_2 \ldots \sigma_{i-1}(j)})
\]

\[
= s_c^{2i-4}(x_2, \sigma_1^{-1} \sigma_2 \ldots \sigma_{i-1}(j)) = s_c^{2i-4}(x_2, \sigma_2 \sigma_3 \ldots \sigma_{i-1}(j))
\]

\[
= \ldots = s_c^{2i-2f}(x_\ell, \sigma_1 \sigma_2 \ldots \sigma_{i-1}(j))
\]

\[
= \ldots = x_{i,j}.
\]

Now let \( k_1 \) and \( k_2 \) be adjacent in \( G_H(II) \). Then, there exist \( i, j \) such that \( \pi_1(j) = k_1 \) and \( \pi_1(j + 1) = k_2 \) and, as discussed above, \( x_{i,j} \in C_{k_1} \) and \( x_{i,j+1} \in C_{k_2} \). By definition \( x_{i,j} \in C_{k_1} \) implies \( s_c^{-1}(x_{i,j}) \in C_{k_1} \). Finally, \( P_2 \) has an edge from \( s_c^{-1}(x_{i,j}) \) to \( s_c(x_{i,j}) = x_{i,j+1} \). This concludes the proof.

The construction can be extended to embed the union of \( k \) arbitrary Hamiltonian paths on \( n \) vertices as a minor of a 3-track graph with \( O(kn \log n) \) vertices. As every order-\( n \) graph of maximum degree \( d \) is edge-colorable with \( d + 1 \) colors (by Vizing’s theorem), such graphs are in the union of at most \( d + 1 \) Hamiltonian paths, can thus be embedded in 3-track graphs of order \( O(dn \log n) \).

## 5 Hardness result

In this section we prove Theorem 4. The hardness proof proceeds in two steps. First, we reduce the partitioned subgraph isomorphism (PSI) problem to the partitioned permutation pattern matching (PPPM) problem. Then, we reduce from the more difficult, counting variant of PPPM to the regular counting PPM (the subject of Theorem 4), using a (by now standard) technique based on inclusion-exclusion.

**PSI to PPPM.** The input to the PSI problem (introduced in [42]) consists of a graph \( G \), a graph \( H \), and a coloring \( \phi \) of \( V(G) \) with colors \( V(H) \). The task is to decide whether there is a mapping \( g : V(H) \rightarrow V(G) \) such that \( \{u, v\} \in E(H) \) if and only if \( \{g(u), g(v)\} \in E(G) \), and \( \phi(g(u)) = u \) for all \( u \in V(H) \). In words, we look for a subgraph of \( G \) that is isomorphic to \( H \), with the restriction that each vertex of \( H \) can only correspond to a vertex of \( G \) from a prescribed set, moreover, these sets are disjoint.

Let \( n \) denote the number of vertices of \( G \), and let \( k \) denote the number of edges of \( H \). It is known [42, Corr. 6.3], that PSI cannot be solved in time \( f(k) \cdot n^{o(k/\log k)} \), unless ETH fails, moreover, this holds even if \( |E(H)| = |V(H)| \) (see e.g. [16]).

The input to the PPPM problem (introduced in [33]) consists of permutations \( \tau \) and \( \pi \) of lengths \( n \) and \( k \) respectively, and a coloring \( \phi : [n] \rightarrow [k] \) of the entries of \( \tau \). The task is to decide whether there is an embedding \( \tilde{g} : [k] \rightarrow [n] \) of \( \pi \) into \( \tau \) in the sense of the standard PPPM problem, with the additional restriction that \( \phi(g(i)) = i \), for all \( i \in [k] \).

Guillemot and Marx show [33, Thm. 6.1], through a reduction from partitioned clique, that PPPM is \( W[1] \)-hard. Due to the density of a clique, the same reduction would, at best, yield a lower bound with exponent \( \sqrt{k} \). We strengthen (and somewhat simplify) this reduction, to show that PPPM is at least hard as PSI, obtaining the following.
Lemma 11. PPPM cannot be solved in time $f(k) \cdot n^{o(k/\log k)}$, unless ETH fails.

#PPPM is as hard as PPM. The counting variant of PPP (denoted #PPPM) is clearly at least as hard as PPPM. We now show that the counting variant of PPM (denoted #PPM) is at least as hard as #PPPM, thereby proving Theorem 4.

We use oracle-calls to #PPM for all subsets $X \subseteq [k]$, to count the number of embeddings of $\pi$ into $\tau$ using entries of $\tau$ with colors from the set $X$, but ignoring colors for the purpose of the embedding. (We can achieve this by deleting the entries of $\tau$ with color in $[k] \setminus X$ before each oracle-call.) Then, using the inclusion-exclusion formula, we obtain the number $C$ of embeddings that use *all* colors in $[k]$ as follows:

$$C = \sum_{X \subseteq [k]} (-1)^{k-|X|} C_X,$$

where $C_X$ denotes the number of embeddings that use colors from the set $X$ (obtained by oracle calls). Since $\pi$ is of length $k$, the quantity $C$ counts exactly the number of embeddings that use each color once.

It remains to show that embeddings that use every color in $[k]$ are such that $\pi_i$ is matched to an entry of $\tau$ of color $i$, for all $i \in [k]$, i.e. the colors are not permuted. This is indeed the case for the hard instance constructed in the proof of Lemma 11. Towards this claim (referring to the details of the reduction in the full version of the paper) observe that all points that are unique in their respective pattern-cell $(i,j)$ can only be matched to a point in the corresponding text-cell $(i,j)$, which is of the correct color. In each diagonal cell $(i,i)$, for $i > 0$, there is a matched point, and the pattern has two bracketing points in decreasing order in pattern-cell $(i,0)$, and two bracketing points in increasing order in pattern-cell $(0,i)$. By construction, the only two points in the correct order are the nearest bracketing points in text-cell $(i,0)$, resp. $(0,i)$, which are indeed of the correct color.

The number of oracle calls and additional overhead amounts to a factor $2^k$ in the running time, absorbed in the quantity $f(k) \cdot n^{o(k/\log k)}$. This concludes the proof.
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Abstract

A knot in a directed graph $G$ is a strongly connected subgraph $Q$ of $G$ with at least two vertices, such that no vertex in $V(Q)$ is an in-neighbor of a vertex in $V(G) \setminus V(Q)$. Knots are important graph structures, because they characterize the existence of deadlocks in a classical distributed computation model, the so-called OR-model. Deadlock detection is correlated with the recognition of knot-free graphs as well as deadlock resolution is closely related to the Knot-Free Vertex Deletion (KFVD) problem, which consists of determining whether an input graph $G$ has a subset $S \subseteq V(G)$ of size at most $k$ such that $G[V \setminus S]$ contains no knot. Because of natural applications in deadlock resolution, KFVD is closely related to Directed Feedback Vertex Set. In this paper we focus on graph width measure parameterizations for KFVD. First, we show that: (i) KFVD parameterized by the size of the solution $k$ is W[1]-hard even when $p$, the length of a longest directed path of the input graph, as well as $\kappa$, its Kenny-width, are bounded by constants, and we remark that KFVD is para-NP-hard even considering many directed width measures as parameters, but in FPT when parameterized by clique-width; (ii) KFVD can be solved in time $2^{O(tw)} \times n$, but assuming ETH it cannot be solved in $2^{o(tw)} \times n^{O(1)}$, where $tw$ is the treewidth of the underlying undirected graph. Finally, since the size of a minimum directed feedback vertex set ($dfv$) is an upper bound for the size of a minimum knot-free vertex deletion set, we investigate parameterization by $dfv$ and we show that (iii) KFVD can be solved in FPT-time parameterized by either $dfv + \kappa$ or $dfv + p$. Results of (iii) cannot be improved when replacing $dfv$ by $k$ due to (i).
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1 Introduction

The study of the Knot-Free Vertex Deletion problem emerges from its application in resolution of deadlocks, where a deadlock is detected in a distributed system and then a minimum cost deadlock-breaking set must be found and removed from the system. More precisely, distributed computations are usually represented by directed graphs called wait-for graphs. In a wait-for graph $G = (V,E)$, the vertex set $V$ represents processes, and the set $E$ of directed arcs represents wait conditions [4]. An arc exists in $E$ directed away from $v_i \in V$ towards $v_j \in V$ if $v_i$ is blocked waiting for a signal from $v_j$. The graph $G$ changes dynamically according to a set of prescribed rules (the deadlock model), as the computation progresses. In essence, the deadlock model governs how processes should behave throughout computation, i.e., the deadlock model specifies rules for vertices that are not sinks (vertices without out-neighbors) to become sinks [3] (vertices without out-neighbors). The two main classic deadlock models are the AND model, in which a process $v_i$ can only become a sink when it receives a signal from all the processes in $N^+(v_i)$, where $N^+(v_i)$ stands for the set of out-neighbors of $v_i$ (a conjunction of resources is needed); and the OR model, in which it suffices for a process $v_i$ to become a sink to receive a signal from at least one of the processes in $N^+(v_i)$ (a disjunction of resources is sufficient). Distributed computations are dynamic, however deadlock is a stable property, in the sense that once it occurs in a consistent global state of a distributed computation, it still holds for all the subsequent states. Therefore, as it is typical in deadlock studies, $G$ represents a static wait-for graph that corresponds to a snapshot of the distributed computation in the usual sense of a consistent global state [13]. Thus, the motivation of our work comes from deadlock resolution, where deadlocks are detected into a consistent global state $G$, and must be solved through some external intervention such as aborting one or more processes to break the circular wait condition causing the deadlock.

Deadlock resolution problems differ according to the considered deadlock model, i.e., according to the graph structure that characterizes the deadlock situation. In the AND-model, the occurrence of deadlocks is characterized by the existence of cycles [3, 5]. Therefore, deadlock resolution by vertex deletion in the AND-model corresponds precisely to the well-known Directed Feedback Vertex Set (DFVS) problem, proved to be NP-hard in the seminal paper of Karp [24], and proved to be FPT in [14]. On the other hand, the occurrence of deadlocks in wait-for graphs $G$ working according to the OR-model are characterized by the existence of knots in $G$ [5, 21]. A knot in a directed graph $G$ is a strongly connected subgraph $Q$ of $G$ (with at least two vertices) such that there is no arc $uv$ of $G$ with $u \in V(Q)$ and $v \notin V(Q)$. Thus, deadlock resolution by vertex deletion in the OR-model can be viewed as the following problem.

**Knot-Free Vertex Deletion (KFVD)**

**Instance:** A directed graph $G = (V,E)$; a positive integer $k$.

**Question:** Determine if $G$ has a set $S \subset V(G)$ such that $|S| \leq k$ and $G[V \setminus S]$ is knot-free.

Notice that a digraph $G$ is knot-free if and only if for any vertex $v$ of $G$, $v$ has a path to a sink.
In [12], Carneiro, Souza, and Protti proved that KFVD is NP-complete; and, in [11], it was shown that KFVD is W[1]-hard when parameterized by $k$.

KFVD is closely related to DFVS not only because of their relation to deadlocks, but also some structural similarities between them: the goal of DFVS is to obtain a direct acyclic graph (DAG) via vertex deletion (in such graphs all maximal directed paths end at a sink); the goal of KFVD is to obtain a knot-free graph, and in such graphs for every vertex $v$ there exists at least one maximal path containing $v$ that ends at a sink. Finally, every directed feedback vertex set is a knot-free vertex deletion set; thus an optimum for DFVS provides an upper bound for KFVD. Although Directed Feedback Vertex Set is a well-known problem, this is not the case of Knot-Free Vertex Deletion, which we propose to analyze more deeply in this work.

Let $S$ be a solution for KFVD, and let $Z$ be the set of sinks in $G[V \setminus S]$. One can see that any $v \in V \setminus S$ has a path (that does not use any vertex in $S$) to a vertex in $Z$. Thus, KFVD can be seen as the problem of creating a set $Z$ of sinks (doing at most $k$ vertex removals) such that every remaining vertex has a path (in $G[V \setminus S]$) to a vertex in $Z$. In this paper, we denote the set of deleted vertices by $S$, and the set of sinks in $G[V \setminus S]$ by $Z$.

To get intuition on KFVD, note that the choice of the vertices to be removed must be carefully done, since the removal of a subset of vertices can turn some strongly connected components into new knots that will need to be broken by the removal of some internal vertices. Ideally, it is desirable to solve the current knots by removing as few vertices as possible for each knot, without creating new ones. Unfortunately, the generation of other knots can not always be avoided.

In [10, 12], Carneiro, Souza, and Protti present a polynomial-time algorithm for KFVD in graphs with maximum degree three. They also show that the problem is NP-complete even restricted to planar bipartite graphs $G$ with maximum degree four. Later, in [11], a parameterized analysis of KFVD is presented, where it was shown that: KFVD is W[1]-hard when parameterized by the size of the solution; and it can be solved in $2^{k \log \varphi} n \text{O}(1)$ time, but assuming SETH it cannot be solved in $(2 - \epsilon)^{k \log \varphi} n \text{O}(1)$ time, where $\varphi$ is the size of the largest strongly connected subgraph.

Since the introduction of directed treewidth, much effort has been devoted to identify algorithmically useful digraph width measures [26]. Useful width measures imply polynomial time tractability for many combinatorial problems on digraphs of constant width. Since KFVD is W[1]-hard when parameterized by $k$, in this paper we investigate the ecology of width measures in order to find useful parameters to solve KFVD in FPT time. First, taking $k$ as parameter, we show that KFVD remains W[1]-hard even on instances with both longest directed path and K-width bounded by constants. From the same reduction, it follows that KFVD is para-NP-hard even considering many width measures as parameters, such as directed treewidth and DAG-width. Contrasting with the hardness of KFVD on several directed width measure parameterizations, we show that KFVD is FPT when parameterized by the clique-width of the underlying undirected graph; and it can be solved in $2^{O(tw)} \times n$ time, but assuming ETH it cannot be solved in $2^{o(tw)} \times n \text{O}(1)$ time, where $tw$ is the treewidth of the underlying undirected graph. After that, we consider the most natural width parameter related to KFVD, the size of a minimum directed feedback vertex set ($dfv$). Such a parameter is at the same time a measure of the distance from the input graph to a DAG as well as an upper bound for the size of a minimum knot-free vertex deletion set. Finally, we show that KFVD can be solved in FPT time either parameterized by $dfv$ and K-width, or $dfv$ and the length of a longest directed path. The complexity of KFVD parameterized only by $dfv$ remains open.
In the rest of this section we give necessary definitions and concepts used in this work. In Section 2 we present some useful observations and preliminary results. In Section 3 we discuss digraph width measures and show the W[1]-hardness. In Section 4 we discuss the consequences of treewidth parameterization. Finally, Section 5 we explore the directed feedback vertex set number as a parameter.

Due to space constraints, some proofs are omitted.

Additional notation. We use standard graph-theoretic and parameterized complexity notations and concepts, and any undefined notation can be found in [9, 17]. We consider here directed graphs. Given a vertex $v$ and a subset of vertices $Z$, we say that there is a path from $v$ to $Z$ if there exists $z \in Z$ such that there is a $vz$-(directed) path. For $v \in V(G)$, let $D(v)$ denote the set of descendants of $v$ in $G$, i.e., nodes that are reachable from $v$ by a non-empty directed path. Given a set of vertices $C = \{v_1, v_2, \ldots, v_p\}$ of $G$, we define $D(C) = \bigcup_{i=1}^{p} D(v_i)$. Let $A(v_i)$ denote the set of ancestors of $v_i$ in $G$, i.e., nodes that reach $v_i$ through a non-empty directed path. We also define $A[u_i] = A(v_i) \cup \{v_i\}$, and given a set of vertices $C = \{v_1, v_2, \ldots, v_p\}$ of $G$, we define $A(C) = \bigcup_{i=1}^{p} A(v_i)$. For a vertex $v$ of $G$, the out-neighborhood of $v$ is denoted by $N^+(v) = \{u | vu \in E\}$, and given a set of vertices $C = \{v_1, v_2, \ldots, v_p\}$, we define $N^+(C) = \bigcup_{i=1}^{p} N^+(v_i) \setminus C$. We refer to a Strongly Connected Component as an SCC. A knot in a directed graph $G$ is an SCC $Q$ of $G$ with at least two vertices such that there is no arc $uv$ of $G$ with $u \in V(Q)$ and $v \notin V(Q)$. Finally, a sink (resp. a source) of $G$ is a vertex with out-degree 0 (resp. in-degree 0). Given a subset of vertices $S$, we denote $G_S = G[S]$ and $\bar{S} = V \setminus S$. Thus, $G_{\bar{S}}$ denote the graph obtained by removing $S$.

We denote by $dfv(G)$ the size of a minimum directed feedback vertex set of $G$. We generally use $F$ to denote a directed feedback vertex set and by $R$ the remaining subset, i.e., $R = V \setminus F$. The length of a longest directed path of $G$ is denoted by $p(G)$. The Kenny-width [18] or K-width of $G$ is denoted by $\kappa(G)$ and is the maximum number of distinct directed st-paths in $G$ over all pairs of distinct vertices $s, t \in V(G)$, where two st-paths are distinct iff they do not use the exact same set of arcs. For any function $g$ (like $dfv$, $\kappa$, $p$), $g(G)$ will be denoted simply by $g$ when the considered graph $G$ can be deduced from the context. In what follows we denote by $g$-KFVD the KFVD problem parameterized by $g$ ($g = k$ denotes the parameterization by the solution size).

2 Preliminaries

In this section we present some useful remarks and reduction rules. Remind that in the decision version of the problem we are given $G$ and a positive integer $k$.

The first observation is immediate, as if we can make the graph acyclic, then it will be knot-free.

Observation 1. If $k \geq dfv(G)$ then $G$ is a yes-instance.

The two others observations are less obvious but rather natural.

Observation 2. Let $S$ be a solution with set of sinks $Z$ in $G_{\bar{S}}$, and $s \in S$. Let $S' = S \setminus \{s\}$ and $Z'$ be the set of sinks of $G_{\bar{S}}$. If there is a path from $s$ to $Z'$ in $G_{\bar{S}}$ then $S'$ is also a solution.

Informally, after deleting a vertex $s$, we can add $s$ back to the graph when it is certain that $s$ has a path to a sink in the current graph. This is detailed by the following lemma and its corollary.
Lemma 1. Let $S$ be a solution with set of sinks $Z$ in $G_{\overline{s}}$. If there exists $s \in S$ with $s \notin N^+(Z)$, then $S' = S \setminus \{s\}$ is also a solution.

Corollary 2. In any optimal solution $S$ with set of sinks $Z$ in $G_{\overline{s}}$, we have $N^+(Z) = S$.

Observation 3. Let $S$ be a knot-free vertex deletion with set of sinks $Z$ in $G_{\overline{s}}$. If $|S| \leq k$ then for any vertex $v$ with $d^+(v) > k$ it holds that $v \notin Z$.

To complete the previous observations, we can design two general reduction rules.

Reduction Rule 1. If $v \in V(G)$ is an SCC of size one then remove $A[v]$.

Proof. Let $G'$ be the graph obtained by removing $A[v]$. Let of first show that $(G, k)$ is a yes-instance implies that $(G', k)$ is also a yes-instance. Let $S$ be a solution of $G$ of size at most $k$ with set of sinks $Z$ in $G_{\overline{s}}$. Let $S' = S \setminus A[v]$ and $Z'$ the set of sinks in $G'_{\overline{s}}$. Let us prove that every $u \in V(G_{\overline{s}}')$ has a path to $Z'$ in $G'_{\overline{s}}$. Let $u \in V(G_{\overline{s}}')$. As $u$ is also in $V(G_{\overline{s}})$, there is a $uz$-path $P$ in $G_{\overline{s}}$ where $z \in Z$. As $u \notin A[v]$, $V(P) \cap A[v] = \emptyset$ and thus, the path $P$ still exists in $G_{\overline{s}}'$. Moreover, $u \notin A[v]$ implies that $N^+(z) \cap A[v] = \emptyset$, and thus that $N^+(v) \subseteq S'$, implying that $z \in Z'$.

Let us now consider the reverse implication, and let $S'$ be a solution of $G'$ of size at most $k$ with set of sinks $Z'$ in $G'_{\overline{s}}$ and prove that $S'$ is a solution of $G$. Let us start with $u \in V(G_{\overline{s}}') \setminus A[v]$. As $S'$ is a solution of $G'$ and $u \in V(G_{\overline{s}}')$, there is $uz'$-path $P'$ in $G'_{\overline{s}}$, where $z' \in Z'$, and this path still exists in $G_{\overline{s}}$. As $N^+(z') \cap A[v] = \emptyset$, $z'$ is still a sink in $G_{\overline{s}}$, and we are done. Consider now a vertex $u \in V(G_{\overline{s}}') \cap A[v]$. As $S' \cap A[v] = \emptyset$, there is $uw$-path $P$ in $G_{\overline{s}}$. If $N^+(w) \subseteq S'$ then $w$ is a sink in $G_{\overline{s}}$, and we are done. Otherwise, let $w \in N^+(v) \setminus S'$. As $v$ is a SCC of size 1, $N^+(v) \cap A[v] = \emptyset$, implying that $w \in V(G_{\overline{s}}) \setminus A[v]$, and thus according to the previous case $w$ has a path to a sink in $G_{\overline{s}}$.

The previous reduction rule removes in particular sources and sinks, as they are SCC’s of size one.

Reduction Rule 2. Let $U_i$ be a strongly connected component of $G$ with strictly more than $k$ out-neighbors in $G[V \setminus V(U_i)]$. Then we can safely remove $A[U_i]$.

Proof. Let $G'$ be the graph obtained by removing $A[U_i]$. Let us first show that $(G, k)$ is a yes-instance implies that $(G', k)$ is also a yes-instance. Let $S$ be a solution of $G$ of size at most $k$ and $Z$ the set of sinks in $G_{\overline{s}}$. Let $S' = S \setminus A[U_i]$ and $Z'$ the set of sinks in $G'_{\overline{s}}$. Using the same argument (replacing $A[v]$ by $A[U_i]$) as in the first part of proof of Reduction 1, we get that every $u \in V(G_{\overline{s}}')$ has a path to $Z'$ in $G_{\overline{s}}'$. Let us now consider the reverse implication, and let $S'$ be a solution of $G'$ of size at most $k$ with set of sinks $Z'$ in $G'_{\overline{s}}$ and prove that $S'$ is a solution of $G$. Let us start with $u \in V(G_{\overline{s}}') \setminus A[v]$. As $S'$ is a solution of $G'$ and $u \in V(G_{\overline{s}}')$, there is $uz'$-path $P'$ in $G'_{\overline{s}}$ where $z' \in Z'$, and this path still exists in $G_{\overline{s}}$. As $N^+(z') \cap A[U_i] = \emptyset$, $z'$ is still a sink in $G_{\overline{s}}$, and we are done. Consider now a vertex $u \in V(G_{\overline{s}}') \cap A[U_i]$. As $S' \cap A[U_i] = \emptyset$, there is $uv$-path $P$ in $G_{\overline{s}}$. As $U_i$ has strictly more than $k$ out-neighbors in $G[V \setminus V(U_i)]$, there is arc from $U_i$ to $w \in V(G_{\overline{s}}')$ and thus according to the previous case $w$ has a path to a sink in $G_{\overline{s}}'$.

3 W[1]-hardness and directed width measures

$k$-KFVD was shown to be W[1]-hard using a reduction from $k$-MULTICOLORED INDEPENDENT SET ($k$-MIS) [11]. However, the gadget used in this reduction to encode each color class has a longest directed path of unbounded length. First, we remark that it is possible to modify the reduction in order to prove that $k$-KFVD is W[1]-hard even if the input graph $G$ has longest path length and K-width bounded by constants.
Theorem 3. There is a polynomial-time reduction, preserving the size of the parameter, from $k$-MIS to $k$-KFVD such that the resulting graph has longest directed path of length at most 5 and K-width equal to 2.

Proof. Let $(G', k)$ be an instance of MULTICOLORED INDEPENDENT SET, and let $V_1, V_2, \ldots, V_k$ be the color classes of $G'$. We construct an instance $(G, k)$ of KNOT-FREE VERTEX DELETION with bounded longest path length and K-width as follows.

1. for each $v_i \in V(G')$, create a directed cycle of size two with the vertices $w_i$ and $z_i$ in $G$;
2. for a color class $V^j$ in $G'$, create one vertex $u_j$;
3. for each vertex $z_i$ in $G$ corresponding to a vertex $v_i$ of the color class $V^j$ in $G'$, create an arc from $z_i$ to $u_j$ and from $u_j$ to $z_i$;
4. for each vertex $w_i$ in $G$ corresponding to a vertex $v_i$ of the color class $V^j$ in $G'$, create an arc from $u_j$ to $w_i$;
5. for each edge $e_p = (v_i, v_j)$ in $G'$ create a set $X_p$ with two artificial vertices $x_p^i$ and $x_p^j$ and the arcs $x_p^ix_p^j$ and $x_p^jx_p^i$;
6. for each artificial vertex $x_p^i$, create an edge from $x_p^i$ towards $z_i$ in $G$.

Finally, set $Y_j = \{w_i, z_i : v_i \in V^j\} \cup \{u_j\}$. $Y_j$ is the set of vertices of $G$ corresponding to the vertices of $G'$ in the same color class $V^j$. Notice that, the longest path of $G$ has at most 5 vertices, and for any pair $s, t$ in $V(G)$ there are at most 2 distinct directed $st$-paths in $G$.

Now, suppose that now $S'$ is a $k$-independent set with exactly one vertex of each set $V^j$ of $G'$. By construction, $G$ has $k$ knots which are $G[V_1, \ldots, G[V_k]$. Thus, at least $k$ vertex removals are necessary to make $G$ free of knots. We set $S = \{v_i | v_i \in S'\}$ and show that $G[V \setminus S]$ is knot-free. For $j = 1, \ldots, k$ the vertex $x_p$ is a sink in $G' \setminus S$, and every vertex of $Y_j \setminus S$ still reaches $u_j$. Now, as $S'$ is a $k$-independent set of $G'$ each set $X_p$ in $G$ is adjacent to at least one vertex that is not in $S$. Hence, each $X_p$ will still have at least one arc pointing outside $X_p$, i.e., no new knots are created, and $G \setminus S$ is knot-free.

Conversely, suppose that $G$ has a set of vertices $S$ of size $k$ such that $G[V \setminus S]$ is knot-free. In particular $S$ has to contain exactly one vertex of each of the knot $Y_j$, for $j = 1, \ldots, k$. Since at least one sink has to be created in order to untie the knot $Y_j$, and since the only vertices of $Y_j$ with only one out-neighbor are the $w$'s ones, $S$ has to contain a vertex $z_i$ of each set $Y_1, \ldots, Y_k$. Moreover by deleting one vertex $z_i$ in a knot $Y_j$, the vertex $w_j$ is turned into sink and every other vertex of the same knot still has a path to $w_j$. Since $G[V \setminus S]$ is knot-free, no new knots are created by the deletion of $S$; thus, every SCC $X_p$ will still have at least one arc pointing outside it. So, we set $S' = \{v_i | z_i \in S\}$. Since each SCC $X_p$ corresponds to an edge of $G'$, and at least one vertex of each edge of $G'$ is not in $S'$, the set $S'$ contains no pair of adjacent vertices. Moreover, $S'$ is composed by one vertex of each knot, which corresponds to a color of $G'$. Therefore, $S'$ is a multicolored independent set of $G'$.

Corollary 4. $k$-KFVD is $W[1]$-hard even if the input graph has longest directed path of length at most 5 and K-width equal to 2.

After the introduction of the notion of directed treewidth (dtw) [23], a large number of width measures in digraphs were developed, such as: cycle rank [20] (cr); directed pathwidth [2] (dpw); zig-zag number [25] (zn); Tree-Zig-Zag number [26] (Tzn); Kelly-width [22] (Kelw); DAG-width [6] (dagw); D-width [29] (Dw); weak separator number [26] (s); entanglement [7] (ent); DAG-depth [18] (ddp). However, if a graph problem is hard when both the longest directed path length and the K-width are bounded, then it is hard for all these measures (see Figure 1).
Figure 1 A hierarchy of digraph width measure parameters. $\alpha \rightarrow \beta$ indicates that $\alpha(G) \leq f(\beta(G))$ for any digraph $G$ and some function $f$. More details about the relationships between these parameters can be found in the references corresponding to each arrow.

Therefore, from the reduction presented in Theorem 3 we can observe that KFVD is para-NP-hard with respect to all these width measures, and $k$-KFVD is W[1]-hard even on inputs where such width measures are bounded. Thus, it seems to be extremely hard to identify nice width parameters for which KFVD can be solved in FPT-time or even in XP-time. Fortunately, there remain some parameters for which, at least, XP-time solvability is achieved. One of them is the directed feedback vertex set number ($dfv$). This invariant is an upper bound on the size of a minimum knot-free vertex deletion set, so XP-time algorithms are trivial. This parameter is discussed in more detail in Section 5.

Another interesting width parameter for directed graphs $G$ that is not bounded by a function of the K-width and the length of a longest directed path is the clique-width of $G$. Courcelle et al. [16] showed that every graph problem definable in LinEMSO is solvable in time $f(w) \times n^{O(1)}$ on graphs with clique-width at most $w$, when a $w$-expression is given as input. Using a result of Oum [27], the same follows even if no $w$-expression is given.

Proposition 5. [15] There is a monadic second-order formula expressing the following property of vertices $x, y$ and of a set of vertices $X$ of a directed graph $G$: “$x, y \in X$ and there is a directed path from $x$ to $y$ in the subgraph induced by $X$”.

From Proposition 5 one can show that KFVD is LinEMSO-definable. Thus Theorem 6 holds.

Theorem 6. KFVD is FPT when parameterized by clique-width of the underlying undirected graph.

The fixed-parameter tractability for clique-width parameterization implies fixed-parameter tractability of KFVD for many other popular parameters. For example, it is well-known that the clique-width of a directed graph $G$ is at most $2^{tw(G)+2} + 1$, where $tw(G)$ is the treewidth of the underlying undirected graph (see [15, Proposition 2.114]). However, although Theorem 6 implies the FPT-membership of the problem parameterized by the treewidth of the underlying undirected graph, the dependence on $tw(G)$ provided by the model checking framework is huge. So, it is still a pertinent question whether such a parameterized problem admits a single exponential algorithm, which is discussed in Section 4.

4 The treewidth of the underlying undirected graph as parameter

Given a tree decomposition $T$, we denote by $t$ one node of $T$ and by $X_t$ the vertices contained in the bag of $t$. We assume w.l.o.g that $T$ is a nice tree decomposition (see [17]), that is, we assume that there is a special root node $r$ such that $X_r = \emptyset$ and all edges of the tree are directed towards $r$ and each node $t$ has one of the following four types: Leaf, Introduce vertex, Forget vertex, and Join.
Based on the following results we can assume that we are given a nice tree decomposition of $G$.

- **Theorem 7.** [8] There exists an algorithm that, given an $n$-vertex graph $G$ and an integer $k$, runs in time $2^{O(k)} \times n$ and either outputs that the treewidth of $G$ is larger than $k$, or constructs a tree decomposition of $G$ of width at most $5k + 4$.

- **Lemma 8.** [17] Given a tree decomposition $(T, \{X_t\}_{t \in V(T)})$ of $G$ of width at most $k$, one can in time $O(k^2 \cdot \max(|V(T)|, |V(G)|))$ compute a nice tree decomposition of $G$ of width at most $k$ that has at most $O(k|V(G)|)$ nodes.

Now we are ready to use a nice tree decomposition in order to obtain an FPT-time algorithm with single exponential dependency on $\text{tw}(G)$ and linear with respect to $n$.

- **Theorem 9.** **Knot-Free Vertex Deletion** can be solved in $2^{O(\text{tw})} \times n$ time, but assuming ETH there is no $2^{o(\text{tw})} \cdot n^{O(1)}$ time algorithm for KFVD, where $\text{tw}$ is the treewidth of the underlying undirected graph of the input $G$.

**Proof.** Let $T = (T, \{X_t\}_{t \in V(T)})$ be a nice tree decomposition of the input digraph $G$, with width equal to $\text{tw}$. First, we consider the following additional notation and definitions: $t$ is the index of a bag of $T$; $G_t$ is the graph induced by all vertices $v \in X_t$ such that either $t' = t$ or $X_{t'}$ is a descendant of $X_t$ in $T$; Given a knot-free vertex deletion set $S$, for any bag $X_t$ there is a partition of $X_t$ into $S_t, Z_t, F_t, B_t$ where
- $S_t$ (removed) is the set of vertices of $X_t$ that are going to be removed ($S_t = S \cap X_t$);
- $Z_t$ (sinks) is the set of vertices of $X_t$ that are going to be turned into sinks after the removal of $S$;
- $F_t$ (free/released) is the set of vertices of $X_t$ that, after the removal of $S$, are going to reach a sink that belongs to $V(G_t)$;
- $B_t$ (blocked) is the set of vertices of $X_t$ that, after the removal of $S$, are going to reach no sink that belongs to $V(G_t)$;

Let $Y \subseteq X_t$. We denote by $A_t(Y)$ the set of vertices in $F_t$ that reach some vertex of $Y$ in the graph induced by $V(G_t) \setminus S_t$.

The recurrence relation of our dynamic programming has the signature $C[t, S_t, Z_t, F_t, B_t]$, representing the minimum number of vertices in $G_t$ that must be removed in order to produce a graph such that for every remaining vertex $v$ either $v$ reaches a vertex in $B_t$ (meaning that it may still be released in the future) or $v$ reaches a vertex that became a sink (possibly the vertex itself), where every vertex in $S_t$ is removed, every vertex in $Z_t$ becomes a sink, every vertex in $F_t$ will have a path to a sink in $G_t$, and $S_t, Z_t, F_t, B_t$ form a partition of $X_t$. Notice that the generated table has size $4^{\text{tw}} \times \text{tw} \times n$, and when $t = r$, $X_t = \emptyset$ and therefore $C[r, \emptyset, \emptyset, \emptyset, \emptyset]$ contains the size of a minimum knot-free vertex deletion set of $G_r = G$.

The recurrence relation for each type of node is described as follows.

First, notice that if $v \in Z_t$ and there is an out-neighbor $w$ of $v$ that is not in $S_t$, there is an inconsistency, i.e. $w$ must be deleted (must belong to $S_t$). In addition, if $v \in B_t$ but has an out-neighbor in $Z_t \cup F_t$, there is another inconsistency ($v$ is not blocked), and if $v \in F_t$ but the removal of $S_t \cup B_t$ turns $v$ into an isolated vertex, $v$ is not released, and it must belong to $B_t$. For the inconsistent cases, $C[t, S_t, Z_t, F_t, B_t] = +\infty$. Such cases can be recognized and treated by simple preprocessing in linear time on the size of the table. Therefore, we consider next only consistent cases.

**Leaf Node:** If $X_t$ is a leaf node then $X_t = \emptyset$. Therefore

$$C[t, \emptyset, \emptyset, \emptyset, \emptyset] = 0.$$
**Insertion Node:** Let $X_i$ be a node of $T$ with a child $X_{i'}$ such that $X_i = X_{i'} \cup \{v\}$ for some $v \notin X_{i'}$. We have the following:

\[
C[t, S_t, Z_t, F_t, B_t] = \begin{cases} 
1) \text{ case } v \in S_t : & C[t', S_t \setminus \{v\}, Z_t, F_t, B_t] + 1, \\
2) \text{ case } v \in Z_t : & \min_{A' \subseteq A_t(v)} \{C[t', S_t, Z_t \setminus \{v\}, F_t \setminus A', B_t \cup A']\}, \\
3) \text{ case } v \in F_t : & \min_{A' \subseteq A_t(v)} \{C[t, S_t, Z_t, F_t \setminus \{v\}, B_t \cup A']\}, \\
4) \text{ case } v \in B_t : & C[t', S_t, Z_t, F_t, B_t \setminus \{v\}] 
\end{cases}
\]

Recall that $A_t(v)$ is the set of vertices in $F_t$ that reach $v$ in the graph induced by $V(G_t) \setminus S_t$, i.e., the set of vertices that can be released by $v$ if it was blocked in $G_t$. Also note that, for simplicity, we consider only consistent cases, thus in case 2 it holds that $N^+(v) \cap X_i \subseteq S_t$, in case 3 it holds that $N^+(v) \cap (Z_t \cup F_t) \neq \emptyset$, and in case 4 it holds that $N^+(v) \cap \{Z_t \cup F_t\} = \emptyset$.

**Forget Node:** Let $X_i$ be a forget node with a child $X_{i'}$ such that $X_i = X_{i'} \setminus \{v\}$, for some $v \in X_{i'}$. The forget node selects the best scenario considering all the possibilities for the forgotten vertex, discarding cases that lead to non-feasible solutions. In this problem, unfeasible cases are identified when the forgotten vertex $v$ of $X_{i'}$ was blocked and reached no other node in $B_t$. Hence:

- If $N^+(v) \cap B_t \neq \emptyset$ then

\[
C[t, S_t, Z_t, F_t, B_t] = \min \left\{ \begin{array}{l}
C[t', S_t \cup \{v\}, Z_t, F_t, B_t], \\
C[t', S_t, Z_t \cup \{v\}, F_t, B_t], \\
C[t', S_t, Z_t, F_t \cup \{v\}, B_t], \\
C[t', S_t, Z_t, F_t, B_t \cup \{v\}] \end{array} \right. 
\]

- If $N^+(v) \cap B_t = \emptyset$ then

\[
C[t, S_t, Z_t, F_t, B_t] = \min \left\{ \begin{array}{l}
C[t', S_t \cup \{v\}, Z_t, F_t, B_t], \\
C[t', S_t, Z_t \cup \{v\}, F_t, B_t], \\
C[t', S_t, Z_t, F_t \cup \{v\}, B_t], \\
C[t', S_t, Z_t, F_t, B_t \cup \{v\}] \end{array} \right. 
\]

**Join Node:** Let $X_i$ be a join node with children $X_{i_1}$ and $X_{i_2}$, such that $X_i = X_{i_1} = X_{i_2}$. For any optimal knot-free vertex deletion set $S$ of $G$ it holds that $V(G_t) \cap S = \{V(G_{i_1}) \cap S\} \cup \{V(G_{i_2}) \cap S\}$. Clearly, if $S_t \subseteq S$ then we can assume that $S_t = S_{i_1} = S_{i_2}$. In addition, $Z_t = Z_{i_1} = Z_{i_2}$ otherwise we will have an inconsistency. Also note that a vertex is released in $G_t$ if it reaches a vertex (possibly the vertex itself) that is released either in $G_{i_1}$ or $G_{i_2}$. Thus:

\[
C[t, S_t, Z_t, F_t, B_t] = \min_{v \in F', F''} \{C[t_1, S_t, Z_t, F', B'] + C[t_2, S_t, Z_t, F'', B'']\} - |S_t|,
\]

where $A_t(F' \cup F'') = F_t$.

Note that $A_t(F' \cup F'')$ is the set of vertices that either are released in $G_{i_t}$ ($i \in \{1, 2\}$) or can be released in $G_t$ by vertices of $F' \cup F''$, even if they are blocked in both $G_{i_1}$ and
$G_{t_2}$; this can occur, for example, if a blocked vertex $v$ reaches another blocked node $w$ in $G_{t_1}$, and in $G_{t_2}$ vertex $w$ is released.

Now, in order to run the algorithm, one can visit the bags of $\mathcal{T}$ in a bottom-up fashion, performing the queries described for each type of node. Since the reachability between the vertices of a bag can be stored in a bottom-up manner on $\mathcal{T}$, one can fill each entry of the table in $2^{O(tw)}$ time, and as the table has size $2^{O(tw)} \times n$, the dynamic programming can be performed in time $2^{O(tw)} \times n$.

Regarding correctness, let $S^*$ be a minimum knot-free vertex deletion set of a digraph $G$ with a tree decomposition $\mathcal{T}$. Let $S^*_t, Z^*_t, F^*_t, B^*_t$ be a partition of the vertices of $X_t$ into removed, sinks, released and blocked, with respect to $G_t$ after the removal of $S^*$. Note that $S^*_t = X_t \cap S^*$.

**Fact 1.** There is no vertex $w \in V(G_t) \setminus X_t$ such that $w$ reaches a vertex $v \in B^*_t$ in $G[V(G_t) \setminus S^*_t]$ and $w \in S^*$. Otherwise, since every vertex in $B^*_t$ will reach a sink that is not in $G_t$, by Observation 2 one can remove from $S^*$ every vertex that reaches $B^*_t$ in $G[V(G_t) \setminus S^*_t]$, obtaining a subset of $S^*$ which is also a knot-free vertex deletion set, contradicting the fact that $S$ is minimum.

This fact implies that the paths considered to compute $A_t(v)/A_t(F^* \cup F^*)$ can in fact be used to release blocked vertices. Similarly, Fact 2 also holds.

**Fact 2.** Let $\tilde{S}$ be a set for which the minimum is attained in the definition of $C[t, S^*_t, Z^*_t, F^*_t, B^*_t]$. Then $\tilde{S} \cup (S^* \setminus V(G_t))$ is also a solution (which is minimum) for KFVD. Otherwise, from $\tilde{S} \cup (S^* \setminus V(G_t))$ we can also obtain a knot-free vertex deletion set smaller than $S^*$, which is a contradiction.

Fact 2 implies that we have stored enough information. At this point, the correctness of the recursive formulas is straightforward.

Finally, to show a lower bound based on ETH, we can transform an instance $F$ of 3-SAT into an instance $G_F$ of KFVD using the polynomial reduction presented in [11, Theorem 4], obtaining in polynomial time a graph with $|V| = 2n + 2m$, and so $tw = O(n + m)$. Therefore, if KFVD can be solved in $2^{o(tw)}|V|^{O(1)}$ time, then we can solve 3-SAT in $2^{o(n+m)}(n + m)^{O(1)}$ time, i.e., ETH fails.

### 5 The size of a minimum directed feedback vertex set as parameter

Recall that $k$-KFVD is $\text{W}[1]$-hard (for fixed K-width and longest directed path) and that, as noticed in Observation 1, we can assume $k < df$v$(G)$. This motivates us to determining the status of $dfv$-KFVD. In this section, we present two FPT-algorithms. Both with the size of a minimum directed feedback vertex set as parameter but with an aggregate parameter, the $k$-width, $\kappa(G)$, for the first one and the length of a longest directed path, $p(G)$, for the second one. Since finding a minimum directed feedback vertex set $F$ in $G$ can be solved in FPT-time (with respect to $dfv$) [14], we consider that $F$, a minimum DFVS, is given. Namely, we show that both $(dfv, \kappa)$-KFVD and $(dfv, p)$-KFVD are FPT.

At this point, we need to define the following variant of KFVD.

**Disjoint Knot-Free Vertex Deletion (Disjoint-KFVD)**

**Instance:** A directed graph $G = (V, E)$; a subset $X \subseteq V$; and a positive integer integer $k$.

**Question:** Determine if $G$ has a set $S \subseteq V(G)$ such that $|S| \leq k$, $S \cap X = \emptyset$ and $G[V \setminus S]$ is knot-free.

We call *forbidden vertices* the vertices of the set $X$. It is clear that DISJOINT-KFVD generalizes KFVD by taking $X = \emptyset$. 
Let us now define two more steps that are FPT parameterized by \( dfv \) and that will be used for both \((dfv, k)\)-KFVD and \((dfv, p)\)-KFVD. The next step will allow us to consider that the vertices of \( F \) are forbidden. We need the following straightforward observation.

- **Observation 4.** Let \((G, k)\) be an instance of KFVD and \( v \in V(G) \).
  
  - if \((G, k)\) is a yes-instance and there exists a solution \( S \) with \( v \in S \), then \((G \setminus \{v\}, k - 1)\) is a yes-instance.
  
  - if \((G \setminus \{v\}, k - 1)\) is a yes-instance then \((G, k)\) is a yes-instance.

- **Branching 1 (On the directed feedback vertex set \( F \)).** Let \((G, F, k)\) be an instance of \( dfv \)-KFVD. In time \( 3^{dfv} \times O(n) \) we can build \( 3^{dfv} \) instances \((G^i, F^i, X^i, k^i)\) of \( dfv \)-Disjoint-KFVD as follows. We consider all possible partitions of \( F \) into three parts: \( F_1 \), the set of vertices of \( F \) that will not be removed (i.e., they become forbidden); \( F_2 \), the set of vertices in \( F \) that will be removed; and \( F_3 \), the set of vertices in \( F \) that will be turned into sinks. For each such a partition (indicated by the index \( i \)), we remove the set \( Y^i = F^i_1 \cup N^+ (F^i_2) \) of vertices and we apply exhaustively Reduction Rules 1 and 2 (see Section 2). We denote by \( G^i \) the obtained graph, \( X^i = F^i_1 \), and \( k^i = k - |Y^i| \).

According to Observation 4, it is clear that \((G, F, k)\) is a yes-instance of \( dfv \)-KFVD if and only if one of the instances \((G^i, F^i_1, X^i, k^i)\), \( 1 \leq i \leq 3^{dfv} \), of \( dfv \)-Disjoint-KFVD is a yes instance. Since there are at most \( 3^{dfv} \) partitions of \( F \), the branching reduction can be performed in FPT time. Although at this point \( X^i = F^i_1 \), in the next steps some vertices of \( V(G) \) may become forbidden and therefore should be added to \( X^i \). Also, from this point forward, we assume that we have given an instance \((G, F_1, X, k)\) of \( dfv \)-Disjoint-KFVD.

Notice that after applying Reduction Rule 1 (Section 2), each strongly connected component of \( G \) is at least of size two. Thus, each of them must contain at least one cycle; therefore, the number of strongly connected components of \( G \) is bounded by \( dfv \). Moreover, for any strongly connected component \( U \) of \( G \), Reduction Rule 2 gives an upper bound for the number of vertices in \( N^+(V(U)) \) (i.e., vertices that are not in \( U \) but it is out-neighbour of some vertex in \( U \)). This implies that \( G \) has at most \( dfv \times k \leq dfv^2 \) such vertices between its strongly connected components. This observation leads to a branching rule.

- **Branching 2 (On strongly connected components).** Let \( S_H \) be the set of vertices that are extremities of arcs between the strongly connected components of \( G \). We have \(|S_H| \leq 2 \times dfv \times k \leq 2 \times dfv^2 \) and we can branch in FPT-time trying all possible partitions of \( S_H \) into two sets: \( S_1 \), the set of vertices to be deleted in \( G \) such that \(|S_1| \leq k \); and \( S_2 = S_H \setminus S_1 \), the set of vertices marked as forbidden, and then added into \( X \).

Notice that this step involves a \( 2^{|S_H|} \) branching. At this point, we may consider that we have an instance \((G, F, X, k)\) where \( F \subseteq X \) and such that for any arc \( uv \) between two SCC’s \( U_i \) and \( U_j \), \( \{u, v\} \subseteq X \). We call such an instance as a nice instance.

- **Lemma 10 (After cleaning of Branching 2).** If there is an algorithm running in time \( g(dfv) \times \text{poly}(n) \) for \( dfv \)-Disjoint-KFVD restricted to nice instances that are strongly connected, then there is an FPT algorithm running in time \( g(dfv) \times \text{poly}(n) \times c.n.log(dfv) \) (where \( c \) is a constant) to solve \( dfv \)-Disjoint-KFVD for any nice instance.

**Proof.** Let \((G, F, X, k)\) be a nice instance and \( S \) be a solution. Let \( U = \{U_1, \ldots, U_s\} \) be the partition of \( V(G) \) where each \( U_i \) is an SCC, and let \( \mathcal{K} = \{U_i : \text{\( U_i \) is a knot}\} \). Without loss of generality we can assume that \( \mathcal{K} = \{U_1, \ldots, U_t\} \) for some \( t \leq s \). Let \( S_t = S \cap U_t \). Notice that if \( S \) is a solution then for any \( i \in [t] \), \( S_t \) is a solution of \((G[U_i], F \cap U_i, X \cap U_i, |S_t|)\). Moreover, for any solutions \( S'_t \) to \((G[U_i], F \cap U_i, X \cap U_i, |S'_t|)\) where \( \sum_{t=1}^{|S'_t|} \leq k \), \( S' = \bigcup_{t=1}^{|S'_t|} S'_t \) will be
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a solution to \((G, F, X, k)\) because vertices of some \(U_j \notin K\) will still have a path to a set \(U_i \in K\) in \(G\), since any arc between two SCC's has forbidden endpoints. Thus, given a nice instance \((G, F, X, k)\) and an algorithm \(A\) for a nice instance restricted to one SCC, for any \(U_i \in K\) we perform a binary search to find the smallest \(k_i\) such that \(A(G[U_i], F \cap U_i, X \cap U_i, k_i)\) answers yes, and we answer yes iff \(\sum_{i=1}^t k_i \leq k\).

From Lemma 10, we may assume that we have an instance \((G, F, X, k)\) such that \(F \subseteq X\) and \(G\) is strongly connected (there is only one SCC). We call such an instance as a super nice instance.

### 5.1 Combining DFVS-number and K-width

In this section, we prove that \((dfv, \kappa)\)-Disjoint-KFVD restricted to super nice instances is FPT.

Let \(F = \{v_1, \ldots, v_{dfv}\}\). For every pair of integers \(i, j\) with \(1 \leq i, j \leq dfv\) we define \(H_{i,j}\) as the \((i, j)\)-connectivity set, that is, the set of vertices which are contained in a directed path from \(v_i\) to \(v_j\) in the induced subgraph \(G[V \setminus \{v_i, v_j\}]\) (if \(i = j\) then \(H_{i,i}\) is the set of vertices contained in a cycle in \(G[V \setminus \{v_i\}]\)). Let us define a set \(B\) on which we will later branch in a way to ensure connectivity among different connectivity sets. We start with \(B = \{\emptyset\}\), and then, for each possible pair of connectivity sets \(H_{i,j}, H_{i',j'}\) we increase \(B\) as follows:

\begin{enumerate}
  \item add \(N^+(H_{i,j} \setminus H_{i',j'}) \cap H_{i',j'}\) to \(B\).
  \item add \(N^+(H_{i,j} \cap H_{i',j'}) \cap (H_{i',j'} \setminus H_{i,j})\) to \(B\).
  \item add \(N^+(H_{i',j'} \setminus H_{i,j}) \cap H_{i,j}\) to \(B\).
  \item add \(N^+(H_{i',j'} \cap H_{i,j}) \cap (H_{i,j} \setminus H_{i',j'})\) to \(B\).
\end{enumerate}

For a given pair of connectivity sets, in each of the items \(i), ii), iii)\) and \(iv)\) the number of added vertices to \(B\) is at most \(\kappa\). For instance, let \(y_1, \ldots, y_l\) be the vertices added by item \(i)\), where each \(y_s \in N^+(H_{i,j} \setminus H_{i',j'}) \cap H_{i',j'}\). By definition, there exist vertices \(x_1, \ldots, x_l\) of \(H_{i,j} \setminus H_{i',j'}\) such that \(x_s y_s\) are arcs of \(G\) for \(s = 1, \ldots, l\). Notice that while the \(y_s\)'s are distinct, the \(x_s\)'s are not forced to be so. For any \(s \in \{1, \ldots, l\}\), there exists a path \(P_s\) in \(H_{i',j'}\) from \(y_s\) to \(v_{j'}\), and such a path does not intersect \(H_{i,j} \setminus H_{i',j'}\). In the same way, by finding a path \(Q_s\) from \(v_i\) to \(x_s\) for every \(s \in \{1, \ldots, l\}\), we form \(l\) distinct paths \(Q_s P_s\) from \(v_i\) to \(v_{j'}\), implying \(l \leq \kappa\), the K-width of \(G\). So, as there are \(dfv^2\) different connectivity sets, at the end of the process \(B\) contains at most \(\kappa \times dfv^4\) vertices. Figure 2 shows examples of vertices to be added in \(B\) regarding the interaction of two different connectivity sets.

**Figure 2** a) two connectivity sets with no intersection. b) an intersection with two vertices belonging to both connectivity sets. c) two connectivity sets \(H_{i,j}\) with \(i = j\). Vertices to be added in \(B\) are marked in blue.

Next we establish our last branching rule.
**Branching 3** (On the connectivity sets). We branch by partitioning $B$ into three parts: $B_1$, the set of vertices that will not be removed (i.e., they become forbidden); $B_2$, the set of vertices that will be removed; and $B_3$, the set of vertices that will become sinks. Since $|B| \leq \kappa \times dfv^4$, we branch at most $3^2 \cdot dfv^4$ times.

At this point, without loss of generality, one can assume that none of the above branching and reductions rules are applicable. Hence, the analysis boils down to the case where $F \cup B \subseteq X$, meaning that all the vertices of $F \cup B$ are forbidden to be deleted or become sinks, and $G$ is strongly connected.

**Observation 5** (The consequences of Branching 3). Let $G$ be a graph for which no Reduction Rules 1 and 2 or Branching Rules 1 to 3 can be applied. Let $H_{i,j}$ and $H'_{i,j}$ be two different connectivity arc sets in $G$. If there is an arc from $H_{i,j} \setminus H'_{i,j}$ to $H_{i,j} \setminus H'_{i,j}$ or $H'_{i,j} \setminus H_{i,j}$, then the head vertex of such an arc is a forbidden vertex.

We now aim to show that, for any vertex $v^*$ such that $v^*$ can be turned into a sink, that is, $N^+(v^*) \cap X = \emptyset$ and $d^+(v^*) \leq k$, the deletion of $N^+(v^*)$ is sufficient for $G$ to become knot-free.

**Lemma 11.** Let $(G,F,X,k)$ be an instance of $(dfv,\kappa)$-DISJOINT-KFVD such that $G$ is strongly connected and none of the branching and reduction rules can be applied. If there is a vertex $v^*$ with no forbidden out-neighbors, then $G[V \setminus N^+(v^*)]$ is knot-free.

**Proof.** Let $(G,F,k,X)$ and $v^*$ as stated. Denote by $G'$ the resulting graph, i.e., $G' = G[V \setminus N^+(v^*)]$. For contradiction, assume that $G'$ contains a knot $K$. As $G$ is strongly connected, $K$ was not a knot in $G$, implying that there exists an arc $xy$ of $G$ such that $x \in V(K)$ and $y \in N^+(v^*)$. Notice that $v^* \notin F$ since vertices from $F$ cannot become sinks and $y \notin X$, since $y$ has to be deleted in order to $v^*$ to become a sink. Let us now define a connectivity set containing both $y$ and $v^*$. Let $s$ be any source of the DAG $G[V \setminus F]$ such that there is a $sv^*$ path in $G[V \setminus F]$, and let $z$ be any sink of $G[V \setminus F]$ such that there is a $yz$ path in $G[V \setminus F]$. As $G$ is strongly connected, there exist arcs $v_sl$ and $v_lz$ where $\{v_sl,v_lz\} \subseteq F$ and we get that $\{v^*,y\} \subseteq H_{i,j}$. Notice that $i = j$ is possible. Similarly, as $G(V(K))$ is strongly connected, it contains a cycle $C'$ containing $x$ and thus there exists a connectivity set $H_{k,l}$ containing a path $P$ from $v_k$ to $v_l$ which is a subpath of $G(V(K))$ containing $x$, and with $\{v_k,v_l\} \subseteq V(K)$. Notice first that $v^*, y \notin F$. In addition, $v^*$ is not a vertex of $H_{k,l}$, otherwise there would exist a path $P'$ from $v_k$ to $v^*$ containing no vertex of $F \setminus \{v_k\}$, which is not possible. Indeed, either $V(P') \cap N^+(v^*) = \emptyset$ and we would get that $K$ is not a knot, or $V(P') \cap N^+(v^*) \neq \emptyset$, implying that there is a cycle with no vertex of $F$. Thus, as $y$ was not a forbidden vertex, it means that $y \notin H_{k,l}$ otherwise the arc $v^*y$ would go from $H_{i,j} \setminus H_{k,l}$ to $H_{i,j} \cap H_{k,l}$ and $y$ should be forbidden by Branching 3 item i). Then we have $y \in H_{i,j} \setminus H_{k,l}$. Similarly, we have $x \notin H_{i,j} \cap H_{k,l}$, otherwise by item ii) of Branching 3, vertex $y$ would be forbidden. Finally $x \in H_{k,l}$ and $y \in H_{i,j} \setminus H_{k,l}$, since $(H_{i,j} \setminus H_{k,l}) \subseteq H_{i,j}$, and by item iii) of Branching 3, vertex $y$ would again be a forbidden vertex, a contradiction. 

In conclusion, by Lemma 11, we can find in polynomial time the optimum solution for $G$: we choose a vertex $v^*$ with minimum out-degree.

**Theorem 12.** Knot-free Vertex Deletion can be solved in $2^{O(dfv^3)} \times n^{O(1)}$.

**Proof.** Let us now compute the running time of the overall algorithm. First notice that applying Branchings 1 and 2 results in $3^{dfv} \times 2^{2dfv^2}$ branches. Branching 3 can be done
5.2 Combining DFVS-number and length of a longest directed path

In this subsection we investigate the length of a longest path and \( dfv(G) \) as aggregate parameters.

\textbf{Lemma 13.} \((dfv,p)\)-Disjoint-KFVD on super nice instances can be solved in \( 2^{O(dfv^3)}p^{O(dfv)}n^{O(1)} \).

\textbf{Proof.} Let \((G,F,X,k)\) be a super nice instance. Recall that the directed feedback vertex set \( F \) is a set of forbidden vertices \((F \subseteq X)\) and \( G \) is strongly connected. The proof is by induction on \(|F|\). If \(|F| = 1\), then, for any vertex \( v \) of \( V(G) \setminus F \) that can be turned into a sink, \( N^+(v) \) will be a solution set for \( G \). Therefore, the optimum solution can be found in polynomial time. Assume now that \(|F| \geq 2\) and denote \( F \) by \( \{v_1, \ldots, v_{|F|}\} \). As \( G \) is strongly connected, there exists a path \( P_1 \) of length at most \( p \) from \( v_1 \) to \( v_2 \) and a path \( P_2 \) of length at most \( p \) from \( v_2 \) to \( v_1 \). Denote by \( C \) the digraph \( G[V(P_1) \cup V(P_2)] \); it is strongly connected, contains \( v_1 \) and \( v_2 \) and at most \( 2p \) vertices. Since the number of vertices in \( C \) is bounded, we may branch \( 2p + 1 \) times by trying to guess a vertex that will be deleted in \( C \). Each time a vertex of \( C \) will be guessed as deleted, the parameter \( k \) will decrease by one. So, \( k \) will decrease in all branches, except in the one where we guess that no vertex is deleted, and then where all the vertices of \( C \) are forbidden. In this case, \( C \) is a strongly connected component whose vertices are all forbidden and containing at least two vertices of \( F \). So, we contract \( C \) to obtain a new instance \( G' \). Formally, we remove \( V(C) \) from \( G \), add a new vertex \( v_C \), and for all vertices of \( G \setminus C \) having at least one in-neighbor (resp. out-neighbor) in \( C \), we add an arc from \( v_C \) (resp. to \( v_C \)) to this vertex. Let \( F' \) be the set \( \{v_C\} \cup F \setminus V(C) \) and notice that \( F' \) is a directed feedback vertex set of \( G' \) and that \(|F'| < |F|\). Similarly, let \( X' \) be the set \( (X \setminus V(C)) \cup \{v_C\} \). We claim that both instances \((G,F,k,X)\) and \((G',F',k,X')\) are equivalent. Indeed, it suffices to notice that as \( V(C) \) contains only forbidden vertices in \( G \) and that \( v_C \) is forbidden in \( G' \), then any solution to the KFVD problem for \( G \) is a solution of \( G' \), and conversely. Then, we apply Branchings 1 and 2 to obtain a super nice instance equivalent to \((G',F',k,X')\), and we can apply the induction hypothesis. So at each branching, either the parameter \( k \) decreases by at least one or the size of \( F \) decreases by at least one. As both values are bounded above by \( dfv \), we branch consecutively at most \( 2dfv \) times. And since Branching rules 1 and 2 create at most \( 3^{dfv} \times 2^{2dfv^2} \) branches, and branching on cycle \( C \) creates \( 2p + 1 \) branches, the total number of branches is \((3^{dfv} \times 2^{2dfv^2} \times (2p + 1))^{2dfv} = 2^{O(dfv^3)}p^{O(dfv)}\), and we get the desired running time. \( \blacktriangleright \)

Given that we can obtain a super nice instance in \( 2^{O(dfv^3)}n^{O(1)} \), it holds that \textbf{Knot-Free Vertex Deletion} can be solved in time \( 2^{O(dfv^3)}p^{O(dfv)}n^{O(1)} \).
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1 Introduction

When Valiant invented the theory of computational counting and $#P$-completeness, he also defined an algebraic model for computing families of polynomials [24]. This was very natural, since many (Boolean) counting problems are evaluations of polynomials: Counting perfect matchings in bipartite graphs is the same as evaluating the permanent at the adjacency matrix, counting Hamiltonian tours in directed graphs is the same as evaluating the Hamiltonian cycle polynomial at the adjacency matrix, etc. There is a fruitful interplay between the Boolean and the algebraic world: algebraic methods like interpolation can be used to design counting algorithms as well as for proving hardness results. Proving lower bounds might be easier in the algebraic world and then we can use transfer theorems from the algebraic world to the Boolean world [3].

Parameterized counting complexity has been very successful in the recent years, see for instance [1, 8, 6, 7, 16, 23]. Parameterized complexity provides a more fine-grained view on $#P$-complete problems. There are problems like counting vertex covers of size $k$, which are fixed-parameter tractable, and others, which are presumably harder, like the problem of counting cliques of size $k$. Beside the classes $VP$ and $VNP$ (and subclasses of them), which correspond to time bounded computation in the Boolean world, there have also been definitions of algebraic classes that correspond to space bounded Boolean computation, see [18, 17, 20]. However, we are not aware of any parameterized classes in the algebraic world despite some algorithmic upper bounds being known, see for instance [4, 10].
1.1 Our Contribution

In this paper, we define a theory of parameterized algebraic complexity classes. While some of the definitions are rather obvious modifications of the Boolean ones and some of the basic theorems easily transfer from the Boolean world to the algebraic world, some concepts have to be modified. For instance, we cannot use projections to define hardness in general in the parameterized world, since they can only decrease the degree. On the one hand, one could choose the degree as a parameter, for instance, when computing the vertex cover polynomial. On the other hand, one could have parameterized families where the degree is always $n$, like the permanent on bounded (orientable$^1$) genus graphs. One cannot compare these families with projections, although both of them turn out to be fixed parameter tractable. We could use c-reductions instead (which are the analogue of Turing reductions). However, these seem too powerful. We propose some intermediate concept, namely fpt-substitutions: We may replace the variables of a polynomial by other polynomials that are computed by small circuits (and not simply constants and variables like in the case of projections). This mirrors what is done in parsimonious reductions: the input is transformed by a polynomial time computable function but no post-processing is allowed.

Our main technical contribution is the $\text{VW}[1]$-completeness proof of the parameterized clique polynomial. This proof turns out to be far more complicated than in the Boolean world, since we are not counting satisfying assignments to Boolean circuits but we are computing sums over algebraic circuits. First we prove that one can combine two exponential sums into one sum. While this is very easy in the case of $\text{VNP}$, it turns out to be quite complicated in the case of $\text{VW}[1]$. Then we prove a normal form for so-called weft 1 circuits, the defining circuits for $\text{VW}[1]$. We go on with proving that the components consisting of all monomials that depend on a given number of variables of a polynomial computed by a weft 1 formula can be written as a bounded exponential sum over so-called Boolean-arithmetic expressions. We then show how to reduce such a sum to the clique problem.

In our final section, we study two polynomials based on cycle covers. In the first one, the covers consist of one cycle of length $k$ and all other cycles being self loops. The second polynomial is similar, but allows all other cycles to be of constant length. We prove that the first problem is $\text{VW}[1]$ complete while the second problem is hard for $\text{VW}[t]$ for all $t$.

2 Valiant’s Classes

We give a brief introduction to Valiant’s classes, for further information we refer the reader to [2, 19]. Throughout the whole paper, $K$ will denote the underlying ground field. An arithmetic circuit $C$ is an acyclic directed graph such that every node has either indegree 0 or indegree 2. Nodes with indegree 0 are called input nodes and they are either labeled with a constant from $K$ or with some variable. The other nodes are called computation gates, they are either labeled with $+$ (addition gate) or $\ast$ (multiplication gate). Every gate computes a polynomial in the obvious way. There is exactly one gate of outdegree 0, the polynomial computed there is the output of $C$. The size of a circuit is the number of edges in it. The depth of a circuit is length of a longest path from an input node to the output node. Later, we will also look at circuits in which the computation gates can have arbitrary fan-in.

The objects that we study will be polynomials over $K$ in variables $X_1, X_2, \ldots$ (Occasionally, we will rename these variables to make the presentation more readable.) We will denote

$^1$ We restrict ourselves to study orientable genus in this paper.
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short introduction to fixed parameterized counting complexity. For more information on parameterized complexity, we refer the reader to [12, 9].

Definition 2.2. The class VP consists of all p-families $(f_n)$ such that $C(f_n)$ is p-bounded.

Let $f \in K[X]$ be a polynomial and $s : X \to K[X]$ be a mapping that maps indeterminates to polynomials. Now, $s$ can be extended in a unique way to an algebra endomorphism $K[X] \to K[X]$. We call $s$ a substitution. (Think of the variables being replaced by polynomials.)

Definition 2.3. 1. Let $f, g \in K[X]$. $f$ is called a projection of $g$ if there is a substitution $r : X \to X \cup K$ such that $f = r(g)$. We write $f \leq_p g$ in this case. (Since $g$ is a polynomial, it only depends on a finite number of indeterminates. Therefore, we only need to specify a finite part of $r$.)

2. Let $(f_n)$ and $(g_n)$ be p-families. $(f_n)$ is a p-projection of $(g_n)$ if there is a p-bounded function $q : \mathbb{N} \to \mathbb{N}$ such that $f_n \leq_p g_{q(n)}$. We write $(f_n) \leq_p (g_n)$.

Projections are very simple reductions. Therefore, we can also use them to define hardness for “small” complexity classes like VP. More powerful are so-called c-reductions, which are an analogue of Turing reductions. c-reductions are strictly more powerful than p-projections [15]. Let $g$ be a polynomial in $s$ variables. A $g$-oracle gate is a gate of arity $s$ that on input $t_1, \ldots, t_s$ outputs $g(t_1, \ldots, t_s)$. The size of such a gate is $s$. $C^G(f)$ denotes the minimum size of a circuit with $g$-oracle gates that computes $f$. If $G$ is a set of polynomials, then $C^G(f)$ is the minimum size of an arithmetic circuit that can use any $g$-oracle gates for any $g \in G$.

Definition 2.4. Let $(f_n)$ and $(g_n)$ be p-families. $(f_n)$ is a c-reduction of $(g_n)$ if there is a p-bounded function $q : \mathbb{N} \to \mathbb{N}$ such that $C^{G_q(n)}(f_n)$ is p-bounded, where $G_{q(n)} = \{g_i \mid i \leq q(n)\}$. We write $(f_n) \leq_c (g_n)$.

Definition 2.5. A p-family $(f_n)$ is in VNP, if there are p-bounded functions $p$ and $q$ and a sequence $(g_n) \in \text{VP}$ of polynomials $g_n \in K[X_1, \ldots, X_{p(n)}, Y_1, \ldots, Y_{q(n)}]$ such that

$$f_n = \sum_{e \in \{0, 1\}^{q(n)}} g_n(X_1, \ldots, X_{p(n)}, e_1, \ldots, e_{q(n)}).$$

VP and VNP are algebraic analogues of the classes P and #P in the Boolean world. The permanent family (per$_n$) is complete for VNP under p-projections (over fields of characteristic distinct from two) and the problem of computing the permanent of a given $\{0, 1\}$-matrix is complete for #P under parsimonious reductions.

3 Parameterized (Counting) Complexity

Parameterized counting complexity was introduced by Flum and Grohe [11]. We give a short introduction to fixed parameterized counting complexity. For more information on parameterized complexity, we refer the reader to [12, 9].

Definition 3.1. A parameterized counting problem is a function $F : \Sigma^* \times \mathbb{N} \to \mathbb{N}$.

The idea is that an input has two components $(x, k)$, $x \in \Sigma^*$ is the instance and the parameter $k$ measures the “complexity” of the input.
Definition 3.2. A parameterized counting problem is fixed parameter tractable if there is an algorithm computing \(F(x,k)\) in time \(f(k)|x|^c\) for some computable function \(f : \mathbb{N} \rightarrow \mathbb{N}\) and some constant \(c\). The class of all fixed parameter tractable counting problems is denoted by \(#\text{FPT}\).

A parameterized counting problem is fixed-parameter tractable if the running time is polynomial in the instance size. The “combinatorial explosion” is only in the parameter \(k\). In particular, the exponent of \(n\) does not depend on \(k\). The classical example for a parameterized counting problem in \(#\text{FPT}\) is the vertex cover problem: Given a graph \(G\) and a natural number \(k\), count all vertex covers of \(G\) of size \(k\).

Fixed parameter tractable problems represent the “easy” problems in parameterized complexity. An indication that a problem is not fixed parameter tractable is that it is hard for the class \(#\text{W}[1]\). Reductions that are used to define hardness are parsimonious fpt-reductions: Such a reduction maps an instance \((x,k)\) to an instance \((x',k')\) such that the value of the two instances is the same, the running time of the reduction is \(f(k)|x|^c\) for some computable function \(f\) and a constant \(c\), and there is a computable function \(g\) such that \(k' \leq g(k)\). It is quite easy to see that the composition of two parsimonious fpt-reductions is again a parsimonious fpt-reduction and that \(#\text{FPT}\) is closed under parsimonious fpt-reductions.

We now define weft \(t\) formulas inductively.²

Definition 3.3. A weft 0 formula is a layered Boolean formula and the gates have fan-in two (over the basis \(\land\), \(\lor\), and \(\neg\)). A weft \(t\) formula is a layered Boolean formula where the gates have fan-in two, except one layer of gates that has unbounded fan-in. This formula has as inputs weft \(t - 1\) formulas.

Weft \(t\) formulas have \(t\) layers of unbounded fan-in gates, and all other gate have bounded fan-in. Weft \(t\) formulas are the defining machine model of the \(#\text{W}[t]\) classes:

Definition 3.4. The class \(#\text{W}[t]\) are all parameterized counting problems that are reducible by parsimonious fpt-reductions to the following problem: Given a weft \(t\) formula \(C\) of constant depth and a parameter \(k\), count all satisfying assignments of \(C\) that have exactly \(k\) 1s.

A classical example of a counting problem, that is \(#\text{W}[1]\)-complete, is counting cliques of size \(k\) in a graph. Clique is used as a major complete problem for \(#\text{W}[1]\) by Flum and Grohe [11]. It is known that \(P = \#P\) implies \(\#\text{FPT} = \#\text{W}[1]\). Curticapean [5] proves that counting \(k\)-matchings, the parameterized analogue to the permanent, is \(#\text{W}[1]\)-hard (under Turing fptreductions).

4 Parameterized Valiant’s Classes

We now define fixed-parameter variants of Valiant’s classes. Our families of polynomials will now have two indices. They will be of the form \((p_{n,k})\). Here, \(n\) is the number of indeterminates and \(k\) is the parameter.

Definition 4.1. A parameterized \(p\)-family is a family \((p_{n,k})\) of polynomials such that
1. \(p_{n,k} \in K[X_1, \ldots , X_{q(n)}]\) for some \(p\)-bounded function \(q\), and
2. the degree of \(p_{n,k}\) is \(p\)-bounded (as a function of \(n + k\)).

² The term “weft” originates from textile fabrication and has been used in Boolean parameterized complexity from its very beginning.
The most natural parameterization is by the degree: Let \((p_n)\) be any p-family then we get a parameterized family \((p_{n,k})\) by setting \(p_{n,k} = H_k(p_n)\). Here \(H_k(f)\) denotes the homogeneous part of degree \(k\) of some polynomial \(f\).\(^3\) Since \(\deg(p_n)\) is polynomially bounded, \(p_{n,k}\) is zero when \(k\) is large enough. (This will usually be the case for any parameterization.) More generally, we will also allow that \(p_{n,k} = H_t(k)(p_n)\) for some function \(t\) that solely depends on \(k\).

Recall that a vertex cover \(C\) of a graph \(G = (V, E)\) is a subset of \(V\) such that for every edge \(e \in E\) at least one endpoint is in \(C\).

▶ Example 4.2. Let \(G = (G_n)\) be a family of graphs such that \(G_n\) has \(n\) nodes. We will assume that the nodes of \(G_n\) are \(\{1, \ldots, n\}\).

1. The vertex cover family \((\text{VC}^\mathcal{G}_n)\) with respect to \(\mathcal{G}\) is defined as
   \[
   \text{VC}^\mathcal{G}_n = \sum_{C \subseteq \{1, \ldots, n\}} \prod_{i \in C} X_i
   \]
   where the sum is taken over all vertex covers \(C\) of \(G_n\).

2. The parameterized vertex cover family \((\text{VC}^\mathcal{G}_{n,k})\), with respect to \(\mathcal{G}\), is defined as
   \[
   \text{VC}^\mathcal{G}_{n,k} = \sum_{|C| = k} \prod_{i \in C} X_i
   \]
   where we now sum over all vertex covers of size \(k\) of \(G_n\). This is a homogeneous polynomial of degree \(k\). (We will call both families \(\text{VC}^\mathcal{G}\). There is no danger of confusion, since we mainly deal with the parameterized family.)

Every node has a label \(X_i\) and for every vertex cover we enumerate (or more precisely, sum up) its weight, which is the product of the labels of the nodes in it. Above, every graph family defines a particular vertex cover family. We can also define a unifying vertex cover family.

▶ Example 4.3. Let \(E_{i,j}, X_i, 1 \leq i < j \leq n\), be variables over some field \(K\). The parameterized vertex cover polynomial of size \(n\) is defined by
   \[
   \text{VC}_{n,k} = \sum_{|C| = k} \prod_{i,j \in C, i<j} (1 - E_{i,j}) \prod_{i \in C} X_i.
   \]
   The parameterized vertex cover family is defined as \((\text{VC}_{n,k})\).

If we set the variables \(E_{i,j}\) to values \(e_{i,j} \in \{0, 1\}\) we get the vertex cover polynomial of the graph given by the adjacency matrix \((e_{i,j})\). The first product is 0 if there is an uncovered edge. More generally, if we take a family of graphs \(\mathcal{G} = (G_n)\) such that \(G_n\) has \(n\) nodes and if we plug in the adjacency matrix of \(G_n\) into each \(\text{VC}_{n,k}\) then we get the family \((\text{VC}^\mathcal{G}_{n,k})\). \((\text{VC}^\mathcal{G}_{n,k})\) is parameterized by the degree since we have \(\text{VC}^\mathcal{G}_{n,k} = H_k(\text{VC}^\mathcal{G}_n)\). \((\text{VC}_{n,k})\), however, is not parameterized by the degree as \(\text{VC}_{n,k}\) contains monomials of degree polynomial in \(n\) (independent of \(k\)).

Recall that a clique \(C\) of a graph is a subset of the vertices such that for every pair of nodes in \(C\) there is an edge between them.

\(^3\) I.e., the sum of all monomials of degree \(k\) with their coefficients.
Example 4.4. 1. Let \( E_{i,j}, X_i, 1 \leq i, j \leq n, i < j \), be variables over some field \( K \). The clique polynomial of size \( n \) is defined by

\[
\text{Clique}_n = \sum_{C \subseteq \{1, \ldots, n\}} \prod_{i,j \in C, i<j} E_{i,j} \prod_{i \in C} X_i.
\]

The clique family is defined as \((\text{Clique}_n)\).

2. The parameterized clique family \((\text{Clique}_{n,k})\) is defined by

\[
\text{Clique}_{n,k} = \sum_{C \subseteq \{1, \ldots, n\} \mid |C| = k} \prod_{i,j \in C, i<j} E_{i,j} \prod_{i \in C} X_i.
\]

(Again, we will call both families Clique.)

If we set the variables \( E_{i,j} \) to values \( e_{i,j} \in \{0, 1\} \), we get the clique polynomial of the graph given by the adjacency matrix \((e_{i,j})\), since the first product checks whether \( C \) is a clique. For each clique, we enumerate a monomial \( \prod_{i \in C} X_i \). \( X_i \) is the label of the node \( i \).

\( \text{Clique}_n \) is a polynomial defined on edges and nodes. This seems to be necessary, since the polynomial \( \sum_{C \subseteq \{1, \ldots, n\}} \prod_{i \in C} X_i = (1 + X_1) \cdots (1 + X_n) \), which is the “node-only” version of clique polynomial of the complete graph, is easy to compute. Therefore, we cannot expect that the “node-only” version of the clique family is hard for some class.

Notice, that the parameterized clique family \((\text{Clique}_{n,k})\) has variables standing in for vertices. These vertices seem to be necessary, as in the counting world, counting the number of \( k \) cliques and counting the number of \( k \)-independent sets are tightly related. Namely, the number of cliques is the number of independent sets on the complement graph. We want to keep this relationship as the problem is an important member of \( \#W[1] \) and hence we incorporate the vertices.

\((\text{Clique}_{n,k})\) is parameterized by the degree, since \( \text{Clique}_{n,k} = H_{\binom{k}{2} + k}^{(\text{Clique}_n)} \). Here is another example, beside the general vertex cover family, of a family that is parameterized by a different parameter:

Example 4.5. Let \( \mathcal{G} = (G_{n,k}) \) be a family of bipartite graphs such that \( G_{n,k} \) has \( n \) nodes on both sides and genus \( k \), \( k \leq \lfloor (n-2)^2/4 \rfloor \)^4. Let \( A_{n,k} \) be the \( n \times n \)-matrix that has a variable \( X_{i,j} \) in position \((i,j)\) if there is an edge between \( i \) and \( j \) in \( G_{n,k} \) and a 0 otherwise. The \( \mathcal{G} \)-parameterized permanent family \( \text{per}^{\mathcal{G}} = (\text{per}^{\mathcal{G}}_{n,k}) \) is defined as \( \text{per}^{\mathcal{G}}_{n,k} = \text{per}(A_{i,j}) \).

There is another natural way to parameterize the permanent:

Example 4.6. Given a \( k \times n \)-matrix \( X = (X_{i,j}) \) with variables as entries, the rectangular permanent is defined as

\[
\text{rper}_{n,k}(X) = \sum_{f: \{1, \ldots, k\} \rightarrow \{1, \ldots, n\} \text{ is injective}} \prod_{i=1}^{k} X_{i,f(i)}.
\]

When \( k = n \) then this is the usual permanent. The rectangular permanent family is defined as \( \text{rper} = (\text{rper}_{n,k}) \).

^4 This is the genus of the \( K_{n,n} \) [22].
We will give some more parameterizations of the permanent in Section 8 where we also prove some hardness results.

We now define fixed parameter variants of Valiant’s classes.

**Definition 4.7.** 1. A parameterized p-family \((p_n, k)\) is in the class \(\text{VFPT}\) if \(C(p_n, k)\) is bounded by \(f(k)p(n)\) for some \(p\)-bounded function \(p\) and some arbitrary function \(f: \mathbb{N} \rightarrow \mathbb{N}\).\(^5\)

2. The subclass of \(\text{VFPT}\) of all parameterized p-families that are parameterized by the degree is denoted by \(\text{VFPT}_{\text{deg}}\).

We will also say above that \(C(p_n, k)\) is \(\text{fpt}\)-bounded. We will see in one of the next sections that the vertex cover family and the bounded genus permanent are in VFPT. We will say that a family of circuits \((C_n, k)\) has \(\text{fpt}\) size if the size is bounded by \(f(k)p(n)\) for some function \(f: \mathbb{N} \rightarrow \mathbb{N}\) and \(p\)-bounded function \(p\).

**Definition 4.8.** A parameterized p-family \(f = (f_n, k)\) is an \(\text{fpt}\)-projection of another parameterized p-family \(g = (g_n, k)\) if there are functions \(r, s, t: \mathbb{N} \rightarrow \mathbb{N}\) such that \(r\) is \(p\)-bounded and \(f_n, k\) is a projection of \(g_{r(n)s(k)}, k\) for some \(k' \leq t(k)\).\(^6\) We write \(f \leq_{\text{fpt}} g\).

**Lemma 4.9.** If \(f \in \text{VFPT}\) (or \(\text{VFPT}_{\text{deg}}\)) and \(g \leq_{\text{fpt}} f\), then \(g \in \text{VFPT}\) (or \(\text{VFPT}_{\text{deg}}\), respectively).

**Lemma 4.10.** \(\leq_{\text{fpt}}\) is transitive.

One can define a notion of completeness. In the case of \(\text{fpt}\)-projections, the degree of the polynomial is the only meaningful parameter to consider: The permanent family on bounded genus graphs \(\text{per}^G\) is in \(\text{VFPT}\) and so is (a variant of) the vertex cover family VC. However, every polynomial in the permanent family has degree equal to the number of nodes in the graph (independent of the genus) whereas the degree of the vertex cover polynomial depends on the degree. If a polynomial \(p\) is a projection of \(q\), then \(\deg p \leq \deg q\). Therefore, \(\text{per}^G\) cannot be an \(\text{fpt}\)-projection of VC. Now we can call a parameterized family \(f\) \(\text{VFPT}_{\text{deg}}\)-complete (under \(\text{fpt}\)-projections), if it is in \(\text{VFPT}_{\text{deg}}\) and for all \(g \in \text{VFPT}_{\text{deg}}\), \(g \leq_{\text{fpt}} f\).

For other parameters, we need a stronger notion of reduction. There are the so-called \(c\)-reductions, see [2], which are the analogue of Turing reductions in Valiant’s world. This is the strongest kind of reduction one could use. However, the \(\text{fpt}\)-projections in Valiant’s world seem to be weaker than parsimonious polynomial-time reductions in the Boolean world. Therefore, we propose an intermediate concept, which models parsimonious reductions in the algebraic world. In parsimonious reductions, the input instance is transformed by a polynomial time or \(\text{fpt}\) computable reduction, then the function we reduce to is evaluated, and the result that we get shall be the value of our given function evaluated at the original instance.

In the algebraic world, this is modeled as follows: We call a p-family \(f = (f_n)\) with \(f_n \in K[X_1, \ldots, X_{p(n)}]\) a \(p\)-substitution of a p-family \(g = (g_n)\) with \(g_n \in K[X_1, \ldots, X_{q(n)}]\) if there is a \(p\)-bounded function \(r\) and for all \(n\), there are \(h_1, \ldots, h_{q(r(n))}\) such that \(f_n = g_{r(n)}(h_1, \ldots, h_{q(r(n)})\) and \(\deg(h_i)\)\(^7\) as well as \(C(h_i)\) is \(p\)-bounded for all \(i\). We write \(f \leq_{p} g.\)

\(^5\) \(f\) need not be computable, since Valiant’s model is nonuniform.

\(^6\) \(k'\) might depend on \(n\), but its size is bounded by a function in \(k\). There are examples in the Boolean world, where this dependence on \(n\) is used.

\(^7\) Note that a polynomial size circuit can construct superpolynomial degree polynomials by repeated squaring.
Parameterized Valiant’s Classes

Compared to a projection, we are now allowed to substitute polynomials of p-bounded complexity. We have that \( \leq_s \) is transitive and that \( p \leq_s q \) and \( q \in \mathcal{VP} \) implies \( p \in \mathcal{VP} \).

The parameterized analogue is defined as follows.

> **Definition 4.11.** A parameterized p-family \( f = (f_{n,k}) \) with \( f_{n,k} \in K[X_1, \ldots, X_{p(n)}] \) is an fpt-substitution of another parameterized p-family \( g = (g_{n,k}) \) with \( g_{n,k} \in K[X_1, \ldots, X_{q(n)}] \) if there are functions \( r, s, t \colon \mathbb{N} \to \mathbb{N} \) such that for all \( n, k \), \( r \) is p-bounded and there exist polynomials \( h_1, \ldots, h_{q(r(n)s(k))} \in K[X_1, \ldots, X_{p(n)}] \) such that

\[
 f_{n,k} = g_{r(n)s(k),k'}(h_1, \ldots, h_{q(r(n)s(k))})
\]

for some \( k' \leq t(k) \) and \( \deg(h_i) \) as well as \( C(h_i) \) are p-bounded (with respect to \( n \) and \( k \)) for all \( i \). We write \( f \leq_{\text{fpt}}^s g \).

The proof of the following two lemmas is almost identical to the proofs of Lemmas 4.9 and 4.10. The only difference is that fpt-substitutions do not preserve the degree.

> **Lemma 4.12.** If \( f \in \mathcal{VFPT} \) and \( g \leq_{\text{fpt}}^s f \), then \( g \in \mathcal{VFPT} \).

> **Lemma 4.13.** \( \leq_{\text{fpt}}^s \) is transitive.

To define an algebraic analogue of \( \#W[t] \), we study unbounded fan-in arithmetic circuits. These circuits have multiplication and addition gates of arbitrary fan-in. A gate with fan-in 2 will be called a gate of bounded fan-in, any other gate is a gate of unbounded fan-in. (Instead of 2, we can fix any other bound \( b \).)

> **Definition 4.14.** Let \( C \) be an arithmetic circuit. The \( \text{weft of } C \) is the maximum number of unbounded fan-in gates on any path from a leaf to the root.

For \( s, k \in \mathbb{N} \), \( \binom{s}{k} \) denotes the set of all \( \{0, 1\} \)-vectors of length \( s \) having exactly \( k \) 1s.

> **Definition 4.15.** 1. A parameterized p-family \( (f_{n,k}) \) is in \( \mathcal{VW}[t] \), if there is a p-family \( (g_n) \) of polynomials \( g_n \in K[X_1, \ldots, X_{p(n)}, Y_1, \ldots, Y_{q(n)}] \) with p-bounded \( p \) and \( q \) such that \( g_n \) is computed by a constant depth unbounded fan-in circuit of weft \( \leq t \) and polynomial size and

\[
(f_{n,k}) \leq_{\text{fpt}}^s \left( \sum_{e \in \binom{\binom{p(n)}{k}}{e}} g_n(X_1, \ldots, X_{p(n)}, e_1, \ldots, e_{q(n)}) \right). \tag{1}
\]

2. \( \mathcal{VW}_{\text{deg}[t]} \) is the subset of all families in \( \mathcal{VW}[t] \), that have the degree as the parameter.

In essence, we emulate the Boolean \( \#W[t] \) definition. Instead of Boolean circuits of weft \( t \) we take an arithmetic circuit and instead of counting the number of assignments, we sum over all assignments. In addition, we only count the assignments that have weight \( k \) by adjusting the vectors we sum over, namely to \( \{0, 1\} \)-vectors with exactly \( k \) ones. While in the Boolean setting the closure is taken with respect to parsimonious fpt-reductions, in the arithmetic setting, we take fpt-substitutions. Hence, our definition seems to be the most appropriate analogue.

The clique family is in \( \mathcal{VW}[1] \), since we can write it as

\[
\text{Clique}_{n,k} = \sum_{v \in \binom{n}{k}} \prod_{i<j}^{n} (E_{i,j}v_iv_j + 1 - v_iv_j) \prod_{i=1}^{n} (X_iv_i + 1 - v_i).
\]

\( ^8 \) Note, that we do not need to require fpt-size, as we use an fpt sized reduction.
This formula has weft 1, since there are two unbounded product gates and none is a predecessor of the other. We replace the product over all \( C \) by a product over all vertices and use the \( v \)-vectors to switch variables on and off.

Like in the Boolean case, we will show that the parameterized clique family is complete for the class \( VW[1] \) (albeit for a stronger notion of reductions, namely fpt-c-reductions). It turns out that this proof is far more complicated than in the Boolean setting, since our circuits can compute arbitrary polynomials and not only Boolean values. Furthermore, multiplication and addition cannot be reduced to each other since there is no analog of de Morgan’s law.

\[ \text{Definition 4.16.} \] Let \( f = (f_{n,k}) \) and \( g = (g_{n,k}) \) be parameterized \( p \)-families. \( f \) fpt-c-reduces to \( g \) if there is a \( p \)-bounded function \( q : \mathbb{N} \rightarrow \mathbb{N} \) and functions \( s, t : \mathbb{N} \rightarrow \mathbb{N} \) such that \( C^{G_{q(n)s(k),t(k)}}(f_{n,k}) \) is fpt-bounded, where \( G_{q(n)s(k),t(k)} = \{ g_{i,j} \mid i \leq q(n)s(k), j \leq t(k) \} \). We write \( f \leq_{\text{fpt}}^{\text{c}} g \).

The following two lemmas are proved like for \( \leq_{\text{c}} \) and \( \text{VP} \). We replace oracle gates by circuits and use the fact that fpt-bounded functions are closed under composition.

\[ \text{Lemma 4.17.} \] If \( f \in \text{VFPT} \) and \( g \leq_{\text{fpt}}^{\text{c}} f \), then \( g \in \text{VFPT} \).

\[ \text{Lemma 4.18.} \] \( \leq_{\text{fpt}}^{\text{c}} \) is transitive.

So we have two different notions to define \#\( W[t] \)-hardness. Presumably, they are different, see [15].

5 \ VFPT

\[ \text{Theorem 5.1.} \] For every family of graphs \( G = (G_n) \), where \( G_n \) has \( n \) nodes, \( \text{VC}_{n,k}^G \) is in \( \text{VFPT}_{\text{deg}} \).

\[ \text{Remark 5.2.} \] It is unlikely that the general family \( \text{VC}_{n,k} \) is in \( \text{VFPT} \). Take any graph \( G = (V,E) \) on \( n \) nodes and \( m \) edges and compute \( \text{VC}_{n,k} \) on this graph, i.e., set all edge variables to zero that do not occur in \( E \). Now, for \( i < j \), we set

\[
E_{i,j} = \begin{cases} 1 - S & \text{if } \{i,j\} \in E, \\ 0 & \text{otherwise}, \end{cases}
\]

and \( X_i = T \) for all \( i \). Then we get a bivariate polynomial. This polynomial contains a monomial \( S^i T^j \) iff there is a vertex cover of size \( j \) in \( G \) not covering \( i \) edges, or, equivalently, covering \( m - i \) edges. Note that since the polynomial is now bivariate, we can easily compute its coefficients using interpolation. While the (Boolean decision version of) vertex cover is in \( \text{FPT} \), it turns out [14] that the more general question whether there is a set of nodes of size \( k \) covering at least \( t \) edges is \( \text{W}[1] \)-hard (with parameter \( k \)). Therefore, it seems to be unlikely that \( \text{VC}_{n,k} \) has circuits of fpt size.

Mahajan and Saurabh [21] define another variant of the vertex cover polynomial. We multiply each cover by a product over the uncovered edges. They multiply by a product over the covered edges. Both polynomials are essentially equivalent, one can turn one into the other by dividing through the product over all edges, doing a variables transform, and removing divisions.

The \text{sun graph} \( S_{n,k} = (V,E) \) on \( n \) nodes is defined as follows: The first \( k \) nodes form a clique. And every other node is connected to the nodes \( 1, \ldots, k \), but to no other nodes, that is, the nodes \( k+1, \ldots, n \) form an independent set. (Note that there are other definitions

\[ \text{IPEC 2019} \]
of sun graphs in the literature, but all of them look like a sun when drawn appropriately.)

Every graph $G$ with $n$ nodes that contains a vertex cover of size $k$ is a subgraph of $S_{n,k}$. To see this, we map the nodes of the vertex cover of $G$ to the nodes of the clique and the remaining nodes of $G$ to the other $n - k$ nodes. Note that there are cannot be any edges in $G$ between the nodes outside of the vertex cover.

We define $VC_{n,k}$ like $VC_{n,k}$ but on the graph $S_{n,k}$ instead of $K_n$, i.e., all edge variables not in $S_{n,k}$ are set to zero. The difference to $VC$ is, that we now have some idea where the vertex cover is located (like it is in the Boolean case where we can find a potential set for instance by computing a maximum matching). Therefore, we can obtain:

- **Theorem 5.3.** $VC^n \in VFPT$.

Both parameterized permanent families turn out to be fixed parameter tractable.

- **Theorem 5.4 ([13]).** For every family of bipartite graphs $G = (G_{n,k})$ such that $G_{n,k}$ has $n$ nodes and genus $k$, $r_{per}^G$ is in $VFPT$.

- **Theorem 5.5 ([25]).** $r_{per} \in VFPT$.

Kernelization is an important concept in parameterized complexity. In the algebraic setting, $VFPT$ can also be characterized by kernels with size only bounded by $k$.

We also develop a notion of kernelization. We refer the reader to the full version.

## 6 The VW-hierarchy

We start with proving some basic facts about the $VW[t]$ classes, in analogy to the Boolean world.

- **Lemma 6.1.** $VFPT = VW[0]$ and $VFPT_{deg} = VW_{deg}[0]$.

**Proof.** The proof is obvious, since $VW[0]$ and $VW_{deg}[0]$ are defined as the closure under fpt-substitutions, so we can compute problems in $VFPT$ simply by using the reduction. ◀

The following lemma is obvious.

- **Lemma 6.2.** For every $t$, $VW[t] \subseteq VW[t + 1]$ and $VW_{deg}[t] \subseteq VW_{deg}[t + 1]$.

We call a parameterized p-family $f$ $VW[t]$-hard (under fpt-substitutions), if for all $g \in VW[t]$, $g \leq_{fpt}^t f$. $f$ is called $VW[t]$-complete (under fpt-substitutions) if in addition, $f \in VW[t]$. If the same way, we can also define hardness and completeness under fpt-projections.

For the classes $VW_{deg}[t]$, it is reasonable to study hardness and completeness under fpt-projections. We call a parameterized p-family $f$ $VW_{deg}[t]$-hard (under fpt-projections), if for all $g \in VW[t]$, $g \leq_{fpt}^t f$. $f$ is called $VW_{deg}[t]$-complete (under fpt-projections) if in addition, $f \in VW[t]$. We start with proving some basic facts about the $VW[t]$ classes, in analogy to the Boolean world.

- **Lemma 6.3.** If $f$ is $VW[t + 1]$-complete under fpt-substitutions and $f \in VW[t]$, then $VW[t] = VW[t + 1]$. In the same way, if $f$ is $VW_{deg}[t + 1]$-complete under fpt-substitutions or fpt-projections and $f \in VW_{deg}[t]$, then $VW_{deg}[t] = VW_{deg}[t + 1]$.

It is open in the Boolean case whether $W[t] = W[t + 1]$ or $\#W[t] = \#W[t + 1]$ implies a collapse of the corresponding hierarchy. Maybe the algebraic setting can provide more insights.
Theorem 6.4. If $\text{VFPT} \neq \text{VW}[1]$ then $\text{VP} \neq \text{VNP}$.

If one takes the defining problems for $\text{VW}[t]$ (sums over $\{0,1\}$ vectors with $k$ 1s of weft $t$ circuits) instead of clique, one can prove the same theorem for arbitrary classes $\text{VW}[t]$ in place of $\text{VW}[1]$. The proof only gets technically a little more complicated.

7 Hardness of Clique

Our main technical result is the $\text{VW}[1]$-hardness of Clique. The proof is technically much more intricate than in the Boolean setting. We will first give a short outline.

- First, we prove as a technical tool that two bounded exponential sums over a weft $t$ circuit can be expressed by one exponential sum over a (different) weft $t$ circuit. In the case of $\text{VNP}$, a similar proof is easy: Instead of summing over bit vectors of length $p$ and then of length $q$, we can sum over bit vectors of length $p + q$ instead. If the number of ones is however bounded, this does not work easily anymore. It turns out that for the most interesting class $\text{VW}[1]$ of the $\text{VW}$-hierarchy, the construction is astonishingly complicated.

- Next, we prove a normal form for weft 1 circuits. Every weft 1 circuit can be replaced by an equivalent weft 1 circuit that has five layers: The first layer is a bounded summation gate, the second layer consist of bounded multiplication gates, the third layer is the only layer of unbounded gates, the fourth layer again consists of bounded addition gates and the fifth layer of bounded multiplication gates.

- Then we introduce Boolean-arithmetic formulas: A Boolean-arithmetic formula is a formula of the form

$$B(X_1, \ldots, X_n) \cdot \prod_{i=1}^n (R_i X_i + 1 - X_i)$$

where $B$ is an arithmetization of some Boolean formula and the $R_i$ some polynomial or even rational function (over a different set of variables). For each satisfying $\{0,1\}$-assignment $e$ to $B$, that is, $B(e) = 1$, the right hand side produces one product and the $e_i$ (assigned to the $X_i$ variables) switch the factors $R_i$ on or off. For a polynomial $f$, the monomials of support size $k$ are all monomials that depend on exactly $k$ variables. The sum of all these monomials is denoted by $S_k(f)$. A central result for the hardness proof is that when $f$ is computed by a circuit of weft 1, then we can write $S_k(f)$ as a bounded sum over a weft 1 Boolean arithmetic expression, that is, $S_k(f) = \sum_{e \in \binom{p(n,k)}{q(k)}} B(e) \cdot \prod_{i=1}^{p(n,k)} (R_i e_i + 1 - e_i)$.

- Finally, we prove that Clique is $\text{VW}[1]$-complete under fpt-c-reductions (or under fpt-substitutions that allow rational expressions). Given some bounded sum over a polynomial $g_n(X_1, \ldots, X_p, Y_1, \ldots, Y_q)$ computed by a weft 1 circuit, we view $g_n$ as a polynomial over the $Y$-variables, the coefficients of which are polynomials in the $X$-variables. Then $S_0(g), \ldots, S_k(g)$ are the parts of $g_n$ that contribute to the sum when summing over all bit vectors with $k$ ones. We can write this as a bounded sum over a Boolean-arithmetic formula. The concept of Boolean-arithmetic formulas allows us to reuse parts of the Boolean hardness proof.

Note that once we have the $\text{VW}[1]$-hardness of Clique, we get further hardness results for free.
8 Hardness of the Permanent and Cycle Covers

In this section we will highlight the vast difference between the provable complexity of the following two problems. Having cycle covers where one cycle is of length $k$ and all other cycles are self loops and the complexity of all cycle covers where one cycle is length $k$ and all other cycle covers are of length some fixed constant $c$. As always in this paper, we will look at corresponding polynomials to this problem.

8.1 Hardness of the $k$-permanent

We are adapting the proof from Curticapean and Marx [8] to show the hardness of the following parameterization of the permanent. Notice that the theorem from [8] is not enough for us. It is in general unclear how and in which way the cycles transfer in the theorem while we need an explicit fpt-projection.

We define the $k$-permanent polynomial as follows. Let $S'_n$ be the set of all permutations on $n$ elements that map $n - k$ elements to itself. Then

$$\text{per}_k = \sum_{\sigma \in S'_n} \prod_{i \in [n]} x_{i, \sigma(i)}.$$  

Notice, we do not include the selected vertices, as all vertices are in the cycle cover and hence the two problems are equivalent.

**Corollary 8.1.** $(\text{per}_k)$ is $\text{VW}[1]$ hard under fpt-c-reductions.

8.2 Bounded length Cycle Covers

**Definition 8.2.** We define $\text{per}_{\leq c, k}$, the bounded length $k$-permanent, to be the following polynomial over all cycle covers where one cycle has length $k$ and all other cycles have length bounded by some constant $c \geq 3$.

$$\text{per}_{\leq c, k} = \sum_{\sigma \in S''_n} \prod_{i \in [n]} x_{i, \sigma(i)}$$

where $S''_n$ is the set of permutations $\sigma$ on $n$ elements such that $\sigma$ has one cycle of length $k$ and all other cycles have length $\leq c$.

With this, we can prove the following theorem.

**Theorem 8.3.** For all $t$, there exists a constant $c$ such that $\text{per}_{\leq c, k}$ is hard for $\text{VW}[t]$ under fpt-c-reductions.
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Abstract
The graph parameters highway dimension and skeleton dimension were introduced to capture the properties of transportation networks. As many important optimization problems like Travelling Salesperson, Steiner Tree or $k$-Center arise in such networks, it is worthwhile to study them on graphs of bounded highway or skeleton dimension.

We investigate the relationships between mentioned parameters and how they are related to other important graph parameters that have been applied successfully to various optimization problems. We show that the skeleton dimension is incomparable to any of the parameters distance to linear forest, bandwidth, treewidth and highway dimension and hence, it is worthwhile to study mentioned problems also on graphs of bounded skeleton dimension. Moreover, we prove that the skeleton dimension is upper bounded by the max leaf number and that for any graph on at least three vertices there are edge weights such that both parameters are equal.

Then we show that computing the highway dimension according to most recent definition is NP-hard, which answers an open question stated by Feldmann et al. [18]. Finally we prove that on graphs $G = (V, E)$ of skeleton dimension $O(\log^2 |V|)$ it is NP-hard to approximate the $k$-Center problem within a factor less than 2.

2012 ACM Subject Classification
Mathematics of computing → Graph theory; Theory of computation → Problems, reductions and completeness; Theory of computation → Parameterized complexity and exact algorithms

Keywords and phrases
Graph Parameters, Skeleton Dimension, Highway Dimension, $k$-Center

Digital Object Identifier 10.4230/LIPIcs.IPEC.2019.4

Related Version
A full version of the paper is available at https://arxiv.org/abs/1905.11166.

1 Introduction

Many important optimization problems arise in the context of road or flight networks, e.g. Travelling Salesperson or Steiner Tree, and have applications in domains like route planning or logistics. Therefore, several approaches have been developed that try to exploit the special structure of such transportation networks. Examples are the graph parameters highway dimension and skeleton dimension. Intuitively, a graph has low highway dimension $hd$ or skeleton dimension $\kappa$, if there is only a limited number of options to leave a certain region of the network on a shortest path. Both parameters were originally used in the analysis of shortest path algorithms and it was shown that if $hd$ or $\kappa$ are small, there are preprocessing-based techniques to compute shortest paths significantly faster than the algorithm of Dijkstra [3, 2, 1, 24].

The highway dimension was also investigated in the context of NP-hard optimization problems, such as Travelling Salesperson (TSP), Steiner Tree and Facility Location [18], $k$-Center [17, 20, 10] or $k$-Median and Bounded-Capacity Vehicle Routing [10]. It was shown that in many cases, graphs of low highway dimensions allow better algorithms than general graphs. To our knowledge, the skeleton dimension has exclusively been studied in the context of shortest path algorithms so far. However, it was shown that real-world road networks exhibit a skeleton dimension that is clearly smaller than the...
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Highway dimension [11]. Moreover, in contrast to the highway dimension, it can be computed in polynomial time. Hence it is natural to study the aforementioned problems on networks of low skeleton dimension.

Further graph classes that have been used to model transportation networks are for instance planar graphs and graphs of low treewidth or doubling dimension. Moreover, many important optimization problems have been studied extensively for classic graph parameters like treewidth or pathwidth [12, 4]. Still, there are only partial results on how the highway dimension $hd$ and skeleton dimension $\kappa$ are related to these parameters. This is the starting point of the present paper. A better understanding of the relationships between $hd$, $\kappa$ and different well-studied graph parameters will allow a deeper insight in the structure of transportation networks and might enable further algorithms custom-tailored for such networks.

1.1 Related Work

We now briefly sum up some algorithmic results in the context of optimization problems in transportation networks. Arora [5] developed a general framework that enables PTASs for several geometric problems where the network is embedded in the Euclidean plane. Building upon the work of Arora, Talwar [27] developed QPTASs for $\text{TSP}$, $\text{Steiner Tree}$, $k$-median and facility location on graphs of low doubling dimension (for a formal definition, see Definition 2). This was improved by Bartal et al. [6], who obtained a PTAS for $\text{TSP}$. As the skeleton dimension of a graph upper bounds its doubling dimension (cf. Section 2.1) the aforementioned results immediately imply a PTAS for $\text{TSP}$ and QPTASs for $\text{Steiner Tree}$, $k$-median and facility location.

The $k$-center problem is NP-complete on general graphs [28] and has been subject to extensive research. In fact, for any $\epsilon > 0$, it is NP-hard to compute a $(2 - \epsilon)$-approximation, even when considering only planar graphs [25], geometric graphs using $L_1$ or $L_\infty$ distances or graphs of highway dimension $O(\log^2 |V|)$ [17]. However, there is a fairly simple 2-approximation algorithm for general graphs by Hochbaum and Shmoys [22].

One way to approximate $k$-center better than by a factor of 2 is the use of so-called fixed-parameter approximation algorithms (FPAs). The basic idea is to combine the concepts of fixed-parameter algorithms and approximation algorithms. Formally, for $\alpha > 1$, an $\alpha$-FPA for a parameter $p$ is an algorithm that computes an $\alpha$-approximation in time $f(p) \cdot n^{O(1)}$ where $f$ is a computable function. Feldmann [17] showed there is a $3/2$-FPA for $k$-center when parameterizing by the number of center nodes $k$ and the highway dimension $hd$.

Later, Becker et al. [10] showed that for any $\epsilon > 0$ there is a $(1 + \epsilon)$-FPA for $k$-center when parameterizing by $k$ and $hd$, using a slightly different definition for the highway dimension as in [17] (see also Section 2.2). Moreover, on graphs of doubling dimension $d$, it is possible to compute a $(1 + \epsilon)$-approximation in time $(k^k/\epsilon^{O(k-d)}) \cdot n^{O(1)}$ [20]. As the doubling dimension is a lower bound for the skeleton dimension $\kappa$, this implies a $(1 + \epsilon)$-FPA for parameter $(\epsilon, k, \kappa)$. However, computing a $(2 - \epsilon)$-approximation is $W[2]$-hard when parameterizing only by $k$, and unless the exponential time hypothesis (ETH) fails, it is not possible to compute a $(2 - \epsilon)$-approximation in time $2^{2^{O(\sqrt{\pi})}} \cdot n^{O(1)}$ for highway dimension $hd$ [17].

1.2 Contributions and Outline

We first give an overview of various graph parameters, in particular we review several slightly different definitions of the highway dimension that can be found in the literature. Then we show relationships between skeleton dimension, highway dimension and other important parameters. Our results include the following.
We consider undirected graphs $G = (V,E)$. The skeleton dimension is incomparable to any of the parameters distance to linear forest, bandwidth, treewidth and highway dimension (when using the definitions from [3] or [2]).

The skeleton dimension $\kappa$ is upper bounded by the max leaf number. Moreover, for any graph on at least 3 vertices there are edge weights for which both parameters are equal. As the max leaf number is an upper bound for the pathwidth $pw$, it follows that $\kappa \geq pw$. This improves a result of Blum and Storandt, who showed that one can choose edge weights for any graph such that the skeleton dimension is at least $(pw - 1)/(\log_2 |V| + 2)$ [11].

The resulting parameter hierarchy is illustrated in Figure 1. In the second part of the paper we show hardness for two problems in transportation networks.

We show that computing the highway dimension is NP-hard when using the most recent definition from [1]. This answers an open question stated in [18], where NP-hardness was only shown for the definitions used in [3] and [2].

We study the $k$-Center problem in graphs of low skeleton dimension. We extend a result from [17] and show how graphs of low doubling dimension can be embedded into graphs of low skeleton dimension. It follows that for any $\epsilon > 0$ it is NP-hard to compute a $(2-\epsilon)$-approximation on graphs of skeleton dimension $\mathcal{O}(\log^2 |V|)$.

## 2 Preliminaries

We consider undirected graphs $G = (V,E)$ and denote the number of nodes and edges by $n$ and $m$, respectively. Let $\Delta$ be the maximum degree of $G$. For weighted graphs, let $\ell : E \to \mathbb{Q}^+$ be the cost function. For nodes $u,v \in V$, let $\text{dist}_G(u,v)$ (or simply $\text{dist}(u,v)$) be length of the shortest path from $u$ to $v$ in $G$. A weighted graph $G = (V,E)$ is metric if $(V,\text{dist}_G)$ is a metric, i.e., its edge weights satisfy the triangle inequality, that is for all nodes $u,v,w \in V$ we have $\text{dist}(u,w) \leq \text{dist}(u,v) + \text{dist}(v,w)$. We assume that the shortest path between any two nodes of $G$ is unique, which can be achieved e.g. by slightly perturbing the edge weights. For $u \in V$ and $r \in \mathbb{R}$, we define the ball around the node $u$ of radius $r$ as $B_r(u) = \{v \in V \mid \text{dist}(u,v) \leq r\}$. The length of a path $\pi$ is denoted by $|\pi|$.

### 2.1 Skeleton Dimension and Doubling Dimension

The skeleton dimension was introduced by Kosowski and Viennot to analyze the performance of hub labels, a route planning technique used for road networks [24]. To define it formally, we first need to introduce the geometric realization $\tilde{G} = (\tilde{V}, \tilde{E})$ of a graph $G = (V,E)$ with edge weights $\ell$. Intuitively, $\tilde{G}$ is a continuous version of $G$, where every edge is subdivided into infinitely many infinitely short edges. This means that $\tilde{V} \subseteq \tilde{V}$, for all $u,v \in V$ we have $\text{dist}_{\tilde{G}}(u,v) = \text{dist}_G(u,v)$ and for every edge $\{u,v\}$ of $G$ and every $0 \leq \alpha \leq \ell(\{u,v\})$ there is a node $w \in \tilde{V}$ satisfying $\text{dist}(u,w) = \alpha$ and $\text{dist}(w,v) = \ell(\{u,v\}) - \alpha$.

For a node $s \in V$ let $T_s$ be the shortest path tree of $s$ and let $\tilde{T}_s$ be its geometric realization. Recall that shortest paths are unique, and hence the same holds for $T_s$ and $\tilde{T}_s$. The skeleton $T^*_s$ is defined as the subtree of $\tilde{T}_s$ induced by the nodes $v \in \tilde{V}$ that have a descendant $w$ in $\tilde{T}_s$ satisfying $\text{dist}(v,w) \geq \frac{1}{2} \cdot \text{dist}(s,v)$. Intuitively, we obtain $T^*_s$ by taking every shortest path with source $s$, cutting off the last third of the path and taking the union of the truncated paths. For a radius $r \in \mathbb{R}$ let $\text{Cut}^*_s$ be the set of all nodes $u$ in $T^*_s$ satisfying $\text{dist}(s,u) = r$.

**Definition 1 (Skeleton Dimension).** The skeleton dimension $\kappa$ of a graph $G$ is $\max_{s,r} |\text{Cut}^*_s|$.
4.4 Hierarchy of Transportation Network Parameters and Hardness Results

(a) Relationships between general graph parameters.

(b) Relationships between maximum degree $\Delta$, doubling dimension $ddim$, skeleton dimension $\kappa$ and different highway dimensions.

Figure 1 Relationships between graph parameters. New results are highlighted in green. Solid lines denote strict bounds (e.g. treewidth $\leq$ pathwidth), dashed lines denote general bounds (e.g. pathwidth $\leq$ distance to linear forest + 1). Dotted lines denote incomparabilities.
Intuitively, a graph has low skeleton dimension, if for any starting node \( s \) there are only a few main roads that contain the major central part of ever shortest path originating from \( s \). Clearly, the skeleton dimension can be computed in polynomial time by computing the shortest path tree and its skeleton for every node \( s \in V \) and determining \( \text{Cut}_r^s \) for every radius \( r \in \mathbb{R} \). On large networks, a naïve implementation is still impracticable, but in [11] it was shown that it is possible to compute \( \kappa \) even for networks with millions of vertices.

Related to the skeleton dimension is the doubling dimension, which was introduced as a generalization of several kinds of metrics, e.g. Euclidean or Manhattan metrics.

\[ \text{Definition 2 (Doubling Dimension).} \quad \text{A graph } G \text{ is } d\text{-doubling, if for any radius } r, \text{ any ball of radius } r \text{ is contained in the union of } d \text{ balls of radius } r/2. \text{ If } d \text{ is the smallest such integer, the doubling dimension of } G \text{ is } \log_2 d. \]

Computing the doubling dimension is \( \text{NP-hard} \) [21]. Kosowski and Viennot showed that a graph with skeleton dimension \( \kappa \) is \((2\kappa + 1)\)-doubling [24].

### 2.2 Highway Dimension

The highway dimension was introduced by Abraham et al., motivated by the observation of Bast et al. that in road networks, all shortest paths leaving a certain region pass through one of a small number of nodes [7, 8]. In the literature, several slightly different definitions of the highway dimension can be found. The first one was given in [3].

\[ \text{Definition 3 (Highway Dimension 1).} \quad \text{The highway dimension of a graph } G \text{ is the smallest integer } \text{hd}_1 \text{ such that for any radius } r \text{ and any node } u \text{ there is a hitting set } S \subseteq B_{4r}(u) \text{ of size } \text{hd}_1 \text{ for the set of all shortest paths } \pi \text{ satisfying } |\pi| > r \text{ and } \pi \subseteq B_{4r}(u). \]

In [19, 20], a generalized version of \( \text{hd}_1 \) was used, where balls of radius \( c \cdot r \) for \( c \geq 4 \) were considered. It was observed that the highway dimension is highly sensitive to the chosen radius, i.e. there are graphs of highway dimension 1 w.r.t. radius \( c \) and highway dimension of \( \Omega(n) \) w.r.t. radius \( c' > c \).

In [2] the highway dimension was defined as follows.

\[ \text{Definition 4 (Highway Dimension 2).} \quad \text{The highway dimension of a graph } G \text{ is the smallest integer } \text{hd}_2 \text{ such that for any radius } r \text{ and any node } u \text{ there is a hitting set } S \subseteq V \text{ of size } \text{hd}_2 \text{ for the set of all shortest paths } \pi \text{ satisfying } 2r \geq |\pi| > r \text{ that intersect } B_{2r}(u). \]

The definition of \( \text{hd}_1 \) requires to hit all shortest paths contained in the ball of radius \( 4r \), while for \( \text{hd}_2 \) only the shortest paths intersecting the ball of radius \( 2r \) need to be hit. Hence, we have \( \text{hd}_2 \leq \text{hd}_1 \). Abraham et al. motivate their new definition with the fact that a smaller highway dimension can be achieved on real-world instances, while previous results still hold [2]. Both previously defined highway dimensions are incomparable to the maximum degree and the doubling dimension [3].

In [1], a continuous version of the highway dimension \( \text{hd}_2 \) was introduced, which is based on the geometric realization. For the definition, assume w.l.o.g. that \( \ell(e) \geq 1 \) for all edges \( e \in E \).

\[ \text{Definition 5 (Continuous Highway Dimension).} \quad \text{The continuous highway dimension of a graph } G \text{ is the smallest integer } \text{hd}_2 \text{ such that for any radius } r \geq 1 \text{ and any node } u \in V \text{ of the geometric realization } \tilde{G} \text{ there is a hitting set } S \subseteq V \text{ of size } \text{hd}_2 \text{ for the set of all shortest paths } \pi \text{ satisfying } 2r \geq |\pi| > r \text{ that intersect } B_{2r}(u). \]
Clearly, we have \( \text{hd}_2 \leq \tilde{\text{hd}}_2 \). In [24] it was observed that \( \tilde{\text{hd}}_2 \) is upper bounded by \( (\Delta + 1)\text{hd}_2 \). Along the lines of Definition 3, we can also introduce the continuous version \( \text{hd}_1 \) of \( \text{hd}_1 \). It holds that \( \text{hd}_1 \leq \tilde{\text{hd}}_1 \leq (\Delta + 1)\text{hd}_1 \) and moreover \( \text{hd}_2 \leq \tilde{\text{hd}}_1 \). In [1], yet another definition of the highway dimension was given. It is based on the notion of \( r \)-significant shortest paths.

**Definition 6** (\( r \)-significant shortest path). For \( r \in \mathbb{R} \), a shortest path \( \pi = v_1 \ldots v_k \) is \( r \)-significant if it has an \( r \)-witness path \( \pi' \), which means that \( \pi' \) is a shortest path satisfying \( |\pi'| > r \) and one of the following conditions hold: (i) \( \pi' = \pi \), or (ii) \( \pi' = v_0 \pi \), or \( \pi' = \pi v_{k+1} \), or (iv) \( \pi' = v_0 \pi v_{k+1} \) for nodes \( v_0, v_{k+1} \in V \).

In other words, \( \pi \) is \( r \)-significant, if by adding at most one vertex to every end we can obtain a shortest path \( \pi' \) of length more than \( r \) (the \( r \)-witness). For \( r, d \in \mathbb{R} \), a shortest path \( \pi \) is \( (r, d) \)-close to a vertex \( v \), if there is an \( r \)-witness path \( \pi' \) of \( \pi \) that intersects the ball \( B_d(v) \).

**Definition 7** (Highway Dimension 3). The highway dimension of a graph \( G \) is the smallest integer \( \text{hd}_3 \) such that for any radius \( r \) and any node \( u \) there is a hitting set \( S \subseteq V \) of size \( \text{hd}_3 \) for the set of all shortest paths \( \pi \) that are \( (r, 2r) \)-close to \( u \).

The advantage of the latest definition is that it also captures continuous graphs. In particular, it was shown that \( \text{hd}_3 \leq \text{hd}_2 \leq 2\text{hd}_3 \) [1]. Hence there is no need for a continuous version of \( \text{hd}_3 \), apart from the fact that there is no meaningful notion of an \( r \)-witness in a continuous graph.

It can be easily seen that \( \text{hd}_2 \leq \text{hd}_3 \) as every shortest path \( \pi \) that is longer than \( r \) and intersects \( B_{2r}(u) \) is also \( (r, 2r) \)-close to \( u \) (using \( \pi \) itself as the \( r \)-witness). Moreover, the skeleton dimension \( \kappa \) is a lower bound for \( \text{hd}_3 \), i.e. \( \kappa \leq \text{hd}_3 \) [24]. Feldmann et al. showed that \( \text{hd}_1 \leq \text{hd}_3(\text{hd}_3 + 1) \) [18]. Combining their proof with [1] yields that \( \text{hd}_1 \leq 2\text{hd}_3(\text{hd}_3 + 1) \).

Computing the highway dimensions \( \text{hd}_1 \) and \( \text{hd}_2 \) is NP-hard [18]. In Section 4.1 we show that this also holds for \( \text{hd}_3 \), which answers an open question stated in [18].

### 2.3 Classic graph parameters

We now provide an overview of several classic graph parameters. They are all defined on unweighted graphs, but we can also apply them to weighted graphs, simply neglecting edge weights. We start with introducing the treewidth and the related parameters pathway width and bandwidth.

**Definition 8** (Treewidth). A tree decomposition of a graph \( G = (V, E) \) is a tree \( T = (X, \mathcal{E}) \) where every node (also called bag) \( X \subseteq V \) is a subset of \( V \) and the following properties are satisfied: (i) \( \bigcup_{X \in \mathcal{X}} X = V \), (ii) for every edge \( \{u, v\} \in E \) there is a bag \( X \in \mathcal{X} \) containing both \( u \) and \( v \), and (iii) for every \( u \in V \), the set of all bags containing \( u \) induce a connected subtree of \( T \). The width of a tree decomposition \( T = (X, \mathcal{E}) \) is the size of the largest bag minus one, i.e. \( \max_{X \in \mathcal{X}} |X| - 1 \). The treewidth \( \text{tw} \) of a graph \( G = (V, E) \) is defined as the minimum width of all tree decompositions of \( G \).

**Definition 9** (Pathwidth). A path decomposition of a graph \( G \) is a tree decomposition of \( G \) that is a path. The pathwidth \( \text{pw} \) of \( G \) is the minimum width of all path decompositions of \( G \).

It follows directly from the definitions, that the pathwidth is an upper bound for the treewidth and one can show that the minimum degree is a lower bound for the treewidth [26]. The maximum degree \( \Delta \) is incomparable to both treewidth and pathwidth, as for a square grid graph we have \( \Delta = 4 \) and \( \text{tw} \in \Omega(\sqrt{n}) \) whereas for a star graph we obtain \( \Delta \in \Omega(n) \) and \( \text{pw} = 1 \).
Definition 10 (Bandwidth). A vertex labeling of a graph \( G = (V, E) \) is a bijection \( f : V \to \{1, \ldots, n\} \). The bandwidth of \( G \) is the minimum of \( \max \{|f(u) - f(v)| : \{u, v\} \in E\} \), taken over all vertex labelings \( f \) of \( G \).

It was shown that the bandwidth \( bw \) is a tight upper bound for the pathwidth [23], and that \( \Delta \leq 2 \cdot bw \) [26].

Definition 11 (Max Leaf Number). The max leaf number \( ml \) of a graph \( G \) is the maximum number of leaves of all spanning trees of \( G \).

Definition 12 (Distance to Linear Forest). The distance to linear forest (also known as distance to union of paths) of a graph \( G = (V, E) \) is the size of the smallest set \( S \subseteq V \) that separates \( G \) into a set of disjoint paths.

Definition 13 (h-Index). The \( h \)-index of a graph \( G = (V, E) \) is the largest integer \( h \) such that \( G \) has \( h \) vertices of degree at least \( h \).

The max leaf number is closely related to the notion of a connected dominating set. It is an upper bound for several graph parameters. It was shown that for the max leaf number \( ml \) and the distance to linear forest \( dl \) we have \( dl \leq ml - 1 \) [15]. We will show that it also upper bounds the bandwidth and the skeleton dimension. For distance to linear forest \( dl \) and pathwidth \( pw \) it is known that \( pw \leq dl + 1 \) [13]. Clearly, the \( h \)-index is a lower bound for the maximum degree. It was shown that the \( h \)-index is incomparable to the treewidth [26].

3 Parameter Relationships

In this section we show relationships between skeleton dimension, highway dimension and other graph parameters. We will see that the max leaf number is an upper bound for the skeleton dimension and the bandwidth, whereas many of the remaining parameters are pairwise incomparable. This shows that they are all useful and worth studying.

3.1 Upper Bounds

We first relate the max leaf number to the skeleton dimension and the bandwidth. We will use the fact, that every tree has as least as many leaves as any subtree.

Observation 14. Let \( T' \) be a subtree of a tree \( T \) and let \( L \) and \( L' \) be the leaves of \( T \) and \( T' \), respectively. Then we have \( |L'| \leq |L| \).

This allows to show that the max leaf number is an upper bound for the skeleton dimension.

Theorem 15. For the skeleton dimension \( \kappa \) and the max leaf number \( ml \) we have \( \kappa \leq ml \).

For any unweighted undirected graph on \( n \geq 3 \) nodes there are metric edge weights such that \( \kappa = ml \).

Proof. Let \( G = (V, E) \) be a graph. Consider the skeleton \( T_s \) of some node \( s \in V \) that has a cut \( C \) of size \( \kappa \). As for any two distinct nodes \( u, v \in C \) the lowest common ancestor in \( T_s \) is distinct from \( u \) and \( v \), \( T_s \) has at least \( \kappa \) leaves. The skeleton \( T_s \) is a subtree of the shortest path tree \( T_s \) of \( s \), so Observation 14 implies that \( T_s \) has at least \( \kappa \) leaves. As \( T_s \) is a spanning tree of \( G \) it follows that \( \kappa \leq ml \).
To show that the bound is tight, consider a spanning tree $T = (V,E_T)$ of an unweighted graph $G = (V,E)$ with $ml$ leaves. We choose edge weights $\ell$ such that the skeleton dimension of the resulting weighted graph equals $ml$. Let

$$\ell([u,v]) = \begin{cases} 
2 & \text{if } \{u,v\} \in E_T \text{ and } u \text{ or } v \text{ is a leaf of } T \\
\nicefrac{1}{n} & \text{if } \{u,v\} \in E_T \text{ and neither } u \text{ nor } v \text{ is a leaf of } T \\
5 & \text{else}
\end{cases}$$

To examine the skeleton dimension of the resulting graph, consider an internal node $s$ of $T$. Such a node exists if $n > 2$. We observe that the shortest path tree $T_s$ of $s$ is equal to $T$ as for any vertex $v$ we have $\text{dist}(s,v) < 3$, and hence no edge $e \in E \setminus E_T$ can be contained in $T_s$. Moreover, for any leaf $v$ we have $\text{dist}(s,v) \geq 2$ and for any internal node $v$ we have $\text{dist}(s,v) < 1$. Consider now the skeleton $T_s^*$. Any leaf of $T_s^*$ has distance at least $\nicefrac{2}{3} \cdot 2 > 1$ from $s$. As $T_s^*$ has $ml$ leaves, the cut of $T_s^*$ at radius $\nicefrac{4}{3}$ has size $ml$.

Note that in general, the resulting graph is not metric. To fix this, let $\ell_{T'}([u,v])$ be the shortest path distance from $u$ to $v$ when applying the previously chosen edge weights. For $\{u,v\} \in E_T$ we define $\ell$ as previously, but for $\{u,v\} \notin E_T$ choose $\ell(u,v) = \text{dist}_{T'}(u,v) - \epsilon$ where for every edge, $\epsilon$ is chosen from $(0,\nicefrac{1}{n^2})$ such that shortest paths are unique. Consider an internal node $s$ of $T$. The shortest path tree $T_s$ of $s$ may now differ from $T$, but the number of leaves of $T_s$ is still $ml$. For any leaf $v$ of $T$ we have now $\text{dist}(s,v) > 2 - \nicefrac{n}{n^2} \geq \frac{3}{2}$ and for any internal node $v$ we have $\text{dist}(s,v) < 1$. Hence, the cut of $T_s^*$ at radius 1 has size $ml$. \hfill \blacktriangleleft

As the max leaf number $ml$ is an upper bound for the pathwidth $pw$, it follows that for any graph $G$ on $n \geq 3$ nodes there are edge weights such that $\kappa \geq pw$. This improves a result of Blum and Storandt, who showed that there are edge weights such that $\kappa \geq (pw - 1)/(\log_2 n + 2)$ [11].

Sorge et al. showed that the bandwidth can be upper bounded by two times the max leaf number [26]. We slightly modify their proof to remove the factor of 2 and show that the resulting bound is tight.

\textbf{Lemma 16.} For the max leaf number $ml$ and the bandwidth $bw$ we have $bw \leq ml$. This bound is tight.

\textbf{Proof.} Let $T$ be a BFS tree of a graph $G = (V,E)$ and let $f : V \rightarrow \{1,\ldots,n\}$ be a vertex labeling that assigns to every node the time of its BFS discovery. W.l.o.g. we assume that $f(v_i) = i$. Choose an edge $\{v_i,v_j\} \in E$ maximizing $f(v_j) - f(v_i)$. It follows that $bw \leq f(v_j) - f(v_i) = j - i$.

Observe that in the BFS tree $T$, the node $v_i$ is the parent of $v_j$ as by the choice of $\{v_i,v_j\}$ there is no $k < i$ such that $\{v_k,v_j\} \in E$. Consider the subtree $T'$ of $T$ induced by the nodes $\{v_1,\ldots,v_j\}$. As $v_i$ is the parent of $v_j$ and nodes are ordered by their discovery time, it follows that $v_{i+1},\ldots,v_j$ are leaves of $T'$. Observation 14 implies $T'$ has at least $(j - i)$ leaves.

Tightness follows from the complete graph $K_n$ where $bw = ml = n - 1$. \hfill \blacktriangleleft

### 3.2 Incomparabilities

We now show incomparabilities between several parameters, which means that they are all worth studying. In [26] it was proven that the treewidth is incomparable to the $h$-index. We observe that the same holds for the pathwidth.

\textbf{Theorem 17.} The pathwidth and $h$-index are incomparable.
Proof. The $\sqrt{n} \times \sqrt{n}$ grid graph has pathwidth $\sqrt{n}$ and $h$-index at most 4. The caterpillar tree with $d$ backbone vertices of degree $d$ has pathwidth 1 and $h$-index $d$. ▶

We proceed with relating the highway dimensions $hd_1$ and $hd_2$ to the treewidth and pathwidth. In [19] it was observed that graphs of low highway dimension $hd_1$ do not have bounded treewidth, as the complete graph on vertex set $\{1, \ldots, n\}$ with edge weights $\ell(\{i, j\}) = 4^{\max(i, j)}$ has highway dimension $hd_1 = 1$ and treewidth $n - 1$.\footnote{The edge weights chosen in [19] are actually $\ell(\{i, j\}) = 4^{\min(i, j)}$, which results in a non-metric graph. Removing all edges that are not a shortest path yields a star graph of treewidth 1.} The complete graph $K_n$ has indeed a minimum degree of $n - 1$, which is a lower bound for the treewidth. On the other hand, there are graphs of constant bandwidth and a linear highway dimension $hd_2$. For instance, consider a complete caterpillar tree on $b$ backbone vertices of degree 3. Its bandwidth is 2. Choose the weight of an edge as $\frac{1}{n}$ if it is a backbone edge and as 1 otherwise. Every edge of weight 1 is a shortest path intersecting the ball of radius 1 around some fixed backbone vertex and hence $hd_2 \geq b = \frac{n}{2} - 2$. This gives us the following theorem.

\begin{theorem}

The highway dimensions $hd_1$ and $hd_2$ are incomparable to the bandwidth and the minimum degree.

\end{theorem}

We would also like to relate the skeleton dimension to bandwidth and treewidth. On general graphs, it is easy to show, that the skeleton dimension is incomparable to the other two parameters. For instance, a star graph has treewidth 1 and linear skeleton dimension, whereas a complete graph has linear treewidth, but we can choose edge weights such that the shortest path tree of every vertex becomes a path which implies a constant skeleton dimension. However, by choosing such weights for the latter graph, most edges become useless as they do not represent a shortest path and removing all unnecessary edges produces a graph of low treewidth. Still, we can show, that even on metric graphs the skeleton dimension is incomparable to both bandwidth and treewidth.

\begin{theorem}

On metric graphs the skeleton dimension and the bandwidth are incomparable.

\end{theorem}

Proof. Consider the complete caterpillar tree on $b$ backbone vertices of degree 3. It has a bandwidth of 2. Set the weight of every backbone edge to 1 and pick an arbitrary backbone vertex $v$. For the remaining edges, choose edge weights such that all leaves have the same distance $d \geq 2$ from $v$. It follows that the skeleton dimension of the weighted caterpillar tree equals the number of leaves which is $b + 2 = \frac{n}{2} + 1$.

The complete binary tree $B_{2d+1}$ of depth $2d+1$ has pathwidth $d$ [14]. Choosing $\ell(\{u, v\}) = 3^{-j}$ for $j$ and $(j + 1)$ being the depth of $u$ and $v$ in the tree, respectively, yields a graph of skeleton dimension at most 3. ▶

\begin{theorem}

On metric graphs the skeleton dimension and the treewidth are incomparable.

\end{theorem}

Proof. The star graph $S_n$ on $n$ vertices has treewidth 1 and skeleton dimension $n - 1$.

We now construct a graph of treewidth $\Omega(\sqrt{n})$ and constant skeleton dimension. Consider a square grid graph $G$ on the vertex set $V = \{v_1, \ldots, v_n\}$. Subdivide every edge $\{u, v\}$ by inserting two vertices $x_{uv}$ and $y_{uv}$, i.e. replace the edge $\{u, v\}$ through a path $u x_{uv} y_{uv} v$. Connect the vertices $v_1, \ldots, v_n$ through a path $P$ and denote the resulting graph by $G' = (V', E')$. The original grid graph $G$ has treewidth $\sqrt{n}$ and is a minor of $G'$. Hence, $G'$ has treewidth $\Omega(\sqrt{n})$.\footnote{Removing all edges that are not a shortest path yields a star graph of treewidth 1.}
We now choose edges weights for $G'$ resulting in a constant skeleton dimension. For every edge $e$ that is part of the path $P$, let $\ell(e) = 1$. Consider an edge $\{u, v\}$ of $G$ that was replaced by the path $ux, v,yuv$. We choose $\ell(\{u, xuv\}) = \ell(\{yuv, v\}) = 1$ and $\ell(\{xuv, yuv\}) = \text{dist}_P(u, v) + 1/2$. It is easy to verify that the resulting graph is metric.

To bound the skeleton dimension, we use the following claim: For every edge $\{u, v\}$ of $G$, neither of the shortest paths from $u$ to $xuv$ or from $v$ to $yuv$ contains the edge $\{xuv, yuv\}$. To prove the claim, observe that by concatenating the subpath of $P$ between $u$ and $v$ and the edge $\{v, yuv\}$, we obtain a path of length $\text{dist}_P(u, v) + 1$. Any path from $u$ to $yuv$ containing the edge $\{xuv, yuv\}$ has length $\text{dist}_P(u, v) + 3/2$. The case of $v$ and $xuv$ is symmetric.

It follows that in $G'$ the shortest path tree of a vertex $s$ cannot contain the edge $\{xuv, yuv\}$ unless $s \in \{xuv, yuv\}$, as any subpath of a shortest path must be a shortest path itself. Consider the shortest path tree $T_s$ of some vertex $s \in V$. The previous claim implies that $T_s$ is a caterpillar tree where $P$ is the backbone path. Moreover, $T_s$ has maximum degree $\Delta \leq 6$ and all edges have unit length. Let $r > 0$ and consider the set $\text{Cut}^r_s$. For $r \leq 1$, the set $\text{Cut}^r_s$ intersects only edges incident to $s$ and hence $|\text{Cut}^r_s| \leq 6$. For $1 < r \leq 2$, the set $\text{Cut}^r_s$ intersects only edges incident to the two neighbors of $s$ on $P$, which implies $|\text{Cut}^r_s| \leq 10$. Finally, for $r > 2$ we have $|\text{Cut}^r_s| \leq 2$ because for any vertex $v \notin P$, the distance to its furthest descendant is less than $1 < r/2$ and hence, the set $\text{Cut}^r_s$ intersects only edges from the path $P$. Similarly, it can be shown that $|\text{Cut}^r_s| \leq 6$ if $s \notin V$ (i.e. $s = xuv$ or $s = yuv$). It follows that the skeleton dimension of $G'$ is $\kappa \leq 10$.

So far, it was only known that there can be an exponential gap between skeleton and highway dimension [24]. However, we can use the graph $G'$ from the previous proof to show that the skeleton dimension and the highway dimensions $h_{d1}$ and $h_{d2}$ are incomparable. Let $\{v^{1, 1}, \ldots, v^{q,q}\}$ be the vertex set of the original grid graph and choose the path $P$ used in the construction of $G'$ as $v^{1,1} \ldots v^{1,q} v^{2,1} \ldots v^{2,q} \ldots v^{q,1} \ldots v^{q,q}$. In the resulting graph $G'$, for $i \in \{1, \ldots, q\}$, the shortest path from $v_{1,i}$ to $v_{2,i}$ has length $q$ and hence the edge $e_i = \{x_{v^{1,i},v^{2,i}}, y_{v^{1,i},v^{2,i}}\}$ has length $q + \frac{1}{2}$. As any edge of $\{e_1, \ldots, e_q\}$ intersects the ball around $v^{1,1}$ of radius $2q$ and no two of this edges share a common vertex, the highway dimension $h_{d2}$ of $G'$ is at least $q = \sqrt{n}$. The star graph on $n$ vertices with unit edge weights has a skeleton dimension of $n - 1$ and a highway dimension $h_{d1}$ of 1, so we obtain the following corollary.

**Corollary 21.** The skeleton dimension is incomparable to both highway dimensions $h_{d1}$ and $h_{d2}$.

Finally it can be shown that the distance to linear forest $dl$ is incomparable to the bandwidth $bw$, the skeleton dimension $\kappa$ and the highway dimensions $h_{d1}$ and $h_{d2}$. For instance, a caterpillar tree of constant maximum degree has a distance to linear forest of $\Omega(n)$, but constant bandwidth, skeleton dimension and highway dimensions (for suitably chosen edge weights), whereas there are star-like graphs for which $dl \in O(1)$ and $bw, \kappa, h_{d1}, h_{d2} \in \Omega(n)$.

**Theorem 22.** The distance to linear forest is incomparable to the bandwidth, the skeleton dimension and the highway dimensions $h_{d1}$ and $h_{d2}$.

**Proof.** We will use the fact that the caterpillar tree $C_b$ on $b$ backbone vertices of degree 3 has a distance to linear forest of $b = n/2 - 1$.

**Bandwidth.** The caterpillar $C_b$ has bandwidth 2. The star graph $S_n$ on $n$ vertices has a bandwidth of $\lceil n/2 \rceil$ and a distance to linear forest of 1.

**Corollary 21.** The skeleton dimension is incomparable to both highway dimensions $h_{d1}$ and $h_{d2}$.

Finally it can be shown that the distance to linear forest $dl$ is incomparable to the bandwidth $bw$, the skeleton dimension $\kappa$ and the highway dimensions $h_{d1}$ and $h_{d2}$. For instance, a caterpillar tree of constant maximum degree has a distance to linear forest of $\Omega(n)$, but constant bandwidth, skeleton dimension and highway dimensions (for suitably chosen edge weights), whereas there are star-like graphs for which $dl \in O(1)$ and $bw, \kappa, h_{d1}, h_{d2} \in \Omega(n)$.

**Theorem 22.** The distance to linear forest is incomparable to the bandwidth, the skeleton dimension and the highway dimensions $h_{d1}$ and $h_{d2}$.

**Proof.** We will use the fact that the caterpillar tree $C_b$ on $b$ backbone vertices of degree 3 has a distance to linear forest of $b = n/2 - 1$.

**Bandwidth.** The caterpillar $C_b$ has bandwidth 2. The star graph $S_n$ on $n$ vertices has a bandwidth of $\lceil n/2 \rceil$ and a distance to linear forest of 1.
**Skeleton dimension.** Consider the caterpillar $C_b$ and choose the weight of an edge \( \{u, v\} \) as 2 if \( u \) and \( v \) are both backbone vertices and as 1 otherwise. The skeleton \( T^*_b \) of any vertex \( s \) contains exactly one vertex of degree 3 (the backbone vertex that is closest to \( s \)) and no vertex of degree more than 3. Hence, the skeleton dimension is 3. The star graph \( S_n \) on \( n \) vertices with unit edge weights has a skeleton dimension of \( n - 1 \) and a distance to linear forest of 1.

**Highway dimensions.** Consider the caterpillar \( C_b \) and choose the weight of an edge \( \{u, v\} \) as 5 if \( u \) and \( v \) are both backbone vertices and as 1 otherwise. To bound the highway dimension \( hd_1 \), consider some node \( v \) and let \( r > 0 \). Consider a maximum path \( P \subseteq B_{4r}(v) \) containing only backbone vertices. It holds that \(|P| \leq 8r\). We can greedily choose a set \( S \subseteq P \) such that \( |S| \leq 7 \) and any subpath \( \pi \) of \( P \) of length \(|\pi| \geq r - 2 \) is hit by \( S \). Consider a path \( \pi' \subseteq B_{4r}(v) \) that is not hit by \( S \). The path \( \pi' \) contains at most two edges of length 1 incident to a leaf and a subpath of \( P \) that has length less than \( r - 2 \). Hence, \( \pi' \) has length at most \( r \). It follows that for any \( v \in V \) and any \( r > 0 \) we can hit all shortest paths \( \pi \) satisfying \(|\pi| > r \) and \( \pi \subseteq B_{4r}(v) \) with at most 7 vertices, which means that \( hd_1 \leq 7 \).

Take a star graph with \( l \) leaves, subdivide every edge by inserting one vertex and choose the weight of every edge in the resulting graph as 1. We obtain a graph of distance to linear forest 1 and highway dimension \( hd_2 = l \), as every edge incident to a leaf is a shortest path of length 1 intersecting the ball of radius 1 around the central vertex.

---

### 4 Hardness Results

In this section we show hardness for two problems in transportation networks. We first show that computing the highway dimension in NP-hard, even when using the most recent definition. Then we consider the \( k \)-CENTER problem and show that for any \( \epsilon > 0 \), computing a \((2 - \epsilon)\)-approximation is NP-hard on graphs of skeleton dimension \( O(\log^2 n) \).

#### 4.1 Highway Dimension Computation

In [18] it was shown that computing the highway dimension \( hd_1 \) is NP-hard. The presented reduction is from VERTEX COVER and also works for \( hd_2 \). It does not directly carry over to \( hd_3 \) as the constructed graph has maximum degree \( \Delta = n - 1 \) and we have \( hd_3 \geq \Delta \). Still, using a slightly different reduction, we can show NP-hardness for the computation of \( hd_3 \).

**Theorem 23.** Computing the highway dimension \( hd_3 \) is NP-hard.

**Proof.** We present a reduction from VERTEX COVER on graphs with maximum degree \( \Delta \leq 3 \). Consider therefore a graph \( G = (V, E) \) on \( n \) nodes satisfying \( \Delta \leq 3 \). We construct a weighted graph \( G' = (V', E') \) as follows. Add a single node \( x \) and for any node \( v \in V \), add a new node \( v^* \) and the edges \( \{v, v^*\} \) and \( \{v^*, x\} \). For an edge \( e \in E' \) choose edge weight \( \ell(e) = 5 \) if \( e \) is incident to \( x \) and \( \ell(e) = 1 \) otherwise.

Let \( C \) be a minimum vertex cover of \( G \). We may assume that \(|C| > ((\Delta + 1)^6 - 1)/\Delta \in O(1)\) as for any constant \( c \) we can decide in polynomial time whether \( G \) has a minimum vertex cover of size \( c \). We show that \( G' \) has highway dimension \( hd_3 = |C| + n + 1 \). Observe that \( hd_3 \) is still linear in \( n \), but it may vary between \( n + 1 \) and \( 2n \), depending on \(|C|\).

Let \( 0 < r < 5/2 \). Consider a node \( u \in V' \). Let \( N \) be the closed neighborhood of the ball around \( u \) of radius \( 2r \), i.e. \( v \in N \) if \( v \in B_{2r}(u) \) or \( v \) is adjacent to a node \( w \in B_{2r}(u) \). Clearly, \( N \) is a hitting set for all shortest paths that are \((r, 2r)\)-close to \( u \). For \( u \neq x \), the ball \( B_{2r}(u) \) contains at most \( \sum_{i=0}^{4}(\Delta + 1)^i \) nodes, as \( 2r < 5 \). Moreover, every node in \( B_{2r}(u) \) has at most \( \Delta + 1 \) neighbors. Hence, \( N \) is a hitting set of size \( \sum_{i=0}^{5}(\Delta + 1)^i = ((\Delta + 1)^6 - 1)/\Delta \).
for all shortest paths that are \((r, 2r)-\)close to \(u\). For \(u = x\), we have \(N = V' \setminus V\) and therefore \(|N| = n + 1\).

Let \(r = \frac{\alpha}{2}\). The ball around \(x\) of radius \(2r = 5\) is \(B_{2r}(x) = V' \setminus V\). Any edge \([u, v] \in E\) is \((r, 2r)-\)close to \(x\), as \(u^* u v v^*\) is an \(r\)-witness. Moreover, any node \(u \in V' \setminus V\) is a shortest path that is \((r, 2r)-\)close to \(x\). However, a single node \(u \in V\) is not \(r\)-significant, as it can only be extended to a witness of length \(2 < r\). Hence, a shortest path \(\pi\) is \((r, 2r)-\)close to \(x\) if and only if \(\pi \in E\) or \(\pi \in V' \setminus V\). Consider a smallest hitting set \(H \subseteq V\) for all shortest paths that are \((r, 2r)-\)close to \(x\). We have \((V' \setminus V) \subseteq H\), as \(H\) needs to hit all paths that consist of one single node \(v \in V' \setminus V\). Moreover, \(H\) needs to hit all edges \(E\). In other words, \(H\) consists of \(V' \setminus V\) and a vertex cover for \(G\). Hence, the hitting set \(H\) has size \(|V' \setminus V| + |C| = |C| + n + 1\).

Observe that for \(r = \frac{\alpha}{2}\), any \(r\)-significant shortest path in \(G'\) is \((r, 2r)-\)close to \(x\), as any node of \(G'\) has a neighbor contained in \(B_{2r}(x)\). Hence, for any node \(u \in V'\), there is a hitting set for all shortest paths that are \((r, 2r)-\)close to \(u\) of size at most \(|C| + n + 1\). Moreover, for any node \(u\) and any \(r > \frac{\alpha}{2}\), a shortest path can only be \((r, 2r)-\)close to \(u\), if it is also \((\frac{\alpha}{2}, 5)-\)close to \(u\). Hence, for any \(u \in V'\) and any \(r > \frac{\alpha}{2}\), for all shortest paths that are \((r, 2r)-\)close to \(u\) there is a hitting set of size at most \(|C| + n + 1\).

We conclude that the highway dimension of \(G'\) is \(hd_3 = |C| + n + 1\) if and only if \(G\) has a minimum vertex cover of size \(|C|\). ▶

### 4.2 Hardness of Approximating \(k\)-Center

In the \(k\)-Center problem, we are given a graph \(G = (V, E)\) with positive edge weights and the goal is to select \(k\) center nodes \(C \subseteq V\) while minimizing \(\max_{u \in V} \min_{v \in C} \text{dist}(u, v)\), that is the maximum distance from any node to the closest center node. A possible scenario is that one wants to place a limited number of hospitals on a map such that the maximum distance from any point to the closest hospital is minimized.

We will prove that computing a \((2 - \epsilon)\)-approximation on graphs with low skeleton dimension is NP-hard. For that purpose, we first show the following lemma, which is a non-trivial extension of a result of Feldmann [17]. The aspect ratio of a metric \((X, \text{dist}_X)\) is the ratio of the maximum distance between any pair of vertices in \(X\) and the minimum distance.

**Lemma 24.** Let \((X, \text{dist}_X)\) be a metric of constant doubling dimension \(d\) and aspect ratio \(\alpha\). For any \(0 < \epsilon < 1\) it is possible to compute a graph \(G = (X, E)\) in polynomial time that has the following properties:

(a) for all \(u, v \in X\) we have \(\text{dist}_X(u, v) \leq \text{dist}_G(u, v) \leq (1 + \epsilon) \text{dist}_X(u, v)\),

(b) the graph \(G\) has highway dimension \(hd_2 \in O((\log(\alpha)/\epsilon)^d)\), and

(c) the graph \(G\) has skeleton dimension \(\kappa \in O((\log(\alpha)/\epsilon)^d)\).

**Proof (Sketch).** In [17] it was shown, how to compute a graph \(H\) that satisfies properties a and b. This was done by choosing so called hub sets \(Y_i \subseteq X\) for \(i = 0, \ldots, \left\lceil \log_2 \alpha \right\rceil\) such that in \(H\) any shortest path in the range \((2^i, 2^{i+1}]\) contains some node from \(Y_i\). The hub sets form a hierarchy, i.e. \(Y_i \supseteq Y_j\) for all \(i < j\). The computed graph has \(\left\lceil \frac{|X|}{2} \right\rceil\) edges and the weight of every edge \([u, v]\) depends on the hub sets containing \(u\) and \(v\). However, we can show that many of these edges are not a shortest path and can be removed. Using properties of the hub sets \(Y_i\) and the fact that the metric has doubling dimension \(d\) and aspect ratio \(\alpha\), a thorough investigation yields that the skeleton dimension of the resulting graph is bounded by \(O((\log(\alpha)/\epsilon)^d)\). ▶

Feldmann [17] observed that due to a result of Feder and Greene [16], it is NP-hard for any \(\epsilon > 0\) to compute a \((2 - \epsilon)\)-approximation for \(k\)-Center on graphs of doubling dimension.
Lemma 24 hence implies that it is NP-hard to compute a $(2 - \epsilon)$-approximation if the skeleton dimension is in $O(\log^2 n)$. It remains open whether this also holds for $\kappa \in o(\log^2 n)$ and in particular for constant skeleton dimension.

It was also shown, that under the exponential time hypothesis (ETH) it is not possible to compute a $(2 - \epsilon)$-approximation for $k$-Center on graphs of highway dimension $hd_2$ in time $2^{2^{\sqrt{\log_2 n}}} \cdot n^O(1)$ [17]. Analogously, Lemma 24 implies a bound of $2^{2^{\sqrt{\kappa}}} \cdot n^O(1)$ for skeleton dimension $\kappa$. We summarize our findings in the following theorem.

\textbf{Theorem 25.} For any $\epsilon > 0$, it is NP-hard to compute a $(2 - \epsilon)$-approximation for the $k$-Center problem on graphs of skeleton dimension $\kappa \in O(\log^2 n)$. Assuming ETH there is no $2^{2^{\sqrt{\kappa}}} \cdot n^O(1)$ time algorithm that computes a $(2 - \epsilon)$-approximation.

\section{Conclusion and Future Work}

We showed that the skeleton dimension, the highway dimension (when defined as in [3] or [2]) and several other graph parameters are pairwise incomparable. Nevertheless, the skeleton dimension is upper bounded by the max leaf number and lower bounded through the maximum degree and the doubling dimension.

However, for the highway dimensions $hd_1$ and $hd_2$ there are still no tight upper or lower bounds. Using a grid graph and a complete graph, it can be shown that they are not even comparable to the minimum degree or the maximum clique size, which are lower bounds for a large number of graph parameters. Bauer et al. showed, that for any unweighted graph there are edge weights such that $hd_2 \geq (pw - 1)/\log_{3/2} |V| + 2$ where $pw$ is the pathwidth [9]. It remains open whether this bound is tight.

It turned out that computing the highway dimension is NP-hard for all three different definitions used in the literature. Still, knowing the highway dimension of real-world networks will give further insight in the structure of transportation networks and hence it is worthwhile to study whether there are FPT algorithms to compute the highway dimension and to what extent it can be approximated.

We proved that on graphs of skeleton dimension $O(\log^2 n)$ it is not possible to beat the well-known $2$-approximation algorithm by Hochbaum and Shmoys for $k$-CENTER. Yet, the experimental results reported in [11] indicate that the skeleton dimension of real-world networks might actually be a constant independent of the size of the network. This raises the question whether there is a $(2 - \epsilon)$-approximation algorithm for graphs of constant skeleton dimension.
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Abstract

A resolving set \( S \) of a graph \( G \) is a subset of its vertices such that no two vertices of \( G \) have the same distance vector to \( S \). The Metric Dimension problem asks for a resolving set of minimum size, and in its decision form, a resolving set of size at most some specified integer. This problem is NP-complete, and remains so in very restricted classes of graphs. It is also \( \text{W}[2] \)-complete with respect to the size of the solution. Metric Dimension has proven elusive on graphs of bounded treewidth. On the algorithmic side, a polytime algorithm is known for trees, and even for outerplanar graphs, but the general case of treewidth at most two is open. On the complexity side, no parameterized hardness is known. This has led several papers on the topic to ask for the parameterized complexity of Metric Dimension with respect to treewidth.

We provide a first answer to the question. We show that Metric Dimension parameterized by the treewidth of the input graph is \( \text{W}[1] \)-hard. More refinedly we prove that, unless the Exponential Time Hypothesis fails, there is no algorithm solving Metric Dimension in time \( f(\text{pw})n^{o(\text{pw})} \) on \( n \)-vertex graphs of constant degree, with \( \text{pw} \) the pathwidth of the input graph, and \( f \) any computable function. This is in stark contrast with an FPT algorithm of Belmonte et al. [SIAM J. Discrete Math. ’17] with respect to the combined parameter \( t_l + \Delta \), where \( t_l \) is the tree-length and \( \Delta \) the maximum-degree of the input graph.

1 Introduction

The Metric Dimension problem has been introduced in the 1970s independently by Slater [22] and by Harary and Melter [13]. Given a graph \( G \) and an integer \( k \), Metric Dimension asks for a subset \( S \) of vertices of \( G \) of size at most \( k \) such that every vertex of \( G \) is uniquely determined by its distances to the vertices of \( S \). Such a set \( S \) is called a resolving set, and a resolving set of minimum-cardinality is called a metric basis. The metric dimension of graphs finds application in various areas including network verification [2], chemistry [4], and robot navigation [18].

Metric Dimension is an entry of the celebrated book on intractability by Garey and Johnson [12] where the authors show that it is NP-complete. In fact Metric Dimension remains NP-complete in many restricted classes of graphs such as planar graphs [6], split, bipartite, co-bipartite graphs, and line graphs of bipartite graphs [9], interval graphs of diameter two [11], permutation graphs of diameter two [11], and in a subclass of unit disk graphs [16]. Furthermore Metric Dimension cannot be solved in subexponential-time unless 3-SAT can [1]. On the positive side, the problem is polynomial-time solvable on trees [22, 13, 18]. Diaz et al. [6] generalize this result to outerplanar graphs. Fernau et al. [10]
give a polynomial-time algorithm on chain graphs. Epstein et al. [9] show that Metric Dimension (and even its vertex-weighted variant) can be solved in polynomial time on co-graphs and forests augmented by a constant number of edges. Hoffmann et al. [15] obtain a linear algorithm on cactus block graphs.

Hartung and Nichterlein [14] prove that Metric Dimension is W[2]-complete (parameterized by the size of the solution $k$) even on subcubic graphs. Therefore an FPT algorithm solving the problem is unlikely. However Foucaud et al. [11] give an FPT algorithm with respect to $k$ on interval graphs. This result is later generalized by Belmonte et al. [3] who obtain an FPT algorithm with respect to $t_l + \Delta$ (where $t_l$ is the tree-length and $\Delta$ is the maximum-degree of the input graph), implying one for parameter $t_l + k$. Indeed interval graphs, and even chordal graphs, have constant tree-length. Hartung and Nichterlein [14] presents an FPT algorithm parameterized by the vertex cover number, Eppstein [8], by the max leaf number, and Belmonte et al. [3], by the modular-width (a larger parameter than clique-width).

The complexity of Metric Dimension parameterized by treewidth is quite elusive. It is discussed [8] or raised as an open problem in several papers [3, 6]. On the one hand, it was not known, prior to our paper, if this problem is W[1]-hard. On the other hand, the complexity of Metric Dimension in graphs of treewidth at most two is still an open question.

1.1 Our contribution

We settle the parameterized complexity of Metric Dimension with respect to treewidth. We show that this problem is W[1]-hard, and we rule out, under the Exponential Time Hypothesis (ETH), an algorithm running in $f(tw)|V(G)|^{o(tw)}$, where $G$ is the input graph, $tw$ its treewidth, and $f$ any computable function. Our reduction even shows that an algorithm in time $f(pw)|V(G)|^{o(pw)}$ is unlikely on constant-degree graphs, for the larger parameter pathwidth $pw$. This is in stark contrast with the FPT algorithm of Belmonte et al. [3] for the parameter $t_l + \Delta$ where $t_l$ is the tree-length and $\Delta$ is the maximum-degree of the graph. We observe that this readily gives an FPT algorithm for $ctw + \Delta$ where $ctw$ is the connected treewidth, since $ctw \geq t_l$. This unravels an interesting behavior of Metric Dimension, at least on bounded-degree graphs: usual tree-decompositions are not enough for efficient solving. Instead one needs tree-decompositions with an additional guarantee that the vertices of a same bag are at a bounded distance from each other.

As our construction is quite technical, we chose to introduce an intermediate problem dubbed $k$-Multicolored Resolving Set in the reduction from $k$-Multicolored Independent Set to Metric Dimension. The first half of the reduction, from $k$-Multicolored Independent Set to $k$-Multicolored Resolving Set, follows a generic and standard recipe to design parameterized hardness with respect to treewidth. The main difficulty is to design an effective propagation gadget with a constant-size left-right cut. The second half brings some new local attachments to the produced graph, to bridge the gap between $k$-Multicolored Resolving Set and Metric Dimension. Along the way, we introduce a number of gadgets: edge, propagation, forced set, forced vertex. They are quite streamlined and effective. Therefore, we believe these building blocks may help in designing new reductions for Metric Dimension.
1.2 Organization of the paper

In Section 2 we introduce the definitions, notations, and terminology used throughout the paper. In Section 3 we present the high-level ideas to establish our result. We define the $k$-MULTICOLORED RESOLVING SET problem which serves as an intermediate step for our reduction. In Section 4 we design a parameterized reduction from the $W[1]$-complete $k$-MULTICOLORED INDEPENDENT SET to $k$-MULTICOLORED RESOLVING SET parameterized by treewidth. In Section 5 we show how to transform the produced instances of $k$-MULTICOLORED RESOLVING SET to METRIC DIMENSION-instances (while maintaining bounded treewidth). Due to space constraints, the proofs of lemmas marked with a star are deferred to the long version (in appendix).

2 Preliminaries

We denote by $[i,j]$ the set of integers $\{i,i+1,\ldots,j-1,j\}$, and by $[i]$ the set of integers $[1,i]$. If $\mathcal{X}$ is a set of sets, we denote by $\bigcup \mathcal{X}$ the union of them.

2.1 Graph notations

All our graphs are undirected and simple (no multiple edge nor self-loop). We denote by $V(G)$, respectively $E(G)$, the set of vertices, respectively of edges, of the graph $G$. For $S \subseteq V(G)$, we denote the open neighborhood (or simply neighborhood) of $S$ by $N_G(S)$, i.e., the set of neighbors of $S$ deprived of $S$, and the closed neighborhood of $S$ by $N_G[S]$, i.e., the set $N_G(S) \cup S$. For singletons, we simplify $N_G(\{v\})$ into $N_G(v)$, and $N_G(\{v\})$ into $N_G[v]$. We denote by $G[S]$ the subgraph of $G$ induced by $S$, and $G - S := G[V(G) \setminus S]$. For $S \subseteq V(G)$ we denote by $\overline{S}$ the complement $V(G) \setminus S$. For $A,B \subseteq V(G)$, $E(A,B)$ denotes the set of edges in $E(G)$ with one endpoint in $A$ and the other one in $B$.

The length of a path in an unweighted graph is simply the number of edges of the path. For two vertices $u,v \in V(G)$, we denote by $\text{dist}_G(u,v)$, the distance between $u$ and $v$ in $G$, that is the length of the shortest path between $u$ and $v$. The diameter of a graph is the longest distance between a pair of its vertices. The diameter of a subset $S \subseteq V(G)$, denoted by $\text{diam}_G(S)$, is the longest distance between a pair of vertices in $S$. Note that the distance is taken in $G$, not in $G[S]$. In particular, when $G$ is connected, $\text{diam}_G(S)$ is finite for every $S$. A pendant vertex is a vertex with degree one. A vertex $u$ is pendant to $v$ if $v$ is the only neighbor of $u$. Two distinct vertices $u,v$ such that $N(u) = N(v)$ are called false twins, and true twins if $N[u] = N[v]$. In particular, true twins are adjacent. In all the above notations with a subscript, we omit it whenever the graph is implicit from the context.

2.2 Exponential Time Hypothesis, FPT reductions, and $W[1]$-hardness

The Exponential Time Hypothesis (ETH) is a conjecture by Impagliazzo et al. [17] asserting that there is no $2^{o(n)}$-time algorithm for 3-SAT on instances with $n$ variables. Lokshtanov et al. [20] survey conditional lower bounds under the ETH.

A standard use of an FPT reduction is to derive conditional lower bounds: if a problem $(\Pi, \kappa)$ is thought not to admit an FPT algorithm, then an FPT reduction from $(\Pi, \kappa)$ to $(\Pi', \kappa')$ indicates that $(\Pi', \kappa')$ is also unlikely to admit an FPT algorithm. We refer the reader to the textbooks [7, 5] for a formal definition of $W[1]$-hardness. For the purpose of this paper, we will just state that $W[1]$-hard are parameterized problems that are unlikely to be FPT, and that the following problem is $W[1]$-complete even when all the $V_i$ have the same number of elements, say $t$ (see for instance [21]).
We will show the following.

We first prove that the following generalized version of $A$ pair of vertices $u,v \in V(G)$ can be solved in time $\text{dimension} \, \text{Theorem 1.}$

Note that a resolving set of minimum size is sometimes called a $S$ by $S$ such that $\text{dist}(v,u) \neq \text{dist}(v,w)$. A resolving set for a graph $G$ is a set $S \subseteq V(G)$ such that every two distinct vertices $u,v \in V(G)$ are resolved by $S$. Equivalently, a resolving set is a set $S$ such that every vertex of $G$ is distinguished by $S$. Then Metric Dimension asks for a resolving set of size at most some threshold $k$. Note that a resolving set of minimum size is sometimes called a metric basis for $G$.

Here we anticipate on the fact that we will mainly consider Metric Dimension parameterized by treewidth. Henceforth we sometimes use the notation $\Pi/\text{tw}$ to emphasize that $\Pi$ is not parameterized by the natural parameter (size of the resolving set) but by the treewidth of the input graph.

### Outline of the W[1]-hardness proof of Metric Dimension/\(\text{tw}\)

We will show the following.

**Theorem 1.** Unless the ETH fails, there is no computable function $f$ such that Metric Dimension can be solved in time $f(\text{pw})n^{o(\text{pw})}$ on constant-degree $n$-vertex graphs.

We first prove that the following generalized version of Metric Dimension is W[1]-hard.

In words, in this generalized version the resolving set is made by picking exactly one vertex in each set of $\mathcal{X}$, and not all the pairs should be resolved but only the ones in a prescribed set $\mathcal{P}$. We call critical pair a pair of $\mathcal{P}$. In the context of $k$-Multicolored...
We invite the reader to look up Table 1 when in doubt about a notation/symbol relative to a set which satisfies the former condition, and resolving set a set which satisfies the latter. Thus a solution for $k$-Multicolored Resolving Set is a legal resolving set.

The reduction from $k$-Multicolored Independent Set starts with a well-established trick to show parameterized hardness by treewidth. We create $m$ “empty copies” of the $k$-MIS-instance $(G, k, (V_1, \ldots, V_k))$, where $m := |E(G)|$ and $t := |V_i|$. We force exactly one vertex in each color class of each copy to be in the resolving set, using the set $X$. In each copy, we introduce an edge gadget for a single (distinct) edge of $G$. Encoding an edge of $k$-MIS in the $k$-MRS-instance is fairly simple: we build a pair (of $P$) which is resolved by every choice but the one selecting both its endpoints in the resolving set. We now need to force a consistent choice of the vertex chosen in $V_i$ over all the copies. We thus design a propagation gadget. A crucial property of the propagation gadget, for the pathwidth of the constructed graph to be bounded, is that it admits a cut of size $O(k)$ disconnecting one copy from the other. Encoding a choice in $V_i$ in the distances to four special vertices, called gates, we manage to build such a gadget with constant-size “left-right” separator per color class.

This works by introducing $t$ pairs (of $P$) which are resolved by the south-west and north-east gates but not by the south-east and north-west ones. Then we link the vertices of a copy of $V_i$ in a way that the higher their index, the more pairs they resolve in the propagation gadget to their left, and the fewer pairs they resolve in the propagation gadget to their right.

We then turn to the actual Metric Dimension problem. We design a gadget which simulates requirement (i) by forcing a vertex of a specific set $X$ in the resolving set. This works by introducing two pairs that are only resolved by vertices of $X$. We attach this new gadget, called forcing set gadget, to all the $k$ color classes of the $m$ copies. Finally we have to make sure that a candidate solution resolves all the pairs, and not only the ones prescribed by $P$. For that we attach two adjacent “pendant” vertices to strategically chosen vertices. One of these two vertices have to be in the resolving set since they are true twins, hence not resolved by any other vertex. Then everything is as if the unique common neighbor $v$ of the true twins was added to the resolving set. Therefore we can perform this operation as long as $v$ does not resolve any of the pairs of $P$.

To facilitate the task of the reader, henceforth we stick to the following conventions:
- Index $i \in [k]$ ranges over the $k$ rows of the $(G)$MD-instance or color classes of $k$-MIS.
- Index $j \in [m]$ ranges over the $m$ columns of the $(G)$MD-instance or edges of $k$-MIS.
- Index $\gamma \in [t]$, ranges over the $t$ vertices of a color class.

We invite the reader to look up Table 1 when in doubt about a notation/symbol relative to the construction.

## 4 Parameterized hardness of $k$-Multicolored Resolving Set/tw

In this section, we give an FPT reduction from the $W[1]$-complete $k$-Multicolored Independent Set to $k$-Multicolored Resolving Set parameterized by treewidth. More precisely, given a $k$-Multicolored Independent Set-instance $(G, k, (V_1, \ldots, V_k))$ we produce in polynomial-time an equivalent $k$-Multicolored Resolving Set-instance $(G', k', X, P)$ where $G'$ has pathwidth (hence treewidth) $O(k)$.

### 4.1 Construction

Let $(G, k, (V_1, \ldots, V_k))$ be an instance of $k$-Multicolored Independent Set where $(V_1, \ldots, V_k)$ is a partition of $V(G)$ and $V_i := \{v_{i, \gamma} \mid 1 \leq \gamma \leq t\}$. We arbitrarily number $e_1, \ldots, e_j, \ldots, e_m$ the $m$ edges of $G$. 

4.1.1 Overall picture

We start with a high-level description of the $k$-MRS-instance $(G', k', \mathcal{X}, \mathcal{P})$. For each color class $V_i$, we introduce $m$ copies $V_{i1}, \ldots, V_{im}$ of a selector gadget to $G'$. Each set $V_{ij}$ is added to $\mathcal{X}$, so a solution has to pick exactly one vertex within each selector gadget. One can imagine the vertex-sets $V_{i1}, \ldots, V_{im}$ to be aligned on the $i$-th row, with $V_{ij}$ occupying the $j$-th column (see Figure 1). Each $V_{ij}$ has $t$ vertices denoted by $v_{ij1}, v_{ij2}, \ldots, v_{ijt}$, where each $v_{ij}^t$ “corresponds” to $v_{i,\gamma} \in V_i$. We make $v_{ij1}v_{ij2}\cdots v_{ijt}$ a path with $t-1$ edges.

For each edge $e_j \in E(G)$, we insert an edge gadget $\mathcal{G}(e_j)$ containing a pair of vertices $\{c_j, c'_j\}$ that we add to $\mathcal{P}$. Gadget $\mathcal{G}(e_j)$ is attached to $V_{ij}$ and $V_{ij}$, where $e_j \in E(V_i, V_j)$. The edge gadget is designed in a way that the only legal sets that do not resolve $\{c_j, c'_j\}$ are the ones that precisely pick $v_{ij}^1 \in V_{ij}$ and $v_{ij'}^1 \in V_{ij'}$ such that $c_j = v_{i,\gamma}v_{i',\gamma'}$. We add a propagation gadget $P_{ij}^{j+1}$ between two consecutive copies $V_{ij}$ and $V_{ij+1}$, where the indices in the superscript are taken modulo $m$. The role of the propagation gadget is to ensure that the choices in each $V_{ij}$ ($j \in [m]$) corresponds to the same vertex in $V_i$.

![Figure 1](image_url) The overall picture with $k = 3$ color classes, $t = 5$ vertices per color class, $m = 6$ edges, $e_1 = v_{1,3}v_{2,4}$, $e_2 = v_{1,4}v_{2,1}$, $e_3 = v_{1,5}v_{3,1}$, etc. The dashed lines on the left and right symbolize that the construction is cylindrical.

The intuitive idea of the reduction is the following. We say that a vertex of $G'$ is selected if it is put in the resolving set of $G'$, a tentative solution. The propagation gadget $P_{ij}^{j+1}$ ensures a consistent choice among the $m$ copies $V_{ij}, \ldots, V_{im}$. The edge gadget ensures that the selected vertices of $G'$ correspond to an independent set in the original graph $G$. If both the endpoints of an edge $e_j$ are selected, then the pair $\{c_j, c'_j\}$ is not resolved. We now detail the construction.
4.1.2 Selector gadget

For each $i \in [k]$ and $j \in [m]$, we add to $G'$ a path on $t-1$ edges $v_{i,1}', v_{i,2}', \ldots, v_{i,t}'$, and denote this set of vertices by $V_i'$. Each $v_{i,j}'$ corresponds to $v_{i,j} \in V_i$. We call $j$-th column the set $\bigcup_{i \in [k]} V_i'$, and $i$-th row, the set $\bigcup_{j \in [m]} V_i'$. We set $X := \{V_i'\}_{i \in [k], j \in [m]}$. By definition of $k$-MULTICOLORED RESOLVING SET, a solution $S$ has to satisfy that for every $i \in [k], j \in [m]$, $|S \cap V_i'| = 1$. We call legal set a set $S$ of size $k' = km$ that satisfies this property. We call consistent set a legal set $S$ which takes the “same” vertex in each row, that is, for every $i \in [k]$, for every pair $(v_{i,j}', v_{i,j}'' \in (S \cap V_i') \times (S \cap V_i')$, then $\gamma = \gamma'$. 

4.1.3 Edge gadget

For each edge $e_j = v_{i,j}v_{i,j}'' \in E(G)$, we add an edge gadget $G(e_j)$ in the $j$-th column of $G'$. $G(e_j)$ consists of a path on three vertices: $c_jg_{j}c_j'$. The pair $\{e_j, c_j'\}$ is added to the list of critical pairs $\mathcal{P}$. We link both $v_{i,j}'$ and $v_{i,j}''$ to $g_j$ by a private path1 of length $t + 2$. We link the at least two and at most four vertices $v_{i,j-1}', v_{i,j+1}', v_{i,j}', v_{i,j-1}', v_{i,j+1}'$ (whenever they exist) to $c_j$ by a private path of length $t + 2$. This defines at most six paths from $V_i' \cup V_j'$ to $G(e_j)$. Let us denote by $W_j$ the at most six endpoints of these paths in $V_i' \cup V_j'$. For each $v \in W_j$, we denote by $P(v, j)$ the path from $v$ to $G(e_j)$. We set $E_i^j := \bigcup_{v \in W_j \cap V_i'} P(v, j)$ and $E_j^i := \bigcup_{v \in W_i \cap V_j'} P(v, j)$. We denote by $X_j$ the set of the at most six neighbors of $W_j$ on the paths to $G(e_j)$. Henceforth we may refer to the vertices in some $X_j$ as the cyan vertices. Individually we denote by $v_{i,j}'$, the cyan vertex neighbor of $v_{i,j}'$ in $P(v_{i,j}', j)$. We observe that for fixed $i$ and $j$, $v_{i,j}'$ exists for at most three values of $\gamma$. We add an edge between two cyan vertices if their respective neighbors in $V_i' \cap V_j'$ are also linked by an edge (or equivalently, if they have consecutive “indices $\gamma'$$\)”. These extra edges are useless in the $k$-MRS-instance, but will turn out useful in the MD-instance. See Figure 2 for an illustration of the edge gadget.

The rest of the construction will preserve that for every $v \in (V_i' \cup V_j') \setminus \{v_{i,j}', v_{i,j}'\}$, dist$(v, e_j) = \text{dist}(v, e_j) + 2$, and for each $v \in \{v_{i,j}', v_{i,j}'\}$, dist$(v, e_j) = \text{dist}(v, e_j) + 1 = \text{dist}(v, e_j'')$. In other words, the only two vertices of $V_i' \cup V_j'$ not resolving the critical pair $\{e_j, c_j\}$ are $v_{i,j}'$ and $v_{i,j}'$, corresponding to the endpoints of $e_j$.

4.1.4 Propagation gadget

Between each pair $(V_i', V_j'^{j+1})$, where $j + 1$ is taken modulo $m$, we insert an identical copy of the propagation gadget, and we denote it by $P_{i,j}^{j+1}$. It ensures that if the vertex $v_{i,j}'$ is in a legal resolving set $S$, then the vertex of $S \cap V_j'^{j+1}$ should be some $v_{i,j}'$ with $\gamma \leq \gamma'$. The cylindricity of the construction and the fact that exactly one vertex of $V_i'^{j+1}$ is selected, will therefore impose that the set $S$ is consistent.

$P_{i,j}^{j+1}$ comprises four vertices $sw_i', sw_i', nw_i', ne_i'$, called gates, and a set $A_i' \cup \mathcal{P}$ of $2t$ vertices $a_{i,1}', \ldots, a_{i,t}', \alpha_{i,1}', \ldots, \alpha_{i,t}'$. We make both $a_{i,1}', a_{i,1}' \ldots a_{i,t}', a_{i,1}' \ldots a_{i,t}'$ and $\alpha_{i,1}', \alpha_{i,1}' \ldots \alpha_{i,t}'$, a path with $t-1$ edges. For each $\gamma \in [t]$, we add the pair $(a_{i,\gamma}', \alpha_{i,\gamma}')$ to the set of critical pairs $\mathcal{P}$. Removing the gates disconnects $A_i'$ from the rest of the graph.

We now describe how we link the gates to $V_i', V_j'^{j+1}$, and $A_i'$. We link $v_{i,1}'$ (the “top” vertex of $V_i'$) to $sw_i'$ and $v_{i,t}'$ (the “bottom” vertex of $V_i'$) to $nw_i'$ both by a path of length 2.

---

1 We use the expression private path to emphasize that the different sources get a pairwise internally vertex-disjoint path to the target.
Figure 2 The edge gadget $G(e_4)$ with $e_4 = v_{1,5}v_{3,3}$. Weighted edges are short-hands for subdivisions of the corresponding length. The edges between the cyan vertices will not be useful for the $k$-MRS-instance, but will later simplify the construction of the MD-instance.

We also link $v_{i,1}^{j+1}$ to $se_i^j$ by a path of length 3, and $v_{i,t}^{j+1}$ to $ne_i^j$ by a path of length 2. Then we make $nw_i^j$ adjacent to $a_{i,1}^j$ and $\alpha_{i,1}^j$, while we make $ne_i^j$ adjacent to $\alpha_{i,1}^j$ only. We make $se_i^j$ adjacent to $a_{i,t}^j$ and $\alpha_{i,t}^j$, while we make $sw_i^j$ adjacent to $a_{i,t}^j$ only. Finally, we add an edge between $ne_i^j$ and $nw_i^j$, and between $sw_i^j$ and $se_i^j$. See Figure 3 for an illustration of the propagation gadget $P_i^{j,j+1}$ with $t = 5$.

Figure 3 The propagation gadget $P_i^{j,j+1}$. The critical pairs $\{a_{i,\gamma}^j, \alpha_{i,\gamma}^j\}$ are surrounded by thin dashed lines. The blue (resp. red) integer on a vertex of $A_i^j$ is its distance to the blue (resp. red) vertex in $V_i^j$ (resp. $V_{i+1}^j$). Note that the blue vertex distinguishes the critical pairs below it, while the red vertex distinguishes critical pairs at its level or above.
Let us motivate the gadget $P_i^{j,j+1}$. One can observe that the gates $ne_i^j$ and $sw_i^j$ resolve the critical pairs of the propagation gadget, while the gates $nw_i^j$ and $sc_i^j$ do not. Consider that the vertex added to the resolving set in $V_i^j$ is $v_{1,\gamma}^j$. Its shortest paths to critical pairs below it (that is, with index $\gamma' > \gamma$) go through the gate $sw_i^j$, whereas its shortest paths to critical pairs at its level or above (that is, with index $\gamma' \leq \gamma$) go through the gate $nw_i^j$. Thus $v_{1,\gamma}^j$ only resolves the critical pairs $\{a_i^j,\gamma', a_i^j,\gamma\}$ with $\gamma' > \gamma$. On the contrary, the vertex of the resolving set in $V_i^{j+1}$ only resolves the critical pairs $\{a_i^{j+1},\gamma', a_i^{j+1},\gamma\}$ at its level or above. This will force that its level is $\gamma$ or below. Hence the vertices of the resolving in $V_i^j$ and $V_i^{j+1}$ should be such that $\gamma' \geq \gamma$. Since there is also a propagation gadget between $V_i^m$ and $V_i^1$, this circular chain of inequalities forces a global equality.

4.1.5 Wrapping up

We put the pieces together as described in the previous subsections. At this point, it is convenient to give names to the neighborhoods of $V_i^j$ in the propagation gadgets $P_i^{j-1,j}$ and $P_i^{j,j+1}$. We may refer to them as blue vertices (as they appear in Figure 4). We denote by $tl_i^j$ the neighbor of $v_{1,\gamma}^j$ in $P_i^{j-1,j}$, $tr_i^j$, the neighbor of $v_{1,\gamma}^j$ in $P_i^{j,j+1}$, $bl_i^j$, the neighbor of $v_{1,\gamma}^j$ in $P_i^{j-1,j}$, and $br_i^j$, the neighbor of $v_{1,\gamma}^j$ in $P_i^{j,j+1}$. We add the following edges and paths.

For any pair $i,j$ such that the edge $e_{ij}$ has an endpoint in $V_i$, the vertices $tl_i^j, tr_i^j, bl_i^j, br_i^j$ are linked to $g_{ij}$ by a private path of length the distance of their unique neighbor in $V_i^j$ to $e_{ij}$. We add an edge between $se_i^j$ and $se_i^{j+1}$, and between $nw_i^j$ and $nw_i^{j+1}$ (where $j+1$ is modulo $m$). Finally, for every $e_{ij} \in E(V_i, V_j)$, we add four paths between $se_i^j, se_i^{j+1}, nw_i^j, nw_i^{j+1}$ and $g_{ij} \in G(e_{ij})$. More precisely, for each $i' \in \{i, i'\}$, we add a path from $g_i$ to $se_i^{i'}$, of length $\text{dist}(g_i, sw_i^{i'+1}) - 4$, and a path from $g_i$ to $nw_i^{i'}$, of length $\text{dist}(g_i, nw_i^{i'+1}) - 4$. These distances are taken in the graph before we introduced the new paths, and one can observe that the length of these paths is at least $t$. This finishes the construction.

4.2 Correctness of the reduction

We now check that the reduction is correct. We start with the following technical lemma. If a set $X$ contains a pair that no vertex of $N(X)$ (that is $N[X] \setminus X$) resolves, then no vertex outside $X$ can distinguish the pair.

**Lemma 2.** Let $X$ be a subset of vertices, and $a, b \in X$ be two distinct vertices. If for every vertex $v \in N(X)$, $\text{dist}(v, a) = \text{dist}(v, b)$, then for every vertex $v \notin X$, $\text{dist}(v, a) = \text{dist}(v, b)$.

**Proof.** Let $v$ be a vertex outside of $X$. We further assume that $v$ is not in $N(X)$, otherwise we can already conclude that it does not distinguish $\{a, b\}$. A shortest path from $v$ to $a$, has to go through $N(X)$. Let $w_a$ be the first vertex of $N(X)$ met in this shortest path from $v$ to $a$. Similarly, let $w_b$ be the first vertex of $N(X)$ met in a shortest path from $v$ to $b$. Since $w_a, w_b \in N(X)$, they satisfy $\text{dist}(w_a, a) = \text{dist}(w_a, b)$ and $\text{dist}(w_b, a) = \text{dist}(w_b, b)$. Then, $\text{dist}(v, a) \leq \text{dist}(v, w_a) + \text{dist}(w_a, a) = \text{dist}(v, w_b) + \text{dist}(w_b, b) = \text{dist}(v, b)$, and $\text{dist}(v, b) \leq \text{dist}(v, w_a) + \text{dist}(w_a, b) = \text{dist}(v, w_b) + \text{dist}(w_b, a) = \text{dist}(v, a)$. Thus $\text{dist}(v, a) = \text{dist}(v, b)$.

We use the previous lemma to show that every vertex of a $V_i^j$ only resolves critical pairs in gadgets it is attached to. This will be useful in the two subsequent lemmas.

**Lemma 3 (⋆).** For any $i \in [k], j \in [m]$, and $v \in V_i^j$, $v$ does not resolve any critical pair outside of $P_i^{j-1,j}, P_i^{j,j+1}$ (where indices in the superscript are taken modulo $m$), and $\{e_j, c_j\}$. Furthermore, if $e_j \in E(G)$ has no endpoint in $V_i \subseteq V(G)$, then $v$ does not resolve $\{e_j, c_j\}$.
The two following lemmas show the equivalences relative to the expected use of the edge and propagation gadgets. They will be useful in Sections 4.2.1 and 4.2.2.

- **Lemma 4** (\(\star\)). A legal set \(S\) resolves the critical pair \(\{e_j, e'_j\}\) with \(e_j = v_{i,\gamma_i}v_{i',\gamma_i'}\) if and only if the vertex \(v_{i,\gamma_i}\) in \(V_i^j \cap S\) and the vertex \(v_{i',\gamma_i'}\) in \(V_i^j \cap S\) satisfy \((\gamma_i, \gamma_i') \neq (\gamma_i, \gamma_i')\).

- **Lemma 5** (\(\star\)). A legal set \(S\) resolves all the critical pairs of \(P^j_{i,j+1}\) if and only if the vertex \(v_{i,\gamma_i}\) in \(V_i \cap S\) and the vertex \(v_{i',\gamma_i'}\) in \(V_i^{j+1} \cap S\) satisfy \(\gamma_i \leq \gamma_i'\).

We can now prove the correctness of the reduction. The construction can be computed in polynomial time in \(|V(G)|\), and \(G'\) itself has size bounded by a polynomial in \(|V(G)|\). We postpone checking that the pathwidth is bounded by \(O(k)\) to the end of the second step, where we produce an instance of MD whose graph \(G''\) admits \(G'\) as an induced subgraph.

### 4.2.1 \(k\)-Multicolored Independent Set in \(G'\) \(\Rightarrow\) legal resolving set in \(G''\)

Let \(\{v_{1,\gamma_1}, \ldots, v_{k,\gamma_k}\}\) be a \(k\)-multicolored independent set in \(G\). We claim that \(S := \bigcup_{j \in [m]} \{v_{1,\gamma_1}, \ldots, v_{k,\gamma_k}\}\) is a legal resolving set in \(G''\) (of size \(km\)). The set \(S\) is legal by construction. Since for every \(i \in [k]\), and \(j \in [m]\), \(v_{i,\gamma_i}\) and \(v_{i',\gamma_i'}\) are in \(S\) \((j+1)\) modulo \(m\), all the critical pairs in the propagation gadgets are resolved by \(S\), by Lemma 5. Since \(\{v_{1,\gamma_1}, \ldots, v_{k,\gamma_k}\}\) is an independent set in \(G\), there is no \(e_j = v_{i,\gamma_i}v_{i',\gamma_i'} \in E(G)\), such that \((\gamma_i, \gamma_i') = (\gamma, \gamma')\). Thus every critical pair \(\{e_j, e'_j\}\) is resolved by \(S\), by Lemma 4.

### 4.2.2 Legal resolving set in \(G''\) \(\Rightarrow\) \(k\)-Multicolored Independent Set in \(G\)

Assume that there is a legal resolving set \(S\) in \(G''\). For every \(i \in [k]\), for every \(j \in [m]\), the vertex \(v_{i,\gamma_i}\) in \(V_i^j \cap S\) and the vertex \(v_{i',\gamma_i'}\) in \(V_i^{j+1} \cap S\) \((j+1)\) modulo \(m\) are such that \(\gamma(i,j) \leq \gamma(i,j+1)\), by Lemma 5. Thus \(\gamma(1,1) \leq \gamma(1,2) \leq \ldots \leq \gamma(i,m-1) \leq \gamma(i,m) \leq \gamma(i,1)\), and \(\gamma_i := \gamma(i,1) = \gamma(i,2) = \ldots = \gamma(i,m-1) = \gamma(i,m)\). We claim that \(\{v_{1,\gamma_1}, \ldots, v_{k,\gamma_k}\}\) is a \(k\)-multicolored independent set in \(G\). Indeed, there cannot be an edge \(e_j = v_{i,\gamma_i}v_{i',\gamma_i'} \in E(G)\), since otherwise the critical pair \(\{e_j, e'_j\}\) is not resolved, by Lemma 4.

### 5 Parameterized hardness of Metric Dimension/tw

In this section, we produce in polynomial time an instance \((G'', k'')\) of **Metric Dimension** equivalent to \((G', X, km, P)\) of **\(k\)-Multicolored Resolving Set**. The graph \(G''\) has also pathwidth \(O(k)\). Now, an instance is just a graph and an integer. There is no longer \(X\) and \(P\) to constrain and respectively loosen the "resolving set" at our convenience. This creates two issues: (1) the vertices outside the former set \(X\) can now be put in the resolving set, potentially yielding undesired solutions\(^2\) and (2) our candidate solution (when there is a \(k\)-multicolored independent set in \(G\)) may not distinguish all the vertices.

### 5.1 Construction

#### 5.1.1 Forced set gadget

To deal with the issue (1), we introduce two new pairs of vertices for each \(V_i^j\). The intention is that the only vertices resolving both these pairs simultaneously are precisely the vertices

\(^2\) Also, it is now possible to put two or more vertices of the same \(V_i^j\) in the resolving set \(S\)
of $V_i^j$. For any $i \in [k]$ and $j \in [m]$, we add to $G'$ two pairs of vertices \{p'_i, q'_i\} and \{r'_i, s'_i\}, and two gates $\pi'_i$ and $\rho'_i$. Vertex $\pi'_i$ is adjacent to $p'_i$ and $q'_i$, and vertex $\rho'_i$ is adjacent to $r'_i$ and $s'_i$.

We link $v'_{i,1}$ to $p'_i$, and $v'_{i,t}$ to $r'_i$, each by a path of length $t$. It introduces two new neighbors of $v'_{i,1}$ and $v'_{i,t}$ (the brown vertices in Figure 4). We denote them by $tb'_{i,1}$ and $tb'_{i,t}$, respectively. The blue and brown vertices are linked to $\pi'_i$ and $\rho'_i$ in the following way. We link $tl'_{i}$ and $tr'_{i}$ to $\pi'_i$ by a private path of length $t$, and to $\rho'_i$ by a private path of length $2t - 1$. We link $bl'_{i}$ and $br'_{i}$ to $\pi'_i$ by a private path of length $2t - 1$, and to $\rho'_i$ by a private path of length $t$. (Let us clarify that the names of the blue vertices $bl'_i$ and $br'_i$ are for “bottom-left” and “bottom-right”, and not for “blue” and “brown”). We link $th'_{i}$ (neighbor of $v'_{i,1}$) to $\rho'_i$ by a private path of length $2t - 1$. We link $bb'_{i}$ (neighbor of $v'_{i,t}$) to $\pi'_i$ by a private path of length $2t - 1$. Note that the general rule to set the path length is to match the distance between the neighbor in $V_j^i$ and $p'_i$ (resp. $r'_i$). With that in mind we link, if it exists, the top cyan vertex $tc'_i$ (the one with smallest index $\gamma$) neighboring $V_j^i$ to $\pi'_i$ with a path of length $\text{dist}(v'_{i,\gamma}, p'_i) = t + \gamma - 1$ where $v'_{i,\gamma}$ is the unique vertex in $N(tc'_i) \cap V_j^i$. Observe that with the notations of the previous section $tc'_i = e'_i,\gamma$. We also link, if it exists, the bottom cyan vertex $bc'_i$ (the one with largest index $\gamma$) to $\rho'_i$ with a path of length $\text{dist}(v, r'_i)$ where $v$ is again the unique neighbor of $bc'_i$ in $V_j^i$.

It can be observed that we only have two paths (and not all six) from the at most three cyan vertices to the gates $\pi'_i$ and $\rho'_i$. This is where the edges between the cyan vertices will become relevant. See Figure 4 for an illustration of the forced vertex gadget, keeping in mind that, for the sake of legibility, four paths to \{$\pi'_i, \rho'_i$\} are not represented.

### 5.1.2 Forced vertex gadget

We now deal with the issue (2). By we add (or attach) a forced vertex to an already present vertex $v$, we mean that we add two adjacent neighbors to $v$, and that these two vertices remain of degree 2 in the whole graph $G''$. Hence one of the two neighbors will have to be selected in the resolving set since they are true twins. We call forced vertex one of these two vertices (picking arbitrarily).

For every $i \in [k]$ and $j \in [m]$, we add a forced vertex to the gates $nw'_i$ and $sc'_i$ of $P'^i_{j+1}$. We also add a forced vertex to each vertex in $N(\{\pi'_i, \rho'_i\}) \setminus \{p'_i, q'_i, r'_i, s'_i\}$. This represents a total of 12 vertices (6 neighbors of $\pi'_i$ and 6 neighbors of $\rho'_i$). For every $j \in [m]$, we attach a forced vertex to each vertex in $N(g_j) \setminus \{c'_i, c'_j\}$. This constitutes 14 neighbors (hence 14 new forced vertices). Therefore we set $k'' := km + 12km + 2km + 14m = 15km + 14m$.

### 5.1.3 Finishing touches and useful notations

We use the convention that $P(u, v)$ denotes the path from $u$ to $v$ which was specifically built from $u$ to $v$. In other words, for $P(u, v)$ to make sense, there should be a point in the construction where we say that we add a (private) path between $u$ and $v$. For the sake of legibility, $P(u, v)$ may denote either the set of vertices or the induced subgraph. We also denote by $\nu(u, v)$ the neighbor of $u$ in the path $P(u, v)$. Observe that $P(u, v)$ is a symmetric notation but not $\nu(u, v)$.

We add a path of length $\text{dist}(\nu(\pi'_i, tr'_i), sw'_i) = t$ between $\nu(\pi'_i, tr'_i)$ and $sc'_i$, and a path of length $\text{dist}(\nu(\pi'_i, bl'_i), ne_i^{j-1}) = 2t - 1$ between $\nu(\pi'_i, bl'_i)$ and $nw_i^{j+1}$. Similarly, we add a path of length $\text{dist}(\nu(\rho'_i, tr'_i), sw'_i) = 2t - 1$ between $\nu(\rho'_i, tr'_i)$ and $se'_i$, and a path of length $\text{dist}(\nu(\rho'_i, bl'_i), ne_i^{j-1}) = t$ between $\nu(\rho'_i, bl'_i)$ and $nw_i^{j+1}$. We added these four paths so that no forced vertex resolves any critical pair in the propagation gadgets $P'^{i-1,j}$ and $P'^{i,j+1}$.
Finally we add an edge between $\nu(g_j, nw^j_i)$ and $\nu(c_j, bc^j_i)$ whenever $V^j_i$ have exactly three cyan vertices. We do that to resolve the pair $\{\nu(c_j, tc^j_i), \nu(c_j, bc^j_i)\}$, and more generally every pair $(x, y) \in P(c_j, tc^j_i) \times P(c_j, bc^j_i)$ such that $\text{dist}(c_j, x) = \text{dist}(c_j, y)$. This finishes the construction of the instance $(G''', k''' := 15km + 14m)$ of Metric Dimension.

5.2 Correctness of the reduction

The two next lemmas will be crucial in Section 5.2.1. The first lemma shows how the forcing set gadget simulates the action of former set $X$.

Lemma 6 (∗). For every $i \in [k]$ and $j \in [m]$,
- $\forall v \in V^j_i$, $v$ resolves both pairs $\{p^j_i, q^j_i\}$ and $\{r^j_i, s^j_i\}$,
- $\forall v \notin V^j_i$, $v$ resolves at most one pair of $\{p^j_i, q^j_i\}$ and $\{r^j_i, s^j_i\}$,
- $\forall v \notin V^j_i \cup P(v^j_i, p^j_i) \cup P(v^j_i, r^j_i) \cup \{q^j_i, s^j_i\}$, $v$ does not resolve $\{p^j_i, q^j_i\}$ nor $\{r^j_i, s^j_i\}$.

For Section 5.2.1, we also need the following lemma, which states that the forced vertices do not resolve critical pairs.

Lemma 7 (∗). No forced vertex resolves a pair of $\mathcal{P}$. 
5.2.1 MD-instance has a solution ⇒ k-MRS-instance has a solution

Let $S$ be a resolving set for the Metric Dimension-instance. We show that $S' := S \cap \bigcup_{e \in [k], j \in [m]} V_j^e$ is a solution for $k$-Multicolored Resolving Set. The set $S \setminus S'$ is made of $14km + 14m$ forced vertices, none of which is in some $V_j^e \cup P(v_i^e, p_i^e) \cup \{q_i^e, r_i^e\} \cup P(v_i^e, s_i^e) \cup \{s_i^e\}$. Thus by Lemma 6, $S \setminus S'$ does not resolve any pair $\{p_i^e, q_i^e\}$ or $\{r_i^e, s_i^e\}$. Now $S'$ is a set of $k'' = (14km + 14m) = km$ vertices resolving all the $2km$ pairs $\{p_i^e, q_i^e\}$ and $\{r_i^e, s_i^e\}$. Again by Lemma 6, this is only possible if $|S' \cap V_j^e| = 1$. Thus $S'$ is a legal set of size $k' = km$. Let us now check that $S'$ resolves every pair of $P$ in the graph $G'$.

By Lemma 7, $S \setminus S'$ does not resolve any pair of $P$ in the graph $G''$. Thus $S'$ resolves all the pairs of $P$ in $G''$. Since the distances between $V_j^e$ and the critical pairs in the edge and propagation gadgets $V_j^e$ is attached to are the same in $G'$ and in $G''$, $S'$ also resolves every pair of $P$ in $G'$. Thus $S'$ is a solution for the $k$-MRS-instance.

5.2.2 k-MRS-instance has a solution ⇒ MD-instance has a solution

Let $S$ be a solution for $k$-Multicolored Resolving Set. We show that $S' := S \cup F$, where $F$ is the set of forced vertices, is a solution for Metric Dimension.

Lemma 8 (⋆). Every vertex in $G''$ is distinguished by $S'$.

The reduction is correct and it takes polynomial-time in $|V(G)|$ to compute $G''$. The maximum degree of $G''$ is 16. It is the degree of the vertices $y_j$ (nw$_j^e$ and sc$_j^e$ have degree at most 11, $\pi_j^e$ and $\rho_j^e$ have degree 8, and the other vertices have degree at most 5). We use the pathwidth characterization of Kiousis and Papadimitriou [19], to show:

Lemma 9 (⋆). $pw(G'') \leq 90k + 83$.

Then solving Metric Dimension on constant-degree graphs in time $f(pw)n^{o(pw)}$ could be used to solve $k$-Multicolored Independent Set in time $f(k)n^{o(k)}$, disproving the ETH.
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<table>
<thead>
<tr>
<th>Symbol/term</th>
<th>Definition/action</th>
</tr>
</thead>
<tbody>
<tr>
<td>${a^{\gamma}<em>{i,\gamma}, a^{\gamma}</em>{i,\gamma}}$</td>
<td>critical pair of the propagation gadget $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$A^i_j$</td>
<td>set of vertices $\bigcup_{\gamma \in [i]} {a^{\gamma}<em>{i,\gamma}, a^{\gamma}</em>{i,\gamma}}$</td>
</tr>
<tr>
<td>$bb^i_j$</td>
<td>bottom brown vertex, $\nu(v^i_{j,t}, r^i_j)$</td>
</tr>
<tr>
<td>$bc^i_j$</td>
<td>bottom cyan vertex (smallest index $\gamma$)</td>
</tr>
<tr>
<td>$bl^i_j$</td>
<td>neighbor of $v^i_{j,t}$ in $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>blue vertex</td>
<td>one of the four neighbors of $V^i_j$ in the propagation gadgets</td>
</tr>
<tr>
<td>$br^i_j$</td>
<td>neighbor of $v^i_{j,t}$ in $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>brown vertex</td>
<td>vertices $\nu(v^i_{j+1,t}, p^i_j)$ and $\nu(v^i_{j,t}, r^i_j)$</td>
</tr>
<tr>
<td>${c_j, c_j^\prime}$</td>
<td>critical pair of the edge gadget $G(e_j)$</td>
</tr>
<tr>
<td>cyan vertex</td>
<td>neighbor of $V^i_j$ in the paths to $G(e_j)$</td>
</tr>
<tr>
<td>$E^i_j \gamma \gamma$</td>
<td>vertices in the paths from $V^i_j$ to $G(e_j)$</td>
</tr>
<tr>
<td>$E^i_j \gamma \gamma$</td>
<td>alternative labeling of the cyan vertices, neighbor of $v^i_{j,t}$</td>
</tr>
<tr>
<td>$F$</td>
<td>set of all forced vertices</td>
</tr>
<tr>
<td>$G(e_j)$</td>
<td>edge gadget on ${g_j, c_j, c_j^\prime}$ between $V^i_j$ and $V^j_i$, where $e_j \in E(V_i, V_i')$</td>
</tr>
<tr>
<td>$mc^i_j$</td>
<td>middle cyan vertex (not top nor bottom)</td>
</tr>
<tr>
<td>$ne^i_j$</td>
<td>north-east gate of $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$nw^i_j$</td>
<td>north-west gate of $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$ne^i_j, sw^i_j$</td>
<td>resolve the critical pairs of $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$nw^i_j, se^i_j$</td>
<td>do not resolve the critical pairs of $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$\nu(u,v)$</td>
<td>neighbor of $u$ in the path $P(u,v)$</td>
</tr>
<tr>
<td>$P$</td>
<td>list of critical pairs</td>
</tr>
<tr>
<td>${p^i_j, q^i_j}$</td>
<td>pair only resolved by vertices in $V^i_j \cup P(v^i_{j,t}, p^i_j) \cup {q^i_j}$</td>
</tr>
<tr>
<td>$\pi^i_j$</td>
<td>gate of ${p^i_j, q^i_j}$, linked by paths to most neighbors of $V^i_j$</td>
</tr>
<tr>
<td>$P_{i}^{j,j+1}$</td>
<td>propagation gadget between $V^i_j$ and $V^j_i$</td>
</tr>
<tr>
<td>$P(u,v)$</td>
<td>path added in the construction expressly between $u$ and $v$</td>
</tr>
<tr>
<td>${r^i_j, s^i_j}$</td>
<td>pair only resolved by vertices in $V^i_j \cup P(v^i_{j,t}, r^i_j) \cup {s^i_j}$</td>
</tr>
<tr>
<td>$pr^i_j$</td>
<td>gate of ${r^i_j, s^i_j}$, linked by paths to most neighbors of $V^i_j$</td>
</tr>
<tr>
<td>$se^i_j$</td>
<td>south-east gate of $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$sw^i_j$</td>
<td>south-west gate of $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$t$</td>
<td>size of each $V_i$</td>
</tr>
<tr>
<td>$tb^i_j$</td>
<td>top brown vertex, $\nu(v^i_{j+1}, p^i_j)$</td>
</tr>
<tr>
<td>$tc^i_j$</td>
<td>top cyan vertex (largest index $\gamma$)</td>
</tr>
<tr>
<td>$tl^i_j$</td>
<td>neighbor of $v^i_{j,t}$ in $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$tr^i_j$</td>
<td>neighbor of $v^i_{j,t}$ in $P_{i}^{j,j+1}$</td>
</tr>
<tr>
<td>$V_i$</td>
<td>partite set of $G$</td>
</tr>
<tr>
<td>$V^i_j$</td>
<td>“copy of $V_i$”, stringed by a path, in $G'$ and $G''$</td>
</tr>
<tr>
<td>$v^i_{j,\gamma}$</td>
<td>vertex of $V^i_j$ representing $v_{i,\gamma} \in V(G)$</td>
</tr>
<tr>
<td>$W_j$</td>
<td>endpoints in $V^i_j \cup V^j_i$ of paths from $V^i_j \cup V^j_i$ to $G(e_j)$</td>
</tr>
<tr>
<td>$X^i_j$</td>
<td>set containing all the sets $V^i_j$ for $i \in [k]$ and $j \in [m]$</td>
</tr>
<tr>
<td>$X_j$</td>
<td>neighbors of $W_j$ on the paths to $G(e_j)$ (cyan vertices)</td>
</tr>
</tbody>
</table>
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Abstract
A fundamental graph problem asks to compute the number of induced copies of a \( k \)-node pattern graph \( H \) in an \( n \)-node graph \( G \). The fastest algorithm to date is still the 35-years-old algorithm by Nešetřil and Poljak [28], with running time \( f(k) \cdot O(n^{\omega}1.373) \) where \( \omega \leq 2.373 \) is the matrix multiplication exponent. In this work we show that, if one takes into account the degeneracy \( d \) of \( G \), then the picture becomes substantially richer and leads to faster algorithms when \( G \) is sufficiently sparse. More precisely, after introducing a novel notion of graph width, the DAG-treewidth, we prove what follows. If \( H \) has DAG-treewidth \( \tau(H) \) and \( G \) has degeneracy \( d \), then the induced copies of \( H \) in \( G \) can be counted in time \( f(d, k) \cdot \tilde{O}(n^{\tau(H)}) \); and, under the Exponential Time Hypothesis, no algorithm can solve the problem in time \( f(d, k) \cdot n^{o(\tau(H)/\ln \tau(H))} \) for all \( H \). This result characterises the complexity of counting subgraphs in a \( d \)-degenerate graph. Developing bounds on \( \tau(H) \), then, we obtain natural generalisations of classic results and faster algorithms for sparse graphs. For example, when \( d = O(poly \log(n)) \) we can count the induced copies of any \( H \) in time \( f(k) \cdot O(n^{373/4+2}) \), beating the Nešetřil-Poljak algorithm by essentially a cubic factor in \( n \).

1 Introduction

Given a host graph \( G \) on \( n \) nodes and a pattern graph \( H \) on \( k \) nodes, we want to count the number of induced copies of \( H \) in \( G \). This problem is at the heart of many algorithmic applications but, unfortunately, is largely intractable. The fastest algorithm known has running time \( O(n^{\omega(d+2)}) \) where \( \omega \) is the matrix multiplication exponent [28]; and the margin to improve the dependence on \( k \) is limited, since under the Exponential Time Hypothesis [21] \( n^{O(k)} \) operations are required even just to detect a clique [8, 9]. The picture changes, however, if we make additional assumptions on \( G \). A natural assumption is that \( G \) be sparse, as is often the case in practice. Under certain notions of sparsity, indeed, it is known that subgraph counting becomes tractable: for example, any \( H \) can be counted in time \( f(k) \cdot O(n) \) if \( G \) has bounded maximum degree \( \Delta(G) = O(1) \) [29]. Alternatively, any \( H \) can be counted in time \( f(k) \cdot O(n) \) if \( G \) has bounded treewidth \( t(G) = O(1) \), as a consequence of Courcelle’s theorem [27]. Similar bounds can be proved when \( G \) is planar [14]. These assumptions are much stronger than just having \( O(1) \) average degree, and often do not hold in practice. For example, in social networks \( t(G) \) is typically large [26].

In this work we adopt a different measure of sparsity: the degeneracy of \( G \), denoted by \( d = d(G) \). The degeneracy can be defined as the minimum, over all acyclic orientations of \( G \), of the maximum outdegree of a node; it is a notion strictly stronger than the average
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degree (which it bounds from above), but strictly weaker than the maximum degree or the treewidth. Unlike $\Delta(G)$ or $t(G)$, in social networks $d$ is typically small [16]. Moreover, low-outdegree orientations of $G$, like the one that defines $d$, seem to help subgraph counting in practice [35, 22, 30]. Therefore, $d$ seems a good candidate for a parameterization. Yet, no good bounds in terms of $d$ exist, save for specific patterns such as cliques or complete bipartite graphs. This work aims at filling this gap. We develop techniques for counting subgraphs that exploit the low-outdegree orientation of $G$. This leads to a rich picture, and to faster algorithms to count subgraphs in sparse graphs.

1.1 Results

We present algorithms for counting homomorphisms, non-induced copies, and induced copies of a $k$-node pattern graph $H$ in an $n$-node graph $G$, parameterized by $n, k$ and the degeneracy $d$ of $G$. Our contributions are of two kinds: bounds and techniques. For simplicity we assume $k = O(1)$ (see Subsection 1.2 for more details).

1.1.1 Bounds

Let $\text{hom}(H,G)$, $\text{sub}(H,G)$, and $\text{ind}(H,G)$ denote respectively the number of homomorphisms, copies, and induced copies of $H$ in $G$. Our first result is a general-purpose bound, that is, one holding for all $H$ (including disconnected ones):

► Theorem 1. For any $k$-node pattern $H$ one can compute $\text{hom}(H,G)$, $\text{sub}(H,G)$, and $\text{ind}(H,G)$ in time $f(d,k) \cdot \tilde{O}(n^{\frac{k}{2}+\frac{2}{\omega}})$.

This bound improves to $0.25k + O(1)$ the exponent of $n$, which is $0.791k + O(1)$ in the state-of-the-art algorithm of [28]. As an immediate consequence, we have:

► Theorem 2. Suppose $G$ has degeneracy $d = O(\text{polylog}(n))$. Then for any $k$-node pattern $H$ one can compute $\text{hom}(H,G)$, $\text{sub}(H,G)$, and $\text{ind}(H,G)$ in time $f(k) \cdot \tilde{O}(n^{0.25k+2})$.

Hence, when $d = O(\text{polylog}(n))$, for all sufficiently large $k$ our algorithm beats [28] by a cubic factor. In fact, our algorithm is faster than [28] already for $d < n^{0.721}$ assuming $\omega \approx 2.373$ [25], and in any case for $d < n^{3/4} \approx n^{0.556}$ since $\omega > 2$. A second consequence of Theorem 1 comes from the well-known fact that $|E(G)| \geq (\frac{d}{2})$. Indeed, this implies:

► Theorem 3. Suppose $G$ has average degree $O(\text{polylog}(n))$. Then for any $k$-node pattern $H$ one can compute $\text{hom}(H,G)$, $\text{sub}(H,G)$, and $\text{ind}(H,G)$ in time $f(k) \cdot \tilde{O}(n^{0.625k+1})$.

Again, this holds for all patterns $H$, even disconnected ones. To the best of our knowledge, this is the first general-purpose algorithm faster than [28] for graphs with small average degree – the weakest possible notion of sparsity.

We give bounds for special classes of patterns, too. First, we consider quasi-cliques, a typical pattern in social graph mining [33, 32, 31]. We prove:

► Theorem 4. If $H$ is the clique minus $\epsilon$ edges, then one can compute $\text{hom}(H,G)$, $\text{sub}(H,G)$, and $\text{ind}(H,G)$ in time $f(d,k) \cdot \tilde{O}(n^{\frac{1}{2}+\sqrt{\frac{1}{\epsilon}}})$.

This generalizes the classic $O(n d^{k-1})$ bound for counting cliques [10], at the price of a polylogarithmic factor. Next, we look at complete quasi-multipartite graphs. We prove:

► Theorem 5. If $H$ is a complete multipartite graph, then one can compute $\text{hom}(H,G)$ and $\text{sub}(H,G)$ in time $f(d,k) \cdot \tilde{O}(n)$. If $H$ is a complete multipartite graph plus $\epsilon$ edges, then one can compute $\text{sub}(H,G)$ in time $f(d,k) \cdot \tilde{O}(n^{\frac{1}{2}+\frac{1}{\epsilon}})$.
This generalizes a classic $f(d,k) \cdot O(n)$ bound to count non-induced complete bi-partite graphs [13], again at the price of an additional factor.

### 1.1.2 Techniques

The bounds above are instantiations of a more general result, stated in terms of a novel notion of width, that we call $\text{dag treewidth } \tau(H)$ of $H$. Formally, we prove:

- **Theorem 6.** For any $k$-node pattern $H$ one can compute $\text{hom}(H,G)$, $\text{sub}(H,G)$, and $\text{ind}(H,G)$ in time $f(d,k) \cdot \tilde{O}(n^{\tau(H)})$.

This bound, and the width measure $\tau(H)$, arise as follows. As a first step, we orient $G$ acyclically so that it has maximum outdegree $d$ (see below). The problem then becomes counting the copies of all acyclic orientations $P$ of $H$ in $G$. By inclusion-exclusion arguments, we reduce the problem to counting homomorphisms between a dag $P$ and the dag $G$. At this point we introduce our technical tool, the $\text{dag tree decomposition}$ of $P$. This decomposition allows one to count homomorphisms naturally via dynamic programming, exactly like the standard tree decomposition of a graph; and the running time of the dynamic program is $f(d,k) \cdot \tilde{O}(n^{\tau(H)})$, where the $\text{dag tree width } \tau(H)$ is, simplifying a little, the width of the decomposition. The crucial fact is that for $\tau(H)$ we can provide bounds better than just $k$ or $\omega(\frac{k}{d}) + 2$ (for example, we prove $\tau(H) \leq \lfloor \frac{k}{d} \rfloor + 2$).

We complement Theorem 6 with a conditional lower bound, showing how $\tau(H)$ characterises the complexity of counting subgraphs in $d$-degenerate graphs:

- **Theorem 7.** Under the Exponential Time Hypothesis [21], no algorithm can compute $\text{sub}(H,G)$ or $\text{ind}(H,G)$ in time $f(d,k) \cdot n^{O(\tau(H)/\ln(\tau(H)))}$ for all $H$.

- **Remark 8.** Our algorithms work for the colored versions of the problem (count only copies of $H$ with prescribed vertex and/or edge colors) as well as the weighted versions of the problem (compute the total weight of copies of $H$ in $G$ where $G$ has weights on nodes or edges). This follows immediately by adapting our homomorphism counting algorithms.

### 1.2 Preliminaries and notation

The host graph $G = (V, E)$ and the pattern graph $H = (V_H, E_H)$ are simple, arbitrary graphs. For any subset $V' \subseteq V$ we denote by $G[V']$ the subgraph of $G$ induced by $V'$; the same notation applies to any graph. A homomorphism from $H$ to $G$ is a map $\phi : V_H \rightarrow V$ such that $\{u, u'\} \in E_H$ implies $\{\phi(u), \phi(u')\} \in E$. We write $\phi : H \rightarrow G$ to highlight the edges that $\phi$ preserves. When $H$ and $G$ are oriented, $\phi$ must preserve the direction of the arcs. If $\phi$ is injective then we have an injective homomorphism. We denote by $\text{hom}(H,G)$ and $\text{inj}(H,G)$ the number of homomorphisms and injective homomorphisms from $H$ to $G$. We denote by $\psi$ a map that is not necessarily a homomorphism. The symbol $\simeq$ denotes isomorphism. A copy of $H$ in $G$ is a subgraph $F \subseteq G$ such that $F \simeq H$. If moreover $F \simeq G[V_F]$ then $F$ is an induced copy. We denote by $\text{sub}(H,G)$ and $\text{ind}(H,G)$ the number of copies and induced copies of $H$ in $G$; we may omit $G$ if clear from the context. We denote by $P$ a generic dag obtained by orienting $H$ acyclically. All the notation described above applies to directed graphs in the natural way.

We denote by $\Delta$ the maximum degree of $G$. The degeneracy of $G$ is the smallest $d$ such that there is an acyclic orientation of $G$ with maximum outdegree bounded by $d$. Such an orientation can be found in time $O(|E|)$ by repeatedly removing from $G$ a minimum-degree node [27]. From now on, we assume $G$ has this orientation. We also assume $G$ is encoded
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via sorted adjacency lists (every node keeps a sorted list of its out-neighbors). Checking for an arc in \( G \) thus takes time \( O(\log(d)) \), but to lighten the notation we assume it is \( O(1) \). We always assume \( k = O(1) \). Nonetheless, most of our bounds hold in their current form for \( k = O(\log n) \) or \( k = O(\sqrt{\log n}) \). All asymptotic notations hide \( \text{poly}(k) \) factors, and the \( \tilde{O}(\cdot) \) notation hides \( \text{polylog}(ndk) \) factors.

Finally, we recall the definitions of tree decomposition and treewidth of a graph. For any two nodes \( X, Y \) in a tree \( T \), we denote by \( T(X, Y) \) the unique path between \( X \) and \( Y \) in \( T \).

Definition 9 (see [12], Ch. 12.3). Given a graph \( G = (V, E) \), a tree decomposition of \( G \) is a tree \( D = (V_D, E_D) \) such that each node \( X \in V_D \) is a subset \( X \subseteq V \), and that:
1. \( \bigcup_{X \in V_D} X = V \)
2. for every edge \( e = \{u, v\} \in G \) there exists \( X \in D \) such that \( u, v \in X \)
3. \( \forall X, X', X'' \in V_T \), if \( X \in D(X', X'') \) then \( X' \cap X'' \subseteq X \)

The width of a tree decomposition \( T \) is \( t(T) = \max_{X \in V_D} |X| - 1 \). The treewidth \( t(G) \) of a graph \( G \) is the minimum of \( t(T) \) over all tree decompositions \( T \) of \( G \).

1.3 Related work

The fastest algorithms known for computing \( \text{ind}(H, G) \) are based on matrix multiplication and have running time \( O(n^{(k/3) + (k \mod 3)}) \) [28] or \( O(n^{\omega(k/3, (k-1)/3, (k+1)/3)}) \) [17], where \( \omega(p, q, r) \) is the cost of multiplying an \( n^p \times n^q \) matrix by an \( n^q \times n^r \) matrix and \( \omega = \omega(n, n, n) \).

With the current matrix multiplication algorithms, these bounds are essentially \( O(n^{0.791k+2}) \). These algorithms ignore the sparsity of \( G \), and do not run faster if \( d = O(1) \). In contrast, our goal is to reduce the running time when \( G \) is sparse. We mention that alternative techniques exist for probabilistic approximate counting. Notably, the color coding technique of Alon et al. [2] can be used to sample pattern copies uniformly at random from \( G \) in time \( O(c^{|G|}) \) for some constant \( c > 0 \) [5, 6, 7].

It is known that several notions of sparsity lead to bounds linear in \( n \). If \( G \) has bounded maximum degree \( \Delta = O(1) \), then we can compute \( \text{ind}(H, G) \) in time \( f(k) \cdot O(n) \) via multivariate graph polynomials [29]. If instead \( G \) has bounded treewidth \( t(G) = O(1) \), and we are given a tree decomposition of \( G \) of width \( O(1) \), then by an extension of Courcelle’s theorem we can compute \( \text{ind}(H, G) \) in time \( f(k) \cdot O(n) \) [27]. Similarly, if \( G \) is planar, then it can be partitioned into pieces of small treewidth, leading again to an \( f(k) \cdot O(n) \) bound [14]. All these conditions are strictly stronger than (and they imply) bounded degeneracy, \( d = O(1) \). The techniques used for these bounds are radically different from ours.

For \( d \)-degenerate graphs, bounds are known only for special classes of patterns. Chiba and Nishizeki [10] show how to count \( k \)-cliques in time \( O(d^{k-1}n) \), which can be improved to \( O(d^{\omega(k-1)/3}n) \) via matrix multiplication [1]. Eppstein shows how to list all complete bipartite subgraphs in time \( O(d^52^{2d}n) \) [13] and all maximal cliques in \( O(d^3d^3/3n) \) [15]. All these algorithms exploit the degeneracy orientation of \( G \). We exploit such orientation as well, but in a more systematic way and without listing explicitly all occurrences of the pattern; we exploit the structure of \( H \), too, which results in richer bounds.

Concerning the structure of \( H \), \( \text{hom}(H, G) \) can be computed in time \( f(k) \cdot O(n^{c(H)+1}) \) [18], and \( \text{sub}(H, G) \) can be computed in time \( f(k) \cdot O^{c(H)+1} \) where \( c(H) \) is the vertex-cover number of \( H \) [24, 34, 3]. Our bounds are instead parameterized by a novel notion of width, \( \tau(H) \), that is within constant factors of the independence number but gives tighter bounds.

1 Formally, we should define a tree together with a mapping between its nodes and the subsets of \( V \). To lighten the notation, we opt for a less formal definition where the nodes are themselves subsets of \( V \).
Similarly, although several notions of tree decomposition for directed graphs exist [19], our dag tree decomposition is novel and different from all of them.

No lower bound in terms of $d$ and of the structure of $H$, such as those we give, was known before. The existing lower bounds, based on the Exponential Time Hypothesis (ETH) [21], adopt the parameterizations mentioned above in terms of $t(H)$ or $c(H)$; see [11] and [8, 9].

**Manuscript organisation.** Section 2 is a gentle and intuitive introduction to our approach. Section 3 introduces our dag tree decomposition, the dynamic programming for counting homomorphisms, and the corresponding running time bounds. Section 4 bounds the dag treewidth for several classes of patterns, leading to our faster algorithms. Finally, Section 5 proves our lower bounds. All proofs omitted due to space limitations can be found in [4].

## 2 Exploiting degeneracy orientations

We build the intuition behind our approach, starting from the classic algorithm for counting cliques of [10]. The algorithm begins by orienting $G$ acyclically so that $\max_{v \in G} d_{\text{out}}(v) \leq d$, which requires linear time. With $G$ oriented acyclically, we take each $v \in G$ in turn and enumerate every subset of $(k - 1)$ out-neighbors of $v$. In this way we can explicitly find all $k$-cliques of $G$ in time $f(k) \cdot O(nd^{k-1}) = f(d, k) \cdot O(n)$. What makes the algorithm tick is the fact that an acyclically oriented clique has exactly one source, that is, a node with no incoming arcs. We would like to extend this approach to an arbitrary pattern $H$. Since every copy of $H$ in $G$ appears with some acyclic orientation, we can just take every possible acyclic orientation $P$ of $H$, count the copies of $P$ in $G$, and sum all the counts. Thus, we can reduce the problem to the following one: given a $k$-node dag $P$, and an $n$-node dag $G$ with maximum outdegree $d$, count the copies of $P$ in $G$.

Let us try a first approach. If $P$ has $s = s(P)$ sources, we enumerate all the $\binom{n}{s}$ ordered $s$-tuples of $V$ to which those sources can be mapped. For each such $s$-tuple, we list the possible mappings of the remaining $k - s$ nodes, which can be done in time $O(d^{k-s})$ by listing the mappings of a fixed spanning forest of $P$. Finally, we check if the $k$ nodes induce $P$ in $G$. The total running time is $f(k) \cdot O(n^s d^{k-s})$. Unfortunately, if $P$ is an independent set then $s = k$ and the running time is $O(n^k)$. The situation does not improve even if $P$ is connected, as we can have $s = k - 1$ (for the inward-oriented star).

Here our approach comes into play. We use the pattern $P$ in Figure 1 as a toy example. Instead of listing all occurrences of $P$ in $G$, we decompose $P$ into two pieces, $P(1)$ and $P(2, 3)$, where $P(u)$ denotes the subgraph of $P$ reachable from $u$ (that is, the transitive closure of $u$ in $P$), and $P(u_1, \ldots, u_r) = \bigcup_{i=1}^r P(u_i)$. The idea is to compute the count of $P$ by combining the counts of the two pieces, $P(1)$ and $P(2, 3)$.

To simplify the task, we focus on counting the homomorphisms between $P$ and $G$; we can then recover the number of induced copies by inclusion-exclusion arguments. In fact, we solve a slightly more complex problem: for each pair of nodes $x, y \in G$, we count the homomorphisms from $P$ to $G$ that map nodes 2 and 4 (see Figure 1) to $x$ and $y$ respectively. To recover $\text{hom}(P,G)$ we then just sum over all pairs $x, y$. Formally, for a given pair $x, y$ let $\phi : \{2, 4\} \mapsto V$ be the map given by $\phi(2) = x$ and $\phi(4) = y$, and let $\text{hom}(P,G,\phi)$ be the number of homomorphisms from $P$ to $G$ whose restriction to $\{2, 4\}$ is $\phi$. In the same way define $\text{hom}(P(1),G,\phi)$ and $\text{hom}(P(2,3),G,\phi)$. It is easy to see that:

$$\text{hom}(P,G,\phi) = \text{hom}(P(1),G,\phi) \cdot \text{hom}(P(2,3),G,\phi)$$ \hspace{1cm} (1)

To compute $\text{hom}(P,G,\phi)$ we then just need $\text{hom}(P(1),G,\phi)$ and $\text{hom}(P(2,3),G,\phi)$. But we can compute $\text{hom}(P(1),G,\phi)$ simultaneously for all $\phi$ in time $f(d,k) \cdot \tilde{O}(n)$, using our
listing technique to build a dictionary mapping each $\phi$ to its count. (The $\tilde{O}(\cdot)$ factor comes from the cost of accessing the dictionary, which has size $\text{poly}(n)$). Similarly, we can compute $\text{hom}(P(2,3), G, \phi)$ in time $f(d, k) \cdot \tilde{O}(n^2)$. The total running time is $f(d, k) \cdot \tilde{O}(n^2)$, whereas our first approach would take time $f(d, k) \cdot \tilde{O}(n^3)$.

![Figure 1](Toy example: an acyclic orientation $P$ of $H = C_6$, decomposed into two pieces.)

Aborting from our toy example, we want to decompose $P$ into a set of pieces $P_1, \ldots, P_κ$ with the following properties: (i) each piece $P_i$ has a small number of sources $s(P_i)$, and (ii) we can obtain $\text{hom}(P_i, G, \phi)$ by combining the homomorphism counts of the $P_i$. This is achieved precisely by the dag tree decomposition, which we introduce in Section 3. Like the tree decomposition of an undirected graph, the dag tree decomposition leads to a dynamic program to compute $\text{hom}(P, G)$. The running time is $\tilde{O}(\kappa^\text{max}, s(P)\kappa)$, hence to make the algorithm useful we must show that a decomposition with “small” $\kappa$ exists, which we do in Section 4.

### 3 DAG tree decompositions

Let $P = (V_P, A_P)$ be a directed acyclic graph. We denote by $S_P$, or simply $S$, the set of nodes of $P$ having no incoming arc. These are the sources of $P$. We denote by $V_P(u)$ the transitive closure of $u$ in $P$, i.e. the set of nodes of $P$ reachable from $u$, and we let $P(u) = P[V_P(u)]$ be the corresponding subgraph of $P$. More generally, for a subset of sources $B \subseteq S$ we let $V_P(B) = \bigcup_{u \in B} V_P(u)$ and $P(B) = P[V_P(B)]$. Thus, $P(B)$ is the subgraph of $P$ induced by all nodes reachable from any source in $B$. We call $B$ a bag of sources. We can now formally introduce our decomposition.

**Definition 10 (Dag tree decomposition).** Let $P = (V_P, A_P)$ be a dag. A dag tree decomposition (d.t.d.) of $P$ is a rooted tree $T = (B, E)$ with the following properties:

1. each node $B \in B$ is a bag of sources $B \subseteq S_P$
2. $\bigcup_{B \in B} B = S_P$
3. for all $B, B_1, B_2 \in T$, if $B \in T(B_1, B_2)$ then $V_P(B_1) \cap V_P(B_2) \subseteq V_P(B)$

One can see immediately the resemblance to the standard tree decomposition of a graph (Definition 9). However, our dag tree decomposition differs crucially in two aspects. First, the bags of the tree are subsets of $S$ rather than subsets of $V_P$. This is because the time needed to list the homomorphisms between $P(B_i)$ and $G$ is driven by $|B_i|$, which is the number of sources in $P(B_i)$. Second, the path-intersection property concerns not the bags themselves, but the pieces reachable from the bags themselves. The reason is that, to combine the counts of two pieces together, their intersection must form a separator in $G$ (similarly to what happens with the standard tree decomposition).

The dag tree decomposition induces immediately the following notions of width, that we use throughout the rest of the article.
**Definition 11.** The width of $T$ is $\tau(T) = \max_{B \in \mathcal{B}} |B|$. The dag treewidth $\tau(P)$ of $P$ is the minimum of $\tau(T)$ over all dag tree decompositions $T$ of $P$.

Figure 2 shows a pattern $P$, together with a d.t.d. $T$ of width 1. Note that $1 \leq \tau(P) \leq k$ for any $P$. Note also that $\tau(P)$ has no relationship with the treewidth $t(H)$ of $H$: they can both be $\Theta(k)$, or we can have $\tau(P) = 1$ but $t(H) = k$ (when $H$ is a clique). In fact, $\tau(P)$ is within constant factors of the independence number $\alpha(H)$ of $H$ (see Section 4.3), and thus decreases as $H$ becomes denser. The intuition is that adding arcs increases the number of nodes reachable from the sources, hence we need smaller bags to cover all of $P$. When $H$ is a clique, $P$ is reachable from just one source and $\tau(P) = 1$.

![Figure 2](image.png)

**Figure 2** A dag $P$ with one possible decomposition into five pieces (left), and one possible dag tree decomposition $T$ for $P$ (right). Since $\tau(T) = 1$, we can compute $\text{hom}(P,G)$ in time $f(d,k) \cdot O(n)$.

### 3.1 Counting homomorphisms via dag tree decompositions

For any $B \in \mathcal{B}$ let $T(B)$ be the subtree of $T$ rooted at $B$. We let $\Gamma[B]$ be the down-closure of $B$ in $T$, that is, the union of all bags in $T(B)$. Consider $P(\Gamma[B])$, the subgraph of $P$ induced by the nodes reachable from any $u \in \Gamma[B]$ (note the difference with $P(B)$, which contains only the nodes reachable from any $u \in B$). We compute $\text{hom}(P(\Gamma[B]),G)$ in a bottom-up fashion over all $B$, starting with the leaves of $T$ and moving towards the root. This is, in essence, the dynamic program given by the standard tree decomposition (see [18])

As anticipated, we actually compute a refined count: $\text{hom}(P(\Gamma[B]),\phi)$, the number of homomorphisms that extend a fixed mapping $\phi$. Formally:

**Definition 12.** Let $P_1 = (V_{P_1}, A_{P_1}), P_2 = (V_{P_2}, A_{P_2})$ be two subgraphs of $P$, and let $\phi_1 : P_1 \to G$ and $\phi_2 : P_2 \to G$ be two homomorphisms. We say $\phi_1$ and $\phi_2$ respect each other if $\phi_1(u) = \phi_2(u)$ for all $u \in V_{P_1} \cap V_{P_2}$. We denote by $\text{hom}(P_1, G, \phi_2)$ or simply $\text{hom}(P_1, \phi_2)$ the number of homomorphisms from $P_1$ to $G$ that respect $\phi_2$.

We can now present our main algorithmic result.

**Lemma 13.** Let $P$ be any $k$-node dag, and $T = (B, \mathcal{E})$ be a d.t.d. for $P$. Fix any $B \in \mathcal{B}$ as the root of $T$. There exists a dynamic programming algorithm $\text{HomCount}(P,T,B)$ that computes $\text{hom}(P(\Gamma[B]),\phi_B)$ for all $\phi_B : P(B) \to G$ in time $f(d,k) \cdot O(n^{\tau(T)})$.

---

2 The correctness of our dynamic program does not follow automatically from the dynamic program over standard tree decompositions. A proof of correctness is given in the full version of the manuscript.
Note that $\text{hom}(P, G)$ is simply the sum of all the counts $\text{hom}(P(\Gamma[B]), \phi_B)$ returned by the algorithm. Therefore, we can compute $\text{hom}(P, G)$ in time $f(d, k) \cdot \tilde{O}(n^{\tau(P)})$. Now, a d.t.d. that minimises $\tau(T)$ can obviously be found in time $f(k) = O(f(d, k))$. Therefore:

**Theorem 14.** We can compute $\text{hom}(P, G)$ in time $f(d, k) \cdot \tilde{O}(n^{\tau(P)})$.

Equipped with Theorem 14, we can turn to the original problem of counting the copies of $H$.

### 3.2 Inclusion-exclusion arguments

We turn to computing $\text{hom}(H, G)$, $\text{sub}(H, G)$ and $\text{ind}(H, G)$. We do so via standard inclusion-exclusion arguments, using our algorithm for computing $\text{hom}(P, G)$ as a primitive. To this end, we shall define appropriate notions of width for undirected pattern graphs. Let $\Sigma(H)$ be the set of all dags $P$ that can be obtained by orienting $H$ acyclically. Let $\Theta(H)$ be the set of all equivalence relationships on $V_H$, and for $\theta \in \Theta$ let $H/\theta$ be the pattern obtained from $H$ by identifying equivalent nodes according to $\theta$ and removing loops and multiple edges. Let $D(H)$ be the set of all supergraphs of $H$ (including $H$) on the same node set $V_H$.

**Definition 15.** The dag treewidth of $H$ is $\tau(H) = \tau_3(H)$, where:

\[
\begin{align*}
\tau_1(H) &= \max \{ \tau(P) : P \in \Sigma \} \\
\tau_2(H) &= \max \{ \tau_1(H/\theta) : \theta \in \Theta \} \\
\tau_3(H) &= \max \{ \tau_2(H') : H' \in D(H) \}
\end{align*}
\]

We can then state:

**Theorem 16.** One can compute:

- $\text{hom}(H, G)$ in time $f(d, k) \cdot \tilde{O}(n^{\tau_1(H)})$,
- $\text{sub}(H, G)$ in time $f(d, k) \cdot \tilde{O}(n^{\tau_2(H)})$,
- $\text{ind}(H, G)$ in time $f(d, k) \cdot \tilde{O}(n^{\tau_3(H)})$.

The algorithmic part of our work is complete. We shall now focus on bounding $\tau_1(H)$, $\tau_2(H)$, and $\tau(H)$, so to instantiate Theorem 16 and prove the upper bounds of Section 1.1.

### 4 Bounds on the dag treewidth

In this section we develop upper bounds on $\tau_1(H), \tau_2(H), \tau(H)$ as a function of $H$. First, we bound $\tau(H)$ for cliques minus $\epsilon$ edges, obtaining a generalization of the classic clique counting bound of [10]. Then, we bound $\tau_2(H)$ for complete multipartite graphs plus $\epsilon$ edges, obtaining a generalization of a result by Eppstein [13]. Next, we show that $\Omega(\alpha(H)) \leq \tau(H) \leq \alpha(H)$. Finally, we show that $\tau(H) \leq \lceil \frac{k}{2} \rceil + 2$ for every pattern $H$, including disconnected ones. This requires a nontrivial proof.

Before proceeding, we need some definitions. We say a node $v \in P$ is a joint if it is reachable from two or more sources, i.e. if $v \in V_P(u) \cap V_P(u')$ for some $u, u' \in S$ with $u \neq u'$. We write $J_P$ or simply $J$ for the set of all joints of $P$. We write $J(u)$ for the set of joints reachable from $u$, and for any $X \subseteq V_P$ we let $J(X) = \cup_{u \in X} J(u)$.

#### 4.1 Quasi-cliques

**Lemma 17.** If $H$ has $\binom{k}{2} - \epsilon$ edges then $\tau(H) \leq \lceil \frac{1}{2} + \sqrt{\frac{k}{2}} \rceil$.
Proof. The source set \(|S|\) of \(P\) is an independent set, hence \(|E_H| \leq \left( \frac{k}{2} \right) - \left( \frac{|S|}{2} \right)\). Therefore \(\epsilon \geq \left( \frac{k}{2} \right)\), which implies \(|S| \leq 1 + \sqrt{2\epsilon}\). A d.t.d. for \(P\) is the tree on two bags \(B_1, B_2\) that satisfy \(|B_1| = |S|/2\), and \(|B_2| = |S|/2\). Hence \(\tau(P) \leq |S|/2 \leq \left[ \frac{1}{2} + \sqrt{\frac{\epsilon}{2}} \right]\).

Now consider any \(H'\) obtained from \(H\) by adding edges or identifying nodes. Obviously \(|E_{H'}| \geq \left( \frac{k}{2} \right) - \epsilon\) where \(k' = |V_{H'}|\), and the argument above implies \(\tau(P') \leq \left[ \frac{1}{2} + \sqrt{\frac{\epsilon}{2}} \right]\) for any orientation \(P'\) of \(H'\). By Definition 15, then, \(\tau(H) \leq \left[ \frac{1}{2} + \sqrt{\frac{\epsilon}{2}} \right]\).

By Theorem 16 and since \(\tau_1(H) \leq \tau_2(H) \leq \tau(H)\) it follows that we can compute \(\text{hom}(H, G)\), \(\text{sub}(H, G)\) and \(\text{ind}(H, G)\) in time \(f(d, k) \cdot \tilde{O}(n^{\frac{1}{2} + \sqrt{\frac{\epsilon}{2}}})\), proving Theorem 4.

4.2 Quasi-multipartite graphs (non-induced)

Lemma 18. If \(H\) is a complete multipartite graph, then \(\tau_2(H) = 1\). If \(H\) is a complete multipartite graph plus \(\epsilon\) edges, then \(\tau_2(H) \leq \left[ \frac{k}{2} \right] + 2\).

Proof. Suppose \(H = (V_H, E_H)\) is a complete multipartite graph. Let \(V_H = V_H^1 \cup \ldots \cup V_H^k\) where each \(H[V_H^j]\) is a maximal independent set. Note that, in any orientation \(P\) of \(H\), all sources are contained in exactly one \(V_H^j\). Moreover, \(V_P(u) = V_P(u')\) for any two sources \(u, u'\). A d.t.d. \(T\) of width \(\tau(T) = 1\) is the trivial one with one source per bag.

Suppose then we add \(\epsilon\) edges to \(H\). Again, in any orientation \(P\) of \(H\), all sources are contained in exactly one \(V_H^j\), but we might have \(V_P(u) \neq V_P(u')\) for two distinct sources \(u, u'\). Note however that all nodes in \(V_H \setminus V_H^j\) are reachable from all sources and are thus irrelevant to a d.t.d.. More precisely, any d.t.d. for \(P[V_H^j]\) is a d.t.d. for \(P\). But \(P[V_H^j]\) has at most \(\epsilon\) edges and by Theorem 20 (see below) it has a d.t.d. of width at most \(\left[ \frac{k}{2} \right] + 2\).

This arguments apply also to any pattern \(H'\) obtained by identifying nodes of \(H\): if there is a source node \(u\) in \(H'\) that in \(H\) is in \(V_H^j\), then every node of \(H'\) that in \(H\) is in \(V_H \setminus V_H^j\) is reachable from \(u\). In addition, if a node in \(V_H \setminus V_H^j\) has been identified with a node in \(V_H^j\) then all nodes are reachable from all sources and there is a trivial d.t.d. of width 1. Otherwise, in \(H'\) the nodes of \(V_H^j\) have been identified with a subset of \(V_H^j\) itself and we just need a d.t.d. of width at most \(\left[ \frac{k}{2} \right] + 2\) as above.

By Theorem 16, if \(H\) is complete multipartite then we can compute \(\text{hom}(H, G)\) and \(\text{sub}(H, G)\) in time \(f(d, k) \cdot \tilde{O}(n)\). If instead \(H\) is complete multipartite plus \(\epsilon\) edges, then we can compute \(\text{hom}(H, G)\) and \(\text{sub}(H, G)\) in time \(f(d, k) \cdot \tilde{O}(n^{\frac{1}{2} + \sqrt{\frac{\epsilon}{2}}})\). This proves Theorem 5.

4.3 Independence number and dag treewidth

Lemma 19. Any \(k\)-node graph \(H\) satisfies \(\Omega(\alpha(H)) \leq \tau(H) \leq \alpha(H)\).

Proof. Let \(H\) be any pattern graph on \(k\) nodes. For the upper bound, note that in any acyclic orientation \(P\) of \(H\) the sources form an independent set, and that \(\alpha(H') \leq \alpha(H)\) for any \(H'\) obtained by adding edges or identifying nodes of \(H\).

For the lower bound, we exhibit a pattern \(H'\) obtained by adding edges to \(H\) such that \(\tau(P) = \Omega(\alpha(H))\) for all its acyclic orientations \(P\). Let \(I \subseteq V_H\) be an independent set of \(H\) with \(|I| = \Omega(\alpha(H))\) and \(|I| \mod 5 \equiv 0\). Partition \(I\) in \(I_1, I_2\) where \(|I_1| = \frac{2}{5}|I|\) and \(|I_2| = \frac{3}{5}|I|\). On top of \(I_1\) we virtually build a 3-regular expander \(E = (I_1, E_E)\) of linear treewidth \(\tau(E) = \Omega(|I_1|)\). It is well known that such expanders exist (see e.g. Proposition 1 and Theorem 5 of [20]). For each edge \(uv \in E_E\) we choose a distinct node \(c_{uv} \in I_2\) and add to \(H[I]\) the edges \(c_{uv} \cdot u\) and \(c_{uv} \cdot v\). In words, \(H[I]\) is the 1-subdivision of \(E\). Let \(H'\) be the resulting pattern. Note that \(\tau(E) = \Omega(|I_1|) = \Omega(|I|) = \Omega(\alpha(H))\).
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Let now $P = (V_P, A_P)$ be any acyclic orientation of $H'$ having $I_2$ as source set, and let $T$ be any d.t.d. of $P$. We show that $\tau(T) \geq \frac{3}{2}(t(E) + 1)$. To this end, we build a tree $D$ by replacing each bag $B \in T$ with the bag $J(B)$. We can show that $D$ is a tree decomposition of $E$ (see Definition 9). First, by point (2) of Definition 10 we have $\bigcup_{B \in T} B = S_P$. It follows that $\bigcup_{B \in T} J(B) = B$. This proves property (1). Second, by construction for every $e \in E_T$ we have a node $u = u_e \in V_P$. Then, again by point (2) of Definition 10, there is $B \in T$ such that $u \in B$; and by construction of $D$ it holds $e = \{v, w\} \subseteq J(B)$. This proves property (2).

Third, fix any $J(B_1), J(B_2), J(B_3) \in D$ such that $J(B_1)$ is on the path from $J(B_2)$ to $J(B_3)$ in $D$, and consider any $v \in J(B_2) \cap J(B_3)$. There is $u \in B_2$ such that $v \in J(u)$, and $u' \in B_3$ such that $z \in J(u')$. Thus $v \in J(u) \cap J(u') \subseteq J(B_2) \cap J(B_3)$; but since $B_1$ is on the path from $B_2$ to $B_3$ in $T$, point (3) of Definition 9 implies $v \subseteq J(B_1)$. This proves property (3).

Hence $D$ is a tree decomposition of $E$. Finally, by construction $|I_2| \leq 2|J(I_2)|$. Then by Definition 9 and Definition 11 we have $t(E) \leq 2(\tau(P) + 1)$, that is, $\tau(P) \geq \frac{3}{2}(t(E) + 1)$. But $t(E) = \Omega(\alpha(H))$, thus $\tau(P) = \Omega(\alpha(H))$. ▷

4.4 All patterns

This subsection is devoted entirely to prove:

- **Theorem 20.** For any dag $P = (V_P, A_P)$, in time $O(1.7549^k)$ we can compute a dag tree decomposition $T = (B, E)$ with $\tau(T) \leq \min([\frac{k}{4}], [\frac{k}{2}]) + 2$, where $k = |V_P|$ and $e = |A_P|$.

Combined with Definition 15, this gives:

- **Corollary 21.** Any $k$-node graph $H$ satisfies $\tau(H) \leq [\frac{k}{4}] + 2$.

The proof of Theorem 20 proceeds as follows. First, we greedily find a subset $B^* \subseteq S$ such that $|V_P(B^*)| \leq \frac{3}{4}|B^*|$. If this subset coincides with $S$, we are done. Otherwise we delete $B^*$ and $V_P(B^*)$ from $P$, partitioning $P$ itself in $\ell \geq 1$ connected components. We can easily show that the d.t.d.’s of the individual components can be combined into a d.t.d. for $P$, if we add $B^*$ to every bag. The crux, then, is bounding the dag treewidth of the individual components. We show that, if the $i$-th component has $k_i$ nodes, then it admits a d.t.d. of width $\frac{k_i}{4} + 2$. This requires to first “peel” the component, getting rid of the tree-like parts, and then decomposing its core using tree decompositions.

The proof makes heavy use of the skeleton of $P$, defined as follows.

- **Definition 22.** The skeleton of a dag $P = (V_P, A_P)$ is the directed bipartite graph $\Lambda(P) = (S \cup J, E_\Lambda)$ where $E_\Lambda \subseteq S \times J$ and $(u, v) \in E_\Lambda$ if and only if $v \in J(u)$.

Figure 3 gives an example. Note that $\Lambda(P)$ does not contain nodes that are neither sources nor joints; the reason is that those nodes are irrelevant to the construction of a d.t.d.. Note also that building $\Lambda(P)$ takes time $O(\text{poly}(k))$.

- **Figure 3** Left: a dag $P$. Right: its skeleton $\Lambda(P)$ (sources $S$ above, joints $J$ below).

Let us now delve into the proof. For any node $x$, we denote by $d_x$ the current degree of $x$ in the skeleton.
1. **Shattering the skeleton.** Set $B^{(0)} = \emptyset$ and let $\Lambda^{(0)} = (S^{(0)} \cup J^{(0)}, E^{(0)}_{\Lambda})$ be a copy of $
abla$. Set $j = 0$ and proceed iteratively as follows. If there is a source $u \in S^{(j)}$ with $d_{u} \geq 3$, let $B^{(j+1)} = B^{(j)} \cup \{u\}$, and let $\Lambda^{(j+1)} = (S^{(j+1)} \cup J^{(j+1)}, E^{(j+1)}_{\Lambda})$ be obtained from $\Lambda^{(j)}$ by removing $u$ and $J^{(j)}(u)$; otherwise stop. Suppose the procedure stops at $j = j^*$, producing the subset $B^* = B^{(j^*)}$ and the sub-skeleton $\Lambda^* = \Lambda^{(j^*)} = (S^* \cup J^*, E^*_{\Lambda})$. We prove:

**Lemma 23.** $|B^*| \leq \min \left\{ \frac{k-|\Lambda^*|}{4}, \frac{e-|E^*_{\Lambda}|}{4} \right\}$, where $k = |V_P|$ and $e = |A_P|$.

**Proof.** Since each step removes at least 4 nodes from $\Lambda^{(j)}$, then $4|B^*| \leq |\Lambda \setminus \Lambda^*| \leq (k - |\Lambda^*|)$, and $|B^*| \leq \frac{k-|\Lambda^*|}{4}$. Now consider the nodes $\{u \in J^{(j)}(u)\}$ removed at step $j$. Note that $\Lambda^{(j)}$ is just the skeleton of $P^{(j)} = P \setminus P(B^{(j)})$, and that $J^{(j)}(u) \subseteq P^{(j)}(u)$. This implies $P^{(j)}(u)$ contains at least 3 arcs. Moreover, there must be at least one arc from $P^{(j)} \setminus P^{(j)}(u)$ to $P^{(j)}(u)$, otherwise $P^{(j)}(u)$ would not contain joints of $P^{(j)}$. We have therefore at least 4 arcs pointing to nodes of $P^{(j)}(u)$. These arcs are counted only once, since $P^{(j)}(u)$ is then removed from $P^{(j)}$. Hence $e \geq 4|B^*| + |E^*_{\Lambda}|$, and $|B^*| \leq \frac{e-|E^*_{\Lambda}|}{4}$. $\blacksquare$

Now, if $B^* = S$, then obviously $T = \{\{B^*\}, \emptyset\}$ is a d.t.d. of $P$. Moreover in this case $\Lambda^*$ is empty, so Lemma 23 gives $|B^*| \leq |\Lambda \setminus \Lambda^*| \leq \frac{e}{2}$, proving Theorem 20.

Suppose instead $B^* \subset S$. Let $P^* = P \setminus P(B^*)$, and let $V_i = (S_i \cup J_i, E_i): i = 1, \ldots, \ell$ be the connected components of $\Lambda^*$. One can check that $\Lambda_i$ is precisely the skeleton of $P^*(S_i)$, the $i$-th connected component of $P^*$. As the next lemma says, we can obtain a d.t.d. for $P$ by simply combining the d.t.d.'s of the $P^*(S_i)$ in a tree and adding $B^*$ to all the bags. For simplicity, we say “a d.t.d. of $\Lambda_i$” for “a d.t.d. of $P^*(S_i)$”.

**Lemma 24.** For $i = 1, \ldots, \ell$ let $T_i = (B_i, E_i)$ be a d.t.d. of $\Lambda_i$. Consider the tree $T$ obtained as follows. The root of $T$ is the bag $B^*$, and the subtrees below $B^*$ are $T_1, \ldots, T_\ell$, where each bag $B \in T_i$ has been replaced by $B \cup B^*$. Then $T = (B, E)$ is a d.t.d. of $P$ with $\tau(T) \leq |B^*| + \max_{i=1,\ldots,\ell} \tau(T_i)$ and $|B| = 1 + \sum_{i=1}^{\ell} |B_i|$.

**Proof.** The claims on $\tau(T)$ and $|B|$ are trivial. Let us check via Definition 10 that $T$ is a d.t.d. of $P$. Point (1) is immediate. For point (2), note that $\cup_{B \in T_i} = S_i$ because $T_i$ is by hypothesis a d.t.d. of $\Lambda_i$; by construction, then, $\cup_{B \in T} = B^* \cup \cup_{i=1}^\ell S_i = S_P$. Now point (3). Choose any two bags $B' \cup B^*$ and $B'' \cup B^*$ of $T$, where $B' \in T_i$ and $B'' \in T_j$ for some $i, j \in \{1, \ldots, \ell\}$, and any bag $B \cup B^* \in T(B' \cup B^*, B'' \cup B^*)$. Suppose first $i = j$; thus by construction $B \in T(B', B'')$. Since $T_i$ is a d.t.d., then $J_i(B') \cap J_i(B'') \subseteq J_i(B)$, and in $T$ this implies $V_P(B' \cup B^*) \cap V_P(B'' \cup B^*) \subseteq V_P(B \cup B^*)$. Suppose instead $i \neq j$. Then $J_i(S_i) \cap J_j(S_j) = \emptyset$ and this means that $J(S_i) \cap J(S_j) \subseteq J(B^*)$. But $V_P(B_i) \cap V_P(B_j) \subseteq J(S_i) \cap J(S_j)$ and $J(B^*) \subseteq V_P(B^*)$, thus $V_P(B_i) \cap V_P(B_j) \subseteq V_P(B^*)$. It follows that for every bag $B \cup B^*$ of $T$ we have $V_P(B_i \cup B^*) \cap V_P(B_j \cup B^*) \subseteq V_P(B \cup B^*)$. $\blacksquare$

2. **Peeling $\Lambda_i$.** We now remove the tree-like parts of $\Lambda_i = (S_i \cup J_i, E_i)$; for instance, sources that point to only a single joint. The intuition is that those parts do not increase the dag treewidth. As a base case, if $|S_i| = 1$ then $T_i = ((S_i), \emptyset)$ is a d.t.d. for $\Lambda_i$ of width 1. Suppose instead $|S_i| > 1$. Note that every $u \in S_i$ satisfies $d_u = |J_i(u)| \leq 2$, for otherwise $u$ would have been removed in the previous phase. Consider the following conditions:

1. $\exists u \in S_i : d_u = 1$. Then fix any such $u$, and fix any $u' \in S_i \setminus \{u\}$ with $J_i(u) \cap J_i(u') \neq \emptyset$.
2. $J_i(u) = J_i(u')$ for some $u, u' \in S_i$ with $u \neq u'$. Then, fix $u$ and $u'$ as above.
3. $\exists v \in J_i : d_v = 1$ (this is initially false). Then fix any such $v$, let $u$ be the unique source such that $v \in J_i(u)$, and let $u' \neq u$ be any source with $J_i(u) \cap J_i(u') \neq \emptyset$. 

IPEC 2019
Note that, in any case, \( u' \) must exist since \( |S_i| > 1 \) and \( \Lambda_i \) is always connected. We then “peel” \( \Lambda_i \) by defining \( T_i \) recursively, as follows. Let \( \Lambda'_i = \Lambda_i \setminus \{u\} \), and assume we have a d.t.d. \( T'_i \) of \( \Lambda'_i \). Since \( u' \neq u \) then \( u' \in S_i \setminus \{u\} \), and thus for some \( B' \in T'_i \) we have \( u' \in B' \). Create the bag \( B_u = \{u\} \) and set it as a child of \( B' \). We obtain a tree \( T_i \) where \( B_u \) is a leaf; and note that, by construction, for any \( u'' \in S_i \setminus \{u, u'\} \) we have \( J_i(u) \cap J_i(u'') \subseteq J_i(u') \). This implies that \( T_i \) is a d.t.d. for \( \Lambda_i \). Then remove \( u \) from \( \Lambda_i \), as well as any \( v : d_v = 0 \).

We repeat this peeling process until we meet the base case, or until \( |S_i| > 1 \) and all three conditions above fail. In the latter case, we move to the next phase.

3. Decomposing the core. We denote by \( \Lambda^*_i = (S^*_i \cup J^*_i, E^*_i) \) the subgraph of \( \Lambda_i \) left after the peeling. We say \( \Lambda^*_i \) is the core of \( \Lambda_i \); intuitively, it is the part determining the dag treewidth of \( \Lambda_i \). Now, since \( \Lambda^*_i \) violates all three conditions of the peeling step, certainly \( d_u = 2 \) for every source \( u \) and \( d_v \geq 2 \) for every joint \( v \). This means that the joints and sources of \( \Lambda^*_i \) can be represented as nodes and edges of a simple graph. Formally, we encode \( \Lambda^*_i \) as \( C_i = (V_{C_i}, E_{C_i}) \) where \( V_{C_i} = J^*_i \) and \( E_{C_i} = \{e_u : u \in S^*_i\} \), as Figure 4 shows.

Using \( C_i \), we can find a good bound on \( \tau(\Lambda^*_i) \) via tree decompositions. The key fact is that any tree decomposition for \( C_i \) of width \( t \) can be turned in time \( \text{poly}(k) \) into a d.t.d. for \( \Lambda^*_i \) of width \( t + 1 \) (intuitively, the tree decomposition covers the edges of \( C_i \), which are the sources of \( \Lambda^*_i \)). By a bound of [23], \( C_i \) admits a tree decomposition of width at most \( \frac{|E_{C_i}|}{3} + 3 \), and this can be computed in time \( O(1.7549^k) \) [18]. In the end, this yields:

\[
\textbf{Lemma 25.} \text{ Let } k_i = |S^*_i \cup J^*_i|. \text{ In time } O(1.7549^k) \text{ we can compute a d.t.d. } T^*_i = (B^*_i, E^*_i) \text{ of } \Lambda^*_i \text{ such that } \tau(T^*_i) \leq \left\lfloor \frac{k_i}{4} \right\rfloor + 2.
\]

With Lemma 25 we have essentially finished. It remains to wrap all our bounds together.

4. Assembling the tree. Let \( T_i \) be the d.t.d. for \( \Lambda_i \), as returned by the recursive peeling followed by the core decomposition. Note that \( \tau(T_i) \leq \tau(T^*_i) \), since the peeling phase only add bags of width 1. Therefore, by Lemma 25, \( \tau(T_i) \leq \left\lfloor \frac{k_i}{4} \right\rfloor + 2 \) where \( k_i = |S^*_i \cup J^*_i| \).

Let now \( T = (B, E) \) be the d.t.d. for \( P \) obtained by composing \( T_1, \ldots, T_\ell \) (Lemma 24). By Lemma 24 itself, \( \tau(T) \leq |B^*| + \max_{i=1,\ldots,\ell} \tau(T_i) \), thus:

\[
\tau(T) \leq |B^*| + \max_{i=1,\ldots,\ell} \left\lfloor \frac{k_i}{4} \right\rfloor + 2 \tag{5}
\]

Now, from Lemma 23 we know that \( P(B^*) \) has at least \( 4|B^*| \) nodes and \( 4|B^*| \) arcs. Similarly, since each \( \Lambda_i \) has at least \( k_i \) nodes and \( k_i \) arcs, then \( P \setminus P(B^*) \) has at least \( \sum_{i=1,\ldots,\ell} k_i \).
nodes and \( \sum_{i=1}^{\ell} k_i \) arcs. By a simple summation, then, we have \( \tau(T) \leq \lceil \frac{1}{2} \rceil + 2 \) and \( \tau(T) \leq \lfloor \frac{1}{2} \rfloor + 2 \), hence \( \tau(T) \leq \min(\lceil \frac{1}{2} \rceil, \lfloor \frac{1}{2} \rfloor) + 2 \). Finally, by Lemma 25 the time to build \( T \) is \( O(1.7549^{k_i}) \), since the peeling phase clearly takes time \( \text{poly}(k_i) \). The total time to build \( T \) is therefore \( O(1.7549^k) \), which concludes the proof of Theorem 20.

5 Lower bounds

We prove the lower bound of Theorem 7. Note that, since \( \tau(H) = \Theta(\alpha(H)) \) by Lemma 19, the bound still holds if one replaces \( s(H) \) by \( \alpha(H) \) in the statement.

\textbf{Theorem 26.} For any function \( a : [k] \rightarrow [1, k] \) there exists an infinite family of patterns \( \mathcal{H} \) such that (1) \( s(H) = \Theta(a(k)) \) for each \( H \in \mathcal{H} \), and (2) if there exists an algorithm that computes \( \text{ind}(H, G) \) or \( \text{sub}(H, G) \) in time \( f(d, k) \cdot n^{o(a(k)/\ln a(k))} \) for all \( H \in \mathcal{H} \) where \( d \) is the degeneracy of \( G \), then ETH fails.

\textbf{Proof.} We reduce counting cycles in an arbitrary graph to counting a gadget pattern on \( k \) nodes and dag treewidth \( O(\tau(k)) \), where \( \tau(k) = a(k) \), in a \( d \)-degenerate graph.

The gadget is the following. Consider a simple cycle on \( k_0 \geq 3 \) nodes. Choose an integer \( d = d(k) \geq 2 \) with \( d(k) \in \Omega(\frac{k}{\tau(k)}) \). For each edge \( e = uv \) of the cycle create a clique \( C_e \) on \( d - 1 \) nodes; delete \( e \) and connect both \( u \) and \( v \) to every node of \( C_e \). The resulting graph \( H \) has \( dk_0 = k \) nodes. Let us prove \( \tau(H) \leq k_0 \). This implies \( \tau(H) = O(\tau(k)) \) since \( k_0 = \frac{k}{\tau} \in O(\tau(k)) \). Consider again the generic edge \( e = uv \). Since \( C_e \cup u \) is itself a clique, it has independent set size \( 1 \); and thus in any orientation \( H_e \) of \( H \), \( C_e \cup u \) contains at most one source. Applying the argument to all \( e \) shows \( S(H_e) \leq k_0 \), and since \( \tau(H_e) \leq |S(H_e)| \), we have \( \tau(H_e) \leq k_0 \). Note any \( H'_e \) obtained from \( H_e \) by adding edges or identifying nodes has at most \( k_0 \) roots, too. Hence \( \tau(H) \leq k_0 \).

Now consider the task of counting the cycles of length \( k_0 \geq 3 \) in a simple graph \( G_0 \) on \( n_0 \) nodes and \( m_0 \) edges. We replace each edge of \( G_0 \) as described above. The resulting graph \( G \) has \( n = m_0(d - 1) + n_0 = O(dn_0^2) \) nodes, has degeneracy \( d \), and can be built in \( \text{poly}(n_0) \) time. Note that every \( k_0 \)-cycle of \( G_0 \) is univocally associated to an induced copy of \( H \) in \( G \). Suppose then there exists an algorithm that computes \( \text{ind}(H, G) \) or \( \text{sub}(H, G) \) in time \( f(d, k) \cdot n^{o(\tau(H)/\ln \tau(H))} \). Since \( \tau(H) \leq k_0 \), \( k = f(d, k_0) \), \( n = O(dn_0^2) \), and \( d = f(k_0) \), the running is time \( f(d, k_0) \cdot n^{o(k_0/\ln k_0)} \). This implies one can count the number of \( k_0 \)-cycles in \( G \) in time \( f(k_0) \cdot n^{o(k_0/\ln k_0)} \). The proof is completed by invoking:

\textbf{Theorem 27 ([11], Theorem 1.2).} The following problems are \#\textit{W}1-hard and, assuming ETH, cannot be solved in time \( f(k) \cdot n^{o(k/\log k)} \) for any computable function \( f \): counting (directed) paths or cycles of length \( k \), and counting edge-colorful or uncolored \( k \)-matchings in bipartite graphs.

6 Conclusions

We have shown how one can exploit the sparsity of a graph to count subgraphs faster than with state-of-the-art algorithms. Our main technical ingredient, the dag tree decomposition, not only yields better algorithms, but sheds light on the algorithmic role of degeneracy in subgraph counting, too. It would be interesting to know if our decomposition can be applied to problems other than subgraph counting.

An obvious line of future research is to tighten the bounds. For all patterns, one could improve the upper bound by reducing the exponent by constant or logarithmic factors; larger improvements seem unlikely, due to the lower bounds. For special classes of patterns, instead,
the situation is different: our lower bounds hold for some infinite family of patterns, not for any infinite family. This leaves open the question of finding special classes of patterns that can be counted even faster, or of tightening the lower bounds. In the second case, the dag treewidth would completely characterise the complexity of subgraph counting when parameterized by the degeneracy of the host graph.
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Abstract

Parameterized complexity attempts to give a more fine-grained analysis of the complexity of problems: instead of measuring the running time as a function of only the input size, we analyze the running time with respect to additional parameters. This approach has proven to be highly successful in delineating our understanding of \textit{NP}-hard problems. Given this success with the TIME resource, it seems but natural to use this approach for dealing with the SPACE resource. First attempts in this direction have considered a few individual problems, with some success: Fafianie and Kratsch [MFCS’14] and Chitnis et al. [SODA’15] introduced the notions of streaming kernels and parameterized streaming algorithms respectively. For example, the latter shows how to refine the $\Omega(n^2)$ bit lower bound for finding a minimum Vertex Cover (VC) in the streaming setting by designing an algorithm for the parameterized $k$-VC problem which uses $O(k^2 \log n)$ bits.

In this paper, we initiate a systematic study of graph problems from the paradigm of parameterized streaming algorithms. We first define a natural hierarchy of space complexity classes of \textit{FPS}, \textit{SubPS}, \textit{SemiPS}, \textit{SupPS} and \textit{BrutePS}, and then obtain tight classifications for several well-studied graph problems such as Longest Path, Feedback Vertex Set, Dominating Set, Girth, Treewidth, etc. into this hierarchy (see Figure 1 and Table 1). On the algorithmic side, our parameterized streaming algorithms use techniques from the FPT world such as bidimensionality, iterative compression and bounded-depth search trees. On the hardness side, we obtain lower bounds for the parameterized streaming complexity of various problems via novel reductions from problems in communication complexity. We also show a general (unconditional) lower bound for space complexity of parameterized streaming algorithms for a large class of problems inspired by the recently developed frameworks for showing (conditional) kernelization lower bounds.

Parameterized algorithms and streaming algorithms are approaches to cope with TIME and SPACE intractability respectively. It is our hope that this work on parameterized streaming algorithms leads to two-way flow of ideas between these two previously separated areas of theoretical computer science.
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Designing and implementing efficient algorithms is at the heart of computer science. Traditionally, efficiency of algorithms has been measured with respect to running time as a function of instance size. From this perspective, algorithms are said to be efficient if they can be solved in time which is bounded by some polynomial function of the input size. However, very many interesting problems are \( \text{NP} \)-complete, and so are grouped together as “not known to be efficient”. This fails to discriminate within a large heterogenous group of problems, and in response the theory of parameterized (time) algorithms was developed in late 90’s by Downey and Fellows [20]. Parameterized complexity attempts to delineate the complexity of problems by expressing the costs in terms of additional parameters. Formally, we say that a problem is fixed-parameter tractable (FPT) with respect to parameter \( k \) if the problem can be solved in time \( f(k) \cdot n^{O(1)} \) where \( f \) is a computable function and \( n \) is the input size. For example, the problem of checking if a graph on \( n \) vertices has a vertex cover of size at most \( k \) can be solved in \( 2^k \cdot n^{O(1)} \) time. The study of various parameters helps to understand which parameters make the problem easier (FPT) and which ones cause it to be hard. The parameterized approach towards \( \text{NP} \)-complete problems has led to development of various algorithmic tools such as kernelization, iterative compression, color coding, and more [21, 14].

**Kernelization:** A key concept in fixed parameter tractability is that of kernelization which is an efficient preprocessing algorithm to produce a smaller, equivalent output called the “kernel”. Formally, a kernelization algorithm for a parameterized problem \( Q \) is an algorithm which takes as an instance \( \langle x, k \rangle \) and outputs in time polynomial in \( (|x| + k) \) an equivalent\(^1 \) instance \( \langle x', k' \rangle \) such that \( \max\{|x'|, k'\} \leq f(k) \) for some computable function \( f \). The output instance \( \langle x', k' \rangle \) is called the kernel, while the function \( f \) determines the size of the kernel. Kernelizability is equivalent to fixed-parameter tractability, and designing compact kernels is an important question. In recent years, (conditional) lower bounds on kernels have emerged [3, 16, 17, 22, 27].

**Streaming Algorithms:** A very different paradigm for handling large problem instances arises in the form of streaming algorithms. The model is motivated by sources of data arising in communication networks and activity streams that are considered to be too big to store conveniently. This places a greater emphasis on the space complexity of algorithms. A streaming algorithm processes the input in one or a few read-only passes, with primary focus on the storage space needed. In this paper we consider streaming algorithms for graph problems over fixed vertex sets, where information about the edges arrives edge by edge [29]. We consider variants where edges can be both inserted and deleted, or only insertions are allowed. We primarily consider single pass streams, but also give some multi-pass results.

### 1.1 Parameterized Streaming Algorithms and Kernels

Given that parameterized algorithms have been extremely successful for the TIME resource, it seems natural to also use it attack the SPACE resource. In this paper, we advance the model of parameterized streaming algorithms, and start to flesh out a hierarchy of complexity classes. We focus our attention on graph problems, by analogy with FPT, where the majority of results have addressed graphs. From a space perspective, there is perhaps less headroom

\(^1\) By equivalent we mean that \( \langle x, k \rangle \in Q \iff \langle x', k' \rangle \in Q \)
than when considering the time cost: for graphs on $n$ vertices, the entire graph can be stored using $O(n^2)$ space. Nevertheless, given that storing the full graph can be prohibitive, there are natural space complexity classes to consider. We formalize these below, but informally, the classes partition the dependence on $n$ as: (i) (virtually) independent of $n$; (ii) sublinear in $n$; (iii) (quasi)linear in $n$; (iv) superlinear but subquadratic in $n$; and (v) quadratic in $n$.

Naively, several graph problems have strong lower bounds: for example, the problem of finding a minimum vertex cover on graphs of $n$ vertices has a lower bound of $\Omega(n^2)$ bits. However, when we adopt the parameterized view, we seek streaming algorithms for (parameterized) graph problems whose space can be expressed as a function of both the number of vertices $n$ and the parameter $k$. With this relaxation, we can separate out the problem space and start to populate our hierarchy. We next spell out our results, which derive from a variety of upper and lower bounds building on the streaming and FPT literature.

### 1.2 Our Results & Organization of the paper

For a graph problem with parameter $k$, there can be several possible choices for the space complexity needed to solve it in the streaming setting. In this paper, we first define some natural space complexity classes below:

1. \( \tilde{O}(f(k)) \) space: Due to the connection to running time of FPT algorithms, we call the class of parameterized problems solvable using \( \tilde{O}(f(k)) \) bits as FPS (fixed-parameterized streaming).

2. Sublinear space: When the dependence on $n$ is sublinear, we call the class of parameterized problems solvable using \( \tilde{O}(f(k) \cdot n^{1-\epsilon}) \) bits as SubPS (sublinear parameterized streaming).

3. Quasi-linear space: Due to the connection to the semi-streaming model [26, 33], we call the set of problems solvable using \( \tilde{O}(f(k) \cdot n) \) bits as SemiPS (parameterized semi-streaming).

4. Superlinear, subquadratic space: When the dependence on $n$ is superlinear (but subquadratic), we call the class of parameterized problems solvable using \( \tilde{O}(f(k) \cdot n^{1+\epsilon}) \) bits (for some $1 > \epsilon > 0$) as SupPS (superlinear parameterized streaming).

5. Quadratic space: We call the set of graph problems solvable using $O(n^2)$ bits as BrutePS (brute-force parameterized streaming). Note that every graph problem is in BrutePS since we can just store the entire adjacency matrix using $O(n^2)$ bits (see Remark 2).

▶ **Remark 1.** Formally, we need to consider the following 7-tuple when we attempt to find its correct position in the aforementioned hierarchy of complexity classes:

\[
[\text{Problem}, \text{Parameter}, \text{Space}, \# \text{of Passes}, \text{Type of Algorithm}, \text{Approx. Ratio}, \text{Type of Stream}]
\]

By type of algorithm, we mean that the algorithm could be deterministic or randomized. For the type of stream, the standard alternatives are (adversarial) insertion, (adversarial) insertion-deletion, random order, etc. Table 2 gives a list of results for the $k$-VC problem (as a case study) in various different settings. Unless stated otherwise, throughout this paper, we consider the space requirement for 1-pass exact deterministic algorithms for problems with the standard parameter (size of the solution) on insertion-only streams.

▶ **Remark 2.** There are various different models for streaming algorithms depending on how much computation is allowed on the stored data. In this paper, we consider the most general model by allowing unbounded computation at each edge update, and also at the end of the stream.

---

2 Throughout the paper, by space we mean words/edges/vertices. Each word can be represented using $O(\log n)$ bits.

3 Throughout this paper, we use the $\tilde{O}$ notation to hide $O^{(1)} n$ factors.
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Our goal is to provide a tight classification of graph problems into the aforementioned complexity classes. We make progress towards this goal as follows: Section 2 shows how various techniques from the FPT world such as iterative compression, branching, bidimensionality, etc. can also be used to design parameterized streaming algorithms. First we investigate whether one can further improve upon the FPS algorithm of Chitnis et al. [9] for \(k\)-VC which uses \(O(k^2 \cdot \log n)\) bits and one pass. We design two algorithms for \(k\)-VC which use \(O(k \cdot \log n)\) bits\(^4\): an \(2^k\)-pass algorithm using bounded-depth search trees (Section 2.1) and an \((k \cdot 2^k)\)-pass algorithm using iterative compression (Section 2.2). Finally, Section 2.3 shows that any minor-bidimensional problem belongs to the class \textsc{SemiPS}.

Section 3 deals with lower bounds for parameterized streaming algorithms. First, in Section 3.1 we show that some parameterized problems are tight for the classes \textsc{SemiPS} and \textsc{BrutePS}. In particular, we show that \(k\)-Treewidth, \(k\)-Path and \(k\)-Feedback-Vertex-Set are tight for the class \textsc{SemiPS}, i.e., they belong to \textsc{SemiPS} but do not belong to the subclass \textsc{SubPS}. Our \textsc{SemiPS} algorithms are based on problem-specific structural insights. Via reductions from the PERM problem [35], we rule out algorithms which use \(\tilde{O}(f(k) \cdot n^{1-\epsilon})\) bits (for any function \(f\) and any \(\epsilon \in (0, 1)\)) for these problems by proving \(\Omega(n \log n)\) bits lower bounds for constant values of \(k\). Then we show that some parameterized problems such as \(k\)-Girth and \(k\)-Dominating-Set are tight for the class \textsc{BrutePS}, i.e., they belong to \textsc{BrutePS} but do not belong to the sub-class \textsc{SupPS}. Every graph problem belongs to \textsc{BrutePS} since we can store the entire adjacency matrix of the graph using \(O(n^2)\) bits. Via reductions from the INDEX problem [30], we rule out algorithms which use \(\tilde{O}(f(k) \cdot n^{1+\epsilon})\) bits (for any function \(f\) and any \(\epsilon \in (0, 1)\)) for these problems by proving \(\Omega(n^2)\) bits lower bounds for constant values of \(k\).

Section 3.2 shows a lower bound of \(\Omega(n)\) bits for any algorithm that approximates (within a factor \(\frac{1}{2}\)) \(\alpha\)-biconnected graphs of \((\beta + 2)\), i.e., this problem has no \(\tilde{O}(f(\beta) \cdot n^{1-\epsilon})\) bits approximation (since \(\beta\) is a constant), and hence does not belong to the class \textsc{SubPS} when parameterized by \(\beta\). In Section 3.3 we obtain unconditional lower bounds on the space complexity of 1-pass parameterized streaming algorithms for a large class of graph problems inspired by some of the recent frameworks to show conditional lower bounds for kernels [3, 16, 17, 22, 27]. In the full version we also show that any parameterized streaming algorithm for the \(d\)-SAT problem (for any \(d \geq 2\)) must (essentially) follow the naive algorithm of storing all the clauses.

Figure 1 provides a pictorial representation of the complexity classes, and the known classification of several graph problems (from this paper and some previous work) into these classes. Table 1 summarizes our results, and clarifies the stream arrival model(s) under which they hold.

1.3 Prior work on Parametrized Streaming Algorithms

Prior work began by considering how to implement kernels in the streaming model. Formally, a streaming kernel [25] for a parameterized problem \((I, k)\) is a streaming algorithm that receives the input \(I\) as a stream of elements, stores \(f(k) \cdot \log^{O(1)} |I|\) bits and returns an equivalent instance\(^5\). This is especially important from the practical point of view since several real-world situations can be modeled by the streaming setting, and streaming kernels would help to efficiently preprocess these instances. Fafianie and Kratsch [25] showed that

---

\(^4\) Which is essentially optimal since the algorithm also returns a VC of size \(k\) (if one exists)

\(^5\) [25] required \(f(k) = k^{O(1)}\), but we choose to relax this requirement
the kernels for some problems like Hitting Set and Set Matching can be implemented in the streaming setting, but other problems such as Edge Dominating Set, Feedback Vertex Set, etc. do not admit (1-pass) streaming kernels.

Chitnis et al. [9] studied how to circumvent the worst case bound of $\Omega(n^2)$ bits for Vertex Cover by designing a streaming algorithm for the parameterized $k$-Vertex-Cover ($k$-VC). They showed that the $k$-VC problem can be solved in insertion-only streams using storage of $O(k^2)$ space. They also showed an almost matching lower bound of $\Omega(k^2)$ bits for any streaming algorithm for $k$-VC. A sequence of papers showed how to solve the $k$-VC problem in more general streaming models: Chitnis et al. [9, 8] gave an $O(k^2)$ space algorithm under a particular promise, which was subsequently removed in [7].

---

* That is, determine whether there is a vertex cover of size at most $k$?
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Table 1 Table summarizing our results (in the order in which they appear in the paper). All our algorithms are deterministic. All the lower bounds are unconditional, and hold even for randomized algorithms in insertion-only streams. Proofs of results labeled with [⋆] appear in the full version.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Number of Passes</th>
<th>Type of Stream</th>
<th>Space Upper Bound</th>
<th>Space Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g(r)$-minor-bidimensional problems [Sec. 2.3]</td>
<td>1</td>
<td>Ins-Del.</td>
<td>$O((g^{-1}(k+1))^{10}n)$ words</td>
<td>—</td>
</tr>
<tr>
<td>$k$-VC [Sec. 2.2]</td>
<td>$2^k \cdot k$</td>
<td>Ins-only</td>
<td>$O(k)$ words</td>
<td>$\Omega(k)$ words</td>
</tr>
<tr>
<td>$k$-VC [Sec. 2.1]</td>
<td>$2^k$</td>
<td>Ins-only</td>
<td>$O(k)$ words</td>
<td>$\Omega(k)$ words</td>
</tr>
<tr>
<td>$k$-FVS, $k$-Path k-Treewidth [Sec. 3.1]</td>
<td>1</td>
<td>Ins-only</td>
<td>$O(k \cdot n)$ words</td>
<td>No $f(k) \cdot n^{1-\epsilon} \log^{O(1)} n$ bits algorithm</td>
</tr>
<tr>
<td>$k$-FVS, $k$-Path k-Treewidth [Sec. 3.1]</td>
<td>1</td>
<td>Ins-Del.</td>
<td>$\tilde{O}(k \cdot n)$ words</td>
<td>No $f(k) \cdot n^{1-\epsilon} \log^{O(1)} n$ bits algorithm</td>
</tr>
<tr>
<td>$k$-Girth, $k$-DomSet, [Sec. 3.1]</td>
<td>1</td>
<td>Ins-Del.</td>
<td>$O(n^2)$ bits</td>
<td>No $f(k) \cdot n^{1-\epsilon} \log^{O(1)} n$ bits algorithm</td>
</tr>
<tr>
<td>$2^{\frac{n}{k}}$-approximation for size of min DomSet on graphs of arboricity $\beta$ [Sec. 3.2]</td>
<td>1</td>
<td>Ins-only</td>
<td>$\tilde{O}(n\beta)$ bits</td>
<td>No $f(\beta) \cdot n^{1-\epsilon}$ bits algorithm</td>
</tr>
<tr>
<td>AND-compatible problems and OR-compatible problems [Sec. 3.3]</td>
<td>1</td>
<td>Ins-only</td>
<td>$O(n^2)$ bits</td>
<td>No $O(f(k) \cdot n^{1-\epsilon})$ bits algorithm</td>
</tr>
<tr>
<td>$d$-SAT with $N$ variables [⋆]</td>
<td>1</td>
<td>Clause Arrival</td>
<td>$\tilde{O}(d \cdot N^d)$ bits</td>
<td>$\Omega((N/d)^d)$ bits</td>
</tr>
</tbody>
</table>

Table 2 Table summarizing some of the results for the $k$-VC problem in the different settings outlined in Remark 1. Proofs of results labeled with [⋆] appear in the full version.

<table>
<thead>
<tr>
<th>Problem</th>
<th># of Passes</th>
<th>Type of Stream</th>
<th>Type of Algorithm</th>
<th>Approx. Ratio</th>
<th>Space Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-VC</td>
<td>1</td>
<td>Ins-only</td>
<td>Det.</td>
<td>1</td>
<td>$O(k^2 \log n)$ bits [9]</td>
</tr>
<tr>
<td>$k$-VC</td>
<td>1</td>
<td>Ins-only</td>
<td>Rand.</td>
<td>1</td>
<td>$\Omega(k^2)$ bits [9]</td>
</tr>
<tr>
<td>$k$-VC</td>
<td>1</td>
<td>Ins-Del.</td>
<td>Rand.</td>
<td>1</td>
<td>$O(k^2 \log^{O(1)} n)$ bits [7]</td>
</tr>
<tr>
<td>$k$-VC</td>
<td>$2^k$</td>
<td>Ins-only</td>
<td>Det.</td>
<td>1</td>
<td>$O(k \log n)$ bits [Algorithm 1]</td>
</tr>
<tr>
<td>$k$-VC</td>
<td>$k \cdot 2^k$</td>
<td>Ins-only.</td>
<td>Det.</td>
<td>1</td>
<td>$O(k \log n)$ bits [⋆]</td>
</tr>
<tr>
<td>Estim. $k$-VC on Trees</td>
<td>$\Omega(k/ \log n)$</td>
<td>Ins-only.</td>
<td>Rand.</td>
<td>1</td>
<td>$O(k \log n)$ bits [1, Theorem 16]</td>
</tr>
</tbody>
</table>

Recently, there have been several papers considering the problem of estimating the size of a maximum matching using $o(n)$ space in graphs of bounded arboricity. If the space is required to be sublinear in $n$, then versions of the problem that involve estimating the size of a maximum matching (rather than demonstrating such a matching) become the focus. Since the work of Esfandiari et al. [24], there have been several sublinear space algorithms [31, 32, 12, 7] which obtain $O(\alpha)$-approximate estimations of the size of maximum matching in graphs of arboricity $\alpha$. The current best bounds [4, 12] for insertion-only streams is $O(\log^{O(1)} n)$ space and for insertion-deletion streams is $\tilde{O}(\alpha \cdot n^{1/3})$. All of these results can be viewed as parameterized streaming algorithms (FPS or SubPS) for approximately estimating the size of maximum matching in graphs parameterized by the arboricity.
2 Parameterized Streaming Algorithms Inspired by FPT techniques

In this section we design parameterized streaming algorithms using three techniques from the world of parameterized algorithms, viz. branching, iterative compression and bidimensionality.

2.1 Multipass FPS algorithm for k-VC using Branching

The streaming algorithm from Section 2.2 already uses optimal storage of $O(k \log n)$ bits but requires $O(2^{2^k} \cdot k)$ passes. In this section, we show how to reduce the number of passes to $2^k$ (while still maintaining the same storage) using the technique of bounded-depth search trees (also known as branching). The method of bounded-depth search trees gives a folklore FPT algorithm for $k$-VC which runs in $2^{O(k)} \cdot n^{O(1)}$ time. The idea is simple: any vertex cover must contain at least one end-point of each edge. We now build a search tree as follows:

Choose an arbitrary edge, say $e = u - v$ in the graph. Start with the graph $G$ at the root node of the search tree. Branch into two options, viz. choosing either $u$ or $v$ into the vertex cover. The resulting graphs at the two children of the root node are $G - u$ and $G - v$. Continue the branching process. Note that at each step, we branch into two options and we only need to build the search tree to height $k$ for the $k$-VC problem. Hence, the binary search tree has $2^{O(k)}$ leaf nodes. If the resulting graph at any leaf node is empty (i.e., has no edges) then $G$ has a vertex cover of size $\leq k$ which can be obtained by following the path from the root node to the leaf node in the search tree. Conversely, if the resulting graphs at none of the leaf nodes of the search tree are empty then $G$ does not have a vertex cover of size $\leq k$: this is because at each step we branched on all the (two) possibilities at each node of the search tree.

Simulating branching-based FPT algorithm using multiple passes: We now simulate the branching-based FPT algorithm described in the previous section using $2^k$ passes and $O(k \log n)$ bits of storage in the streaming model.

Definition 3. Let $V(G) = \{v_1, v_2, \ldots, v_n\}$. Fix some ordering $\phi$ on $V(G)$ as follows: $v_1 < v_2 < v_3 < \ldots < v_n$. Let $Dict_k$ be the dictionary ordering on the $2^k$ binary strings of $\{0, 1\}^k$. Given a string $X \subseteq \{0, 1\}^k$, let $Dict_k(Next(X))$ denote the string that comes immediately after $X$ in the ordering $Dict_k$. We set $Dict_k(Next(1^k)) = \Box$

We formally describe our multipass algorithm in Algorithm 1. This algorithm crucially uses the fact that in each pass we see the edges of the stream in the same order.

Theorem 4. [⋆] Algorithm 1 correctly solves the $k$-VC problem using $2^k$ passes and $O(k \log n)$ bits of storage.

Note that the total storage of Algorithm 1 is $O(k \log n)$ bits which is essentially optimal since the algorithm also outputs a vertex cover of size at most $k$ (if one exists).

The next natural question is whether one need exponential (in $k$) number of passes when we want to solve the $k$-VC problem using only $O(k \log n)$ bits. A lower bound of $(k/ \log n)$ passes follows for such algorithms from the following result of Abboud et al.

Theorem 5. (rewording of [1, Thm 16]) Any algorithm for the $k$-VC problem which uses $S$ bits of space and $R$ passes must satisfy $RS \geq n^2$

Note that if we choose $u$ in the first branch then that does not imply that we cannot or will not choose $v$ later on in the search tree.

Proofs of results labeled with [⋆] appear in the full version.
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Algorithm 1 2^k-pass Streaming Algorithm for k-VC using \( O(k \log n) \) bits via Branching.

**Input:** An undirected graph \( G = (V, E) \) and an integer \( k \).

**Output:** A vertex cover \( S \) of \( G \) of size \( \leq k \) (if one exists), and NO otherwise

**Storage:** \( i, j, S, X \)

1: Let \( X = 0^k \), and suppose the edges of the graph are seen in the order \( e_1, e_2, \ldots, e_m \)
2: while \( X \neq \nameof{nothing} \) do
   3:   \( S = \emptyset, i = 1, j = 1 \)
   4:   while \( i \neq k + 1 \) do
      5:      \( e_j = u - v \) such that \( u < v \) under the ordering \( \phi \)
      6:      if Both \( u \not\in S \) and \( v \not\in S \) then
      7:         if \( X[i] = 0 \) then \( S \leftarrow S \cup \{u\} \)
      8:         else \( S \leftarrow S \cup \{v\} \)
      9:      \( i \leftarrow i + 1 \)
     10:   \( j \leftarrow j + 1 \)
    11: if \( j = m + 1 \) then Return \( S \) and abort
   12: else \( X \leftarrow \text{Dict}_k(\text{Next}(X)) \)
13: if \( X = \nameof{nothing} \) then Return NO

2.2 Multipass FPS algorithm for k-VC using Iterative Compression

The technique of *iterative compression* was introduced by Reed et al. [34] to design the first FPT algorithm for the \( k \)-OCT problem\(^9\). Since then, iterative compression has been an important tool in the design of faster parameterized algorithms [6, 10, 5] and kernels [15]. In the full version, using the technique of iterative compression, we design an algorithm for \( k \)-VC which uses \( O(k \log n) \) bits but requires \( O(k \cdot 2^k) \) passes. Although this algorithm is strictly worse (same storage, but higher number of passes) compared to Algorithm 1, we mention it here to illustrate that the technique of iterative compression can be used in the streaming setting.

As in the FPT setting, a natural problem to attack using iterative compression in the streaming setting would be the \( k \)-OCT problem. It is known that 0-OCT, i.e., checking if a given graph is bipartite, in the 1-pass model has an upper bound of \( O(n \log n) \) bits [26] and a lower bound of \( \Omega(n \log n) \) bits [35]. For \( k \geq 1 \), can we design a \( g(k) \)-pass algorithm for \( k \)-OCT which uses \( \tilde{O}(f(k) \cdot n) \) bits for some functions \( f \) and \( g \), maybe using iterative compression? To the best of our knowledge, such an algorithm is not known even for 1-OCT.

2.3 Minor-Bidimensional problems belong to SemiPS

The theory of bidimensionality [18, 19] provides a general technique for designing (subexponential) FPT for \#P-hard graph problems on various graph classes. In this section, we briefly sketch how we can use this technique to show that a large class of problems belong to the class SemiPS. All the details (including graph-theoretic definitions such as minors, treewidth, etc.) of this section are deferred to the full version.

**Definition 6 (minor-bidimensional).** A graph problem \( \Pi \) is \( g(r) \)-minor-bidimensional if
- The value of \( \Pi \) on the \( r \times r \) grid is \( \geq g(r) \)
- \( \Pi \) is closed under taking minors, i.e., the value of \( \Pi \) does not increase under the operations of vertex deletions, edge deletions, edge contractions.

\(^9\) Is there a set of size at most \( k \) whose deletion makes the graph odd cycle free, i.e. bipartite
Hence, we obtain the following “win-win” approach for designing FPT algorithms for bidimensional problems:

- Either the graph has small treewidth and we can then use dynamic programming algorithms for bounded treewidth graphs; or
- The treewidth is large\(^{10}\) which implies that the graph contains a large grid as a minor.

This implies that the solution size is large, since the parameter is minor-bidimensional. Several natural graph parameters are known to be minor-bidimensional. For example, treewidth is \(\Omega(r)\)-minor-dimensional and Feedback Vertex Set, Vertex Cover, Minimum Maximal Matching, Long Path, etc are \(\Omega(r^2)\)-minor-bidimensional. To design parameterized streaming algorithms, we will replace the dynamic programming step for bounded treewidth graphs by simply storing all the edges of such graphs. The main theorem of this section is that minor-bidimensional problems belong to the class \(\text{SemiPS}\).

\textbf{Theorem 7.} [⋆] (minor-bidimensional problems \(\in \text{SemiPS}\)) Let \(\Pi\) be a \(g(r)\)-minor-dimensional problem. Then the \(k\)-\(\Pi\) problem on graphs with \(n\) vertices can be solved using

\[
O((g^{-1}(k + 1))^{10} \cdot n) \text{ space in insertion-only streams}
\]

\[
\tilde{O}((g^{-1}(k + 1))^{10} \cdot n) \text{ space in insertion-deletion streams}
\]

Theorem 7 implies the following results for specific graph problems\(^{11}\):

- Since Treewidth is \(\Omega(r)\)-minor-bidimensional, it follows that \(k\)-Treewidth has an \(O(k^{10} \cdot n)\) space algorithm in insertion-only streams and \(\tilde{O}(k^{10} \cdot n)\) space algorithm in insertion-deletion streams.
- Since problems such as Long Path, Vertex Cover, Feedback Vertex Set, Minimum Maximal Matching, etc. are \(\Omega(r^2)\)-minor-bidimensional, it follows that their parameterized versions have \(O(k^5 \cdot n)\) space algorithm in insertion-only streams and \(\tilde{O}(k^5 \cdot n)\) space algorithm in insertion-deletion streams.

In Section 3.1, we design algorithms for some of the aforementioned problems with smaller storage. In particular, we design problem-specific structural lemmas to reduce the dependency of \(k\) on the storage from \(k^{O(1)}\) to \(k\).

\textbf{Remark 8.} It is tempting to conjecture a lower bound complementing Theorem 7: for example, can we show that the bounds for minor-bidimensional problems are tight for \(\text{SemiPS}\), i.e., they do not belong to \(\text{SubPS}\) or even \(\text{FPS}\)? Unfortunately, we can rule out such a converse to Theorem 7 via the two examples of Vertex Cover (VC) and Feedback Vertex Set (FVS) which are both \(\Omega(r^2)\)-minor-bidimensional. Chitnis et al. \cite{chitnis2018parameterized} showed that \(k\)-VC can be solved in \(O(k^2)\) space and hence belongs to the class \(\text{FPS}\). However, we show in the full version that \(k\)-FVS cannot belong to \(\text{SubPS}\) since it has a \(\Omega(n \log n)\) bits lower bound for \(k = 0\).

\section{Lower Bounds for Parameterized Streaming Algorithms}

\subsection{Tight Problems for the classes \(\text{SemiPS}\) and \(\text{BrutePS}\)}

In this section we show that certain problems are tight for the classes \(\text{SemiPS}\) and \(\text{BrutePS}\). All of the results hold for 1-pass in the insertion-only model. Our algorithms are deterministic, while the lower bounds also hold for randomized algorithms.

---

\(^{10}\)Chuzhoy and Tan \cite{chuzhoy2018parameterized} showed that treewidth = \(O(r^9 \cdot \log^{O(1)} r)\) ⇒ there is a \(r \times r\) grid minor

\(^{11}\)We omit the simple proofs of why these problems satisfy the conditions of Definition 6
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**Tight Problems for the class SemiPS:** We now show that some parameterized problems are tight for the class SemiPS, i.e.,

- They belong to SemiPS, i.e., can be solved using $\tilde{O}(g(k) \cdot n)$ bits for some function $g$.
- They do not belong to SubPS, i.e., there is no algorithm which uses $\tilde{O}(f(k) \cdot n^{1+\epsilon})$ bits for any function $f$ and any constant $1 > \epsilon > 0$. We do this by showing $\Omega(n \cdot \log n)$ bits lower bounds for these problems for constant values of $k$.

For each of the problems considered in this section, a lower bound of $\Omega(n)$ bits (for constant values of $k$) was shown by Chitnis et al. [7]. To obtain the improved lower bound of $\Omega(n \cdot \log n)$ bits for constant $k$, we will reduce from the Perm problem defined by Sun and Woodruff [35].

**Perm**

*Input:* Alice has a permutation $\delta : [N] \rightarrow [N]$ which is represented as a bit string $B_\delta$ of length $N \log N$ by concatenating the images of $1, 2, \ldots, N$ under $\delta$. Bob has an index $I \in [N \log N]$.

*Goal:* Bob wants to find the $I$-th bit of $B_\delta$.

Sun and Woodruff [35] showed that the one-way (randomized) communication complexity of Perm is $\Omega(N \cdot \log N)$. Using the Perm problem, we show $\Omega(n \cdot \log n)$ bit lower bounds for constant values of $k$ for various problem such as $k$-Path, $k$-Treewidth, $k$-Feedback-Vertex-Set, etc. We also show a matching upper bound for these problems: for each $k$, these problems can be solved using $O(kn \cdot \log n)$ words in insertion-only streams and $\tilde{O}(kn \cdot \log n)$ words in insertion-deletion streams. The proofs of these results are deferred to the full version. To the best of our knowledge, the only problems known previously to be tight for SemiPS were $k$-vertex-connectivity and $k$-edge-connectivity [13, 35, 23].

**Tight Problems for the class BrutePS:** We now show that some parameterized problems are tight for the class BrutePS, i.e.,

- They belong to BrutePS, i.e., can be solved using $O(n^2)$ bits. Indeed any graph problem can be solved by storing the entire adjacency matrix which requires $O(n^2)$ bits.
- They do not belong to SubPS, i.e., there is no algorithm which uses $\tilde{O}(f(k) \cdot n^{1+\epsilon})$ bits for any function $f$ and any $\epsilon \in (0, 1)$. We do this by showing $\tilde{O}(n^2)$ bits lower bounds for these problems for constant values of $k$ via reductions from the INDEX problem.

**Index**

*Input:* Alice has a string $B = b_1 b_2 \ldots b_N \in \{0, 1\}^N$. Bob has an index $I \in [N]$.

*Goal:* Bob wants to find the value $b_I$.

There is a $\Omega(N)$ lower bound on the (randomized) one-way communication complexity of Index [30]. Via reduction from the INDEX problem, we are able to show $\Omega(n^2)$ bits for constant values of $k$ for several problems such as $k$-Dominating-Set and $k$-Girth. The proofs of these reductions are deferred to the full version.

**Remark 9.** We usually only design FPT algorithms for $\mathsf{NP}$-hard problems. However, parameterized streaming algorithms make sense for all graph problems since we are only comparing ourselves against the naive choice of storing all the $O(n^2)$ bits of adjacency matrix. Hence, here we consider the $k$-Girth problem as an example of a polynomial time solvable problem.

Finally, in the full version, we also show that for any $d \geq 2$, any streaming algorithm for $d$-SAT (in the clause arrival model) must essentially store all the clauses (and hence fits into the “brute-force” streaming setting). This is the only non-graph-theoretic result in this paper, and may be viewed as a “streaming analogue” of the Exponential Time Hypothesis.
3.2 Lower bound for approximating size of minimum Dominating Set on graphs of bounded arboricity

Theorem 10. Let $\beta \geq 1$ be any constant. Then any algorithm which $\frac{\beta}{12}$-approximates the size of a min dominating set on graphs of arboricity $\beta+2$ requires $\Omega(n)$ space.

Note that Theorem 10 shows that the naive algorithm which stores all the $O(n\beta)$ edges of an $\beta$-arboricity graph is essentially optimal. Our lower bound holds even for randomized algorithms (required to have success probability $\geq 3/4$) and also under the vertex arrival model, i.e., we see at once all edges incident on a vertex. We (very) closely follow the outline from [2, Theorem 4] who used this approach for showing that any $\alpha$-approximation for estimating size of a minimum dominating set in general graphs requires $\tilde{\Omega}(\frac{n^2}{\alpha^2})$ space.

Because we are restricted to bounded arboricity graphs, we cannot just sue their reduction as a black-box but need to adapt it carefully for our purposes.

Let $V(G) = [n+1]$, and $F_3$ be the collection of all subsets of $[n]$ with cardinality $\beta$. Consider the following distribution $D_{est}$ for $\text{DomSet}_{est}$.

<table>
<thead>
<tr>
<th>Distribution $D_{est}$: A hard input distribution for $\text{DomSet}_{est}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alice.</strong> The input of Alice is a collection of $n$ sets $S' = {S'_1, S'_2, \ldots, S'_n}$ where for each $i \in [n]$ we have that $S'<em>i = {i} \cup S_i$ with $S_i$ being a set chosen independently and uniformly at random from $F</em>\beta$.</td>
</tr>
<tr>
<td><strong>Bob.</strong> Pick $\theta \in {0, 1}$ and $i^* \in [n]$ independently and uniformly at random; the input of Bob is a single set $T$ defined as follows.</td>
</tr>
<tr>
<td>If $\theta = 0$, then $T = [n] \setminus T$ is a set of size $\beta/8$ chosen uniformly at random from $S_{i^*}$.</td>
</tr>
<tr>
<td>If $\theta = 1$, then $T = [n] \setminus T$ is a set of size $\beta/8$ chosen uniformly at random from $[n] \setminus S_{i^*}$.</td>
</tr>
</tbody>
</table>

Recall that $\text{OPT}(S', T)$ denotes the size of the minimum dominating set of the graph $G$ whose edge set is given by $N[i] = \{i\} \cup S_i$ for each $i \in [n]$ and $N[n+1] = \{n+1\} \cup T$. It is easy to see that $G$ has arboricity $\leq (\beta+2)$ since it has $(n+1)$ vertices and $\leq (\beta+1+n+(1+n-\frac{2}{\beta})$ edges. We first establish the following lemma regarding the parameter $\theta$ and $\text{OPT}(S', T)$ in the distribution $D_{est}$.

Lemma 11. [\*] Let $\alpha = \frac{\beta}{12}$. Then, for $(S', T) \sim D_{est}$ we have
1. $\Pr(\text{OPT}(S', T) = 2 | \theta = 0) = 1$.  
2. $\Pr(\text{OPT}(S', T) > 2\alpha | \theta = 1) = 1 - o(1)$.

The proof of Lemma 11 is deferred to the full version. The first observation is that the distribution $D_{est}$ is not a product distribution due to the correlation between the input given to Alice and Bob. However, we can express the distribution $D_{est}$ as a convex combination of a relatively small set of product distributions. The proof of Theorem 10 then follows by showing a lower bound on this set of product distributions. This proof is a bit technical, and we defer it to the full version.

3.3 Streaming Lower Bounds Inspired by Kernelization Lower Bounds

Streaming algorithms and kernelization are two (somewhat related) compression models. In kernelization, we have access to the whole input but our computation power is limited to polynomial time whereas in streaming algorithms we don’t have access to the whole graph (have to pay for whatever we store) but have unbounded computation power on whatever part of the input we have stored.
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A folklore result states that a (decidable) problem is FPT if and only if it has a kernel. Once the fixed-parameter tractability for a problem is established, the next natural goals are to reduce the running time of the FPT algorithm and reduce the size of the kernel. In the last decade, several frameworks have been developed to show (conditional) lower bounds on the size of kernels [3, 16, 17, 22, 27]. Inspired by these frameworks, we define a class of problems, which we call as AND-compatible and OR-compatible, and show (unconditionally) that none of these problems belong to the class SubPS.

Definition 12. We say that a graph problem \(\Pi\) is AND-compatible if there exists a constant \(k\) such that

- for every \(n \in \mathbb{N}\) there exists a graph \(G_{\text{YES}}\) of size \(n\) such that \(\Pi(G_{\text{YES}}, k)\) is a YES instance.
- for every \(n \in \mathbb{N}\) there exists a graph \(G_{\text{NO}}\) of size \(n\) such that \(\Pi(G_{\text{NO}}, k)\) is a NO instance.
- for every \(t \in \mathbb{N}\) we have that \(\Pi(\mathcal{G}^t_{\text{YES}}, k) = \land_{i=1}^t \Pi(G_i, k)\) where \(G = \mathcal{G}^t_{\text{YES}}\) denotes the union of the vertex-disjoint graphs \(G_1, G_2, \ldots, G_t\).

Examples of AND-compatible graph problems are \(k\)-Treewidth, \(k\)-Girth, \(k\)-Pathwidth, \(k\)-Coloring, etc.

Definition 13. We say that a graph problem \(\Pi\) is OR-compatible if there exists a constant \(k\) such that

- for every \(n \in \mathbb{N}\) there exists a graph \(G_{\text{YES}}\) of size \(n\) such that \(\Pi(G_{\text{YES}}, k)\) is a YES instance.
- for every \(n \in \mathbb{N}\) there exists a graph \(G_{\text{NO}}\) of size \(n\) such that \(\Pi(G_{\text{NO}}, k)\) is a NO instance.
- for every \(t \in \mathbb{N}\) we have that \(\Pi(\mathcal{G}^t_{\text{NO}}, k) = \lor_{i=1}^t \Pi(G_i, k)\) where \(G = \mathcal{G}^t_{\text{NO}}\) denotes the union of the vertex-disjoint graphs \(G_1, G_2, \ldots, G_t\).

A general example of an OR-compatible graph problem is the subgraph isomorphism problem parameterized by size of smaller graph: given a graph \(G\) of size \(n\) and a smaller graph \(H\) of size \(k\), does \(G\) have a subgraph isomorphic to \(H\)? Special cases of this problem are \(k\)-Path, \(k\)-Clique, \(k\)-Cycle, etc.

Theorem 14. If \(\Pi\) is an AND-compatible or an OR-compatible graph problem then \(\Pi \notin \text{SubPS}\).

Proof. Let \(\Pi\) be an AND-compatible graph problem, and \(G = \mathcal{G}^t_{\text{YES}}\) for some \(t \in \mathbb{N}\). We claim that any streaming algorithm \(\text{ALG}\) for \(\Pi\) must use \(t\) bits. Intuitively, we need at least one bit to check that each of the instances \((G_i, k)\) is a YES instance of \(\Pi\) (for all \(1 \leq i \leq t\)).

Consider a set of \(t\) graphs \(\mathcal{G} = \{G_1, G_2, \ldots, G_t\}\): note that we don’t fix any of these graphs yet. For every subset \(X \subseteq [t]\) we define the instance \((G_X, k)\) of \(\Pi\) where \(G_X = \mathcal{G}_{\text{YES}}\) for all \(i \in X\). Suppose that \(\text{ALG}\) uses less than \(t\) bits. Then by pigeonhole principle, there are two subsets \(I, I'\) of \([t]\) such that \(\text{ALG}\) has the same answer on \((G_I, k)\) and \((G_{I'}, k)\). Since \(I \neq I'\) (without loss of generality) there exists \(i^*\) such that \(i^* \in I \setminus I'\). This is where we now fix each of the graphs in \(\mathcal{G}\) to arrive at a contradiction: consider the input where \(G_{i^*} = G_{\text{YES}}\) for all \((I \cup I') \setminus i^*\) and \(G_{i^*} = G_{\text{NO}}\). Then, it follows that \((G_{i^*}, k)\) is a NO instance but \((G_I, k)\) is a YES instance.

Suppose that \(\Pi \in \text{SubPS}\), i.e., there is an algorithm for \(\Pi\) which uses \(f(k) \cdot N^{1 - \epsilon} \cdot \log^{O(1)} N\) bits (for some \(1 > \epsilon > 0\)) on a graph \(G\) of size \(N\) to decide whether \((G, k)\) is a YES or NO instance. Let \(G = \mathcal{G}^t_{\text{YES}}\) where \(|G_i| = n\) for each \(i \in [t]\). Then \(|G| = N = nt\). By the previous paragraph, we have that

\[
f(k) \cdot (nt)^{1 - \epsilon} \cdot \log^{O(1)}(nt) \geq t \Rightarrow f(k) \cdot n^{1 - \epsilon} \cdot \log^{O(1)}(nt) \geq t^\epsilon
\]
Choosing $t = n^{2\epsilon}$ we have that $f(k) \cdot \log^{O(1)} n^{1+(\frac{2-\epsilon}{2\epsilon})} \geq n$, which is a contradiction for large enough $n$ (since $k$ and $\epsilon$ are constants).

We now prove the lower bound for AND-compatible problems. Recall that De Morgan’s law states that $\neg(\lor_i P_i) = \land_i (\neg P_i)$. Hence, if $\Pi$ is an OR-compatible graph problem then the complement\footnote{By complement, we mean that $\overline{\Pi}(G,k)$ is YES if and only if $\Pi(G,k)$ is NO} problem $\overline{\Pi}$ is an AND-compatible graph problem, and hence the lower bound follows from the previous paragraph.

Remark 15. Note that throughout this paper we have considered the model where we allow unbounded computation at each edge update, and also at the end of the stream. However, if we consider a restricted model of allowing only polynomial (in input size $n$) computation at each edge update and also at end of the stream, then it is easy to see that existing (conditional) lower bounds from the parameterized algorithms and kernelization setting translate easily to this restricted model. For example, the following two lower bounds for parameterized streaming algorithms follow immediately in the restricted (polytime computation) model:

- Let $X$ be a graph problem that is $W[i]$-hard parameterized by $k$ (for some $i \geq 1$). Then (in the polytime computation model) $X \not\in \text{FPS}$ unless $\text{FPT} = W[i]$.
- Let $X$ be a graph problem that is known to not have a polynomial kernel unless $\text{NP} \subseteq \text{coNP}/\text{poly}$. Then (in the polytime computation model) $X$ does not have a parameterized streaming algorithm which uses $k^{O(1)} \cdot \log^{O(1)} n$ bits, unless $\text{NP} \subseteq \text{coNP}/\text{poly}$.

4 Conclusions & Open Problems

In this paper, we initiate a systematic study of graph problems from the paradigm of parameterized streaming algorithms. We define space complexity classes of $\text{FPS}$, $\text{SubPS}$, $\text{SemiPS}$, $\text{SupPS}$ and $\text{BrutePS}$, and then obtain tight classifications for several well-studied graph problems such as Longest Path, Feedback Vertex Set, Girth, Treewidth, etc. into these classes. Our parameterized streaming algorithms use techniques of bidimensionality, iterative compression and branching from the FPT world. In addition to showing lower bounds for some parameterized streaming problems via communication complexity, we also show how (conditional) lower bounds for kernels and W-hard problems translate to lower bounds for parameterized streaming algorithms.

Our work leaves open several concrete questions. We list some of them below:

- The streaming algorithm (Algorithm 1) for $k$-VC (on insertion-only streams) from Section 2.1 has an optimal storage of $O(k \log n)$ bits but requires $2^k$ passes. Can we reduce the number of passes to poly($k$), or instead show that we need passes which are superpolynomial in $k$ if we restrict space usage to $O(k \log n)$ bits? The only known lower bound for such algorithms is $(k/\log n)$ passes (see Theorem 5).
- For $k \geq 1$ can we design algorithms which use $f(k) \cdot n \cdot \log^{O(1)} n$ bits and $g(k)$ passes for the $k$-OCT problem (for some functions $f, g$)? The technique of iterative compression seems like a natural tool to use here.
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Abstract

Cut problems and connectivity problems on digraphs are two well-studied classes of problems from the viewpoint of parameterized complexity. After a series of papers over the last decade, we now have (almost) tight bounds for the running time of several standard variants of these problems parameterized by two parameters: the number \( k \) of terminals and the size \( p \) of the solution. When there is evidence of FPT intractability, then the next natural alternative is to consider FPT approximations. In this paper, we show two types of results for directed cut and connectivity problems, building on existing results from the literature: first is to circumvent the hardness results for these problems by designing FPT approximation algorithms, or alternatively strengthen the existing hardness results by creating “gap-instances” under stronger hypotheses such as the (Gap-)Exponential Time Hypothesis (ETH). Formally, we show the following results:

Cutting paths between a set of terminal pairs, i.e., Directed Multicut: Pilipczuk and Wahlstrom [TOCT ’18] showed that Directed Multicut is \( W[1] \)-hard when parameterized by \( p \) if \( k = 4 \). We complement this by showing the following two results:

- Directed Multicut has a \( k/2 \)-approximation in \( 2^{O(p^2)} \cdot n^{O(1)} \) time, i.e., a 2-approximation if \( k = 4 \),
- Under Gap-ETH, Directed Multicut does not admit an \( (\frac{2k}{k} - \epsilon) \)-approximation in \( f(p) \cdot n^{O(1)} \) time, for any computable function \( f \), even if \( k = 4 \).

Connecting a set of terminal pairs, i.e., Directed Steiner Network (DSN): The DSN problem on general graphs is known to be \( W[1] \)-hard parameterized by \( p + k \) due to Guo et al. [SIDMA ’11]. Dinur and Manurangsi [ITCS ’18] further showed that there is no FPT \( k^{1/4-o(1)} \)-approximation algorithm parameterized by \( k \), under Gap-ETH. Chitnis et al. [SODA ’14] considered the restriction to special graph classes, but unfortunately this does not lead to FPT algorithms either: DSN on planar graphs is \( W[1] \)-hard parameterized by \( k \). In this paper we consider the DSN\(_{\text{planar}}\) problem which is an intermediate version: the graph is general, but we want to find a solution whose cost is at most that of an optimal planar solution (if one exists). We show the following lower bounds for DSN\(_{\text{planar}}\):

- DSN\(_{\text{planar}}\) has no \((2 - \epsilon)\)-approximation in FPT time parameterized by \( k \), under Gap-ETH. This answers in the negative a question of Chitnis et al. [ESA ’18].
- DSN\(_{\text{planar}}\) is \( W[1] \)-hard parameterized by \( k + p \). Moreover, under ETH, there is no \((1 + \epsilon)\)-approximation for DSN\(_{\text{planar}}\) in \( f(k, p, \epsilon) \cdot n^{o(k/\sqrt{k + p + 17})} \) time for any computable function \( f \).

Pairwise connecting a set of terminals, i.e., Strongly Connected Steiner Subgraph (SCSS):

Guo et al. [SIDMA ’11] showed that SCSS is \( W[1] \)-hard parameterized by \( p + k \), while Chitnis et al. [SODA ’14] showed that SCSS remains \( W[1] \)-hard parameterized by \( p \), even if the input graph is planar. In this paper we consider the SCSS\(_{\text{planar}}\) problem which is an intermediate version: the graph is general, but we want to find a solution whose cost is at most that of an optimal planar solution (if one exists). We show the following lower bounds for SCSS\(_{\text{planar}}\):

- SCSS\(_{\text{planar}}\) is \( W[1] \)-hard parameterized by \( k + p \). Moreover, under ETH, there is no \((1 + \epsilon)\)-approximation for SCSS\(_{\text{planar}}\) in \( f(k, p, \epsilon) \cdot n^{o(\sqrt{k+p+f})} \) time for any computable function \( f \). Previously, the only known FPT approximation results for SCSS applied to general graphs parameterized by \( k \): a 2-approximation by Chitnis et al. [IPEC ’13], and a matching \((2 - \epsilon)\)-hardness under Gap-ETH by Chitnis et al. [ESA ’18].
Introduction

Given a weighted directed graph $G = (V, E)$ with two terminal vertices $s, t$ the problems of finding a minimum weight $s \leadsto t$ cut and a minimum weight $s \leadsto t$ path can both be famously solved in polynomial time. There are two natural generalizations when we consider more than two terminals: either we look for connectivity/cuts between all terminals of a given set, or we look for connectivity/cuts between a given set of terminal pairs. This leads to the four problems of Directed Multiway Cut, Directed Multicut, Strongly Connected Steiner Subgraph and Directed Steiner Network:

- Cutting all paths between a set of terminals: In the Directed Multiway Cut problem, we are given a set of terminals $T = \{t_1, t_2, \ldots, t_k\}$ and the goal is to find a minimum weight subset $X \subseteq V$ such that $G \setminus X$ has no $t_i \leadsto t_j$ path for any $1 \leq i \neq j \leq k$.

- Cutting paths between a set of terminal pairs: In the Directed Multicut problem, we are given a set of terminal pairs $T = \{(s_i, t_i)\}_{i=1}^k$ and the goal is to find a minimum weight subset $X \subseteq V$ such that $G \setminus X$ has no $s_i \leadsto t_i$ path for any $1 \leq i \leq k$.

- Connecting all terminals of a given set: In the Strongly Connected Steiner Subgraph (SCSS) problem, we are given a set of terminals $T = \{t_1, t_2, \ldots, t_k\}$ and the goal is to find a minimum weight subset $X \subseteq V$ such that $G[X]$ has a $t_i \leadsto t_j$ path for every $1 \leq i \neq j \leq k$.

- Connecting a set of terminal pairs: In the Directed Steiner Network (DSN) problem, we are given a set of terminal pairs $T = \{(s_i, t_i)\}_{i=1}^k$ and the goal is to find a minimum weight subset $X \subseteq V$ such that $G[X]$ has an $s_i \leadsto t_i$ path for every $1 \leq i \leq k$.

All four of the aforementioned problems are known to be NP-hard, even for small values of $k$. One way to cope with NP-hardness is to try to design polynomial time approximation algorithms with small approximation ratio. However, apart from Directed Multiway Cut, which admits a 2-approximation in polynomial time [35], all the other three problems are known to have strong lower bounds (functions of $n$) on the approximation ratio of polynomial time algorithms [16, 19, 25]. Another way to cope with NP-hardness is to try to design FPT algorithms. However, apart from Directed Multiway Cut which has an FPT algorithm parameterized by the size $p$ of the cutset, all the other three problems are known to be $\text{W}[1]$-hard (and hence fixed-parameter intractable) parameterized by size $p$ of the solution $X$ plus the number $k$ of terminals/terminal pairs. When neither of the paradigms of polynomial time approximation algorithms nor (exact) FPT algorithm seem to be successful, the next natural alternative is to try to design FPT approximation algorithms or show hardness of FPT approximation results.
In this paper, we consider the remaining three problems of Directed Multicut, Strongly Connected Steiner Subgraph and Directed Steiner Network, for which strong approximation and parameterized lower bounds exist, from the viewpoint of FPT approximation algorithms. We obtain two types of results for these three problems: the first is to circumvent the W[1]-hardness and polynomial-time inapproximability results for these problems by designing FPT approximation algorithms, and the second is to strengthen the existing W[1]-hardness by creating “gap-instances” under stronger hypotheses than FPT \( \neq \) W[1] such as (Gap-) Exponential Time Hypothesis (ETH). Throughout, we use \( k \) to denote number of terminals or terminal pairs and \( p \) to denote size of the solution. First, in Section 1.1, we give a brief overview of the current state-of-the-art results for each the three problems from the lens of polynomial time approximation algorithms, FPT algorithms, and FPT approximation algorithms followed by the formal statements of our results. Then, in Section 1.2 we describe the recent flux of results which have set up the framework of FPT hardness of approximation under (Gap-)ETH, and how we use it obtain our hardness results in this paper.

### 1.1 Previous work and our results

#### The Directed Multicut problem

Garg et al. [23] showed that Directed Multicut is NP-hard even for \( k = 2 \). The current best approximation ratio in terms of \( n \) is \( \Theta(n^{1/2} \cdot \log O(n)) \) due to Agarwal et al. [1], and it is known that Directed Multicut is hard to approximate in polynomial time to within a factor of \( 2^{\Omega(\ln^{-1} n)} \) for any constant \( \epsilon > 0 \), unless NP \( \subseteq \) ZPP [16]. There is a simple \( k \)-approximation in polynomial time obtained by solving each terminal pair as a separate instance of min \( s \rightarrow t \) cut and then taking the union of all the \( k \) cuts. Chekuri and Madan [8] and later Lee [30] showed that this is tight: assuming the Unique Games Conjecture of Khot [28], it is not possible to approximate Directed Multicut better than factor \( k \) in polynomial time, for any fixed \( k \). On the FPT side, Marx and Razgon [34] showed that Directed Multicut is W[1]-hard paramterized by \( p \). For the case of bounded \( k \), Chitnis et al. [14] showed that Directed Multicut is FPT parameterized by \( p \) when \( k = 2 \), but Pilipczuk and Wahlstrom [36] showed that the problem remains W[1]-hard parameterized by \( p \) when \( k = 4 \). The status of Directed Multicut parameterized by \( p \) when \( k = 3 \) is an outstanding open question. We first obtain the following FPT approximation for Directed Multicut parameterized by \( p \), which beats any approximation obtainable when parameterizing by \( k \) (even in XP time) according to [8, 30]:

\[ \text{Theorem 1.} \quad \text{The Directed Multicut problem admits an} \quad \lceil k/2 \rceil \text{-approximation in} \quad 2^{O(p^2)} \cdot n^{O(1)} \text{time.} \]

The proof of the above theorem uses the FPT algorithm of Chitnis et al. [14, 12] for Directed Multiway Cut parameterized by \( p \) as a subroutine. Note that Theorem 1 gives an FPT 2-approximation for Directed Multicut With 4 Pairs. We complement this upper bound with a constant factor lower bound for approximation ratio of any FPT algorithm for Directed Multicut With 4 Pairs.

\[ \text{Theorem 2.} \quad \text{Under Gap-ETH, for any} \quad \epsilon > 0 \quad \text{and any computable function} \quad f, \quad \text{there is no} \quad f(p) \cdot n^{O(1)} \text{time algorithm that computes an} \quad (\frac{59}{58} - \epsilon)\text{-approximation for Directed Multicut With 4 Pairs.} \]

We did not optimize the constant 59/58 in order to keep the analysis simple: we believe it can be easily improved, but our techniques would not take it close to the upper bound of 2.
The Directed Steiner Network (DSN) problem

The DSN problem is known to be NP-hard, and furthermore even computing an $O(2^{\log^{1-\varepsilon} n})$-approximation is not possible [19] in polynomial time, unless NP $\subseteq$ DTIME($n^{\text{polylog}(n)}$). The best known approximation factors for polynomial time algorithms are $O(n^{2/3+\varepsilon})$ and $O(k^{1/2+\varepsilon})$ [4, 7, 21]. On the FPT side, Feldman and Ruhl [20] designed an $n^{O(k)}$ algorithm for DSN (cf. [22]). Chitnis et al. [15] showed that the Feldman-Ruhl algorithm is tight: under ETH, there is no $f(k) \cdot n^{o(k)}$ algorithm (for any computable function $f$) for DSN even if the input graph is a planar directed acyclic graph. Guo et al. [24] showed that DSN remains $W[1]$-hard even when parameterized by the larger parameter $k + p$. Dinur and Manurangsi [18] further showed that DSN on general graphs has no FPT approximation algorithm with ratio $(1 + \varepsilon)^{-1}$ when parameterized by $k$, under Gap-ETH.

Chitnis et al. [11] considered two relaxations of the Directed Steiner Network problem: the bi-DSN problem where the input graph is bidirected, and the DSN$_{\text{Planar}}$ problem where the input graph is general but the goal is to find a solution whose cost is at most that of an optimal planar solution (if one exists). The main result of Chitnis et al. [11] is that although bi-DSN$_{\text{Planar}}$ (i.e., the intersection of bi-DSN and DSN$_{\text{Planar}}$) is $W[1]$-hard parameterized by $k + p$, it admits a parameterized approximation scheme: for any $\varepsilon > 0$, there is a max-$\{2^{\log^{1-\varepsilon} n}, n^{O(1/\varepsilon)}\}$ time algorithm for bi-DSN$_{\text{Planar}}$ which computes a $(1 + \varepsilon)$-approximation. Such a parameterized approximation is not possible for bi-DSN as Chitnis et al. [11] showed that under Gap-ETH there is a constant $\alpha > 0$ such that there is no FPT $\alpha$-approximation. They asked whether a parameterized approximation scheme for the remaining variant of DSN, i.e., the DSN$_{\text{Planar}}$ problem, exists. We answer this question in the negative with the following lower bound.

**Theorem 3.** Under Gap-ETH, for any $\varepsilon > 0$ and any computable function $f$, there is no $f(k) \cdot n^{O(1)}$ time algorithm that computes a $(2 - \varepsilon)$-approximation for DSN$_{\text{Planar}}$, even if the input graph is a directed acyclic graph (DAG).

The $W[1]$-hardness proof of [15] for DSN on planar graphs parameterized by $k$ does not give hardness parameterized by $p$ since in that reduction the value of $p$ grows with $n$. Our next result shows that the slightly more general problem of DSN$_{\text{Planar}}$ (here the input graph is general, but we want to find a solution of cost $\leq p$ if there is a planar solution of size $\leq p$) is indeed $W[1]$-hard parameterized by $k + p$. Also we obtain a lower bound for approximation schemes for this problem under ETH, i.e., under a weaker assumption than the one used for Theorem 3.\(^2\)

**Theorem 4.** The DSN$_{\text{Planar}}$ problem is $W[1]$-hard parameterized by $p + k$, even if the input graph is a directed acyclic graph (DAG). Moreover, under ETH, for any computable function $f$

- there is no $f(k, p) \cdot n^{o(k + \sqrt{p})}$ time algorithm for DSN$_{\text{Planar}}$, and
- there is no $f(k, \varepsilon, p) \cdot n^{o(k + \sqrt{p} + 1/\varepsilon)}$ time algorithm which computes a $(1 + \varepsilon)$-approximation for DSN$_{\text{Planar}}$ for every $\varepsilon > 0$.

Note that just the $W[1]$-hardness of DSN$_{\text{Planar}}$ parameterized by $k + p$ already follows from [11] who showed that even the special case of bi-DSN$_{\text{Planar}}$ is $W[1]$-hard parameterized by $k + p$. However, this reduction from [11] was from $\ell$-Clique to an instance of bi-DSN$_{\text{Planar}}$ with $k = O(\ell^2)$ and $p = O(\ell^3)$, whereas Theorem 4 gives a reduction from $\ell$-Clique to DSN$_{\text{Planar}}$ with $k = O(\ell)$ and $p = O(\ell^2)$. This gives much improved lower bounds on the running times.

---

1 Bidirected graphs are directed graphs which have the property that for every edge $u \rightarrow v$ in $G$ the reverse edge $v \rightarrow u$ exists in $G$ as well and moreover has the same weight as $u \rightarrow v$.

2 In the following, $o(f(k, p, \varepsilon))$ means any function $g(f(k, p, \varepsilon))$ such that $g(x) \subseteq o(x)$. 
The Strongly Connected Steiner Subgraph (SCSS) problem

The SCSS problem is NP-hard, and the best known approximation ratio in polynomial time for SCSS is $k^\epsilon$ for any $\epsilon > 0$ [6]. A result of Halperin and Krauthgamer [25] implies SCSS has no $\Omega(\log^{2-\epsilon} n)$-approximation for any $\epsilon > 0$, unless NP has quasi-polynomial Las Vegas algorithms. On the FPT side, Feldman and Ruhl [20] designed an $n^{O(k)}$ algorithm for SCSS (cf. [22]). Chitnis et al. [15] showed that the Feldman-Ruhl algorithm is almost optimal: under ETH, there is no $f(k) \cdot n^{o(k/\log k)}$ algorithm (for any computable function $f$) for SCSS. Guo et al. [24] showed that SCSS remains W[1]-hard even when parameterized by the larger parameter $k + p$. Chitnis et al. [11] showed that the SCSS problem restricted to bidirected graphs remains NP-hard, but is FPT parameterized by $k$. The SCSS problem admits a square-root phenomenon on planar graphs: Chitnis et al. [15] showed that SCSS on planar graphs has an $2^{O(k \log k)} \cdot n^{O(\sqrt{k})}$ algorithm, and under ETH there is a tight lower bound of $f(k) \cdot n^{o(\sqrt{k})}$ for any computable function $f$. The W[1]-hardness proof of [15] for SCSS on planar graphs parameterized by $k$ does not give hardness parameterized by $p$, since in that reduction the value of $p$ grows with $n$. Our next result shows that the slightly more general problem of SCSS$_{planar}$ (here the input graph is general, but we want to find a solution of cost $\leq p$ if there is a planar solution of size $\leq p$) is indeed W[1]-hard parameterized by $k + p$. We also obtain a lower bound for approximation schemes for this problem under ETH:

\textbf{Theorem 5.} The SCSS$_{planar}$ problem is W[1]-hard parameterized by $p + k$. Moreover, under ETH, for any computable function $f$

- there is no $f(k,p) \cdot n^{o(\sqrt{k+p})}$ time algorithm for SCSS$_{planar}$, and
- there is no $f(k,\epsilon,p) \cdot n^{o(\sqrt{k+p+1/\epsilon})}$ time algorithm which computes an $(1+\epsilon)$-approximation for SCSS$_{planar}$ for every $\epsilon > 0$.

To the best of our knowledge, the only known FPT approximation results for SCSS applied to general graphs parameterized by $k$: a simple FPT 2-approximation due to Chitnis et al. [13], and a matching $(2 - \epsilon)$-hardness (for any constant $\epsilon > 0$) under Gap-ETH due to Chitnis et al. [11].

1.2 FPT inapproximability results under (Gap-)ETH

A standard hypothesis for showing lower bounds for running times of FPT and exact exponential time algorithms is the Exponential Time Hypothesis (ETH) of Impagliazzo and Paturi [26].

\textbf{Hypothesis 6.} \textbf{Exponential Time Hypothesis (ETH):} \textit{There exists a constant }$\delta > 0$\textit{ such that no algorithm can decide whether any given 3-CNF formula is satisfiable in time }$O(2^{\delta m})$\textit{ where }$m$\textit{ denotes the number of clauses.}

The original conjecture stated the lower bound as exponential in terms of the number of variables not clauses, but the above statement follows from the Sparsification Lemma of [27]. The Exponential Time Hypothesis has been used extensively to show a variety of lower bounds including those for FPT algorithms, exact exponential time algorithms, hardness of polynomial time approximation, and hardness of FPT approximation. We refer the interested reader to [31] for a survey on lower bounds based on ETH.

To show the W[1]-hardness of DSN$_{planar}$ (Theorem 4) and SCSS$_{planar}$ (Theorem 5) parameterized by $k + p$ we design parameterized reductions from $\ell$-Clique to these problems such that max{$k, p$} is upper bounded by a function of $\ell$. Furthermore, by choosing $\epsilon$ to be small enough such that computing an $(1 + \epsilon)$-approximation is the same as computing the
optimal solution, we also obtain runtime lower bounds for $(1 + \epsilon)$-approximations for these two problems by translating the $f(\ell) \cdot n^{o(\ell)}$ lower bound for $\ell$-Clique [9] under ETH (for any computable function $f$).

Recently, a gap version of the ETH was proposed:

**Hypothesis 7. Gap-ETH [17, 32]:** There exists a constant $\delta > 0$ such that, given a 3CNF formula $\Phi$ on $n$ variables, no $2^{o(n)}$-time algorithm can distinguish between the following two cases correctly with probability at least $2/3$:

- $\Phi$ is satisfiable.
- Every assignment to the variables violates at least a $\delta$-fraction of the clauses of $\Phi$.

It is known [5, 2] that Gap-ETH follows from ETH given other standard conjectures, such as the existence of linear sized PCPs or exponentially-hard locally-computable one-way functions. We refer the interested reader to [17, 5] for a discussion on why Gap-ETH is a plausible assumption. In a breakthrough result, Chalermsook et al. [5] used Gap-ETH to show that the two famous parameterized intractable problems of Clique and Set Cover are completely inapproximable in FPT time parameterized by the size of the solution. In this paper, we obtain two hardness of approximation results (Theorem 2 and Theorem 3) based on Gap-ETH. The starting point of our hardness of approximation results are based on the recent results on parameterized inapproximability of the Densest $k$-Subgraph problem. Recall that, in the Densest $k$-Subgraph (D$k$S) problem [29], we are given an undirected graph $G = (V, E)$ and an integer $k$ and the goal is to find a subset $S \subseteq V$ of size $\ell$ that induces as many edges in $G$ as possible. Chalermsook et al. [5] showed that, under randomized Gap-ETH, there is no FPT approximation (parameterized by $k$) with ratio $k^{o(1)}$.

This was improved recently by Dinur and Manurangsi [18] who showed better hardness and under deterministic Gap-ETH. We state their result formally:

**Theorem 8 ([18, Theorem 2]).** Under Gap-ETH, for any function $h(\ell) = o(1)$, there is no $f(\ell) \cdot n^{O(1)}$-time algorithm that, given a graph $G$ on $n$ vertices and an integer $k$, can distinguish between the following two cases:

- (YES) $G$ contains at least one $\ell$-clique as a subgraph.
- (NO) Every $\ell$-subgraph of $G$ contains less than $\ell_h^{\ell-1} \cdot (\ell)_2$ edges.

Note that this result is essentially tight: there is a simple $O(\ell)$ approximation since the number of edges induced by a $\ell$-vertex subgraph is at most $\ell^2$ and at least $\lceil \ell/2 \rceil$ (without loss of generality, we can assume there are no isolated vertices). Instead of working with D$k$S, we will reduce from a “colored” version of the problem called Maximum Colored Subgraph Isomorphism, which can be defined as follows.

**Maximum Colored Subgraph Isomorphism (MCSI)**

- **Input**: An instance $\Gamma$ of MCSI consists of three components:
  - An undirected graph $G = (V_G, E_G)$,
  - A partition of vertex set $V_G$ into disjoint subsets $V_1, \ldots, V_\ell$,
  - An undirected graph $H = (V_H = \{1, \ldots, \ell\}, E_H)$.

- **Goal**: Find an assignment $\phi : V_H \rightarrow V_G$ where $\phi(i) \in V_i$ for every $i \in [\ell]$ that maximizes the number of edges $i - j \in E_H$ such that $\phi(i) - \phi(j) \in E_G$.

---

3 Dinur and Manurangsi [18] actually state their result for 2-CSPs
This problem is referred to as Label Cover in the hardness of approximation literature [3]. However, Chitnis et al. [11] used the name Maximum Colored Subgraph Isomorphism to be consistent with the naming conventions in the FPT community: this problem is an optimization version of Colored Subgraph Isomorphism [33]. The graph $H$ is sometimes referred to as the supergraph of $G$. Similarly, the vertices and edges of $H$ are called supernodes and superedges of $G$. Moreover, the size of $G$ is defined as $n = |V_G|$, the number of vertices of $G$. Additionally, for each assignment $\phi$, we define its value $\text{val}(\phi)$ to be the fraction of superedges $i - j \in E_H$ such that $\phi(i) - \phi(j) \in E_G$; such superedges are said to be covered by $\phi$. The objective of MCSI is now to find an assignment $\phi$ with maximum value. We denote the value of the optimal assignment by $\text{val}(G)$, i.e., $\text{val}(G) = \max_{\phi} \text{val}(\phi)$.

Using Theorem 8 we derive the following two corollaries regarding hardness of approximation for Maximum Colored Subgraph Isomorphism when the supergraph $H$ has special structure. These corollaries follow quite straightforwardly from Theorem 8 using the idea of splitters, but we provide proofs in the full version [10] for completeness.

\begin{itemize}
  \item [\textbf{Corollary 9.}] [\star] Assuming Gap-ETH, for any function $h(\ell) = o(1)$, there is no $f(\ell) \cdot n^{O(1)}$-time algorithm that, given a MCSI instance $G$ of size $n$ such that the supergraph $H = K_\ell$, can distinguish between the following two cases:
    \begin{itemize}
      \item (\textbf{YES}) $\text{val}(G) = 1$.
      \item (\textbf{NO}) $\text{val}(G) < \ell^{h(\ell) - 1}$
    \end{itemize}
  \end{itemize}

\begin{itemize}
  \item [\textbf{Corollary 10.}] [\star] Assuming Gap-ETH, for any function $h(\ell) = o(1)$, there is no $f(\ell) \cdot n^{O(1)}$-time algorithm that, given a MCSI instance $G$ of size $n$ such that the supergraph $H$ is the complete bipartite subgraph $K_{\ell, 2}$, can distinguish between the following two cases:
    \begin{itemize}
      \item (\textbf{YES}) $\text{val}(G) = 1$.
      \item (\textbf{NO}) $\text{val}(G) < \ell^{h(\ell) - 1}$
    \end{itemize}
\end{itemize}

We prove Theorem 2 and Theorem 3 via reductions from Corollary 9 and Corollary 10 respectively.

# 2 FPT (In)Approximability of Directed Multicut

In this section we design an FPT 2-approximation for Directed Multicut With 4 Pairs parameterized by $p$ (Section 2.1) and complement this with a lower bound (Section 2.2) showing that no FPT algorithm (parameterized by $p$) for Directed Multicut With 4 Pairs can achieve a ratio of $(\frac{59}{58} - \epsilon)$ under Gap-ETH.

## 2.1 FPT approximation algorithm

It is well-known that a $k$-approximation can be computed in polynomial time by taking union of min cuts of each of the $k$ terminal pairs. Chekuri and Madan [8] and later Lee [30] showed that this approximation ratio is best-possible for polynomial time algorithms under the Unique Games Conjecture of Khot [28]. The same lower bound also applies for any constant $k$, i.e., even an XP algorithm parameterized by $k$ cannot compute a better approximation than a polynomial time algorithm. We now design an FPT $\lceil k/2 \rceil$-approximation for Directed Multicut. The idea is borrowed from the proof of Chitnis et al. [14] that Directed Multicut With 2 Pairs is FPT parameterized by $p$.

---

\[4\] All proofs labelled with [\star] appear in the full version [10]
Theorem 1. The Directed Multicut problem admits a $[k/2]$-approximation in $2^{O(p^2)} \cdot n^{O(1)}$ time. Formally, the algorithm takes an instance $(G, T)$ of Directed Multicut and in $2^{O(p^2)} \cdot n^{O(1)}$ time either concludes that there is no solution of cost at most $p$, or produces a solution of cost at most $p[k/2]$.

Proof. Let the pairs be $T = \{(s_i, t_i) : 1 \leq i \leq k\}$, and let OPT be the optimum value for the instance $(G, T)$ of Directed Multicut. For now, assume that $k$ is even. Introduce $k/2$ new vertices $r_j, q_j$, for $1 \leq j \leq k/2$, of weight $p + 1$ each, and add the following edges:

- $r_j \rightarrow s_{2j-1}$ and $t_{2j-1} \rightarrow q_j$
- $q_j \rightarrow s_{2j}$ and $t_{2j} \rightarrow r_j$

Let the resulting graph be $G'$, and note that $G$ has an $s_i \rightarrow t_i$ path for some $1 \leq i \leq k$ if and only if $G'$ has a $q_{i/2} \rightarrow r_{i/2}$ or $r_{i-1/2} \rightarrow q_{(i-1)/2}$ path (depending on whether $i$ is even or odd). Since the vertices $r_j, q_j$ have weight $p + 1$ each, it follows that $G$ has a solution of size at most $p$ for the instance $(G, \{(s_{2j-1}, t_{2j-1}), (s_{2j}, t_{2j})\})$ of Directed Multicut if and only if $G'$ has a solution of size at most $p$ for the Directed Multiway Cut instance with input graph $G$ and terminals $r_j, q_j$. We use the algorithm of Chitnis et al. [14, 12] for Directed Multiway Cut which checks in $2^{O(p^2)} \cdot n^{O(1)}$ time\(^5\) if there is a solution of cost at most $p$. If there is no solution of cost at most $p$ between $r_j$ and $q_j$ in $G'$ then this implies that $G$ has no cut of size at most $p$ separating $(s_{2j-1}, t_{2j-1})$ and $(s_{2j}, t_{2j})$ and hence $OPT > p$. Otherwise, there is a cut $C_j$ in $G$ of cost at most $p$ which separates $(s_{2j-1}, t_{2j-1})$ and $(s_{2j}, t_{2j})$.

The output of the algorithm is the cut $C = \bigcup_{j=1}^{k/2} C_j$. Clearly, if $k$ is even then $C$ is a feasible solution for the instance $(G, T)$ of Directed Multicut with cost at most $\sum_{j=1}^{k/2} \text{cost}(C_j) \leq pk/2$. In case $k$ is odd we use the above procedure for the terminal pairs $\{(s_i, t_i) : 1 \leq i \leq k - 1\}$, and finally add a min cut between the last terminal pair $(s_k, t_k)$. This results in the desired $[k/2]$-approximation.

2.2 No FPT $(\frac{59}{58} - \epsilon)$-approximation under Gap-ETH

With the parameterized hardness of approximating MCSI ready, we can now prove our hardness results for Directed Multicut with 4 terminal pairs.

Theorem 2. Under Gap-ETH, for any $\epsilon > 0$ and any computable function $f$, there is no $f(p) \cdot n^{O(1)}$ time algorithm that computes an $(\frac{59}{58} - \epsilon)$-approximation for Directed Multicut With 4 Pairs.

Our proof of the parameterized inapproximability of Directed Multicut With 4 Pairs is based on a reduction from Maximum Colored Subgraph Isomorphism whose properties are described below.

Lemma 11. There exists a polynomial time reduction that, given an instance $\Gamma = (G, K, V_4 \cup \cdots \cup V_t)$ of MCSI, produces an instance $(G', T')$ of Directed Multicut With 4 Pairs such that

- (Completeness): If $\text{val}(\Gamma) = 1$, then there exists a solution $N \subseteq V(G')$ of cost $29\ell^2$ for the instance $(G', T')$ of Directed Multicut With 4 Pairs
- (Soundness): If $\text{val}(\Gamma) < \frac{1}{10}$, then every solution $N \subseteq V(G')$ for the instance $(G', T')$ of Directed Multicut With 4 Pairs has cost more than $29.5\ell^2$.
- (Parameter Dependency): The size of the solution is $p = O(\ell^2)$.

\(^5\) This is independent of number of the terminals
In the proof of Lemma 11, we actually use the same reduction as from [36], but with different weights. We reduce to the vertex-weighted variant of Directed Multicut With 4 Pairs where we have four different types of weights for the vertices:

- **light** vertices (shown using gray color) which have weight $B = \frac{\ell^2}{2\ell}$
- **medium** vertices (shown using green color) which have weight $2B$
- **heavy** vertices (shown using orange color) which have weight $10B$
- **super-heavy** vertices (shown using white color) which have weight $100\ell^2$

### 2.2.1 Construction of the Directed Multicut With 4 Pairs instance

Without loss of generality (by adding isolated vertices if necessary) we can assume that $|V_i| = n$ for each $i \in \ell$. For each $i \in \ell$ let $V_i = \{v^i_1, v^i_2, v^i_3, \ldots, v^i_n\}$. Then $|V(G)| = n\ell$. We now describe the construction of the (vertex-weighted) Directed Multicut With 4 Pairs instance $(G', T')$.

- Introduce eight terminals, arranged in four terminal pairs as follows:
  
  $T' = \{(s^0_{0-n}, s^0_{-n-0}), \ (s^0_{n-n}, t^0_{-n-0}), \ (s^<_n, t^<_n), \ (s^>_n, t^>_n)\}$

  Each of the 8 terminals is super-heavy.

- For every $1 \leq i \leq \ell$, we introduce a bidirected path on $2n + 1$ vertices (see Figure 2)
  
  $Z_i := z^0_i \leftrightarrow z^1_i \leftrightarrow z^2_i \leftrightarrow \ldots \leftrightarrow z^n_i \leftrightarrow z^n_i,$

  called henceforth the $z$-path for color class $i$. For each $0 \leq a \leq n$ the vertex $z^a_i$ is super-heavy and for each $1 \leq a \leq n$ the vertex $z^a_i$ is heavy.

- For every pair $(i,j)$ where $1 \leq i, j \leq \ell$, $i \neq j$, we introduce two bidirected paths (see Figure 2 and Figure 1) on $2n + 1$ vertices

  $X_{i,j} := x^i_{0,j} \leftrightarrow x^i_{1,j} \leftrightarrow x^i_{2,j} \leftrightarrow \ldots \leftrightarrow x^i_{n,j} \leftrightarrow x^i_{n,j}$

  and

  $Y_{i,j} := y^i_{0,j} \leftrightarrow y^i_{1,j} \leftrightarrow y^i_{2,j} \leftrightarrow \ldots \leftrightarrow y^i_{n,j} \leftrightarrow y^i_{n,j}$

  We call these paths the $x$-path and the $y$-path for the pair $(i,j)$. For each $0 \leq a \leq n$ the vertices $x^a_{i,j}$ and $y^a_{i,j}$ are super-heavy. For each $1 \leq a \leq n$ the vertices $x^a_{i,j}$ and $y^a_{i,j}$ are medium.

- For every pair $(i,j)$ with $1 \leq i, j \leq \ell$, $i \neq j$, and every $0 \leq a \leq n$, we add arcs $(x^a_{i,j}, z^a_i)$ and $(z^a_i, y^a_{i,j})$. See Figure 2 for an illustration.

- Furthermore, we attach terminals to the paths as follows: (shown using magenta edges in Figure 1 and Figure 2)

  - for every pair $(i,j)$ with $1 \leq i, j \leq \ell$, $i \neq j$, we add arcs $(x^0_{i,j}, x^0_{j,i})$ and $(y^0_{i,j}, y^0_{j,i})$;
  - for every $1 \leq i \leq \ell$ we add arcs $(s^0_{0-n}, x^0_{i,0})$ and $(y^0_{i,0}, t^0_{-n-0})$;
  - for every pair $(i,j)$ with $1 \leq i < j \leq \ell$ we add arcs $(s^<_n, x^0_{i,j})$ and $(y^0_{i,j}, t^<_n)$;
  - for every pair $(i,j)$ with $\ell \geq i > j \geq 1$ we add arcs $(s^>n, x^0_{i,j})$ and $(y^0_{i,j}, t^>n)$.

- For every pair $(i,j)$ with $1 \leq i < j \leq \ell$ we introduce an acyclic $n \times n$ grid $P_{i,j}$ with vertices $p^a_{i,j}$ for $1 \leq a < n$ and arcs $(p^a_{i,j}, p^{a+1}_{i,j})$ for every $1 \leq a < n$ and $1 \leq b < n$, as well as $(p^a_{i,j}, p^a_{i+1,j})$ for every $1 \leq a \leq n$ and $1 \leq b < n$. We call this grid $P_{i,j}$ as the $p$-grid for the pair $(i,j)$. We set the vertex $p^a_{i,j}$ to be a light vertex if $v^i_1 v^j_1 \in E(G)$, and super-heavy otherwise. Finally, for every $1 \leq a \leq n$ we introduce the following arcs (shown as dotted in Figure 1):

  $\{(x^a_{i,j}, p^a_{i,j}), \ (p^a_{i,j}, y^a_{i,j}), \ (x^a_{i,j}, p^a_{i,a}), \ (p^a_{i,a}, y^a_{i-1})\}.$
Figure 1: Illustration of the reduction for Directed Multicut With 4 Pairs. For $1 \leq i < j \leq \ell$, the grid $P_{i,j}$ is surrounded by the bidirectional paths $X_{i,j}$ on the left, $X_{j,i}$ on the top, $Y_{i,j}$ on the right and $Y_{j,i}$ on the bottom. Edges incident on terminals are shown in magenta. Green vertices are medium, orange vertices are heavy and white vertices are super-heavy. A desired solution is marked by red circles.
Figure 2 Illustration of the reduction for Directed Multicut With 4 Pairs. For every $1 \leq i < j \leq \ell$, the z-path $Z_i$ corresponding to the color class $i$ is surrounded by the bidirectional paths $X_{i,j}$ on the left and $Y_{i,j}$ on the right. Edges incident on terminals are shown in magenta. Green vertices are medium, orange vertices are heavy and white vertices are super-heavy.
This concludes the construction of the instance \((G', T')\) of \textsc{Directed Multicut With 4 Pairs}. Note that \(|V(G')| = (n + \ell)^{O(1)}\), and also \(G'\) can be constructed in \((n + \ell)^{O(1)}\) time.

### 2.2.2 Completeness of Lemma 11:
\[ \text{Multicut of cost } \leq 29\ell^2 \]

Suppose that \(\text{val}(\Gamma) = 1\), i.e., \(G\) has a \(\ell\)-clique which has exactly one vertex in each \(V_i\) for \(1 \leq i \leq \ell\). Let this clique be given by \(\{v^i_1 : 1 \leq i \leq \ell\}\). Define
\[
X = \{z^i_{\alpha(i)} \in X_{\alpha(i)} \in X_{\alpha(i)} : 1 \leq i, j \leq \ell, i \neq j\} \cup \{z^i_{\alpha(i)} : 1 \leq i \leq \ell\} \cup \{p^i_{\alpha(i), \alpha(j)} : 1 \leq i < j \leq \ell\}.
\]

Note that \(X\) consists of exactly \(\ell\) heavy \(z^i_{\alpha(i)}\) vertices, \(4(\ell)^2\) medium \(p^i_{\alpha(i)}\) and \(\ell^4\) vertices, and \((\ell)^4\) light \(p^i_{\alpha(i), \alpha(j)}\) vertices (the fact that \(p^i_{\alpha(i), \alpha(j)}\) is light for every \(1 \leq i < j \leq \ell\) follows from the assumption that the vertices \(v^i_1\) induce a clique in \(G\)). Hence, the weight of \(X\) is exactly \(\ell \cdot 20\ell + \frac{4}{9}(\ell) \cdot (4 \cdot 2B) + \frac{\ell}{9} \cdot B = 20\ell^2 + \frac{4}{9}\ell \cdot 9B = 29\ell^2\). As shown in \([36]\), this set \(X\) is a cutset for the instance \((G', T')\) of \textsc{Directed Multicut With 4 Pairs}. The details are deferred to the full version \([10]\).

### 2.2.3 Soundness of Lemma 11:
\[ \text{Multicut of cost } \leq 29.5\ell^2 \Rightarrow \text{val}(\Gamma) \geq \frac{1}{10} \]

Let \(X\) be a solution to the instance \((G', T')\) of \textsc{Directed Multicut With 4 Pairs} such that weight of \(X\) is \(29.5\ell^2\). We now show that \(\text{val}(\Gamma) \geq \frac{1}{10}\).

- **Observation 12.** Note that every super-heavy vertex has weight \(100\ell^2\) and hence \(X\) cannot contain any super-heavy vertex.

- **Lemma 13.** \([\star]\) For each \(i \in \ell\), the solution \(X\) contains at least one heavy vertex from \(Z_i\).

- **Lemma 14.** \([\star]\) For each \(1 \leq i < j \leq \ell\), the solution \(X\) contains at least one medium vertex from \(X_{i,j}\) and at least one medium vertex from \(Y_{i,j}\).

- **Definition 15.** An integer \(i \in \ell\) is good if \(X\) contains exactly one heavy vertex from the \(z\)-path for the color class \(i\), i.e., \(|X \cap Z_i| = 1\). In this case, we say that \(v^i_1\) be the unique vertex from the \(z\)-path for class \(i\) in the solution \(X\).

- **Lemma 16.** \([\star]\) Let \(\text{Good} = \{i \in \ell : i \text{ is good}\}\). Then \(|\text{Good}| \geq \frac{37\ell}{40}\)

- **Definition 17.** Let \(1 \leq i < j \leq \ell\). We say that the pair \((i, j)\) is great if \(X\) contains
  - exactly one medium vertex from the \(x\)-path for the pair \((i, j)\)
  - exactly one medium vertex from the \(y\)-path for the pair \((i, j)\)
  - exactly one medium vertex from the \(z\)-path for the pair \((i, j)\)
  - exactly one medium vertex from the \(y\)-path for the pair \((j, i)\)
  - exactly one light vertex from the \(p\)-grid for the pair \((i, j)\)

Let \(\text{Good-Pairs} = \{(i, j) : 1 \leq i < j \leq \ell, i, j \in \text{Good}\}\)

- **Lemma 18.** \([\star]\) Let \(1 \leq i < j \leq \ell\). If both \(i\) and \(j\) are good, and the pair \((i, j)\) is great then \(v^i_{\beta_i} - v^j_{\beta_j} \in E(G)\).

- **Definition 19.** Let \(1 \leq i < j \leq \ell\). We define \(X_{i,j} = X \cap (X_{i,j} \cup X_{j,i} \cup Y_{i,j} \cup Y_{j,i} \cup P_{i,j})\)
Lemma 20. \([\star]\) Let \(1 \leq i < j \leq \ell\) be such that \(i, j \in \text{GOOD}\). Then either
- the pair \((i, j)\) is great and weight of \(X_{i,j}\) is exactly \(9B\), or
- weight of \(X_{i,j}\) is at least \(10B\).

Lemma 21. \([\star]\) Let \(E = \{1 \leq i < j \leq \ell : i, j \in \text{GOOD} \text{ and } (i, j) \text{ is great}\}\). Then \(|E| \geq \frac{1}{10} \cdot \binom{\ell}{2}\).

Consider the following \(\ell\)-vertex subgraph \(C\): for each \(i \in [\ell]\)
- if \(i \in [\ell]\) is good then add \(v_{\beta i}\) to \(C\),
- otherwise add any vertex from \(V_i\) into \(C\).

From Lemma 21 it follows that there are at least \(\frac{1}{10} \cdot \binom{\ell}{2}\) edges in \(G\) which have both endpoints in \(C\), and hence \(val(\Gamma) \geq \frac{1}{10}\).

2.3 Finishing the proof of Theorem 2

We again prove by contrapositive. Suppose that, for some constant \(\varepsilon > 0\) and for some computable function \(f(p)\) independent of \(n\), there exists an \(f(p) \cdot n^{O(1)}\)-time \((\frac{59}{58} - \varepsilon)\)-approximation algorithm for \(\text{DIRECTED MULTICUT}\). Let us call this algorithm \(A\).

We create an algorithm \(B\) that can distinguish between the two cases of Corollary 9 with \(h(\ell) = 1 - \frac{\log 10}{\log 2} = o(1)\). Our new algorithm \(B\) works as follows. Given an instance \((G, H, V_1 \cup \cdots \cup V_\ell)\) of \(\text{MCSI}\) where \(H = K_{\ell,\ell}\), the algorithm \(B\) uses the reduction from Lemma 11 to create a \(\text{DIRECTED MULTICUT With 4 PAIRS}\) instance \((G', T')\) with 4 terminal pairs. \(B\) then runs \(A\) on this instance with \(p = 29\ell^2\); if \(A\) returns a solution \(N\) of cost less than \(29.5\ell^2\), then \(B\) returns YES. Otherwise, \(B\) returns NO.

To see that algorithm \(B\) can indeed distinguish between the YES and NO cases, first observe that, in the YES case the completeness property of Lemma 11 guarantees that the optimal solution has cost at most \(29\ell^2\). Since \(A\) is a \((\frac{59}{58} - \varepsilon)\)-approximation algorithm, it returns a solution of cost at most \((\frac{59}{58} - \varepsilon) \cdot 29\ell^2 < 29.5\ell^2\); this means that \(B\) outputs YES.

On the other hand, if \((G, H, V_1 \cup \cdots \cup V_\ell)\) is a NO instance, i.e., \(val(\Gamma) < \frac{1}{10} = \ell^{h(\ell) - 1}\), then the soundness property of Lemma 22 guarantees that the optimal solution in \(G'\) has cost more than \(29.5\ell^2\) (which is greater than \((\frac{59}{58} - \varepsilon) \cdot 29\ell^2\)) and hence \(B\) correctly outputs NO.

Finally, observe that the running time of \(B\) is \(f(p) \cdot |V(G')|^{O(1)} + (|V(G)| + \ell)^{O(1)}\) time needed to construct \(G'\). Since \(|V(G')| = (|V(G) + \ell)|^{O(1)}\) and \(p = O(\ell^2)\) it follows that the total running time is \(g(\ell) \cdot |V(G)|\) for some computable function \(g\). Hence, from Corollary 9, Gap-ETH is violated.

3 FPT inapproximability for \(\text{DSN}_{\text{Planar}}\)

3.1 \((2 - \varepsilon)\)-hardness for FPT approximation under Gap-ETH

The goal of this section is to show the following theorem:

Theorem 3. Under Gap-ETH, for any \(\varepsilon > 0\) and any computable function \(f\), there is no \(f(k) \cdot n^{O(1)}\) time algorithm that computes a \((2 - \varepsilon)\)-approximation for \(\text{DSN}_{\text{PLANAR}}\).

3.1.1 Reduction from Colored Bipartite to \(\text{DSN}_{\text{Planar}}\)

Lemma 22. For every constant \(\gamma > 0\), there exists a polynomial time reduction that, given an instance \(\Gamma = (G, H, V_1 \cup \cdots \cup V_\ell, W_1, W_2, \ldots, W_\ell)\) of \(\text{MCSI}\) where the supergraph \(H\) is \(K_{\ell,\ell}\), produces an instance \((G', D')\) of \(\text{DSN}_{\text{PLANAR}}\), such that
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- **(Completeness)** If $\text{val}(\Gamma) = 1$, then there exists a planar network $N \subseteq G'$ of cost $2(1 + \gamma^{1/5})$ that satisfies all demands.

- **(Soundness)** If $\text{val}(\Gamma) < \gamma$, then every network $N \subseteq G'$ that satisfies all demands has cost more than $2(2 - 4\gamma^{1/5})$.

- **(Parameter Dependency)** The number of demand pairs $k = |D'|$ is $2^\ell$.

Lemma 22 is proven as follows: we construct the DSN_{planar} instance in Section 3.1.1.2. The proofs of completeness and soundness of the reduction are deferred to the full version [10]. First, we construct a “path gadget” which we use repeatedly in our construction.

3.1.1.1 Constructing a directed “path” gadget

For every integer $n$ we define the following gadget $P_n$ which contains $2n$ vertices (see Figure 3). Since we need many of these gadgets later on, we will denote vertices of $P_n$ by $P_n(v)$ etc., in order to be able to distinguish vertices of different gadgets. All edges will have the same weight $B$, which we will fix later during the reductions. The gadget $P_n$ is constructed as follows: $P_n$ has a directed path of one edge corresponding to each $i \in \mathbb{N}$. This is given by $P_n(0_i) \to P_n(1_i)$.

![Figure 3 The construction of the path gadget for $P_n$. Note that the gadget has $2n$ vertices. Each edge of $P_n$ has the same weight $B$.](image)

3.1.1.2 Construction of the DSN_{planar} instance

We give a reduction which transforms an instance $G = (V, E)$ of MCSI($K_\ell,\ell$) into an instance of DSN which has $2\ell$ demand pairs and an optimum which is planar. Let the partition of $V$ into color classes be given by $\{V_1, V_2, \ldots, V_\ell, W_1, W_2, \ldots, W_\ell\}$. Without loss of generality (by adding isolated vertices if necessary), we can assume that each color class has the same number of vertices. Let $|V_i| = |W_i| = n'$ for each $1 \leq i \leq \ell$. Then $n = |V(G)| = 2n'\ell$. For each $1 \leq i, j \leq \ell$ we denote by $E_{i,j}$ the set of edges with one end-point in $V_i$ and other in $W_j$.

We design two types of gadgets: the main gadget and the secondary gadget. The reduction from MCSI($K_\ell,\ell$) represents each edge set $E_{i,j}$ with a main gadget $M_{i,j}$. This is done as follows: each main gadget is a copy of the path gadget $P_{|E_{i,j}|}$ from Section 3.1.1.1 with $B = \frac{2}{2^\ell}$, i.e., there is a row in $M_{i,j}$ corresponding to each edge in $E_{i,j}$. Each main gadget
is surrounded by four secondary gadgets: on the top, right, bottom and left. Each of these
gadgets are copies of the path gadget from Section 3.1.1.1 with $B = 0$:
- For each $1 \leq i \leq \ell + 1, 1 \leq j \leq \ell$ the horizontal gadget $H_{S_{i,j}}$ is a copy of $P_{|W_i|}$
- For each $1 \leq i \leq \ell, 1 \leq j \leq \ell + 1$ the vertical gadget $V_{S_{i,j}}$ is a copy of $P_{|V_i|}$

We refer to Figure 4 (bird’s-eye view) and Figure 5 (zoomed-in view) for an illustration
of the reduction. Fix some $1 \leq i, j \leq \ell$. The main gadget $M_{i,j}$ has four secondary gadgets
surrounding it:
- Above $M_{i,j}$ is the vertical secondary gadget $V_{S_{i,j+1}}$
- On the right of $M_{i,j}$ is the horizontal secondary gadget $H_{S_{i+1,j}}$
- Below $M_{i,j}$ is the vertical secondary gadget $V_{S_{i,j}}$
- On the left of $M_{i,j}$ is the horizontal secondary gadget $H_{S_{i,j}}$

Hence, there are $\ell(\ell + 1)$ horizontal secondary gadgets and $\ell(\ell + 1)$ vertical secondary gadgets.

Red intra-gadget edges: Fix $(i, j)$ such that $1 \leq i, j \leq \ell$. Recall that $M_{i,j}$ is a copy of $P_{|E_{i,j}|}$
with $B = \frac{n}{\ell}$ and each of the secondary gadgets are copies of $P_{\ell}$ with $B = 0$. With slight abuse
of notation, we assume that the rows of $M_{i,j}$ are indexed by the set $(x, y) : (x, y) \in E_{i,j}, x \in W_i, y \in V_j$. We add the following edges (in red color) of weight 0: for each $(x, y) \in E_{i,j}$
- Add the edge $V_{S_{i,j+1}}(1_y) \rightarrow M_{i,j}(0_{(x,y)})$. These edges are called top-red edges incident
on $M_{i,j}$.
- Add the edge $H_{S_{i,j}}(1_y) \rightarrow M_{i,j}(0_{(x,y)})$. These edges are called left-red edges incident
on $M_{i,j}$.
- Add the edge $M_{i,j}(1_{(x,y)}) \rightarrow H_{S_{i+1,j}}(0_y)$. These edges are called right-red edges incident
on $M_{i,j}$.
- Add the edge $M_{i,j}(1_{(x,y)}) \rightarrow V_{S_{i,j}}(0_x)$. These edges are called bottom-red edges incident
on $M_{i,j}$.

These are called the intra-gadget edges incident on $M_{i,j}$.

Introduce the following $4\ell$ vertices (which we call border vertices):
- $a_1, a_2, \ldots, a_\ell$
- $b_1, b_2, \ldots, b_\ell$
- $c_1, c_2, \ldots, c_\ell$
- $d_1, d_2, \ldots, d_\ell$

Orange edges: For each $i \in [\ell]$ add the following edges (shown as orange in Figure 4) with
weight $2^{i/2} \frac{2^{i/2}}{4\ell}$:
- $a_i \rightarrow V_{S_{i,\ell+1}}(0_v)$ for each $v \in V_i$. These are called top-orange edges.
- $V_{S_{i,1}}(1_v) \rightarrow b_i$ for each $v \in V_i$. These are called bottom-orange edges.
- $c_j \rightarrow H_{S_{1,j}}(0_w)$ for each $w \in W_j$. These are called left-orange edges.
- $H_{S_{\ell+1,j}}(1_v) \rightarrow d_j$ for each $v \in W_j$. These are called right-orange edges.

Finally, the set of demand pairs $D'$ is given by:
- Type I: the pairs $(a_i, b_i)$ for each $1 \leq i \leq \ell$.
- Type II: the pairs $(c_j, d_j)$ for each $1 \leq j \leq \ell$.

Clearly, the total number of demand pairs is $k = |D'| = 2\ell$. Let the final graph constructed be $G'$. Note that $G'$ has size $N = (n + \ell)^{O(1)}$ and can be constructed in $(n + \ell)^{O(1)}$ time. It is also easy to see that $G'$ is actually a DAG.
A bird’s-eye view of the instance of $G'$ with $\ell = 3$ and $n' = 4$ (see Figure 5 for a zoomed-in view). Additionally we have some red edges between each main gadget and the four secondary gadgets surrounding it which are omitted in this figure for clarity (they are shown in Figure 5 which gives a more zoomed-in view).
Figure 5 A zoomed-in view of the main gadget $M_{i,j}$ surrounded by four secondary gadgets: vertical gadget $VS_{i,j+1}$ on the top, horizontal gadget $HS_{i,j}$ on the left, vertical gadget $VS_{i,j}$ on the bottom and horizontal gadget $HS_{i+1,j}$ on the right. Each of the secondary gadgets is a copy of the uniqueness gadget $U_n$ (see Section 3.1.1.1) and the main gadget $M_{i,j}$ is a copy of the uniqueness gadget $U_{|S_{i,j}|}$. The only inter-gadget edges are the red edges: they have one end-point in a main gadget and the other end-point in a secondary gadget. We have shown four such red edges which are introduced for every $(x,y) \in E_{i,j}$. 

\[ HS_{i,j} \quad M_{i,j} \quad HS_{i+1,j} \]

\[ VS_{i,j+1} \quad VS_{i,j+1}(1_x) \quad VS_{i,j+1}(1_y) \]

\[ HS_{i,j}(1_y) \quad M_{i,j}(0_x, y) \quad HS_{i+1,j}(0_y) \]

\[ V_{S_{i,j}}(0_x) \quad V_{S_{i,j}}(1_x) \quad V_{S_{i,j}}(1_y) \]
3.1.2 Finishing the proof of Theorem 3

We can now easily prove Theorem 3 by combining Lemma 22 and Corollary 10.

Proof of Theorem 3. We again prove by contrapositive. Suppose that, for some constant \(\varepsilon > 0\) and for some function \(f(k)\) independent of \(n\), there exists an \(f(k)\cdot N^{O(1)}\)-time \((2 - \varepsilon)\)-approximation algorithm for DSN\(_{\text{Planar}}\) where \(k\) is the number of terminal pairs and \(N\) is the size of the instance. Let us call this algorithm \(A\).

Given \(\varepsilon > 0\), it is easy to see that there exists a sufficiently small \(\gamma^* = \gamma^*(\varepsilon)\) such that \(\frac{2(2 - 4\gamma^*/5)}{2(1 + \gamma^*/5)} \geq (2 - \varepsilon)\). We create an algorithm \(B\) that can distinguish between the two cases of Corollary 10 with \(h(\ell) = 1 - \frac{\log(1/\gamma^*)}{\log 2} = o(1)\). Our new algorithm \(B\) works as follows. Given an instance \((G, H, V_1 \cup \cdots \cup V_r, W_1 \cup \cdots \cup W_l)\) of MCSI of size \(n\) where \(H = K_{\ell, \ell}\), the algorithm \(B\) uses the reduction from Lemma 22 to create in \((n + \ell)\) time a DSN\(_{\text{Planar}}\) instance on the graph \(G'\) with \(k = 2\ell\) terminal pairs and size \(N = (\ell + n)\) where \(\gamma^* = 1\)

We now show that the algorithm \(B\) can indeed distinguish between the YES and NO cases of Corollary 10. In the YES case, i.e., \(\text{val}(\Gamma) = 1\), the completeness property of Lemma 22 guarantees that the optimal planar solution has cost at most \(2(1 + \gamma^*/5)\). Since \(A\) is a \((2 - \varepsilon)\)-approximation algorithm, it returns a solution \(S\) of cost at most \(2(1 + \gamma^*/5) \cdot (2 - \varepsilon) \leq 2(2 - 4\gamma^*/5)\) where the inequality comes from our choice of \(\gamma^*\); this means that \(B\) outputs YES. On the other hand, in the NO case, i.e., \(\text{val}(\Gamma) < \gamma^*\), the soundness property of Lemma 22 guarantees that the optimal solution (and hence the planar optimal solution as well, if it exists) in \(G'\) has cost more than \(2(2 - 4\gamma^*/5)\), which implies that \(B\) outputs NO.

Finally, observe that the running time of \(B\) is \(f(k)\cdot N^{O(1)} + \text{poly}(\ell + n)\) which is bounded by \(f'\ell)\cdot N^{O(1)}\) for some computable function \(f'\) since \(k = 2\ell\) and \(N = (\ell + n)\). Hence, from Corollary 10, Gap-ETH is violated.

3.2 Lower Bounds for FPT Approximation Schemes for DSN\(_{\text{Planar}}\)

We obtain the following result regarding the parameterized complexity of DSN\(_{\text{Planar}}\) parameterized by \(k + p\).

\[ \textbf{Theorem 4.} \text{[\*]} \text{ The DSN}_{\text{Planar}} \text{ problem is W[1]-hard parameterized by } p + k. \text{ Moreover, under ETH, for any computable function } f \text{ and any } \varepsilon > 0 \]

- There is no \(f(k, p)\cdot n^{o(k+\sqrt{p})}\) time algorithm for DSN\(_{\text{Planar}}\), and
- There is no \(f(k, \varepsilon, p)\cdot n^{o(k+\sqrt{p+1/\varepsilon})}\) time algorithm which computes a \((1+\varepsilon)\)-approximation for DSN\(_{\text{Planar}}\).

4 Lower Bounds for FPT Approximation Schemes for SCSS\(_{\text{Planar}}\)

We obtain the following result regarding the parameterized complexity of DSN\(_{\text{Planar}}\) parameterized by \(k + p\).

\[ \textbf{Theorem 5.} \text{[\*]} \text{ The SCSS}_{\text{Planar}} \text{ problem is W[1]-hard parameterized by } p + k. \text{ Moreover, under ETH, for any computable function } f \text{ and any } \varepsilon > 0 \]

- There is no \(f(k, p)\cdot n^{o(\sqrt{k+p})}\) time algorithm for SCSS\(_{\text{Planar}}\), and
- There is no \(f(k, \varepsilon, p)\cdot n^{o(\sqrt{k+p+1/\varepsilon})}\) time algorithm which computes an \((1+\varepsilon)\)-approximation for SCSS\(_{\text{Planar}}\).
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### Introduction

Many real-world data exhibit an intrinsic hierarchical structure that can be captured in the form of clustered graphs, i.e., graphs equipped with a recursive clustering of their vertices. This graph model has proved very powerful to represent information at different levels of abstraction and drawings of clustered networks appear in a wide variety of application domains, such as software visualization, knowledge representation, visual statistics, and data mining. More formally, a clustered graph (for short, c-graph) is a pair $C(G, T)$, where $G$ is the underlying graph and $T$ is the inclusion tree of $C$, i.e., a rooted tree whose leaves are the vertices of $G$. Each non-leaf node $\mu$ of $T$ corresponds to a cluster containing the subset $V_\mu$ of the vertices of $G$ that are the leaves of the subtree of $T$ rooted at $\mu$. Edges between vertices of the same cluster (resp., of different clusters) are intra-cluster edges (resp., inter-cluster edges).

A natural and well-established criterion for a readable visualization of a c-graph has been derived from the classical notion of graph planarity. A c-planar drawing of a c-graph $C(G, T)$ (see Fig. 4c) is a planar drawing of $G$ together with a representation of each cluster $\mu$ in $T$ as a region $D(\mu)$ homeomorphic to a closed disc such that: (i) for each cluster $\mu$ in $T$, region $D(\mu)$ contains the drawing of the subgraph $G[V_\mu]$ of $G$ induced by $V_\mu$; (ii) for every two clusters $\mu$ and $\eta$ in $T$, it holds $D(\eta) \subseteq D(\mu)$ if and only if $\eta$ is a descendant of $\mu$ in $T$; (iii) each edge crosses the boundary of any cluster disk at most once; and (iv) the boundaries of no two cluster disks intersect. A c-graph is c-planar if it admits a c-planar drawing.

The C-Planarity Testing problem, introduced by Feng, Cohen, and Eades more than two decades ago [31], asks for the existence of a c-planar drawing of a c-planar c-graph. Despite several algorithms having been presented in the literature to construct c-planar drawings of c-planar c-graphs with nice aesthetic features [9, 28, 42, 48], determining the computational complexity of the C-Planarity Testing problem has been one of the most challenging quests in the graph drawing research area [16, 21, 53]. To shed light on the complexity of the problem, several researchers have tried to highlight its connections with other notoriously difficult problems in the area [3, 53], as well as to consider relaxations [6, 7, 10, 30, 25, 56] and more constrained versions [2, 4, 5, 8, 23, 32, 33] of the classical notion of c-planarity. Algebraic approaches have also been considered [34, 41]. Only recently, Fulek and Tóth settled the question by giving a polynomial-time algorithm for a generalization of the C-Planarity Testing problem called Atomic Embeddability [36].

A cluster $\mu$ is connected if $G[V_\mu]$ is connected, and it is disconnected otherwise. A c-graph is c-connected if every cluster is connected. Efficient algorithms for the c-connected case have been known since the early stages of the research on the problem [22, 27, 31]. Afterwards, polynomial-time algorithms have also been conceived for c-graphs satisfying other, weaker, connectivity requirements [20, 38, 40]. A c-graph is flat if each leaf-to-root path in $T$ consists of exactly two edges, that is, the clustering determines a partition of the vertex set; see, e.g., Fig. 4a. For flat c-graphs polynomial-time algorithms are known for several restricted cases [2, 11, 13, 17, 29, 35, 33, 43, 45, 46].

Motivations and contributions. In this paper, we consider the parameterized complexity of the C-Planarity Testing problem for embedded c-graphs, i.e., c-graphs with a prescribed combinatorial embedding; see also [13, 18, 26, 46] for previous work in this direction.

In Section 2, we show that the C-Planarity Testing problem retains its complexity when restricted to instances of bounded path-width and to connected instances of bounded tree-width. Such a result implies that the goal of devising an algorithm parameterized by graph-width parameters that are within a constant factor from tree-width (e.g., branch-
width [50]) or that are bounded by path-width (e.g., tree-width, rank-width [49], boolean-width [1], and clique-width [19]) and with a dependency on the input size which improves upon the one in [36] has to be regarded as a major algorithmic challenge.

Remarkably, before the results presented in [36], the computational complexity of the problem was still unsolved even for instances with faces of bounded size, and polynomial-time algorithms were known only for “small” faces and in the flat scenario. Namely, Jelínková et al. [46] presented a quadratic-time algorithm for 3-connected flat c-graphs with faces of size at most 4. Subsequently, Di Battista and Frati [29] presented a linear-time/linear-space algorithm for embedded flat c-graphs with faces of size at most 5.

Motivated by the discussion above and by the results in Section 2, we focus our attention on embedded c-graphs $C(G, T)$ whose underlying graph $G$ has both bounded tree-width and bounded face size, i.e., instances such that the carving-width of the dual $\delta(G)$ of $G$ is bounded. In Section 3, we present an FPT algorithm based on a dynamic-programming approach on a bond-carving decomposition to solve the problem for embedded flat c-graphs, which is ultimately based on maintaining a succinct description of the internal cluster connectivity via non-crossing partitions. We remark that, to the best of the authors’ knowledge, this is the first FPT algorithm for the C-PLANARITY TESTING problem, with respect to a single graph-width parameter. More formally, we prove the following.

\begin{theorem} \label{thm:main}
C-PLANARITY TESTING can be solved in $O(2^{\omega + \log \omega n} + n^2)$ time for any $n$-vertex embedded flat c-graph $C(G, T)$, where $\omega$ is the carving-width of $\delta(G)$, if a carving decomposition of $\delta(G)$ of width $\omega$ is provided, and in $O(2^{\omega + \log \omega n} + n^3)$ time, otherwise.
\end{theorem}

It is well known that the carving-width $\operatorname{cw}(\delta(H))$ of the dual graph $\delta(H)$ of a plane graph $H$ with maximum face size $\ell(H)$ and tree-width $\operatorname{tw}(H)$ satisfies the relationship $\operatorname{cw}(\delta(H)) \leq \ell(H)(\operatorname{tw}(H) + 2)$ [12, 15]. Therefore, Theorem 1 provides the first polynomial-time algorithm for instances of bounded face size and bounded tree-width, which answers an open question posed by Di Battista and Frati [29, Open Problem (ii)] for instances of bounded tree-width; also, since any $n$-vertex planar graph has tree-width in $O(\sqrt{n})$, it provides an $2^{O(\sqrt{n})}$ subexponential-time algorithm for instances of bounded face size, which improves the previous $2^{O(\sqrt{n} \log n)}$ time bound presented in [26] for such instances.

Further implications of Theorem 1 for instances of bounded embedded-width and of bounded dual cut-width are discussed in Section 4. Moreover, we extend Theorem 1 to get an FPT algorithm for general non-flat embedded c-graphs, whose running time is $O(4^{\omega + \log \omega n} + n^2)$ if a carving decomposition of $\delta(G)$ of width $\omega$ is provided, and is $O(4^{\omega + \log \omega n} + n^3)$, otherwise. The details for such an extension can be found in the full version [47].

2 Definitions and Preliminaries

In this section, we give definitions and preliminaries that will be useful throughout.

Graphs and connectivity. A graph $G = (V, E)$ is a pair, where $V$ is the set of vertices of $G$ and $E$ is the set of edges of $G$, i.e., pairs of vertices in $V$. A multigraph is a generalization of a graph that allows the existence of multiple copies of the same edge. The degree of a vertex is the number of its incident edges. We denote the maximum degree of $G$ by $\Delta(G)$. Also, for any $S \subseteq V$, we denote by $G[S]$ the subgraph of $G$ induced by the vertices in $S$.

1 The results in this paper were accepted for publication before the contribution of Fulek and Tóth in [36].
A graph is connected if it contains a path between any two vertices. A cutvertex is a vertex whose removal disconnects the graph. A connected graph containing no cutvertices is 2-connected. The blocks of a graph are its maximal 2-connected subgraphs. In this paper, we only deal with connected graphs, unless stated otherwise.

Planar graphs and embeddings. A drawing of a graph is planar if it contains no edge crossings. A graph is planar if it admits a planar drawing. Two planar drawings of the same graph are equivalent if they determine the same rotation at each vertex, i.e., the same circular orderings for the edges around each vertex. A combinatorial embedding (for short, embedding) is an equivalence class of planar drawings. A planar drawing partitions the plane into topologically connected regions, called faces. The bounded faces are the inner faces, while the unbounded face is the outer face. A combinatorial embedding together with a choice for the outer face defines a planar embedding. An embedded graph (resp. plane graph) $G$ is a planar graph with a fixed combinatorial embedding (resp. fixed planar embedding). The length of a face $f$ of $G$ is the number of occurrences of the edges of $G$ encountered in a traversal of the boundary of $f$. The maximum face size $\ell(G)$ of $G$ is the maximum length over all faces of $G$.

C-Planarity. An embedded c-graph $C(G,T)$ is a c-graph whose underlying graph $G$ has a prescribed combinatorial embedding, and it is c-planar if it admits a c-planar drawing that preserves the given embedding. Since we only deal with embedded c-graphs, in the remainder of the paper we will refer to them simply as c-graphs. Also, when $G$ and $T$ are clear from the context, we simply denote $C(G,T)$ as $C$. A candidate saturating edge of $C$ is an edge not in $G$ between two vertices of the same cluster in $T$ that are incident to the same face of $G$; refer to Fig. 4b. A c-graph $C'(G',T')$ with $T' = T$ obtained by adding to $C$ a subset $E^+$ of its candidate saturating edges is a super c-graph of $C$; also, set $E^+$ is a planar saturation if $G'$ is planar. Further, c-graph $C$ is hole-free if there exists a face $f$ in $G$ such that when $f$ is chosen as the outer face for $G$ no cycle composed of vertices of the same cluster encloses a vertex of a different cluster in its interior. Finally, two c-graphs are equivalent if and only if they are both c-planar or they are both not c-planar.

Remark 2. In this paper, we only consider c-graphs whose underlying graph is connected, unless stated otherwise.

We will exploit the following characterization presented by Di Battista and Frati [29], which holds true also for non-flat c-graphs although originally only proved for flat c-graphs.

Theorem 3 ([29], Theorem 1). A c-graph $C(G,T)$ is c-planar if and only if:

(i) $G$ is planar,
(ii) $C$ is hole-free, and
(iii) there exists a super c-graph $C^*(G^*,T^*)$ of $C$ such that $G^*$ is planar and $C^*$ is c-connected.

Condition i of Theorem 3 can be tested using any of the known linear-time planarity-testing algorithms. Condition ii of Theorem 3 can be verified in linear time as described by Di Battista and Frati [29, Lemma 7], by exploiting the linear-time algorithm for checking if an embedded, possibly non-flat, c-graph is hole-free presented by Dahlhaus [27]. Therefore, in the following we will assume that any c-graph satisfies these conditions and thus view the C-Planarity Testing problem as one of testing Condition iii.
Tree-width. A tree decomposition of a graph $G$ is a tree $T$ whose nodes, called bags, are labeled by subsets of vertices of $G$. For each vertex $v$ the bags containing $v$ must form a nonempty contiguous subtree of $T$, and for each edge $(u, v)$ of $G$ at least one bag of $T$ must contain both $u$ and $v$. The width of the decomposition is one less than the maximum cardinality of any bag. The tree-width $tw(G)$ of $G$ is the minimum width of any of its tree decompositions.

Cut-sets and duality. Let $G = (V, E)$ be a connected graph and let $S$ be a subset of $V$. The partition $\{S, V \setminus S\}$ of $V$ is a cut of $G$ and the set $(S, V \setminus S)$ of edges with an endpoint in $S$ and an endpoint in $V \setminus S$ is a cut-set of $G$. Also, cut-set $(S, V \setminus S)$ is a bond if $G[S]$ and $G[V \setminus S]$ are both non-null and connected.

For an embedded graph, the dual $\delta(G)$ of $G$ is the planar multigraph that has a vertex $v_f$, for each face $f$ of $G$, and an edge $(v_f, v_g)$, for each edge $e$ shared by faces $f$ and $g$. The edge $e$ is the dual edge of $(v_f, v_g)$, and vice versa. Also, $\delta(G)$ is 2-connected if and only if $G$ is 2-connected. Fig. 1a shows a plane graph $G$ (black edges) and its dual $\delta(G)$ (purple edges); we will use these graphs as running examples throughout the paper. The following duality is well known.

\begin{lemma} [37, Theorem 14.3.1]. If $G$ is an embedded graph, then a set of edges is a cycle of $G$ if and only if their dual edges form a bond in $\delta(G)$.
\end{lemma}

Carving-width. A carving decomposition of a graph $G = (V, E)$ is a pair $(D, \gamma)$, where $D$ is a rooted binary tree whose leaves are the vertices of $G$, and $\gamma$ is a function that maps the non-root nodes of $D$, called bags, to cut-sets of $G$ as follows. For any non-root bag $\nu$, let $D_\nu$ be the subtree of $D$ rooted at $\nu$ and let $L_\nu$ be the set of leaves of $D_\nu$. Then, $\gamma(\nu) = (L_\nu, V \setminus L_\nu)$. The width of a carving decomposition $(D, \gamma)$ is the maximum of $|\gamma(\nu)|$ over all bags $\nu$ in $D$. The carving-width $cw(G)$ of $G$ is the minimum width over all carving decompositions of $G$. The dual carving-width is the carving-width of the dual of $G$. A bond-carving decomposition is a special kind of carving decomposition in which each cut-set is a bond of the graph; i.e., in a bond-carving decomposition every cut-set separates the graph into two connected components [51, 54].

In this paper, we view a bond-carving decomposition of the vertices of the dual $\delta(G)$ of an embedded graph $G$ as a decomposition of the faces of $G$; see Fig. 1c. A similar approach was followed in [12]. In particular, due to the duality expressed by Lemma 4, the cut-sets $\gamma(\nu)$ of
the bags $v$ of $D$ correspond to cycles that can be used to recursively partition the faces of the primal graph, where these cycles are formed by the edges of the primal that are dual to those in each cut-set.

**Partitions.** Let $Q = \{q_1, q_2, \ldots, q_n\}$ be a ground set. A partition of $Q$ is a set $\{Q_1, \ldots, Q_k\}$ of non-empty subsets $Q_i$’s of $Q$, called parts, such that $Q = \bigcup_{i=1}^{k} Q_i$, and $Q_i \cap Q_j = \emptyset$, with $1 \leq i < j \leq k$. Observe that $k \leq |Q|$. Let now $S = (s_1, s_2, \ldots, s_n)$ be a cyclically-ordered set, i.e., a set equipped with a circular ordering. Let $a$, $b$, and $c$ be three elements of $S$ such that $b$ appears after $a$ and before $c$ in the circular ordering of $S$; we write $a \prec_c b$. A partition $P$ of $S$ is crossing, if there exist elements $a, c \in S_i$ and $b, d \in S_j$, with $S_i, S_j \in P$ and $i \neq j$, such that $a \prec_c b$ and $c \prec_d a$; and, it is non-crossing, otherwise. We denote the set of all the non-crossing partitions of $S$ by $NC(S)$. Note that, $|NC(S)|$ coincides with the Catalan number $\mathcal{CAT}(n)$ of $n$, which satisfies $\mathcal{CAT}(n) \leq 2^n$.

**2.1 Relationship between Graph-Width Parameters and Connectivity**

In this section, we present reductions that shed light on the effect that the interplay between some notable graph-width parameters and the connectivity of the underlying graph have on the computational complexity of the C-Planarity Testing problem.

We will exploit recent results by Cortese and Patrignani, who proved the following:

(a) Any $n$-vertex non-flat c-graph $C(G, T)$ can be transformed into an equivalent $O(n \cdot h)$-vertex flat c-graph in quadratic time [24, Theorem 1], where $h$ is the height of $T$.

(b) Any $n$-vertex flat c-graph can be turned into an equivalent $O(n)$-vertex independent flat c-graph, i.e., a flat c-graph such that each non-root cluster induces an independent set, in linear time [24, Theorem 2].

We remark that the reductions from [24] preserve the connectivity of the underlying graph.

**Theorem 5.** Let $C(G, T)$ be an $n$-vertex (flat) c-graph and let $h$ be the height of $T$. In $O(n^2)$ time (in $O(n)$ time), it is possible to construct an $O(n \cdot h)$-vertex (or $O(n)$-vertex) independent flat c-graph $C'(G', T')$ that is equivalent to $C$ such that:

(i) $G'$ is a collection of stars or

(ii) $G'$ is a tree.

**Sketch.** Let $C(G, T)$ be an $n$-vertex (flat) c-graph. By the results a and b above, we can construct an $O(n \cdot h)$-vertex (or $O(n)$-vertex) independent flat c-graph $C^+(G^+, T^+)$ equivalent to $C$ in $O(n^2)$ time (in $O(n)$ time). Note that, $G^+$ only contains inter-cluster edges.

Let $e = (u, v)$ be an edge of $G^+$. Consider a c-graph $C^1(G^1, T^1)$ obtained from $C^+$ as follows. First, subdivide the edge $e$ with two dummy vertices $u_e$ and $v_e$ to create edges $(u, u_e), (u_e, v_e)$, and $(v_e, v)$. Then, delete the edge $(u_e, v_e)$. Note that, the rotation scheme at $u$ and $v$ is same in $G'$ as in $G$, considering $u = v_e$ and $v = u_e$ in the cyclic ordering of the neighbors of $v$ and of $u$ respectively in $G$. Finally, assign $u_e$ and $v_e$ to a new cluster $\mu_e$, and add $\mu_e$ as a child of the root of the tree $T^+$. To construct $C'$ in case (i), we perform the above transformation for all the edges of $G^+$. To construct $C'$ in case (ii), as long as the graph contains a cycle, we perform the above transformation for an edge $e$ of such a cycle. Since the construction of $C'$ from $C^+$ can be done in linear time both in case (i) and (ii), the running time follows. The equivalence can be proved by performing the above transformation, and its reverse, in c-connected super c-graphs of $C^+$ and of $C^1$, respectively.

We point out that by applying the reduction in the above proof without enforcing a specific embedding, Theorem 5 also holds for general instances of the C-Planarity Testing problem, i.e., non-embedded c-graphs. Moreover, since the reduction given in [24]...
also works for disconnected instances, applying the reduction of Theorem 5 for case (i) to a general disconnected instance \( C(G, T) \) would result in an equivalent independent flat c-graph \( C'(G', T') \) such that \( G' \) is a collection of stars. An immediate, yet important, consequence of this discussion is that an algorithm with running time in \( O(r(n)) \) for flat instances whose underlying graph is a collection of stars would result in an algorithm with running time in \( O(r(n)) \) for flat instances and in \( O(r(n^2) + n^2) \) for general, possibly non-flat, instances.

The proof of the following lemma, which will turn useful in the following sections, is based on the duality expressed by Lemma 4.

\[ \text{Lemma 6.} \text{ Given an n-vertex c-graph } C(G, T) \text{ and a carving decomposition } (D, \gamma) \text{ of } \delta(G) \text{ of width } \omega, \text{ in } O(n) \text{ time, it is possible to construct an } O(n) \text{-vertex c-graph } C'(G', T') \text{ that is equivalent to } C \text{ such that } G' \text{ is 2-connected, and a carving decomposition } (D', \gamma') \text{ of } \delta(G') \text{ of width } \omega' = \max(\omega, 4). \]

\[ \text{Proof.} \text{ We construct } C'(G', T') \text{ as follows. Let } \beta(G) < n \text{ be the number of blocks of } G. \]

Let \( c \) be a cutvertex of \( G \), let \( \mu \) be the cluster that is the parent of \( c \) in \( T \), and let \( (u, c) \) and \( (v, c) \) be two edges belonging to different blocks of \( G \) that are incident to the same face \( f \) of \( G \). Consider the c-graph \( C^+(G^+, T^+) \) obtained from \( C \) by embedding a path \( (u, c^+, v) \) inside \( f \), where \( c^+ \) is a new vertex that we add as a child of \( \mu \); see Fig. 2. We denote by \( f' \) the face of \( G^+ \) bounded by the cycle \( (u, c^+, v, c) \) and by \( f'' \) the other face of \( G^+ \) incident to \( c^+ \). Clearly, this augmentation can be done in \( O(1) \) time and \( G^+ \) contains \( \beta(G) - 1 \) blocks. Also, \( C \) and \( C^+ \) are equivalent. This is due to the fact that any saturating edge \((c, x)\) incident to \( c \) and lying in \( f \) (of a c-connected c-planar super c-graph of \( C \)) can be replaced by two saturating edges \((x, c^+)\) lying in \( f'' \) and \((c^+, c)\) lying in \( f' \) (of a c-connected c-planar super c-graph of \( C^+ \)), and vice versa.

We now show how to modify the carving decomposition \((D, \gamma)\) of \( \delta(G) \) of width \( \omega \) into a carving decomposition \((D^+, \gamma^+)\) of \( \delta(G^+) \) of width \( \omega^+ = \max(\omega, 4) \) in \( O(1) \) time. Consider the leaf bag \( \nu_f \) of \( D \) corresponding to face \( f \) and let \( \alpha \) be the parent of \( \nu_f \) in \( D \). We construct \( D^+ \) from \( D \) as follows. First, we initialize \((D^+, \gamma^+) = (D, \gamma)\); in the following, we denote by \( \nu' \) the bag of \( D^+ \) corresponding to the bag \( \nu \) of \( D \). We remove \( \nu_f \) from \( D^+ \), add a new non-leaf bag \( \lambda' \) as a child of \( \alpha' \) and two leaf bags \( \nu'_f \), corresponding to face \( f' \), and \( \nu''_f \), corresponding to face \( f'' \), as children of \( \lambda' \); refer to Fig. 2. Further, we have \( \gamma^+(\nu'_f) = \{(u, c), (u, c^+)\}, \gamma^+(\nu''_f) = \gamma(\nu'_f) \setminus \{(u, c), (u, c^+)\} \cup \{(u, c^+), (v, c^+)\}, \gamma^+(\lambda') = \gamma(\nu'_f) \cup \{(u, c), (u, c^+)\}, \gamma^+(\nu''_f) = \gamma(\nu'_f) \cup \{(u, c^+), (v, c^+)\}, \gamma^+(\lambda') = \gamma(\nu''_f) \cup \{(u, c^+), (v, c^+)\}, \text{ and } \gamma^+(\nu''_f) = \gamma(\nu'') \), for any other bag \( \nu \) belonging to both \( D^+ \) and \( D \). In particular, the size of the edge-cuts defined by all the bags different from \( \nu'_f \) stays the same, while the size of the edge-cut of \( \nu'_f \) is 4. Therefore, \((D^+, \gamma^+)\) is a carving decomposition of \( \delta(G^+) \) of width \( \omega^+ = \max(\omega, 4) \).
Repeating the above procedure, eventually yields a 2-connected c-graph $C'(G', T')$, with $|V(G')| = n + \beta(G) - 1 = O(n)$, that is equivalent to $C$ and a carving decomposition $(D', \gamma')$ of $\delta(G')$ of width $\omega' = \max(\omega, 4)$. Since each execution of the above procedure takes $O(1)$ time and since the cutvertices and the blocks of $G$ can be computed in $O(n)$ time [44], we have that $C'$ and $(D', \gamma')$ can be constructed in $O(n)$ time. This concludes the proof.

3 A Dynamic-Programming Algorithm for Flat Instances

In this section, we present an FPT algorithm for the C-PLANARITY TESTING problem of flat c-graphs parameterized by the dual carving-width. We first describe a dynamic-programming algorithm to test whether a 2-connected flat c-graph $C$ is c-planar, by verifying whether $C$ satisfies Condition iii of Theorem 3. Then, by combining this result and Lemma 6, we extend the algorithm to simply-connected instances.

**Basic operations.** Let $C(G, T)$ be a flat c-graph. A partition $\{S_1, \ldots, S_k\}$ of $V' \subseteq V(G)$ is good if, for each part $S_i$, there exists a non-root cluster $\mu$ such that all the vertices in $S_i$ belong to $\mu$; also, we say that the part $S_i$ belongs to the cluster $\mu$. Further, a partition of a cyclically-ordered set $S \subseteq V(G)$ is admissible if it is both good and non-crossing. We define the binary operator $\uplus$, called generalized union, that given two good partitions $P'$ and $P''$ of ground sets $Q'$ and $Q''$, respectively, returns a good partition $P^* = P' \uplus P''$ of $Q' \cup Q''$ obtained as follows. Initialize $P^* = P' \uplus P''$. Then, as long as there exist $Q_i, Q_j \in P^*$ such that $Q_i \cap Q_j \neq \emptyset$, replace sets $Q_i$ and $Q_j$ with their union $Q_i \cup Q_j$ in $P^*$. We have the following.

**Lemma 7.** $P^* = P' \uplus P''$ can be computed in $O(|Q'| + |Q''|)$ time.

Let $P$ be a good partition of the ground set $Q$ and let $Q' \subset Q$. The projection of $P$ onto $Q'$, denoted as $P|_{Q'}$, is the good partition of $Q'$ obtained from $P$ by first replacing each part $S_i \in P$ with $S_i \cap Q'$ and then removing empty parts, if any.

An admissible partition $P$ of a cyclically-ordered set $S$ can be naturally associated with a 2-connected plane graph $G(P)$ as follows. The outer face of $G(P)$ is a cycle $C(P)$ whose vertices are the elements in $S$ and the clockwise order in which they appear along $C(P)$ is the same as in $S$. Also, for each part $S_i \in P$ such that $|S_i| \geq 2$, graph $G(P)$ contains a vertex $v_i$ in the interior of $C(P)$ that is adjacent to all the elements in $S_i$, i.e., removing all the edges of $C(P)$ yields a collection of stars, whose central vertices are the $v_i$’s, and isolated vertices. We say that $G(P)$ is the cycle-star associated with $P$; see, e.g., Fig. 3c.

We also extend the definitions of generalized union and projection to admissible partitions by regarding the corresponding cyclically-ordered sets as unordered.

Let $P'$ and $P''$ be two admissible partitions of cyclically-ordered sets $S'$ and $S''$, respectively, with the following properties (where $S_\cap = \{s_1, s_2, \ldots, s_k\}$ denotes the set of elements that are common to $S'$ and $S''$): (i) $|S_\cap| \geq 2$ and $S' \cup S'' \setminus S_\cap \neq \emptyset$, (ii) the elements of $S_\cap$...
If \( \rho \) is good by the definition of generalized union. The fact that \( \rho' \) is good follows immediately by the planarity of \( G \).}

\[ \rho' \cap \rho'' \]

The interface graph \( \nu \) is planar.

**Algorithm.** Let \( \mathcal{C}(G, T) \) be a 2-connected flat c-graph. Let \( (D, \gamma) \) be a bond-carving decomposition of \( \delta(G) \) of width at most \( \omega \) and let \( \nu \) be a non-root bag of \( D \). We denote by \( F_\nu \) the set of faces of \( G \) that are dual to the vertices of \( \delta(G) \) that are leaves of the subtree \( D_\nu \) of \( D \) rooted at \( \nu \). Also, let \( G_\nu \) be the embedded subgraph of \( G \) induced by the edges of the faces in \( F_\nu \). The interface graph \( I_\nu \) of \( \nu \) is the subgraph of \( G_\nu \) induced by the edges that are incident to a face of \( G_\nu \) not in \( F_\nu \). The boundary \( B_\nu \) of \( \nu \) is the vertex set of \( I_\nu \). Note that, the edges of \( I_\nu \) are dual to those in \( \gamma(\nu) \). By Lemma 4 and by the definition of bond-carving decomposition, we derive the next observation about \( I_\nu \).

**Observation 1.** The interface graph \( I_\nu \) of \( \nu \) is a cycle of length at most \( \omega \).

Since \( G \) is 2-connected, by Observation 1, the vertices in \( B_\nu \) have a natural (clockwise) circular ordering defined by cycle \( I_\nu \), and \( I_\nu \) bounds the unique face \( f_\nu^\infty \) of \( G_\nu \) not in \( F_\nu \). Therefore, from now on, we regard \( B_\nu \) as a cyclically-ordered set.

Let \( P \in NC(B_\nu) \) be an admissible partition and let \( C_\nu(G_\nu, T_\nu) \) be the flat c-graph obtained by restricting \( \mathcal{C} \) to \( G_\nu \). Also, let \( C_\nu(G_\nu^\circ, T_\nu^\circ) \) be a super c-graph of \( C_\nu \) containing no saturating edges in the interior of \( f_\nu^\infty \) and such that \( G_\nu^\circ \) is planar.

**Lemma 8.** \( \rho^* = P^* \cap P'' \) can be computed in \( O(|S'| + |S''|) \) time.
Definition 9. The c-graph $C^\nu$ realizes $P$ if (refer to Fig. 4):
(a) for every two vertices $u, v \in B^\nu$, we have that $u$ and $v$ belong to the same part $S_i \in P$ if and only if they are connected in $C^\nu$ by paths of intra-cluster edges of the cluster the part $S_i$ belongs to,
(b) for each cluster $\mu$ in $T$ such that $V_\mu \cap B^\nu \neq \emptyset$, all the vertices of $\mu$ in $G^\nu$ are connected to some vertex of $\mu$ in $B^\nu$ by paths of intra-cluster edges of $\mu$ in $G^\nu$, and
(c) for each cluster $\mu$ in $T$ such that $V_\mu \subseteq V(G^\nu) \setminus B^\nu$, all the vertices of $\mu$ are in $G^\nu$ and are connected by paths of intra-cluster edges of $\mu$ in $G^\nu$.

A vertex $v$ of $G^\nu$ is dominated by some part $S_i$ of $P$, if either $v \in S_i$ or $v$ is connected to some vertex of $S_i$ by paths of intra-cluster edges in $C^\nu$. Note that, by Conditions a and b of Definition 9, for each part $S_i$ of $P$, the set of vertices of $G^\nu$ dominated by $S_i$ induces a connected subgraph of $G^\nu$. Also, by Condition c, cycle $I^v$ does not form a cluster separator, that is, a cycle of $G$ such that the vertices of some cluster $\mu$ appear both in its interior and in its exterior, but not in it: note that, in fact, this is a necessary condition for the existence of a c-planar drawing of $C$. Thus, partition $P$ “represents” the internal-cluster connectivity in $C^\nu$ of the clusters whose vertices appear in $B^\nu$ in a potentially positive instance. Also, $P$ is realizable by $C^\nu$ if there exists a super c-graph $C''(G''_C, T''_C)$ of $C^\nu$ that realizes $P$ containing no saturating edges in the interior of $f''_C$ and such that $G''_C$ is planar. From Theorem 3 and the definition of realizable partition we have the following.

Lemma 10 (Necessity). Let $\nu$ be a non-root bag of $D$. Then, $C$ is c-planar only if there exists an admissible partition $P$ of $B^\nu$ that is realizable by $C^\nu$.

We are going to exploit the next lemma, which holds for any bond-carving decomposition.

Lemma 11. Let $\rho'$ and $\rho''$ be the two children of the root $\rho$ of $D$. Then, $I_{\rho'} = I_{\rho''}$.

Lemmas 10 and 11 allow us to derive the following useful characterization.

Theorem 12 (Characterization). The 2-connected flat c-graph $C(G, T)$ is c-planar if and only if there exist admissible partitions $P' \in \mathcal{N}(B_{\rho'})$, $P'' \in \mathcal{N}(B_{\rho''})$ such that:
(i) $P'$ and $P''$ are realizable by $C_{\rho'}(G_{\rho'}, T_{\rho'})$ and by $C_{\rho''}(G_{\rho''}, T_{\rho''})$, respectively, and
(ii) no two distinct parts $S_i, S_j \in P^*$, with $P^* = P' \cup P''$, belong to the same cluster of $T$.

Proof. We first prove the only if part. The necessity of Condition i follows from Lemma 10. For the necessity of Condition ii, suppose for a contradiction, that for any two realizable partitions $P' \in \mathcal{N}(B_{\rho'})$ and $P'' \in \mathcal{N}(B_{\rho''})$, it holds that $P^* = P' \cup P''$ does not satisfy such a condition. Then, there is no set of saturating edges of $C_{\rho'}$ and $C_{\rho''}$, where none of these edges lies in the interior of $f_{\rho'}^\nu$ and of $f_{\rho''}^\nu$, respectively, that when added to $C$ yields a c-connected c-graph $C''(G'', T'')$ with $G''$ planar. Thus, by Theorem 3, $C$ is not c-planar, a contradiction.

We now prove the if part. By Lemma 11, it holds $G = G_{\rho'} \cup G_{\rho''}$ and $I_{\rho'} = I_{\rho''}$. Let $C_{\rho'}$ be a super c-graph of $C_{\rho'}$ realizing $P'$ and let $C_{\rho''}$ be a super c-graph of $C_{\rho''}$ realizing $P''$; these c-graphs exist since Condition i holds. Let $C''$ be the super c-graph of $C$ obtained by augmenting $C$ with the saturating edges of both $C_{\rho'}$ and $C_{\rho''}$. Note that, $G''$ is planar.

We show that every cluster $\mu$ is connected in $C''$, provided that Condition ii holds. This proves that $C''$ is a c-connected super c-graph of $C$, thus by Condition iii of Theorem 3, c-graph $C$ is c-planar. We distinguish two cases, based on whether some vertices of $\mu$ appear along cycle $I_{\rho'} = I_{\rho''}$ or not. Let $B = B_{\rho'} = B_{\rho''}$.

Consider first a cluster $\mu$ containing vertices in $B$. By Condition b of Definition 9, we have that every vertex in $\mu$ is dominated by at least a part of $P'$ or of $P''$, i.e., they either belong to $B$ or they are connected by paths of intra-cluster edges in either $C_{\rho'}$ or $C_{\rho''}$ to a
vertex in $B$. Since, by Condition ii of the statement, there exists only one part $S_{\mu} \in P^*$ that contains vertices of cluster $\mu$, we have that the different parts of $P'$ and of $P''$ containing vertices of $\mu$ are joined together by the vertices of $\mu$ in $B$. Therefore, the cluster $\mu$ is connected in $C^\omega$. Finally, consider a cluster $\mu$ such that no vertex of $\mu$ belongs to $B$. Then, all the vertices of cluster $\mu$ only belong to either $C_{\rho}^\omega$ or $C_{\rho'}^\omega$, by Condition c of Definition 9. Suppose that $\mu$ only belongs to $C_{\rho'}^\omega$, the case when $\mu$ only belongs to $C_{\rho}^\omega$ is analogous. Since $C_{\rho'}^\omega$ realizes $P'$, by Condition c of Definition 9, all the vertices of $\mu$ in $G_{\rho}'$ are connected by paths of intra-cluster edges. Thus, cluster $\mu$ is connected in $C^\omega$, since it is connected in $C_{\rho}^\omega$. This concludes the proof. 

We now present our main algorithmic tool.

**Algorithm 1.** Let $(D, \gamma)$ be a bond-carving decomposition of $\delta(G)$ of width $\omega$. Let $\nu$ be a non-root bag of $D$, we denote by $R_\nu$ the set of all the admissible partitions of $B_\nu$ that are realizable by $C_\nu$. We process the bags of $D$ bottom-up and compute the following relevant information, for each non-root bag $\nu$ of $D$: 1. the set $R_\nu$, and 2. for each admissible partition $P \in R_\nu$ and for each part $S_i \in P$, the number $\text{count}(S_i)$ of vertices of cluster $\mu$ belonging to $G_\nu$ that are dominated by $S_i$, where $\mu$ is the cluster $S_i$ belongs to.

- If $\nu$ is a leaf bag of $D$, then $G_\nu = I_\nu$ consists of the vertices and edges of a single face of $G$. Further, by Observation 1, graph $G_\nu$ is a cycle of length at most $\omega$. In this case, $R_\nu$ simply coincides with the set of all the admissible partitions of $B_\nu$. Therefore, we can construct $R_\nu$ by enumerating all the possible at most $\mathcal{CAT}(\omega) \leq 2^{2\omega}$ non-crossing partitions of $B_\nu$ and by testing whether each such partition is good in $O(\omega)$ time. Further, for each $P \in R_\nu$, we can compute all counters $\text{count}(S_i)$ for every $S_i \in P$, in total $O(\omega)$ time, by visiting cycle $I_\nu$.

- If $\nu$ is a non-leaf non-root bag of $D$, we have already computed the relevant information for the two children $\nu'$ and $\nu''$ of $\nu$. In the following way, we either detect that $C$ does not satisfy Condition iii of Theorem 3 or construct the relevant information for $\nu$:
  1. Initialize $R_\nu = \emptyset$;
  2. For every pair of realizable admissible partitions $P' \in R_{\nu'}$ and $P'' \in R_{\nu''}$, perform the following operations:
     2a. Compute $P^* = P' \cup P''$ and compute the counters $\text{count}(S_i)$, for each $S_i \in P^*$, from the counters of the parts in $P' \cup P''$ whose union is $S_i$.
     2b. If there exists some $S_i \in P^*$ such that $S_i \cap B_\nu = \emptyset$ and $\text{count}(S_i)$ is smaller than the number of vertices in the cluster $S_i$ belongs to, then reject the instance.
     2c. Compute $P = P' \cap P''$ and add $P$ to $R_\nu$.

**Remark 13.** Algorithm 1 rejects the instance at step (2b), if $I_\nu$ forms a cluster separator. This property is independent of the specific generalized union $P^*$ considered at this step and implies that no $P^*$ (and, thus, no $P$ at step (2c)) can satisfy Condition c of Definition 9.

As the total number of pairs of partitions at step (2) is at most $(\mathcal{CAT}(\omega))^2$ and as $P^*$ and $P$ can be computed in $O(\omega)$ time, by Lemmas 7 and 8, we get the following.

**Lemma 14.** For each non-root bag $\nu$ of $D$, Algorithm 1 computes the relevant information for $\nu$ in $O(2^{2\omega+10\log \omega})$ time, given the relevant information for its children.

**Proof.** Let $\nu'$ and $\nu''$ be the two children of $\nu$ in $D$. We will first show the correctness of the algorithm and then argue about the running time.
Let $R^*_v$ be the set of all the admissible partitions of $B_v$ that are realizable by $C_v$ and let $R_v$ be the set of all the admissible partitions of $B_v$ computed by Algorithm 1. We show $R^*_v = R_v$.

We first prove $R^*_v \subseteq R_v$. Let $P_v$ be a realizable admissible partition in $R^*_v$. Since $P_v$ is realizable by $C_v$, there exists a super c-graph $C_v^*(G^*_v, T^*_v)$ of $C_v$ that realizes $P_v$ containing no saturating edges in the interior of $f^*_v$ and such that $G^*_v$ is planar. Let $C_v^*(G^*_v, T^*_v)$ (resp. $C_v^*(G^*_v, T^*_v)$) be the super c-graph of $C_v(G^*_v, T^*_v)$ (resp. of $C_v(G^*_v, T^*_v)$) obtained by adding to $C_v$ (resp. to $C_v$) all the saturating edges in $G^*_v$ laying in the interior of the faces of $G^*_v$ (resp. of $G^*_v$) that are also faces of $G^*_v$. Clearly, c-graph $C_v^*(G^*_v, T^*_v)$ (resp. c-graph $C_v^*(G^*_v, T^*_v)$) contains no saturating edges in the interior of $f^*_v$ (resp. in the interior of $f^*_v$), since such a face does not belong to $G^*_v$. Let $P'$ and $P''$ be the admissible partitions of $B_v$ and of $B_v$ realized by $C_v^*(G^*_v, T^*_v)$ and by $C_v^*(G^*_v, T^*_v)$, respectively. By hypothesis, we have $P' \in R_v$ and $P'' \in R_v$. We show that when step (2) of Algorithm 1 considers partitions $P'$ and $P''$, it successfully adds $P_v$ to the set $R_v$. It is clear by the construction of $P'$ and of $P''$ that $P_v = P' \cup P''$. Therefore, we only need to show that when the algorithm considers the pair $(P', P'')$, it does not reject the instance at step (2b), and thus $P_v$ is added to $R_v$ at step (2c). Let $P^* = P' \cup P''$, which is constructed at step (2a) of the algorithm. Suppose, for a contradiction, that $C$ is rejected at step (2b). Then, there exists a part $S_i$ of $P^*$ such that $S_i \cap B_v = \emptyset$ and $\text{count}(S_i)$ is smaller than the number of vertices in the cluster $\mu$ that $S_i$ belongs to. Therefore, the cluster $\mu$ contains vertices that belong to $G \setminus G_v$, which implies that $P_v$ cannot satisfy Condition c of Definition 9, a contradiction. This concludes the proof of this direction.

We now prove $R_v \subseteq R^*_v$. Let $P$ be a partition in $R_v$ obtained from the partitions $P' \in R_v$ and $P'' \in R_v$ (selected at step (2) of the algorithm). We show that $P$ is realizable by $C_v$. By the definition of realizable partition, there exists a super c-graph $C_v^*(G^*_v, T^*_v)$ (resp. $C_v^*(G^*_v, T^*_v)$) of $C_v(G^*_v, T^*_v)$ (resp. of $C_v(G^*_v, T^*_v)$) that realizes $P'$ (resp. $P''$) containing no saturating edges in the interior of $f^*_v$ (resp. of $f^*_v$) and such that $G^*_v$ (resp. $G^*_v$) is planar. Let $C_v^*(G^*_v, T^*_v)$ be the super c-graph of $C_v(G^*_v, T^*_v)$ constructed by adding to $C_v$ the saturating edges in $C_v^*$ and $C_v^*$. We show that the c-graph $C_v^*(G^*_v, T^*_v)$ realizes $P$, contains no saturating edges in the interior of $f^*_v$, and $G^*_v$ is planar.

First, we have that $G^*_v$ is planar, since $G^*_v$ and $G^*_v$ are planar and do not contain saturating edges in the interior of $f^*_v$ and of $f^*_v$, respectively. By the previous arguments, we also have that $f^*_v$ contains no saturating edges.

We show that Condition a of Definition 9 holds. Recall that $P = P' \cup P''$. Let $S_i$ be a part of $P$ that also belongs to $P'$ or to $P''$. Then, since $C_v^*$ and $C_v^*$ realize $P'$ and $P''$, respectively, the vertices of $S_i$ are connected by paths of intra-cluster edges in $C_v^*$ as they are connected by paths of intra-cluster edges in $C_v^*$ or $C_v^*$, by Condition a of Definition 9. Otherwise, let $S_i$ be a part of $P$ that does not belong to either $P'$ or $P''$. Then, by the definition of bubble merge, the part $S_i$ is obtained by projecting onto $B_v$ the generalized union $P_t = P' \cup P''$. Thus, $S_i$ is a subset of a part $S^*_v$ of $P^*$. Also, the vertices in each of the parts of $P'$ and of $P''$ contributing to the creation of $S^*_v$ are connected by paths of intra-cluster edges in $C_v^*$ and $C_v^*$, respectively, by Condition a of Definition 9. Therefore, we have that the connectivity of such sets implies the connectivity of the elements of $S_i$ by paths of intra-cluster edges that connect at their shared vertices in $B_v$. We show that Condition b of Definition 9 holds. Suppose, for a contradiction, that there exists some cluster $\mu$ whose vertices appear in $B_v$ such that there is at least a vertex of $\mu$ in $G_v$ that is not connected by a path of intra-cluster edges to some vertex of $\mu$ in $B_v$. Then, consider the part $S_i \in P^*$ that dominates this vertex, which exists since $P'$ and $P''$ are realizable by $C_v$ and by $C_v$, respectively. We have that $S_i \cap B_v = \emptyset$ and that $\text{count}(S_i)$ is smaller than the
number of vertices of \( \mu \). Thus, step (2b) would reject the instance, and thus \( P \) would not be added to \( R_\nu \), a contradiction. Finally, we show that Condition c of Definition 9 holds.

Suppose, for a contradiction, that there exists some cluster \( \mu \) whose vertices only belong to \( V(G_\nu) \setminus B_\nu \) and that there exist two vertices \( u \) and \( v \) of \( \mu \) in \( G_\nu \) that are not connected by a path of intra-cluster edges in \( G_\nu^* \). Then, consider the part \( S_i \in P^* \) that dominates \( u \). Observe that, \( S_i \) does not dominate \( v \). Similarly to the proof of Condition b, we have that \( S_i \cap B_\nu = \emptyset \) and that \( \text{count}(S_i) \) is smaller than the number of vertices of \( \mu \). Thus, step (2b) would reject the instance, and thus \( P \) would not be added to \( R_\nu \), a contradiction.

We conclude by analyzing the running time. Step (2a) can be performed in linear time in the sum of the sizes of \( B_\nu \) and \( B_\nu' \), since the generalized union \( P^* \) can be computed in \( O(|B_\nu| + |B_\nu'|) \) time, by Lemma 7, and since the size of \( P^* \), and thus the number of counters to be updated, is in \( O(|B_\nu| + |B_\nu'|) \). Step (2b) can also be done in linear time by the previous argument. Step (2c) can be performed in \( O(|B_\nu| + |B_\nu'|) \) time, by Lemma 8. Further, the number of pairs of realizable partitions considered at step (2) is bounded by \( |\text{NC}(B_\nu)| \cdot |\text{NC}(B_\nu')| \), which is bounded by \( 2^{|B_\nu| + |B_\nu'|} \). Finally, \( |B_\nu| \leq \omega \) and \( |B_\nu'| \leq \omega \). Thus, Algorithm 1 runs in \( O(2^{4\omega} \omega) = O(2^{4\omega+\log\omega}) \) time.

By Lemma 14 and since \( D \) contains \( O(n) \) bags, we have the following.

\[ \blacktriangleright \textbf{Lemma 15.} \text{Sets } R_\nu \text{ and } R_\nu' \text{ can be computed in } O(2^{4\omega+\log\omega}n) \text{ time.} \]

We obtain the next theorem by combining Lemma 15 and Theorem 12, where the additive \( O(n^2) \) factor in the running time derives from the time needed to convert a carving decomposition of \( \delta(G) \) into a bond-carving decomposition of the same width [54].

\[ \blacktriangleright \textbf{Theorem 16.} \text{C-Planarity Testing can be solved in } O(2^{4\omega+\log\omega}n + n^2) \text{ time for any 2-connected } n \text{-vertex flat } c \text{-graph } C(G, T), \text{ if a carving decomposition of } \delta(G) \text{ of width } \omega \text{ is provided.} \]

We are finally ready to prove our main result.

\[ \textbf{Proof of Theorem 1.} \text{ Let } (D, \gamma) \text{ be a carving decomposition of } \delta(G) \text{ of optimal width } \omega = \text{cw}(\delta(G)). \text{ First, we apply Lemma 6 to } C \text{ to obtain, in } O(n) \text{ time, a 2-connected flat } c \text{-graph } C'(G', T') \text{ equivalent to } C \text{ and a corresponding carving decomposition } (D', \gamma') \text{ of width } \omega' \leq \max(\omega, 4). \text{ Then, we apply Theorem 16 to test whether } C' \text{ (and thus } C) \text{ is c-planar. The running time follows from the running time of Theorem 16, from the fact that } \omega' = O(\omega), |V(G')| \in O(n), \text{ and that a carving decomposition of } \delta(G) \text{ of optimal width can be computed in } O(n^3) \text{ time [39, 55]. This concludes the proof of the theorem.} \]

We remark that in the recent reduction presented by Patrignani and Cortese to convert any non-flat c-graph \( C(G, T) \) into an equivalent independent flat c-graph \( C'(G', T') \), the carving-width of \( \delta(G') \) is within an \( O(h) \) multiplicative factor from the carving-width of \( \delta(G) \), where \( h \) is the height of \( T \). This is due to the fact that, by [24, Lemma 10], \( G' \) is a subdivision of \( G \) (which implies that \( tw(G') = tw(G) \)) and that each inter-cluster edge of \( G \) is replaced by a path of length at most \( 4h - 4 \) in \( G' \) (which implies that \( \ell(G') = \ell(G)(4h - 4) \)). Therefore, by [24] and by the results presented in this section, we immediately derive an FPT algorithm for the non-flat case parameterized by \( h \) and the dual carving-width of \( G \). In the full version [47], we show how to drop the dependency on \( h \), by suitably adapting the relevant concepts defined for the flat case so that Algorithm 1 can also be applied to the non-flat case.
Graph-Width Parameters Related to the Dual Carving-Width

In this section, we discuss implications of our algorithm for instances of bounded embedded-width and of bounded dual cut-width.

**Embedded-width.** A tree decomposition of an embedded graph $G$ respects the embedding of $G$ if, for every face $f$ of $G$, at least one bag contains all the vertices of $f$ [14]. The embedded-width $\text{emw}(G)$ of $G$ is the minimum width of any of its tree decompositions that respect the embedding of $G$. For consistency with other graph-width parameters, in the original definition of this width measure [14] the vertices of the outer face are not required to be in some bag. Here, we adopt the variant presented in [26], where the tree decomposition must also include a bag containing the outer face. In the full version [47], we prove the following.

**Lemma 17.** Let $G$ be an embedded graph. Then, $\text{cw}(\delta(G)) \leq \text{emw}^2(G) + 2\text{emw}(G)$.

**Cut-width.** Let $\pi$ be a linear order of the vertex set of a graph $G = (V,E)$. By splitting $\pi$ into two linear orders $\pi_1$ and $\pi_2$ such that $\pi$ is the concatenation of $\pi_1$ and $\pi_2$, we define a cut of $\pi$. The width of this cut is the number of edges between a vertex in $\pi_1$ and a vertex in $\pi_2$. The width of $\pi$ is the maximum width over all its possible cuts. Finally, the cut-width of $G$ is the minimum width over all the possible linear orders of $V$. The dual cut-width is the cut-width of the dual of $G$.

The following relationship between cut-width and carving-width has been proved in [52].

**Theorem 18 (Theorem 4.3, [52]).** The carving-width of $G$ is at most twice its cut-width.

By Lemma 17 and Theorem 18, we have that single-parameter FPT algorithms also exist with respect to the embedded-width and to the dual cut-width of the underlying graph.

Conclusions

In this paper, we studied the C-Planarity Testing problem for c-graphs with a prescribed combinatorial embedding. We showed that the problem is polynomial-time solvable when the dual carving-width of the underlying graph of the input c-graph is bounded. In particular, this addresses a question we posed in [26], regarding the existence of notable graph-width parameters such that the C-Planarity Testing problem is fixed-parameter tractable with respect to a single one of them. Namely, we answer this question in the affirmative when the parameters are the embedded-width of the underlying graph, and the carving-width and cut-width of its planar dual.
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Abstract

We introduce and study the complexity of Path Packing. Given a graph $G$ and a list of paths, the task is to embed the paths edge-disjoint in $G$. This generalizes the well known Hamiltonian-Path problem.

Since Hamiltonian Path is efficiently solvable for graphs of small treewidth, we study how this result translates to the much more general Path Packing. On the positive side, we give an FPT-algorithm on trees for the number of paths as parameter. Further, we give an XP-algorithm with the combined parameters maximal degree, number of connected components and number of nodes of degree at least three. Surprisingly the latter is an almost tight result by runtime and parameterization. We show an ETH lower bound almost matching our runtime. Moreover, if two of the three values are constant and one is unbounded the problem becomes NP-hard.

Further, we study restrictions to the given list of paths. On the positive side, we present an FPT-algorithm parameterized by the sum of the lengths of the paths. Packing paths of length two is polynomial time solvable, while packing paths of length three is NP-hard. Finally, even the spacial case Exact Path Packing where the paths have to cover every edge in $G$ exactly once is already NP-hard for two paths on 4-regular graphs.
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1 Introduction

Packing, covering and partitioning are well researched fields in graph theory. In general, the task is to cover a given graph $G = (V, E)$ with or partition it into smaller substructures, or to pack given structures into the graph. Besides that these terms are often used, they are not well defined throughout the literature. Thus, it is important to define problems in this field carefully and in detail.

For example, the path partition problem is a well studied problem [2, 4, 6, 12, 18, 21, 26] which is also known as path cover problem. The task is to cover all vertices of a graph with vertex-disjoint paths. This is equivalent to partitioning the graph into vertex-disjoint paths. The smallest number of paths to achieve this is called the path partition number or path cover number. Observe that $G$ has a Hamiltonian path iff the path-partition number is one, thus the problem is NP-complete.

An NP-complete variant of this problem is the $k$-path partition problem [22, 27, 19]. Here the task is to partition a graph $G$ into paths, such that none of the path lengths exceeds $k$. Observe that the 1-path-partition problem corresponds to finding a maximum matching.

Another related problem is the recognition of path-perfect graphs [5, 11, 13, 23, 29], which we denote in this work as Path-Perfect Packing. Instead of partitioning the graph into vertex-disjoint paths, the complete edge set must be partitioned into edge-disjoint paths of ascending length, starting by one. This can also be understood as packing $k$ paths of length 1 to $k$ into $G$ without using an edge twice or leaving one edge uncovered.

This approach of packing smaller subgraphs into a given graph is also well researched [28]. For example, packing edge-disjoint trees into a clique is considered [24]. Since packing edge-disjoint and vertex-disjoint triangles is NP-hard for planar graphs, the parameterized complexity is studied [7].

We generalize the path-perfect graph problem and ask for a given graph $G$ and a list of $k$ paths $P = \{p_1, \ldots, p_k\}$ if they can be embedded into $G$ without using the same edge twice. Note that we define the length of a path equals its number of edges. This problem arises naturally when restricting the path partition problem to edge-disjoint paths instead of vertex-disjoint paths. We denote this problem as Path Packing. Let us formalize what we mean by embedding. An embedding of a graph $H$ into a graph $G$ is an injective mapping $f : V(H) \rightarrow V(G)$ such that for every original edge $(u, v) \in E(H)$ also $(f(u), f(v)) \in E(G)$.

An embedding of a list of graphs $\mathcal{H}$ into $G$ is an embedding of each graph $H$ into $G$. Note, that we do not ask to embed the graphs pairwise vertex-disjointly. The embeddings we consider in this work are pairwise edge-disjoint embeddings of paths.

**Path Packing**

**Input:** A list of paths $P = \{p_1, \ldots, p_k\}$ of length $l_1, \ldots, l_k$. A graph $G = (V, E)$.

**Question:** Is there an edge-disjoint embedding of $P$ into $G$?

The **Exact Path Packing** problem additionally requires that every edge is covered exactly once.

**Exact Path Packing**

**Input:** A list of paths $P = \{p_1, \ldots, p_k\}$ of length $l_1, \ldots, l_k$. A graph $G = (V, E)$.

**Question:** Is there an edge-disjoint embedding of $P$ into $G$ such that each edge $e \in E$ is covered exactly once?

**Path Packing** is clearly more general than **Exact Path Packing**, since one can reduce from one to the other by additionally requiring the sum of the path lengths to be equal to the number of edges in the graph. Most of our hardness results are for **Exact Path Packing**, and therefore translate to **Path Packing**. Our upper bounds are always regarding more the general **Path Packing**.
Our Results

The Hamiltonian path problem is a special case of Path Packing. An even though the Hamiltonian path problem is tractable on graphs of bounded treewidth, Path Packing is already NP-complete on subdivided stars. Therefore, we focus on the parameterized complexity to classify this problem on a finer scale. We will analyze the impact of various parameters.

In Section 3, we analyze the parameterized complexity of our packing problems with respect to the number of paths (denoted by \( k \)). On the one hand, we give an FPT algorithm for Path Packing that solves the problem in time \( 2^k n^{O(1)} \) on subcubic (i.e. degree at most three) forests (Theorem 3). On the other hand, we show that Exact Path Packing on graphs with treewidth two is \( W[1] \)-hard and cannot be solved in time \( f(k)n^{o(k/\log k)} \) under ETH (Theorem 11).

In Section 4 we introduce path dependent restrictions. We show that Exact Path Packing is NP-complete even for two paths on 4-regular graphs (Theorem 14). length \( i \) is easy for \( i = 2 \) and NP-complete for \( i = 3 \) (Theorem 15). If we however parameterize by the summed length of all paths Path Packing is in FPT (Theorem 16).

After parameterizing by the number of paths and their lengths, we further analyze graph dependent parameters in Section 5. We introduce the \( bcd \)-number of a graph, which is the maximum of the number of components, the maximal degree, and the number of vertices with degree larger than two. We show that Path Packing can be solved in time \( k! k (n + k^2)^O(k^2) \), where \( k \) is the \( bcd \)-number (Theorem 20). This is complemented by showing that the problem cannot be solved in \( f(k)n^{o(k^2/\log k)} \) under ETH (Theorem 21). We further show that all three \( bcd \) parameters are necessary: If two values are constant and one is unbounded the problem becomes NP-hard (Theorem 1, Corollary 18, Theorem 19).

Note that, one can embed paths \( p_1, \ldots, p_k \) as edge-disjoint subgraphs into a graph \( G \) if and only if one can embed these paths as vertex-disjoint induced subgraphs into the linegraph of \( G \). Therefore, our results yield new insights for the problem of covering a graph with a list of vertex-disjoint induced paths [17]. Especially, our hardness results for certain graph classes transfer to hardness results on the linegraphs of these graph classes. Due to space limitations, we omit some proofs, and refer to the full version.

2 Preliminaries

All graphs are simple (i.e. without multi-edges or self-loops). The length of a path equals its number of edges.

3 Path Packing on Forests

Our packing problem is a generalization of the Hamiltonian path problem and therefore NP-complete. The Hamiltonian path problem is solvable in polynomial time if the treewidth of the input graph is bounded [9]. We show that (unlike Hamiltonian path) Exact Path Packing is NP-complete on trees. This is done by reducing it to the following NP-complete partitioning problem.

**Multi-Way Number Partition**

Input: A list of weights \( w_1, \ldots, w_n \in \mathbb{N} \) encoded in unary, and an integer \( k \in \mathbb{N} \).

Question: Is there a partition of \( w_1, \ldots, w_n \) into \( k \) multi-sets \( S_1, \ldots, S_k \) such that \( \sum_{i \in S_j} w_i = \frac{1}{k} \sum_{i=1}^{n} w_i \) for every \( 1 \leq j \leq k \)?
The Complexity of Packing Edge-Disjoint Paths

Figure 1 Packing paths of lengths 10, 8, 7, 5, 5, 3 into a subcubic tree. Although the packing looks very loose there is no solution if we replace 3 by 4.

We reduce from Multi-Way Number Partition to prove that Exact Path Packing is NP-hard on very simple trees.

▶ Theorem 1. Exact Path Packing is NP-complete on subdivided stars.

The previous reduction required a large number of paths. Therefore, in the following, we analyze the Path Packing problem parameterized by the number of paths.

Fast subset convolution

We develop dynamic programming algorithms on subcubic trees whose running time will be $O^*(2^k)$, where $k$ is the number of paths that we want to pack. First we develop a naive and not too complicated algorithm with running time $O^*(3^k)$, whose longer running time is due to some very simple operation that occurs when we combine two dynamic programming tables. Björklund, Husfeldt, Kaski, and Koivisto introduced a technique called fast subset convolution that was used to speed up the computation of Steiner trees with small integer weights [3] and also to speed up some algorithms that do dynamic programming on tree decompositions [25]. We can use this technique to our advantage to significantly speed up the path packing algorithm on trees. The result that we will be using is:

▶ Proposition 2. [3] Let $N$ be a set of $n$ natural numbers and $f, g: N \to N$ two functions. Then we can compute $(f * g)(S)$ for all $S \subseteq N$ in time $O(2^n n^2)$ if $f$ and $g$ can be evaluated in constant time and where $(f * g)(S) = \sum_{T \subseteq S} f(T) g(S - T)$. Here $f(S) = \sum_{i \in S} f(i)$.

▶ Theorem 3. We can solve Path Packing for $k$ paths in time $O^*(2^k)$ on subcubic forests.

Proof. Let us assume that the graph is a subcubic tree $T$, but the proof easily generalizes to subcubic forests. Let $l_1, \ldots, l_k$ be length of the paths that we want to pack into $T$. We can further assume that $T$ is a rooted tree by designating an arbitrary vertex as its root. If $v$ is a vertex of $T$ then let $T(v)$ be the subtree rooted at $v$.

We solve the path packing problem by dynamic programming computing a table for each vertex in a bottom-up order. Such a table is a mapping $L: V \times 2^k \to [n] \cup \{-\infty\}$. The size of this table is $O(2^k n)$. We interpret the content of the table as follows:

$L(v, P) = r$ with $r \geq 0$ means that it is possible to pack all paths with indices in $P$ (in short all $P$-paths) into the subtree $T(v)$ and additionally a path of length $r$ that ends in $v$. 
The more complicated possibility is with we pack them there is no space left to pack another path that ends in $r$.

To compute a table for a tree that we get by glueing two trees together by identifying their $v$, $P$ can construct for each of them a new tree by attaching new roots $u$, $P$ into $T(u)$. An additional path of length 2 can be packed into $T(v)$, because an additional path of length 1 can be packed into $T(u)$.

The special case $L(v, P) = 0$ means that we can pack all $P$-paths into $T(v)$, but however we pack them there is no space left to pack another path that ends in $v$.

If it is not possible to pack all $P$-paths into $T(v)$ at all then let $L(v, P) = -\infty$.

It is quite clear that having computed all tables enables us to find out whether $(T, P)$ is a yes-instance of the path packing-problem. Simply check whether $L(r, \{1, \ldots, k\}) \neq -\infty$.

To compute the tables for all $v$ we distinguish three cases how to compose trees into bigger trees: 1 $v$ is a leaf, 2 $v$ has one child, 3 $v$ has at least two children.

**Leaf.** If $v$ is a leaf then $L(v, \emptyset) = 0$ and $L(v, P) = -\infty$ if $P \neq \emptyset$ because we cannot pack any path into an empty tree (that has no edges).

**One child.** If $v$ has one child $u$ then it is also quite easy to compute $L(v, P)$: If $L(u, P) = r$ with $r \geq 0$, then clearly $L(v, P) = r + 1$. The right hand side of Figure 2 shows an example. The more complicated possibility is $L(u, P) = -\infty$, which means that it is completely impossible to pack all $P$-paths into $T(u)$. It might become possible to pack all $P$-paths into $T(v)$ by using the additional edge $uv$. If this is possible, then one path, say the $i$th one with length $l_i$, uses the edge $uv$. Then all paths in $P - \{i\}$ are packed into $T(u)$ and one additional path of length $l_i - 1$ that ends in $u$. We can check this by verifying that $L(u, P - \{i\}) \geq l_i - 1$ for some $1 \leq i \leq k$ (actually, $L(u, P - \{i\}) \geq l_i$ is impossible, because then all $P$-paths could be packed into $T(u)$ and $L(u, P) \neq -\infty$). If we find such an $i$, then all $P$-paths can be packed into $T(v)$, but only by using the edge $uv$. This means that no other path can be packed into $T(v)$ that ends in $v$ and therefore $L(v, P) = 0$. See the left hand side of Figure 2 for an example.

$$L(v, P) = \begin{cases} L(u, P) + 1 & \text{if } L(u, P) \geq 0 \\ 0 & \text{if } L(u, P) = -\infty \text{ and } L(u, P - \{i\}) = l_i - 1 \text{ for some } i \in P \\ -\infty & \text{otherwise} \end{cases}$$

**Two children.** Finally, we assume that $v$ has exactly two children $u_1, u_2$. In that case we can construct for each of them a new tree by attaching new roots $v_1, v_2$ to $T(u_1)$ and $T(u_2)$ and computing the $L$-tables for both of them. To compute the table of $v$ it is sufficient to compute a table for a tree that we get by glueing two trees together by identifying their roots. We just have to glue $v_1$ to $v_2$.\[\text{\textbf{Figure 2}}\] Left side: Packing paths of lengths $l_1 = 4, l_2 = 4, l_3 = 2$ into $T(v)$. $L(u, \{1, 2, 3\}) = -\infty$, but $L(u, \{1, 2, 3\} - \{1\}) = l_1 - 1$, so $L(v, \{1, 2, 3\}) = 0$. Right side: Now $l_1 = 4, l_2 = 3, l_3 = 2$. $L(u, \{1, 2, 3\}) = 1$, so $L(v, \{1, 2, 3\}) = 1 + 1 = 2$. An additional path of length 2 can be packed into $T(v)$, because an additional path of length 1 can be packed into $T(u)$.
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So we can assume that we have two trees with roots $v_1$ and $v_2$ and a tree with root $v$ that we get by identifying $v_1$ and $v_2$ and renaming it to $v$. This is often called a join operation. We have the tables for $v_1$ and $v_2$ and want to compute the table for $v$.

Clearly, $L(v, P) = r$ with $r > 0$ iff some of the $P$-paths can be packed into $T(v_1)$ and the others into $T(v_2)$ and the additional path with length $r$ that ends in $v$ can be packed into $T(v_1)$ or $T(v_2)$. The additional path of length $r$ that ends in $v$ prevents any $P$-path from being packed partially into $T(v_1)$ and $T(v_2)$. That is the case iff there is a bipartition of $P$ into $P_1$ and $P_2$ such that $L(v_1, P_1), L(v_2, P_2) \geq 0$ and $\max\{L(v_1, P_1), L(v_2, P_2)\} = r$. There are $2^{|P|}$ many subsets of $P$. To check all bipartitions for all these subsets $P \subseteq [k]$ means looking at $\sum_{i=0}^k \binom{k}{i}2^i = 3^k$ many cases. Using fast subset convolution lets us speed up the computation to $2^k k^{O(1)}$ steps: Let

$$f_i(S) = \begin{cases} 1 & \text{if } L(v_1, S) \geq 0 \\ 0 & \text{otherwise} \end{cases} \quad g_i(S) = \begin{cases} 1 & \text{if } L(v_1, S) \geq r \\ 0 & \text{otherwise}. \end{cases}$$

Then $L(v, P) \geq r$ iff $(f_1 * g_2)(P) + (g_1 * f_2)(P) \geq 1$.

The situation is different if $L(v, P) = 0$. In that case both edges $u_1v$ and $u_2v$ have to be used when packing all $P$-paths into $T(v)$ because otherwise at least a path of length one that ends in $v$ could additionally be packed into $T(v)$.

In such a packing one path, say the $i$th one with length $l_i$, uses $u_1v$ and $u_2v$. That is possible iff there is a bipartition of $P - \{i\}$ into $P_1$ and $P_2$ such that $L(v_1, P_1) + L(v_2, P_2) \geq l_i$.

Again, by using fast subset convolution we can check this in $2^k k^{O(1)}$ steps.

The above proof does not work any more if we glue together two trees whose roots have degree higher than one. For general trees the dynamic programming is much more complicated and we will need more complicated tables.

Let $T(v)$ be a rooted tree with root $v$ and no restrictions on the degree of vertices (and thus on the number of children). Let us again fix length $l_1, \ldots, l_k \in \mathbb{N}$ of paths that we are going to pack into a tree. We are going to identify a set of paths by a set $P \subseteq [k]$. We speak of $P$-paths as the paths with length $l_i$ for every $i \in P$.

Definition 4. Let us fix $l_1, \ldots, l_k \in \mathbb{N}$, $P \subseteq [k]$, and $T$ be a rooted tree. $T(v)$ is the subtree of $T$ with root $v$.

1. Let $M, M' \subseteq \mathbb{N}$ be two multisets. We say that $M' \succcurlyeq M$ if we can construct $M'$ from $M$ by adding numbers and increasing numbers that are already in $M'$.

Let $M' \succcurlyeq M$ if $M' \neq M$ and $M' \succcurlyeq M$.

Example: $\{3, 3, 5, 5, 7\} \succcurlyeq \{2, 3, 4, 6\}$, but $\{3, 3, 5, 5, 7\} \not\succcurlyeq \{2, 3, 4, 8\}$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Left side: Packing paths of lengths $l_1 = 5$, $l_2 = 4$, $l_3 = 3$ into $T(v)$. $L(v_1, \{2\}) = 1$ and $L(v_2, \{1, 3\}) = 0$ imply $L(v, \{1, 2, 3\}) \geq 1$.
Right side: Now $l_1 = 6$, $l_2 = 4$, $l_3 = 3$. $L(v_1, \{2\}) + L(v_2, \{3\}) = 1 + 5 = l_1$ implies $L(v, \{1, 2, 3\}) \geq 0$. This time we partition $\{1, 2, 3\}$ into three parts. One goes to the left, one to the right, and one path uses both subtrees.}
\end{figure}
In this tree there are nodes with more than two children and paths can “cross.” We pack paths with lengths 13, 9, 9, 9, 7, 6. There is no solution if we replace 6 by 7.

2. Let $S$ be a set of multisets of natural numbers. Then

$$K(S) = \{ M \in S \mid \text{there is no } M' \in S \text{ with } M' \succ M \}.$$ 

3. Then we define $\mathcal{L}(v, P)$ as a set of multisets of natural numbers as follows:

Let $M \subseteq \mathbb{N}$ be a multiset of natural numbers. Then $M \in \mathcal{L}(v, P)$ iff it is possible to pack all $P$-paths into $T(v)$ such that we can pack additionally all non-empty paths into $T(v)$ that start at $v$ and have lengths given in $M$ and if there is no $M' \in \mathcal{L}(v, P)$ with $M' \succ M$.

Particularly, $\mathcal{L}(v, P) = \emptyset$ iff it is impossible to pack all $P$-paths into $T(v)$ and $\mathcal{L}(v, P) = \{ \emptyset \}$ iff it is possible to pack all $P$-paths into $T(v)$, but there is no possibility to additionally pack a non-empty path that starts at $v$.

4. If $M \subseteq \mathbb{N}$ then $\max_q(M)$ is the multiset that consists of the $q$ biggest elements in $M$ or of all of them if $M$ contains less than $q$ numbers, e.g., $\max_3(\{5, 5, 4, 4, 3, 2, 1\}) = \{5, 5, 4\}$.

In the following let $l_1, \ldots, l_k$ be fixed.

⚠️ Lemma 5. Let $T(v)$ be a rooted tree with root $v$ such that $v$ has one child $u$.

1. Assume that $\mathcal{L}(u, P) = \{M_1, \ldots, M_m\}$ with $m \geq 1$. Define $\mathcal{L}_{\max}(u, P) = \max(M_1 \cup \cdots \cup M_m)$ (where $\max \emptyset = 0$).

Then $\mathcal{L}(v, P) = \{\mathcal{L}_{\max}(u, P) + 1\}$.

2. Assume that $\mathcal{L}(u, P) = \emptyset$ and there is an $i \in \{1, \ldots, k\}$ with $\mathcal{L}_{\max}(u, P - \{i\}) = l_i - 1$.

Then $\mathcal{L}(v, P) = \{\emptyset\}$.

3. Otherwise $\mathcal{L}(v, P) = \emptyset$.

Proof. We have to consider exactly two cases. The first case is that it is possible to pack all $P$-paths into $T(u)$. If this is the case, then an additional path of length $r + 1$ can be packed into $T(v)$ starting at $v$ iff an additional path of length $r$ can be packed into $T(u)$ starting at $u$. The latter is the case iff $\mathcal{L}_{\max}(u, P) = r$.

The second case is that it is impossible to pack all $P$-paths into $T(u)$ alone. It might still be possible to pack them into $T(v)$, but only if the edge $uv$ is used. This means that there is only space for an additional path of length zero that starts at $v$.

In fact, exactly one path, say the $i$th one, uses the edge $uv$. This is possible iff we can pack all $(P - \{i\})$-paths into $T(u)$ and being able to additionally pack a path of length at least $l_i - 1$ into $T(u)$ starting at $u$. Actually, this path cannot be longer than $l_i - 1$ because then we would be able to pack all $P$-paths, which is a contradiction. ⚠️
Lemma 6. Let $T(v_1)$ and $T(v_2)$ be two rooted trees with no common vertices, such that $v_2$ has exactly one child. Let $T(v)$ be the tree that we get by identifying $v_1$ with $v_2$ and renaming it to $v$. Then $\mathcal{L}(v, P) = K(\mathcal{L}_1 \cup \mathcal{L}_2)$ where

$$\mathcal{L}_1 = \bigcup_{P_1 \subseteq P, P_2 \subseteq P - P_1} \left\{ M_1 \cup M_2 \right\},$$

$$\mathcal{L}_2 = \bigcup_{P_1 \subseteq P, P_2 \subseteq P - P_1} \left\{ \bigcup_{M_1 \in \mathcal{L}(v_1, P_1), M_2 \in \mathcal{L}(v_2, P_2)} \left\{ (M_1 - \{r_1\}) \cup (M_2 - \{r_2\}) \right\} \right\}.$$

Proof. “$\mathcal{L}(v, P) \supseteq K(\mathcal{L}_1 \cup \mathcal{L}_2)$”: If $M \in \mathcal{L}_1 \cup \mathcal{L}_2$ then $M \in \mathcal{L}_1$ or $M \in \mathcal{L}_2$. Let us first consider the case $M \in \mathcal{L}_1$. By the definition of $\mathcal{L}_1$ there are $P_1 \subseteq P$, $P_2 = P - P_1$, $M_1 \in \mathcal{L}(v_1, P_1)$, and $M_2 \in \mathcal{L}(v_2, P_2)$ such that $M = M_1 \cup M_2$. By induction we know that $P_1$ can be packed into $T(v_1)$ as well as additional paths of lengths $M_1$ starting at $v_1$. The same holds for $P_2$, $v_2$, and $M_2$. Using this packing we actually packed $P$ into $T(v)$ and additional paths of lengths $M_1 \cup M_2 = M$ starting at $v$. By definition then $M \in \mathcal{L}(v, P)$.

The other possibility is $M \in \mathcal{L}_2$, which is a bit more complicated. If $M \in \mathcal{L}_2$, then $M = (M_1 - \{r_1\}) \cup (M_2 - \{r_2\})$, where $r_1 \in M_1$, $r_2 \in M_2$, $r_1 + r_2 \geq l_i$, $M_1 \in \mathcal{L}(v_1, P_1 - \{i\})$, $M_2 \in \mathcal{L}(v_2, P_2 - \{i\})$, $P_1 \subseteq P$, $P_2 = P - P_1$, and $i \in P$.

We have to show that it is possible to pack $P$ into $T(v)$ and additionally paths with lengths from $M$ starting at $v$. By induction we know that we can pack all $(P_1 - \{i\})$-paths into $T(v_1)$ and all $(P_2 - \{i\})$-paths into $T(v_2)$. Simultaneously, we can pack additional paths with lengths from $M_1$ into $T(v_1)$ starting at $v_1$ and paths with lengths from $M_2$ into $T(v_2)$ starting at $v_2$. Hence, we can pack paths with lengths $M = (M_1 - \{r_1\}) \cup (M_2 - \{r_2\})$ into $T(v)$ leaving space for a path of length $r_1$ in $T(v_1)$ and a path of length $r_2$ in $T(v_2)$. We can combine these two paths into one path of length $r_1 + r_2 \geq l_i$ and pack one additional path of length $l_i$ into $T(v)$. Altogether we packed $P_1$, $P_2$, $\{i\}$ and therefore all $P$-paths into $T(v)$.

“We $\mathcal{L}(v, P) \subseteq K(\mathcal{L}_1 \cup \mathcal{L}_2)$”: Let $M \in \mathcal{L}(v, P)$. Then $P$ can be packed into $T(v)$. There are two possibilities:

1. No path corresponding to $i \in P$ lies partially in $T(v_1)$ and partially in $T(v_2)$. Then we can split $P = P_1 \cup P_2$ such that $P_1$-paths are packed into $T(v_1)$ and $P_2$-paths into $T(v_2)$. The additional path with lengths from $M$ are also packed into $T(v_1)$ and $T(v_2)$. Let us say $M = M_1 \cup M_2$, where $M_1$ is in $T(v_1)$ and $M_2$ in $T(v_2)$. Then it is easy to see that $M \in \mathcal{L}_1$.

2. There is an $i \in P$ such that all $(P - \{i\})$-paths are packed into $T(v_1)$ and $T(v_2)$, but exactly one path with length $l_i$ is packed into $T(v)$ using edges from both $T(v_1)$ and $T(v_2)$. Note that there can be at most one such path because $v_2$ has only one child in $T(v_2)$. Then all additional paths with lengths in $M$ that start at $v$ to have to be packed into $T(v_1)$ alone because the edge in $T(v_2)$ is not available any more. Let $r_1$ be the length of the part of the bridging path of length $l_i$ that lies in $T(v_1)$ and $r_2$ the length of the part in $T(v_2)$. Clearly, $r_1 + r_2 = l_i$. With all these facts we can again easily verify that $M \in \mathcal{L}_2$.

The following lemma shows that the size of the tables is bounded by a function in $k$ and the maximal degree. The estimate is quite pessimistic, but we are not trying to optimize the runtime of the dynamic programming algorithm at the moment and are content with proving fixed parameter tractability.

Lemma 7. Let $T(v)$ be a rooted tree and assume that vertex $v$ has $d$ children. Then

$$|\mathcal{L}(v, P)| \leq d2^{kd}.$$
Proof. If \( v \) has only one child, then \( |\mathcal{L}(v, P)| = 1 \) and the statement is true. Assume next that \( T(v) \) has \( d \) children. Each subtree can receive at most \( 2^k \) different sets of packed paths yielding at most \( 2^k \) different length of the longest path that can be additionally packed. Therefore a set \( M \in \mathcal{L}(v, P) \) can have size at most \( d \) and contain up to \( d \) numbers each chosen from a set of size at most \( 2^k \). In total that are at most \( d2^{kd} \) possibilities for a set \( M \).

\[ \Box \]

\textbf{Theorem 8.} Let \( T \) be a rooted tree and \( P \) a multiset of paths. In polynomial time a rooted tree \( T' \) can be computed that has the following properties:

1. \( P \) can be packed into \( T' \) if it can be packed into \( T \).
2. each node in \( T' \) has at most \( 3|P| \) children, and
3. \( T' \) is a subtree of \( T \).

\textbf{Proof.} Let \( \ell_1(u) \) be the length of the longest path in \( T(u) \) that starts in \( u \) and \( \ell_2(u) \) be the length of the longest path in \( T(u) \). Assume that \( P \) can be packed into \( T \) and \( v \) be an arbitrary vertex in \( T \). Let us fix an edge-disjoint packing of \( P \).

Let \( v \) be an arbitrary node in \( T \) and \( v_1, \ldots, v_m \) the children of \( v \). Let us further assume that \( v_1, \ldots, v_{3|P|} \) contain the \( |P| \) children with biggest \( \ell_1(v_i) \) and \( 2|P| \) children with biggest \( \ell_2(v_i) \). Ties can be arbitrarily ordered.

If \( m \leq 3|P| \) we do nothing. Otherwise assume that \( P \) is packed into \( T \) and some path \( p \in P \) uses \( T(v_i) \) with \( i > 3|P| \). There are two possibilities:

(i) \( p \) contains \( v_i \). Then \( p \) is possibly packed partially inside \( T(v_i) \) and partially outside. Let \( p' \) be the part of \( p \) inside \( T(v_i) \). Clearly, \( p' \) starts at \( v_i \). By the pigeonhole principle there must be some \( T(v_k) \) that has not been used in the packing of \( P \), \( \ell_1(v_k) \geq \ell_1(v_i) \), and \( k \leq 3|P| \). Then we can repack \( p \) such that it uses \( T(v_k) \) instead of \( T(v_i) \).

(ii) \( p \) does not contain \( v_i \) and is therefore completely packed into \( T(v_i) \). Again by the pigeonhole principle we can find an appropriate \( T(v_k) \) with \( k \leq 3|P| \) and \( \ell_2(v_k) \geq \ell_2(v_i) \). We can repack \( p \) from \( T(v_i) \) into \( T(v_k) \).

Repeated repacking in these two ways leads to a packing that uses only the subtrees \( T(v_1), \ldots, T(v_{3|P|}) \). We can therefore remove all other subtrees without changing a yes-instance into a no-instance. Applying this pruning to all vertices in \( T \) leads to a new tree \( T' \) that has all properties stated in the theorem. It is also clear that \( T' \) can be computed in polynomial time as it is easy to find longest paths in trees.

Combining the above results (with the base case for a leaf \( v \): \( \mathcal{L}(v, P) = \{0\} \) if \( P \) contains only empty paths and \( \mathcal{L}(v, P) = \emptyset \) otherwise) we can prove the following:

\textbf{Theorem 9.} Path Packing into forests parameterized by the number of paths is in FPT.

\textbf{Proof.} Given a tree \( T \) compute a rooted tree \( T' \) where each node has at most \( 3k \) children and every \( P \) (with \( |P| = k \)) can be packed into \( T' \) if it can be packed into \( T' \) (Theorem 8). Then use dynamic programming to find out whether the paths can be packed into \( T' \). By Lemma 7 and 6 this only takes time \( f(k)|T'|^{O(1)} \) for some function \( f \).

\[ \Box \]

\textbf{Lower bound}

While Path Packing on graphs with treewidth one is in FPT when parameterized by the number of paths, we now show that the problem becomes hard on graphs with treewidth two. As an intermediate step, we reduce from Unary Bin Packing \cite{15} to show hardness of Multi-Way Number Partition. This then leads to hardness results for Exact Path Packing. Remember that for Multi-Way Number Partition the numbers are unary encoded.
Lemma 10. Multi-Way Number Partition parameterized by the number of sets \( k \) is \( W[1] \)-hard. Moreover, unless ETH fails there is no algorithm that solves the problem in \( f(k)N^{o(k/\log k)} \) time for some function \( f \) where \( N \) is the input size.

Theorem 11. The Exact Path Packing problem parameterized by the number of paths on graphs with treewidth two is \( W[1] \)-hard. Moreover, unless ETH fails there is no algorithm that solves the problem in \( f(k)n^o(k/\log k) \) time for some function \( f \) where \( k \) is the number of paths and \( n \) the number of vertices in the input graph.

4 Path Packing Parametrized by Path Dependent Attributes

In the previous section we solved Path Packing on forests. Since Path Packing is NP-hard even for graphs with treewidth 2, we try to find some path dependent parameters to cope with its difficulty. At first, we will restrict the number of paths, then we will bound the length of each path and finally we consider the sum of the lengths of all paths.

Number of Paths

We denote the number of paths of an instance by \( k \). We start with \( k = 1 \). Consider an instance where the length of the single path corresponds to the number of vertices in a complete graph \( G \).

Observation 12. Since Hamiltonian Path is NP-hard, also path packing for \( k = 1 \) is NP-hard

On the other side, for \( k = 1 \) the special case of Exact Path Packing becomes easy.

Observation 13. Exact Path Packing is solvable in polynomial time for \( k = 1 \) by deciding if the input graph is a path of length \( l_1 \).

Unfortunately, for fixed \( k \geq 2 \) restricting the number of paths is not enough to gain a polynomial time algorithm. This holds for Exact Path Packing and therefore also for Path Packing.

Theorem 14. Let \( k \geq 2 \). Exact Path Packing with \( k \) paths is NP-complete on 4-regular graphs.

Paths with bounded length

Observe that all hardness proofs that we have seen so far somehow involve paths of a certain length. Thus, we analyze the complexity of Path Packing based on the length of the paths we want to pack.

Length-\( i \) Exact Edge Packing

Input: A set of paths \( P = \{p_1, \ldots, p_k\} \) of length \( l_1 = \ldots = l_k = i \), a graph \( G = (V, E) \).

Question: Is there an edge-disjoint embedding of \( P \) into \( G \) such that each edge \( e \in E \) is covered exactly once?

Length-\( 2 \) Exact Edge Packing is solvable in polynomial time by reformulating it as a matching problem on the line graph. We show that Length-\( 3 \) Exact Edge Packing is already NP-hard via a reduction from the 3-dimensional matching problem, one of Karp’s original 21 NP-complete problems. The 3-dimensional matching problem takes as input sets \( X, Y, Z \) of size \( n \) and \( T \subseteq X \times Y \times Z \). The question is whether there exists a set \( M \subseteq T \) of size \( n \) such that for all \((x_1, y_1, z_1), (x_2, y_2, z_2) \in M, x_1 \neq x_2, y_1 \neq y_2, z_1 \neq z_2 \). The reduction is similar to the \( P_2 \)-packing reduction in [20].
Theorem 15. **Length-3 Exact Edge Packing** is NP-hard.

**Bounded sum of path lengths**

The two previous results show that Path Packing is NP-hard even if the number of paths or the maximal length of the paths is bounded by a constant. At last, we the problem is in FPT when parameterized by the number of paths and their length. We give a randomized FPT algorithm using color coding [8, 1] that can easily be derandomized using perfect hash families [8].

Theorem 16. **Path Packing** parameterized by the summed length of all paths is in FPT.

For packing vertex-disjoint paths similar results are known: The $P_2$-packing problem takes a graph $G$ and an integer $k$ and asks if there is a set of $k$ vertex-disjoint $P_2$ in $G$. This problem is NP-complete [16, 20]. Fernau and Raible give an FPT algorithm parameterized by the number of paths [10].

**5 Path Packing Parametrized by Graph Dependent Attributes**

Earlier (Theorem 1), we showed that Exact Path Packing is NP-hard even on a single subdivided star. So even for trees where there is only one node of degree higher than two the problem becomes NP-hard. In this section we study further restrictions to forests and finally identify a polynomial time solvable case. We do so by considering restrictions to the following three parameters: number of vertices of degree at least three, the maximal degree, and the number of connected components. For an easier notation we define this combined parameter as the “bcd” of graph $G$. It is a bound on branching nodes, connected components and maximum degree.

Definition 17. Let $G$ be a graph. Then $\text{bcd}(G)$ is the minimal $k \in \mathbb{N}$ such that $G$ has at most $k$ nodes of degree larger than two, at most $k$ connected components, and a maximal degree of at most $k$.

The above mentioned reduction showing NP-hardness for a subdivided star constructs a graph with unbounded degree. What is the complexity if we limit the vertex degree to a constant, but in turn allow multiple components? Unfortunately even for a forest of paths, thus a maximum degree of two, the problem remains NP-hard. NP-hardness follows by an easy adaption of the proof of Theorem 1. The constructed subdivided star has an even number $2m$ of legs of length $\ell$. Instead one could also use $m$ disjoint paths of length $2\ell$. Thus we can follow NP-hardness of Exact Path Packing even for forests of paths.

Corollary 18. **Exact Path Packing** is NP-hard even on forests of paths.

Thus, if we drop either the degree or the number of components as parameters, the problem becomes NP-complete, even if the remaining parameters are bounded by a constant. Thus the remaining question is: What is the complexity if we limit the vertex degree to a constant, limit the number of connected components to a constant, but in turn allow arbitrary many vertices of degree at least three? We show hardness in this scenario even for the more restricted problem of packing paths of ascending length, denoted by Path-Perfect Packing.

**Path-Perfect Packing**

- **Input:** A graph $G = (V, E)$ where $|E(G)| = 1 + 2 + \cdots + n$ for some $n \in \mathbb{N}$.
- **Question:** Does there exist an edge-disjoint embedding of paths $p_1, \ldots, p_n$ with lengths $\ell_1 = 1, \ldots, \ell_n = n$ into $G$ such that each edge $e \in E$ is covered exactly once?
We show NP-hardness of this restricted problem on subdivisions of a caterpillar with vertex degree at most eight. We reduce from the following unary version of 3-partition. This version is slightly non-standard since we require that no numbers occur twice and relax the condition to put exactly three elements into each partition.

**Unary 3-Partition**

- **Input:** A set of integers \( A = \{a_1, \ldots, a_{3s}\} \subseteq \mathbb{N} \) in unary encoding.
- **Question:** Is there a partition of \( A \) into \( s \) sets of equal sum?

Hulett et al. show that the above problem is NP-hard if we require each of the \( s \) partitions to contain exactly three elements [14]. We get NP-hardness without the extra condition by increasing each number in \( A \) by adding a big number (for example \( \sum_{i=1}^{3s} a_i \)).

We sketch how to reduce from **Path-Perfect Packing** on caterpillars with vertex degree at most eight to **Unary 3-Partition**. Note that, each partition of a **Unary 3-Partition** instance must have size \( m = \frac{1}{s} \sum_{i=1}^{3s} a_i \). Consider the paths \( \{p_i \mid 1 \leq i \leq m, \ i \in A\} \) whose length occurs in \( A \). We translate a partition of \( A \) into an exact packing of these paths. However, we have to account for the paths \( \{p_i \mid 1 \leq i \leq m, \ i \notin A\} \) whose length occurs not as an integer in set \( A \). For each of these we introduce a path where it fits in precisely, and by an exchange argument we may assume it is packed there. Now, roughly what remains to do is to construct a large caterpillar of low maximum degree where all these paths can be packed in.

**Theorem 19.** Path-Perfect Packing is NP-hard even for subdivided caterpillars with vertex degree at most eight.

The maximum degree eight in the theorem above was chosen to simplify the proof. One can show NP-hardness even for smaller maximum vertex degree.

**XP-algorithm for parameter bcd(\(G\))**

We saw that if two bcd-parameters are constant and one bcd-parameter is unbounded then Exact Path Packing is NP-complete. We further study the complexity when parameterized by all three parameters. We give an XP-algorithm for Path Packing parametrized by bcd(\(G\)). This means for every fixed \( k \), there is a polynomial time algorithm for graphs with bcd(\(G\)) \( \leq k \).

**Theorem 20.** There is a \( k!k(n + k^2)^{O(k^2)} \)-time algorithm for Path Packing with \( k = \text{bcd}(G) \).

**Proof.** We give an algorithm, that given a graph \( G \) and a list \( P \) of paths \( p_1, \ldots, p_k \), decides if there is an edge-disjoint embedding of \( p_1, \ldots, p_k \) into \( G \). To do so, we guess a partition of \( G \) into eventually a set of vertex-disjoint paths \( \mathcal{X} \). Then it suffices to find an embedding of \( P \) into such a set of vertex-disjoint paths \( \mathcal{X} \). The remaining problem then is just a generalized bin-packing problem with \( O(k^2) \) bins, but encoded in unary; thus solvable in time \( n^{O(k^2)} \).

Most technicality lies in guessing the vertex-disjoint paths \( \mathcal{X} \). First we guess a partition into a bounded number of walks \( W \). Later we need to partition \( W \) further resulting in vertex-disjoint paths \( \mathcal{X} \).

Let \( V_1 \) be the set of vertices of degree two. Let \( V_2^* \) consist of a vertex of every connected component that is a circle. Let \( V_2 \) be the set of vertices of degree two that are not in \( V_2^* \), and let \( V_{\geq 3} \) be the vertices of degree at least three including \( V_2^* \). This seemingly odd definition allows us to work with walks starting and ending in \( V_1 \cup V_{\geq 3} \) that cover every edge, in
We may describe this partition by “cuts” of with at most $W$ walks $W$. Then since there are at most $v$ of $v$’s incident edges such that no path in $P$ contains two unmatched edges.

We consider “direct” walks between “neighboring” vertices $V_1 \cup V_{\geq 3}$: Let $Q$ be the set of walks between $u, v \in V_1 \cup V_{\geq 3}$ with inner vertices from $V_2$, and further where no vertex among $V_2$ is repeated (though possibly $u = v$). We join these walks $Q$ to a set of walks $W$ according to matchings $M_v$ for $v \in V(G)$. Whenever two walks $w_1, w_2$ end at some edges $uv$ respectively $u'v'$, and $uv$ is matched to $u'v'$ by $M_v$, then join walks $w_1$ and $w_2$ at edges $uv, u'v'$. This procedure terminates and yields a well defined set of walks $W$.

Note that every edge is covered by a walk $Q$ and thus also every edge is covered by a walk $W$. We further claim that every path $p$ of $P$ is a subsequence of edges of some walk $w \in W$. Assuming otherwise, there are walks $w_1, w_2$ ending at edges $uv$ and $u'v'$. Then $v$ is not a leaf, and thus $v \in V_{\geq 3}$. Then matching $M_v$ matches edges $uv$ and $u'v'$, and thus $w_1, w_2$ had to be joined to a single walk.

Thus for a yes-instance there is at least one set of matchings $M_v, v \in V_{\geq 3}$ which determines walks $W$ such that $P$ may be embedded into $W$. An algorithm may try the possible partition of edges into such a set of walks $W$ as follows. Guess for each vertex $v \in V_{\geq 3}$ a maximal matching $M_v$ of its incident edges. There are at most $k$ high degree vertices $V_{\geq 3} \setminus V_2^*$, each with at most $k$ incident edges. (Also we have a matching for $V_2^*$, though since there are only two incident edges, there is only one possible matching.) Thus the algorithm tries at most $k^k$ possibilities. Then combine the paths $Q$ to walks $W$ according to the matchings, which is possible in polynomial time.

We claim that $W$ has at most $k^2$ walks. Every walk in $W$ has two endpoints, and the endpoints are among $V_1 \cup V_{\geq 3}$. Clearly, at every leaf $v \in V_1$ at most one path ends. Further, there are at most $k^2$ leaves in the input graph of at most $k$ vertices of degree $\geq 3$ and maximal degree of $k$. If at a vertex $v \in V_{\geq 3}$ two walks $w_1, w_2$ end, there are edges $uv$ of $w_1$ and $u'v$ of $w_2$ unmatched by $M_v$, in contradiction to a maximal matching $M_v$. Thus also at every vertex $v \in V_{\geq 3}$ at most one path ends. Then there are at most $k^2 + 2k$ endpoints of walks, and thus there are at most $[(k^2 + 2k)/2] \leq k^2$ walks in $W$.

Consider a walk $w \in W$ where a vertex $v$ occurs more than once. Recall that the embedding of a path $p \in P$ of a yes-instance is injective, thus no vertex $v \in V(G)$ occurs twice in the same path. A naive approach would be to now solve the bin-packing problem of “weights” $P$ and “bins” $W$. Then, however, a solution to the bin-packing would may potentially translate to an embedding of a path where a vertex occurs twice. Therefore let us guess a partition into paths without multiple occurrence of vertices, as follows.

Between two occurrences of $v$ on walk $w$ there must be vertex $u$ (possibly an occurrence of $v$ itself) which is the endpoint of two different paths. Therefore there is a partition of the walks $W$ into vertex-disjoint paths $X$, where still paths $P$ have an embedding into $X$. We may describe this partition by “cuts” of $W$ specified by a vertex $v$ in the union of walks from $W$. Note, that in the union of walks $W$, each high degree vertex $v \in V_{\geq 3} \setminus V_2^*$ occurs $\deg(v) \leq k$ times. Thus there are to up to $n + k^2$ potential cut vertices.

We claim that at most $k^2$ cuts $C$ are necessary to cut the walks $W$ into vertex-disjoint paths $X$. Assume, that there is a cut vertex $v \in C$ which is on an inner vertex of a path between $V_1$ and $V_{\geq 3}$. Then joining its incident vertex-disjoint paths results in a vertex-disjoint path. Thus we may assume that the cuts $C$ are at vertices from walks of $Q$ between vertices.
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among $V_{\geq 3}$. Let $Q_{\geq 3}$ be the set of paths $\mathcal{Q}$ with endpoints in $V_{\geq 3}$. Consider the multi-graph with loops on vertex set $V_{\geq 3}$ with an edge between $u, v \in V_{\geq 3}$ for every path $Q_{\geq 3}$ with endpoints $u$ and $v$. Since $|Q_{\geq 3}| \leq k$ and the degree of every vertex $v \in Q_{\geq 3}$ is at most $k$, this multi-graph has at most $k^2$ edges. Then also there are at most $k^2$ paths $Q_{\geq 3}$. Consider a set of more than $k^2$ vertices $C \subseteq V$ that cut $\mathcal{Q}$ into vertex-disjoint paths $\mathcal{X}$. Then there is a path of $Q_{\geq 3}$ containing distinct cut vertices $u, v \in C$. Let $x \in \mathcal{X}$ be the path between $u$ and $v$. Joining them with the incident path at, say $u$, results in a vertex-disjoint path. Thus cutting $W$ at vertices $C \setminus \{u\}$ still results in a set of vertex-disjoint paths. Therefore at most $k^2$ cuts of walks $W$ are necessary to yield vertex-disjoint paths $\mathcal{X}$.

Let us utilize this observation in the design of our algorithm. Guess up to $k^2$ cuts $C$ from the $n + k^2$ potential cuts. Cut the previously guessed walks $W$ into subpaths according to cuts $C$. We may force exactly $k^2$ cut vertices by allowing $C$ to be a multi-set containing also leaves, whose cut has no effect. This way, we try another $(n + k^2)^k^2$ possibilities of cut vertices $C$. Then cut the previously guessed $\leq k^2$ walks $\mathcal{X}$ at the $k^2$ cut positions. If the resulting set of walks is not vertex-disjoint, discard this guess. Otherwise we obtain $\leq 2k^2$ vertex disjoint paths $\mathcal{X}$, since every cut increases the number of paths by one. This resembles a bin-packing problem in unary encoding with $k^2$ bins of different sizes and total capacity $n$. We may apply standard dynamic programming technique to test in $n^{O(k)}$ time whether the sizes of the paths $P$ fit into the bins in the sizes of $\mathcal{X}$. If the paths $P$ fit in some guessed paths $\mathcal{X}$, then corresponding partition of the edges in $G$ yields paths $P$. Thus there is an edge-disjoint embedding of $P$ into $G$. For the other direction, if the edges of $G$ can be partitioned into paths $P$, then as argued before there is a set $\mathcal{X}$ according to this partition and the there is a solution to the dynamic problem. The runtime is $k^l(k(n + k^2)^O(k^2)) \cdot \text{poly}(n) = k!k^l(n + k^2)^O(k^2)$, poly$(n)$ where poly is a polynomial.

Can we achieve a better runtime than $k!k^l(n + k^2)^{O(1)}$, in particular decrease the dependence on $k$ in the exponent of $n$? Not significantly unless ETH fails, as the following reduction from Multi-Way Number Partition shows.

\begin{itemize}
  \item **Theorem 21.** There is no algorithm that decides Path Packing in time $n^{o(k^2/\log k)}$ with $k = \text{bed}(G)$ unless ETH fails.
\end{itemize}

\section{Conclusion}

We showed that edge-disjoint packing of paths into a graph is a very hard problem. Even if the input graph is a subdivided star or a linear forest the problem is hard. If we parameterize the problem by the number of paths, the problem remains hard even for input graphs with treewidth two. However, it becomes fixed parameter tractable on forests. A natural open problem is to not embed paths, but more general graphs such as trees or cycles.
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Abstract
It is known that FO model-checking is fixed-parameter tractable on Erdős–Rényi graphs $G(n,p(n))$ if the edge-probability $p(n)$ is sufficiently small [23] ($p(n) = O(n^{\epsilon}/n)$ for every $\epsilon > 0$). A natural question to ask is whether this result can be extended to bigger probabilities. We show that for Erdős–Rényi graphs with vertex colors the above stated upper bound by Grohe is the best possible.

More specifically, we show that there is no FO model-checking algorithm with average FPT run time on vertex-colored Erdős–Rényi graphs $G(n,n^{\delta}/n)$ ($0 < \delta < 1$) unless $\text{AW[*]} \subseteq \text{FPT/poly}$. This might be the first result where parameterized average-case intractability of a natural problem with a natural probability distribution is linked to worst-case complexity assumptions.

We further provide hardness results for FO model-checking on other random graph models, including $G(n,1/2)$ and Chung-Lu graphs, where our intractability results tightly match known tractability results [13]. We also provide lower bounds on the size of shallow clique minors in certain Erdős–Rényi and Chung–Lu graphs.
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1 Introduction
Model-checking is an important and well-investigated problem with various applications in database theory, verification, artificial intelligence and many other areas. The input to the model-checking problem is a structure and a logical sentence and the question is whether the structure is a model for the sentence, i.e., if the sentence is true in the model. We consider the FO model-checking problem on colored graphs. This means that sentences can express (besides the common rules of first-order logic) adjacency between vertices and whether a vertex has a given color. This problem is known to be PSPACE-complete [39]. Let $\mathcal{G}$ be a graph class and $L$ be a logic. We are interested in model-checking as a parameterized problem, which is defined as follows:

$p$-MC($L, \mathcal{G}$)
Input: A graph $G \in \mathcal{G}$ and a logical sentence $\varphi \in L$
Parameter: $|\varphi|$
Problem: $G \models \varphi$?
11.2 Hardness of FO Model-Checking on Random Graphs

We denote the class of all graphs by $\mathcal{G}$. Downey, Fellows, and Taylor showed that $p$-$\text{MC}(\text{FO, } \mathcal{G})$ is $\text{AW}[*]$-complete and thus very hard on general graphs [15]. However, model-checking becomes tractable when restricted to special graph classes. Courcelle’s theorem states that if $\mathcal{G}$ is a graph class with bounded treewidth then $p$-$\text{MC}(\text{MSO, } \mathcal{G})$ is in $\text{FPT}$ [11]. The FO model-checking problem $p$-$\text{MC}(\text{FO, } \mathcal{G})$ can be solved in $\text{FPT}$ time if $\mathcal{G}$ has bounded expansion [17, 38] or is nowhere-dense [25].

For a graph class $\mathcal{G}$, we define $\mathcal{G}_{\text{col}}$ to be the class of all vertex colorings of $\mathcal{G}$. For most graph classes $\mathcal{G}$ it makes no difference if we consider the model-checking problem on $\mathcal{G}$ or $\mathcal{G}_{\text{col}}$ because colors can be encoded by small gadgets. Given an instance $(G, \varphi)$ with $G \in \mathcal{G}_{\text{col}}$, for most graph classes $\mathcal{G}$ it is easy to construct a new instance $(G', \varphi')$ of similar size with $G' \in \mathcal{G}$, and $G \models \varphi$ iff $G' \models \varphi'$. In particular, if $G$ comes from a nowhere-dense class, then so does $G'$.  

**Average-Case Model-Checking**

Average-case complexity analyzes the typical run time of algorithms on random instances (such as random graphs) and is a well-established field of complexity theory [3]. While the worst-case complexity of the parameterized model-checking problem is well analyzed, much less is known about its average-case complexity, or parameterized average-case complexity in general.

We fix a sequence of vertices $(u_i)_{i \in \mathbb{N}}$ and say a random graph model is a sequence $\mathcal{G} = (\mathcal{G}_n)_{n \in \mathbb{N}}$, where $\mathcal{G}_n$ is a probability distribution over all graphs $G$ with $V(G) = \{u_1, \ldots, u_n\}$. The most well-known random graph model are so called Erdős–Rényi graphs [6]. The Erdős–Rényi graph $G(n, p(n))$ consists of $n$ vertices where each edge is added independently with probability $p(n)$. This very natural model is of great theoretical interest and has been investigated in many ways. Other models such as the preferential attachment model [2, 5], the Chung–Lu model [10, 9, 7], or the configuration model [32, 33] were defined to mimic complex networks that are observed in the real world.

There exist some tractability results for the model-checking problem on random graph models, including sparse Erdős–Rényi graphs, Chung–Lu graphs and the configuration model, as we will see later on. We distinguish between the average-case complexity of model-checking on uncolored graphs ($p$-$\text{MC}(\text{FO, } \mathcal{G}))$ and colored graphs ($p$-$\text{MC}(\text{FO, } \mathcal{G}_{\text{col}})$):

**Definition 1.** We say $p$-$\text{MC}(\text{FO, } \mathcal{G})$ can be decided on a random graph model $\mathcal{G}$ in expected time $f(|\varphi|, n)$ if there exists a deterministic algorithm $A$ which decides $p$-$\text{MC}(\text{FO, } \mathcal{G})$ on input $G, \varphi$ in time $t_A(G, \varphi)$ and for all $n \in \mathbb{N}$, all FO-sentences $\varphi$, $E_{G \sim \mathcal{G}_n} [t_A(G, \varphi)] \leq f(|\varphi|, n)$.

A function $C : \mathcal{G} \rightarrow \mathcal{G}_{\text{col}}$ is called a $c$-coloring function for $c \in \mathbb{N}$ if for every $G \in \mathcal{G}$, $C(G)$ is a coloring of $G$ with up to $c$ colors. The colorings do not need to be proper.

**Definition 2.** We say $p$-$\text{MC}(\text{FO, } \mathcal{G}_{\text{col}})$ can be decided on a random graph model $\mathcal{G}$ in expected time $f(|\varphi|, n)$ if there exists a deterministic algorithm $A$ which decides $p$-$\text{MC}(\text{FO, } \mathcal{G}_{\text{col}})$ on input $G, \varphi$ in time $t_A(G, \varphi)$ and if for all $n \in \mathbb{N}$, all FO-sentences $\varphi$ and all $|\varphi|$-coloring functions $C$, $E_{G \sim \mathcal{G}_n} [t_A(C(G), \varphi)] \leq f(|\varphi|, n)$.

We say $p$-$\text{MC}(\text{FO, } \mathcal{G}_{\text{col}})$ or $p$-$\text{MC}(\text{FO, } \mathcal{G})$ can be decided in expected $\text{FPT}$ time on a random graph model if it can be decided in expected time $f(|\varphi|)n^{O(1)}$ for some function $f$. Clearly, $p$-$\text{MC}(\text{FO, } \mathcal{G}_{\text{col}})$ is harder than $p$-$\text{MC}(\text{FO, } \mathcal{G})$ on random graph models because the model-checking algorithm has to be efficient for every possible coloring. However, all efficient average-case model-checking algorithms so far work by placing the random graph model...
with high probability in a tractable graph class (for example low degree [23], or bounded expansion [13]) and then using well-known model-checking algorithms for such graph classes. Thus, the algorithms work no matter how the vertices of the random graphs are colored.

The following tractability results are known: Let $p(n)$ be a function with $p(n) = O(n^{\varepsilon}/n)$ for all $\varepsilon > 0$. Grohe showed that one can solve $p$-MC($\mathcal{FO}, \mathcal{G}_{col}$) on $G(n,p(n))$ in expected time $f(|\varphi|, \delta)n^{1+\delta}$ for every $\delta > 0$ [23]. Later Demaine et al. proved that $p$-MC($\mathcal{FO}, \mathcal{G}_{col}$) can be solved in expected FPT linear time on Chung–Lu and configuration graphs whose degrees follow a power law distribution with exponent $\alpha > 3$ and maximal degree at most $n^{1/\alpha}$ [13].

### Average-Case Intractability

A natural question to ask next is: For which graphs does model-checking become intractable? For the worst-case complexity of monotone graph classes (classes which are closed under subgraphs) this question is settled: FO model-checking is in FPT if and only if the graph class is nowhere-dense [25]. For non-monotone classes and especially random graph models the question is more difficult.

Ideally, positive algorithmic results should be accompanied by lower bounds that show that the result is the best possible. Very often such matching lower bounds are the triumphant last step in completely answering a question that has had a long history of incremental partial results. The best example is the theory of NP-completeness, but there are many other nice examples from parameterized complexity: ETH-based lower bounds, non-existence of polynomial kernels, and in the area of FO model-checking the fact that $p$-MC($\mathcal{FO}, \mathcal{G}$) $\in$ FPT for some monotone somewhere-dense graph class $\mathcal{G}$ implies $\text{AW}[s] = \text{FPT}$.

On the other hand, the situation does not look as good in the area of average-case complexity. While we know that FO model-checking on $G(n,d/n)$ can be decided in expected FPT time if $d$ is constant or grows slower than $n^{\varepsilon}$ for every $\varepsilon > 0$, we do not have any lower bounds for a larger $d$.

The lack of lower bounds of average-case runtimes is not restricted to random graphs and the model-checking problem. At this point of time we still do not know techniques to prove good lower bounds in that area. While it is certainly possible to reduce between problems preserving bounds on the expected running time, there are virtually no results linking average- to worst-case complexity. What we are missing in particular are results of this kind: If we can solve parameterized problem $X$ fast on average then some unexpected consequence holds in the world of worst-case complexity (such as $\text{P} = \text{NP}$).

There has been some work on average-case complexity of parameterized problems. Fountoulakis, Friedrich, and Hermelin showed that parameterized clique can be decided efficiently on Erdős–Rényi graphs with arbitrary density [18] and Friedrich and Krohmer proved the same result for certain scale free random graphs where the degree sequence follows a power law with exponent $\alpha > 2$ [19]. However, there exist some artificial, computable distributions for which the problem is distW[1]-complete [18], where distW[1] is an average-complexity class, which is assumed to be hard. This means that parameterized clique cannot be decided efficiently on average on that distribution unless every problem in distW[1] can be decided efficiently on average. This promising result identifies distW[1] as a possible corner stone for an average-case parameterized complexity theory. There is, however, no link between average-case and worst-case complexity and no lower bounds for more natural probability distributions.

Hardness results on less artificial distributions are known if one considers counting problems instead of decision problems. Müller presented a counting problem on matrices that is hard on average on certain uniform distributions unless W[1] $\subseteq$ paraNP-BPFPPT [35], thereby linking parameterized average-case complexity and classical parameterized complexity.
Our main result is a lower bound for FO model-checking on certain vertex-colored random graph models, in particular certain Erdős–Rényi and Chung–Lu graphs. If for every coloring function we can solve FO model-checking on such a random graph in expected FPT time, then \( AW[*] \subseteq FPT/poly \), which is quite unexpected because i.a. every level of the W-hierarchy is contained in \( AW[*] \). While the hardness results hold for many random graph models (see Theorem 14) the following theorem shows three examples:

**Theorem 3.** If \( p\text{-MC}(\text{FO}, \mathcal{G}_{\text{col}}) \) can be decided in expected FPT time on any of the following random graph models, then \( AW[*] \subseteq FPT/poly \):

- \( G(n, 1/2) \),
- \( G(n, p(n)) \) with \( p(n) = n^\delta / n \) for some \( 0 < \delta < 1 \), \( \delta \in \mathbb{Q} \),
- Chung–Lu graphs with exponent \( 2.5 \leq \alpha < 3 \), \( \alpha \in \mathbb{Q} \).

This might be the first result where parameterized average-case hardness of a natural problem with a natural probability distribution is linked to classical complexity assumptions.

For a more complete list of hard random graph models see Section 3.3. Our intractability results tightly match known tractability results:

**Corollary 4.** Assume that \( AW[*] \not\subset FPT/poly \) and let \( p: \mathbb{N} \rightarrow [0, \frac{1}{2}] \) be monotone and computable in polynomial time. Then \( p\text{-MC}(\text{FO}, \mathcal{G}_{\text{col}}) \) can be decided on Erdős–Rényi graphs \( G(n, p(n)) \) in expected FPT time if and only if \( p(n) = O(n^\varepsilon / n) \) for every \( \varepsilon > 0 \).

In Theorem 3 and Corollary 4 we mention expected FPT time which is not closed under invoking polynomial subroutines. Our hardness results also hold for more permissive measures of parameterized tractability, similar to average polynomial run time [31], as introduced by Levin (see Theorem 8 and 9).

The drawback of this result is the usage of colored graphs, which turns out to be instrumental in the proof and it seems that colorings introduce a bit of worst-case behavior into the otherwise random sampling of a graph. In the past every positive result about model-checking on graphs worked for colored and uncolored graphs alike, but it is not clear whether something similar is true in the world of average-case complexity. The big open question that remains is whether we can prove a similar lower bound on uncolored random graphs and this paper is merely trying to contribute in the building of tools to reach this goal. A next step could be to show lower bounds under more restricted colorings.

There are examples for other lower bounds, which were shown first on colored graphs. One example is Kreutzer’s proof that a graph class whose tree-width is not bounded, but grows at least moderately, has no efficient MSO model-checking algorithm. One of the conditions on the graph class was closure under colorings [29]. This lower bound complements Courcelle’s theorem [11], which states that MSO model-checking can be done in linear time on graph classes with bounded tree-width (with or without colors). Later Kreutzer and Tazari could replace closure under colorings by closure under subgraphs, which is less restrictive [30]. Ganian et al. reintroduced closure under (vertex-)colorings to prove a similar result for MSO\(_1\) model-checking [22]. These examples show that lower bounds are sometimes easier to prove in the presence of colorings.

**Structural Sparsity and Average-Case Model-Checking**

For monotone graph classes, model-checking is tractable if the graph class is nowhere-dense and intractable if it is somewhere-dense [25]. For random graph models, even for sparse random graph models, the situation is more complicated. We say a random graph model \( \mathcal{G} \) is asymptotically almost surely (a.a.s.) somewhere-dense if there exists a somewhere-dense
somewhere-density is neither necessary nor sufficient for intractability. We use colorings and so-called FO-interpretations on random graphs. An FO-interpretation translates a graph $G$ into another graph $G'$ with the help of an FO-formula $\psi(x, y)$: The graph $G'$ contains an edge $(x, y)$ iff $G \models \psi(x, y)$. FO-interpretations are a standard tool in logic and have lately been used in the context of model-checking (for example [20, 21]).
We use FO-interpretations to establish a reduction framework. Let \( X \) and \( Y \) be two random graph models. We say \( Y \) polynomially FO-interprets to \( X \) (\( X \approx Y \)) if an interpretation of a coloring of a graph \( G \) is nearly distributed like \( X \) assuming that \( G \) is distributed like \( Y \) (Definition 11). We further say that \( X \) polynomially FO-interprets to \( \mathfrak{G} \) (\( \mathfrak{G} \approx X \)) if an arbitrary graph \( H \in \mathfrak{G} \) can be encoded into \( X \) using colorings and interpretations (Definition 7). In both cases, we require the interpretations to change the size of the graph a.a.s.

We denote probabilities by \( \Pr \). We say a vertex \( v \) is colored with color \( C_i \) if \( v \in C_i \). All notion for graphs extends to colored graphs as expected. We define \( \mathfrak{G} \) to be the class of all graphs and \( \mathfrak{G}_{\text{col}} \) to be the class of all colored graphs. A coloring of an uncolored graph \( G \) is a colored graph \( G' \) with \( (V(G'), E(G')) = G \). We define the order of a graph \( G \) to be \( |G| = |V(G)| \).

A \( r \)-subdivision\(^1\) of a graph \( H \) is a graph \( H' \) obtained by replacing edges with disjoint paths of length at least 2 and at most \( r+1 \). The principal vertices of \( H' \) are those vertices which are in \( H \). We say a graph \( G \) contains an \( r \)-subdivided induced clique of size \( k \) if an \( r \)-subdivision of \( K_k \) is an induced subgraph of \( G \). We say a graph \( G \) contains an one-subdivided half-induced clique of size \( k \) if there exist \( k \) vertices \( v_1, \ldots, v_k \subseteq V(G) \) such that for every \( 1 \leq i < j \leq k \) there exists a vertex \( w_{i,j} \in V(G) \) with \( N(w_{i,j}) \cap \{v_1, \ldots, v_k\} = \{v_i, v_j\} \). We call \( v_1, \ldots, v_k \) the principal vertices and \( w_{i,j} \) the bridge between \( v_i \) and \( v_j \).

2 Preliminaries

2.1 Graph Notation

We use common graph theory notation [14]. In this work we obtain results for undirected colored graphs [24]. A colored graph is a tuple \( G = (V(G), E(G), C_1(G), \ldots, C_l(G)) \) with \( C_i \subseteq V(G) \). We call \( C_1(G), \ldots, C_l(G) \) the colors of \( G \). Vertices may have multiple colors. We say a vertex \( v \) is colored with color \( C_i \) if \( v \in C_i \). All notion for graphs extends to colored graphs as expected. We define \( \mathfrak{G} \) to be the class of all graphs and \( \mathfrak{G}_{\text{col}} \) to be the class of all colored graphs. A coloring of an uncolored graph \( G \) is a colored graph \( G' \) with \( (V(G'), E(G')) = G \). We define the order of a graph \( G \) to be \( |G| = |V(G)| \).

A \( r \)-subdivision\(^1\) of a graph \( H \) is a graph \( H' \) obtained by replacing edges with disjoint paths of length at least 2 and at most \( r+1 \). The principal vertices of \( H' \) are those vertices which are in \( H \). We say a graph \( G \) contains an \( r \)-subdivided induced clique of size \( k \) if an \( r \)-subdivision of \( K_k \) is an induced subgraph of \( G \). We say a graph \( G \) contains an one-subdivided half-induced clique of size \( k \) if there exist \( k \) vertices \( v_1, \ldots, v_k \subseteq V(G) \) such that for every \( 1 \leq i < j \leq k \) there exists a vertex \( w_{i,j} \in V(G) \) with \( N(w_{i,j}) \cap \{v_1, \ldots, v_k\} = \{v_i, v_j\} \). We call \( v_1, \ldots, v_k \) the principal vertices and \( w_{i,j} \) the bridge between \( v_i \) and \( v_j \).

2.2 Probabilities and Random Graph Models

We denote probabilities by \( \Pr[\ast] \) and expectation by \( E[\ast] \). We consider a random graph model to be a sequence of probability distributions. A random graph model describes for every \( n \in \mathbb{N} \) a probability distribution on graphs with \( n \) vertices. In order to speak of probability distributions over graphs we fix a sequence of vertices \( (u_i)_{i \geq 1} \) and require that a graph with \( n \) vertices has the vertex set \( \{u_1, \ldots, u_n\} \). A random graph model is a sequence \( \mathcal{G} = (\mathcal{G}_n)_{n \in \mathbb{N}} \), where \( \mathcal{G}_n \) is a probability distribution over all graphs \( G \) with \( V(G) = \{u_1, \ldots, u_n\} \). We write \( G \sim \mathcal{G}_n \) if a graph \( G \) is is distributed as \( \mathcal{G}_n \). In slight abuse of notation, we sometimes treat a probability distribution \( \mathcal{G}_n \) as a random variable itself. For example the random variable \( E(\mathcal{G}_n) \) stands for \( E(G) \) with \( G \sim \mathcal{G}_n \). We say a property of a random graph model holds a.a.s. if the probability that the property holds in \( \mathcal{G}_n \) converges to one for \( n \to \infty \).

\(^1\) Usually, in an \( r \)-subdivision paths have length exactly \( r+1 \) but this definition is more convenient for us.
Erdős–Rényi graphs [6] with edge probability $p(n)$ are denoted by $G(n, p(n))$. The Chung–Lu model [10, 9, 7] has been proposed to generate random graphs that fit a certain degree sequence. For a given $n \in \mathbb{N}$ let $W_n = (w_1, \ldots, w_n)$ be a sequence of weights. The Chung–Lu random graph to $W_n$ is a random graph $G_n$ with $V(G_n) = \{u_1, \ldots, u_n\}$ such that each edge $u_i u_j$ with $1 \leq i, j \leq n$ occurs in $G_n$ independently with probability $w_i w_j / \sum_{k=1}^{n} w_k$. Let $\alpha > 2$. We say $G$ is the Chung–Lu random graph model with exponent $\alpha$ if for every $n \in \mathbb{N}$, $G_n$ is the Chung–Lu random graph to $W_n = \{w_1, \ldots, w_n\}$ with $w_i = c \cdot (n/i)^{1/(\alpha-1)}$ where $c$ is a constant depending on $\alpha$.

We say a random graph model $G$ is expected polynomial time samplable if there exists a randomized algorithm which runs on input $n \in \mathbb{N}$ in expected time polynomial in $n$ and creates an output which is distributed like $G_n$. This excludes for example Erdős–Rényi graphs where $p(n)$ is not computable.

### 2.3 First-Order Logic

We consider only first-order logic over colored graphs. We interpret a colored graph $G = (V, E, C_1, \ldots, C_l)$, as a structure over the universe $V$ with signate $(E, C_1, \ldots, C_l)$. The binary relation $E$ expresses adjacency between vertices and the unary relations $C_1, \ldots, C_l$ indicate the colors of the vertices. Other structures can be easily converted into colored graphs. We write $\varphi(x_1, \ldots, x_k)$ to indicate that a formula $\varphi$ has free variables $x_1, \ldots, x_k$. Furthermore, $|\varphi|$ is the number of symbols in $\varphi$.

An FO interpretation is a pair $I = (\nu(x), \psi(x, y))$ of FO formulas (with one and two free variables, respectively). For a colored graph $G$, this defines an uncolored graph $I(G)$ with $V(I(G)) = \{v \mid G \models \nu(v)\}$, $E(I(G)) = \{uv \mid G \models \psi(u, v)\}$. For an FO sentence $\varphi$, the interpretation $I$ defines an FO sentence $\varphi^I$ as follows: Every occurrence of $E(x, y)$ is replaced with $\psi(x, y) \lor \psi(y, x)$. Every occurrence of $\exists x \psi$ is replaced with $\exists x \nu(x) \land \psi$ and every occurrence of $\forall x \psi$ is replaced with $\forall x \nu(x) \rightarrow \psi$. Then $G \models \varphi^I \iff I(G) \models \varphi$.

### 2.4 Parameterized Complexity

The classes paraNP-BPFPT and FPT/poly are parameterized analogues of BPP and P/poly.

- **Definition 5.** [34] paraNP-BPFPT is the class of parameterized problems that can be decided by a randomized Turing machine with two-sided error $1/n$ (where $n$ is the size of the input). The run time of the Turing machine on every input of size $n$ and parameter $k$ needs to be at most $f(k)n^{O(1)}$ for some computable function $f$.

- **Definition 6.** [12] FPT/poly is the class of all parameterized problems $Q$ for which there exists a parameterized problem $Q' \in$ FPT and a constant $c$ such that for each $(n, k) \in \mathbb{N} \times \mathbb{N}$ there exists some $\alpha(n, k) \in \Sigma^*$ of size $n^c$, with the property that for all instances $\langle x, k \rangle$ with $|x| = n$, it holds that $\langle x, k \rangle \in Q$ if and only if $\langle \alpha(n, k) \rangle$.

The complexity class $AW[\ast]$ can be defined as the class of all parameterized problems that can be reduced to $p$-MC$(\text{FO}, \mathcal{G})$ by fpt-reductions and contains the whole W-hierarchy. In summary

$$\text{FPT} \subseteq \text{W}[1] \subseteq \text{W}[2] \subseteq \text{W}[3] \subseteq \cdots \subseteq \text{AW}[\ast] \subseteq \text{XP},$$

$$\text{paraNP-BPFPT} = \text{FPT} \iff \text{BPP} = \text{P} \text{ (see [35])}. $$

It is widely believed that $\text{BPP} = \text{P}$.
3 Results

3.1 Hardness

In this section we define a property of random graph models (denoted by $\mathcal{G} \preceq \mathcal{G}$, see Definition 7) and then show that $p$-MC(FO, $\mathcal{G}_{col}$) is not tractable on average on random graph models with this property. We base our results either on the assumption $\text{AW}[\ast] \not\subseteq \text{FPT/poly}$ or on $\text{AW}[\ast] \not\subseteq \text{paraNP-BPFPPT}$. As discussed in Section 2.4, these are well-funded assumptions of parameterized worst-case complexity. In the following definition we characterize those random graph models which have enough structure such that an arbitrary graph can with high probability be embedded using FO-interpretations and colorings.

Definition 7. Let $\mathcal{G}$ be a random graph model. We say $\mathcal{G}$ polynomially FO-interprets to $\mathcal{G}$ (short: $\mathcal{G} \preceq \mathcal{G}$) if $\mathcal{G}$ is expected polynomial time samplable and there exists an FO interpretation $I$, a polynomial $p$, a constant $c$ and a randomized algorithm $B$ which gets as input $G, H \in \mathcal{G}$ with $|G| = p(|H|)$ and runs in polynomial time in $|H|$. Either the algorithm fails and $B(G, H)$ is a special failure symbol $\perp$ or $B(G, H)$ is a coloring of $G$ with $I(B(G, H)) = H$. Furthermore for every $H$, $\Pr(B(G_{p(|H|)}, H) \neq \perp) \geq 1/|H|^c$.

Our notion of tractability (as used in the following two theorems) is similar to the well-known notion of average polynomial time (for example [3, Definition 3]): Let $\mathcal{D} = \{D_n\}_{n \in \mathbb{N}}$ be a sequence of distributions. A deterministic algorithm with run time $t(x)$ on input $x$ runs in average polynomial time on $\mathcal{D}$ if there exists an $\varepsilon > 0$ and a polynomial $p$ such that for every $n$ and $t$, $\Pr_{x \sim D_n}[t(x) \geq t] \leq p(n)/t^\varepsilon$. Average polynomial time is closed under polynomial subroutines and implies polynomial expected time. We show that if one can solve the model-checking problem with adversary colorings efficiently then $\text{AW}[\ast] \subseteq \text{paraNP-BPFPPT}$.

Theorem 8. Let $\mathcal{G}$ be a random graph model with $\mathcal{G} \preceq \mathcal{G}$. If there exists a function $f$, a polynomial $p$, an $\varepsilon > 0$ and a deterministic algorithm $A$ which decides $p$-MC(FO, $\mathcal{G}_{col}$) on input $G, \varphi$ in time $t_A(G, \varphi)$ such that for all $n, t \in \mathbb{N}$, all FO-sentences $\varphi$ and all $|\varphi|$-coloring functions $C$ it holds that

$$\Pr[t_A(C(G_n), \varphi) \geq t] \leq f(|\varphi|)p(n)/t^\varepsilon,$$

then $\text{AW}[\ast] \subseteq \text{paraNP-BPFPPT}$. Moreover, then there exists a randomized algorithm which gets as input a graph $H \in \mathcal{G}$ and a FO-sentence $\varphi$ and returns whether $G \models \varphi$ or $\perp$, whereas $\perp$ is returned with probability at most $1/2$. The algorithm always runs in time $g(|\varphi|)|H|^{O(1)}$ for some function $g$ and uses only $|H|^{O(1)}$ random bits.

Proof. It is known that $p$-MC(FO, $\mathcal{G}$) is $\text{AW}[\ast]$-complete [15]. We assume $\mathcal{G} \preceq \mathcal{G}$ with interpretation $I$, polynomial $q$ and algorithm $B$. Let $H$ be a graph with $|H| = n$ and $\varphi$ be a FO-sentence. Consider the following procedure: We sample a graph $G$ with $G \sim G_{q(n)}$. We then compute $B(G, H)$, which is either a coloring of $G$ or $\perp$. If $B(G, H) = \perp$, we return $\perp$. If not then $I(B(G, H)) = H$. This means $H \models \varphi$ $\iff$ $B(G, H) \models \varphi'$. In this case, we use $A$ to compute whether $B(G, H) \models \varphi'$.

Let us analyze this procedure: Since $\Pr(B(G_{q(n)}, H) \neq \perp) \geq 1/n^c$ for some constant $c$, the probability that the procedure returns $\perp$ is at most $1 - 1/n^c$. Let $C$ be a $|\varphi'|$-coloring function such that for every graph $G' \in \mathcal{G}$, $C(G')$ is a coloring of $G'$ with $|\varphi'|$ colors maximizing $t_A(C(G'), \varphi')$. We can assume that $A$ immediately returns $\perp$ on a malformed input $\perp$, thus $t_A(B(G, H), \varphi') \leq t_A(C(G'), \varphi')$. Therefore for every $t \in \mathbb{N}$, $\Pr[t_A(B(H, G_{q(n)}), \varphi') \geq t] \leq \Pr[t_A(C(G_{q(n)}), \varphi') \geq t]$. Let $g(|\varphi'|) = f(|\varphi'|)^{1/c}$. By our
assumption, we have \( \Pr[t_A(C(G(n)), \varphi^t) \geq g(|\varphi|) t] \leq p(q(n))/t^\varepsilon. \) Thus, for every \( t \in \mathbb{N}, A \) does not terminate on \((B(G, H), \varphi^t)\) after \( g(|\varphi|) t \) steps with probability at most \( p(q(n))/t^\varepsilon. \) We choose \( t = n^{O(1)} \) such that \( p(q(n))/t^\varepsilon \leq 1/4n^c, \) run \( A \) for \( g(|\varphi^t|) t \) steps, and then abort it. The probability that it was aborted is at most \( 1/4n^c. \) The graph \( G \sim G_n \) is sampled in expected polynomial time. We also abort the sampling procedure after \( n^{O(1)} \) steps such that the probability that it was aborted is at most \( 1/4n^c. \) In total, the procedure was aborted with probability at most \( 1/2n^c \) and returns \( \bot \) with probability at most \( 1 - 1/n^c, \) leaving a probability of at least \( 1/2n^c \) to not be aborted and to not return \( \bot. \) Therefore, we compute whether \( H \models \varphi \) with probability at least \( 1/2n^c \) and always run in FPT time. We repeat this \( n^{O(1)} \) times to amplify the probability. Altogether we needed randomness to sample from \( G_n \) and to run \( B \) for a polynomial number of steps, which results in the usage of polynomially many random bits.

Adleman’s theorem states that \( \text{BPP} \subseteq \text{P/poly} \) [1, Theorem 7.17]. The following proof is very similar to its proof, thus we are brief.

\[ \textbf{Theorem 9.} \text{ Let } G \text{ be a random graph model with } \mathcal{G} \preceq G. \text{ If there exists a function } f, \text{ a polynomial } p, \text{ an } \varepsilon > 0 \text{ and a deterministic algorithm } A \text{ which decides } p\text{-MC}(\text{FO}, \mathcal{G}_{\text{col}}) \text{ on input } G, \varphi \text{ in time } t_A(G, \varphi) \text{ such that for all } n, t \in \mathbb{N}, \text{ all FO-sentences } \varphi \text{ and all } |\varphi|-\text{coloring functions } C
\]

\[ \Pr[t_A(C(G_n), \varphi) \geq t] \leq f(|\varphi|) p(n)/t^\varepsilon, \]

then \( \text{AW}[\ast] \subseteq \text{FPT/poly}. \)

\[ \textbf{Proof.} \text{ It is known that } p\text{-MC}(\text{FO}, \mathcal{G}) \text{ is AW}[\ast]-\text{complete} \ [15]. \text{ If we assume that the preconditions of this theorem are fulfilled then by Theorem 8 there is a randomized algorithm that can decide for a graph } G \in \mathcal{G} \text{ with } |G| = n \text{ and FO-sentence } \varphi \text{ whether } G \models \varphi \text{ in FPT time with probability at least } 1/2 \text{ and that returns } \bot \text{ otherwise. Moreover, that algorithm uses only } n^{O(1)} \text{ random bits.}
\]

We can run that algorithm \( n^3 \) times and the probability that we get at least once the answer to \( G \models \varphi \) is then at least \( 1 - 2^{-n^3}. \) There are at most \( 2^{n^3} \) graphs with a fixed vertex set of size \( n. \) For each of these at most \( 2^{n^3} \) possible input graphs \( G \) there is a fraction of at most \( 2^{-n^3} \) of possible random bit strings that cause the amplified algorithm to fail on \( G. \) The total fraction of random bit strings that cause the algorithm to fail on at least one \( G \) is then at most \( 2^{-n^3} \cdot 2^{n^3} < 1 \) and there must be at least one choice of random bits that causes the algorithm to give the right answer on every colored graph \( G \) of order \( n. \) Feeding the randomized algorithm this fixed string of bits instead of using true random bits yields a deterministic FPT algorithm that needs for each \( n \) an advice string of polynomial length, which places the problem in FPT/poly.

A simple application of the Markov bound yields the following more compact statement.

\[ \textbf{Corollary 10.} \text{ Let } G \text{ be a random graph model with } \mathcal{G} \preceq G. \text{ If } p\text{-MC}(\text{FO}, \mathcal{G}_{\text{col}}) \text{ can be solved on } G \text{ in expected FPT time then } \text{AW}[\ast] \subseteq \text{FPT/poly}. \]

\[ \textbf{3.2 Reductions} \]

In this section we use colorings and FO-interpretations to define reductions between random graph models (Definition 11) and show that these reductions are transitive and propagate hardness (Lemma 12 and 13). For two random graph models \( X \) and \( Y \) we say \( Y \) \emph{polynomially FO-interprets to} \( X \) \((X \preceq Y)\) if an interpretation of a coloring of a graph \( G \) is nearly distributed like \( X, \) assuming \( G \) is distributed like \( Y. \) This section is a technical necessity, but contains no surprising results.
Definition 11. Let $X$ and $Y$ be random graph models. We say $Y$ \emph{polynomially FO-interprets to} $X$ ($X \preceq Y$) if $Y$ is expected polynomial time samplable and there exists an interpretation $I$, a polynomial $p$, a constant $c$ and a randomized algorithm $C$ which gets as input an uncolored graph $G$, runs in polynomial time in $|G|$ and returns $C(G)$. Either the algorithm fails and $C(G)$ equals a special failure symbol $\bot$ or $C(G)$ is a coloring of $G$. Furthermore for every $x$ in the support of $X_n$, $\Pr_{G \sim Y_n}[I(C(G)) = x] \geq \Pr_{G \sim X_n}[|G| = x]/n^c$.

Lemma 12. Let $X$ and $Y$ be random graph models. If $\emptyset \preceq X$ and $X \preceq Y$ then $\emptyset \preceq Y$.

\begin{proof}
Assume $X \preceq Y$ with algorithm $C_1$, interpretation $I_1$, polynomial $p_1$ and constant $c_1$, and $\emptyset \preceq X$ with algorithm $B_2$, interpretation $I_2$, polynomial $p_2$ and constant $c_2$. Let $I$ be the interpretation obtained by applying $I_1$ and then $I_2$. By Definition 11, $Y$ is expected polynomial time samplable. It is sufficient to construct a randomized algorithm $B$ which gets as input $G, H \in \emptyset$ with $|G| = p_2(|I(H)|)$ and $B(G, H)$ is either $\bot$ or a coloring of $G$ with $I(B(G, H)) = H$, and for every $H \in \emptyset$, $\Pr_{G \sim Y_n}[B(G, H) \neq \bot] \geq 1/|H|^c$ for some $c$.

This algorithm proceeds as follows: At first, we compute $C_1(G)$. If $G' = I_2(C_1(G))$ is $\bot$ or no graph of order $p_2(n)$ we return $\bot$. Then we compute $B_2(G', H)$. Again, if $B_2(G', H) = \bot$ we return $\bot$. With at least polynomial probability no $\bot$ was returned, since

\[\Pr_{G \sim Y_n} [B_2(G', H) \neq \bot] = \sum_{G'} \Pr_{G \sim Y_n} [I_1(C_1(G)) = G', B_2(G', H) \neq \bot] \geq \Pr_{G' \sim X_n} [B_2(G', H) \neq \bot]/p_2(|H|)^c \geq 1/(p_2(|H|)^c |H|^{\alpha c}) \geq 1/|H|^c,\]

for some constant $c$. If no $\bot$ was returned, we know that $I_2(B_2(I_1(C_1(G)), H)) = H$. This means $H$ can be obtained from $G$ by first putting colors on it via $C_1$, then interpreting it via $I_1$, then again putting colors on it via $B_2$ and again interpreting it via $I_2$. The same result can be obtained by putting all colors directly on $G$ and then applying $I_1$ and $I_2$. Let $G^*$ be the coloring of $G$ which contains the colors of $C(G)$ and the lifted colors of $B_2(G', H)$. The algorithm returns $B(G, H) = G^*$. Then $I(G^*) = I_2(I_1(G^*)) = H$. \end{proof}

With the same techniques as in the lemma before one can show that $\preceq$ is transitive. Since the proof is straightforward, we leave it out.

Lemma 13. Let $X, Y,$ and $Z$ be random graph models. If $X \preceq Y$ and $Y \preceq Z$ then $X \preceq Z$.

3.3 Hard Random Graph Models

In this section we prove intractability of $p$-$\text{MC}(\emptyset, \text{col})$ for certain random graph models. As a side result, we obtain polynomial lower bounds on the size of shallow clique minors in Erdős–Rényi graphs (Lemma 15) and Chung–Lu graphs (Lemma 18). The main results are summarized in the following theorem.

Theorem 14. The following list of random graph models polynomially FO-interpret to $\emptyset$ (for $0 < \varepsilon < 1$):

(i) every Erdős–Rényi random graph model $G(n, p(n))$ with $n^\varepsilon/n \leq p(n) \leq 1 - n^\varepsilon/n$ that is expected polynomial time samplable,

(ii) every Chung–Lu random graph model with exponent $\alpha \in \mathbb{Q}$ with $2.5 < \alpha < 3$,

(iii) every expected polynomial time samplable random graph model $G$ such that in $G_n$ every edge is independent and has an individual probability $p$ with $n^\varepsilon/n \leq p \leq 1/n^\varepsilon$. 


Proof. The second and third case correspond to Lemma 19 and 16 respectively. For the first case, the interval \([n^ε/n, 1 - n^ε/n]\) can be broken into three parts: \([n^ε/n, n^{-1/2}],\) \([n^{-1/2}, 1 - n^{-1/2}],\) \([1 - n^{-1/2}, 1 - n^ε/n]\). The first interval corresponds to Lemma 16. The third interval can be reduced to the first interval using the complement graph. The missing region is filled by Lemma 17.

Lemma 15. Let \(\varepsilon > 0\). Let \(G\) be a random graph model such that in \(G_n\) every edge is independent and has an individual probability \(p\) with \(n^ε/n \leq p \leq 1/n^ε\). There exists a deterministic polynomial time algorithm which gets a graph with \(n\) vertices and either returns \(\perp\) or an induced \(6/ε\)-subdivided clique of size \([n^ε/5]\). If the input is distributed according to \(\mathcal{G}\) then a.a.s. the algorithm does not return \(\perp\).

Proof. Let \(n \in \mathbb{N}\) and \(k = \lfloor n^{ε/5} \rfloor\). We fix \(k\) principal vertices \(v_1, \ldots, v_k\). Each edge in \(G_n\) occurs with probability at least \(n^ε/n\). Thus, the expected degree of each principal vertex is at least \(n^ε = \Theta(k^3)\). The degree of a vertex is a sum of independent Bernoulli variables. According to the Chernoff Bound, a.a.s., each principal vertex has degree at least \(k^2\). We assume that this is the case. This means, there are \(k^2\) distinct nodes \(w_{ij}^1 (1 \leq i, j \leq k)\) such that \(w_{ij}^j\) is adjacent to \(v_i\).

We choose \(k^2\) disjoint subsets \(S_{i,j}\) \((1 \leq i, j \leq k)\) of size \(N = \lceil n/k^3 \rceil\) such that \(S_{i,j}\) contains \(w_{ij}^1\) and \(w_{ij}^2\) but none of the vertices \(v_1, \ldots, v_k\). Each subgraph \(G_n[S_{i,j}]\) can be interpreted as a random graph of order \(N\) where edges have independent probability at least \(n/n^ε = \Theta(N/N^ε/3)\). It is known that the diameter of a graph \(G(n, p(n))\) is a.a.s. at most \([\log(n)/\log(np(n))][8, \text{Theorem 2}]\) (also \([27, 4, 37]\)). By the argument above, \(G_n[S_{i,j}]\) a.a.s. has diameter at most \([\log(N)/\log(N^ε/3)] = 3/ε \leq 4/ε\). While not explicitly mentioned in the references, this holds with sufficiently high probability to guarantee that that a.a.s. each subgraph \(G_n[S_{i,j}]\) \((1 \leq i, j \leq k)\) has diameter at most \(4/ε\). We again assume that this is the case. Then for each pair of vertices \(w_{ij}^1, w_{ij}^2\) we compute a path \(p_{i,j}\) in \(S_{i,j}\) of length at most \(4/ε\) connecting them. All paths \(p_{i,j}\) are disjoint. Therefore, the principal vertices \(v_1, \ldots, v_j\) together with the paths \(p_{i,j}\) span a \(4/ε + 2\)-subdivided clique.

At all, we need to show that this subdivided clique is a.a.s. an induced subdivided clique. The subdivided clique consists of at most \(O(k^2)\) vertices. Thus, there is a set \(F\) of at most \(O(k^4) = O(n^{ε/4}/5)\) possible edges whose presence would mean that the subdivided clique is no induced subdivided clique. Let \(A\) be the event that the degree of all principal vertices is at least \(k^2\) and that each subgraph \(G_n[S_{i,j}]\) \((1 \leq i, j \leq k)\) has diameter at most \(4/ε\). Now we need to show that with high probability no edge from \(F\) is present, assuming that \(A\) holds. Earlier, we showed that \(A\) holds a.a.s. Thus, there exists \(n_0\) such that for \(n \geq n_0, P[A] \geq 1/2\). For every event \(B\) and \(n \geq n_0\) holds \(P[B | A] \leq 2P[B]/P[A] \leq 2Pr[B]\). Thus if a.a.s. no edge from \(F\) is present, then also a.a.s. no edge from \(F\) is present under the assumption that \(A\) holds. Each edge occurs with probability at most \(n^{-ε}\). Thus, the probability that none of these edges in \(F\) is present is at least \((1 - n^{-ε})^{O(n^{ε/4}/5)}\) which converges to one.

Lemma 16. Let \(ε > 0\). Let \(G\) be an expected polynomial time samplable random graph model such that in \(G_n\) every edge is independent and has an individual probability \(p\) with \(n^ε/n \leq p \leq 1/n^ε\). Then \(\mathcal{G} \preceq G\).

Proof. Let \(H\) be a graph with \(|H| = n\) and \(G \sim G_n^{n^ε/ε}\). We use the algorithm from Lemma 15 on \(G\) to a.a.s. compute an induced \(6/ε\)-subdivided clique of size \(n\). If the algorithm from Lemma 15 returns \(\perp\), we set \(B(G, H) = \perp\), which a.a.s. never happens. Otherwise, we proceed as follows: Let \(v_1, \ldots, v_n\) be the principal vertices of the induced clique and let \(p_{ij} (1 \leq i < j \leq k)\) be the disjoint paths of length at most \(6/ε\) connecting \(v_i\) and \(v_j\). Each
path $p_{i,j}$ is adjacent to exactly two principal vertices and no other path. The final output $B(G, H)$ is constructed by adding colors $C_1$ and $C_2$ to $G$: We define $C_1 = \{v_1, \ldots, v_n\}$ and $C_2 = \bigcup_{e \in E(H)} V(p_{\min(i,j), \max(i,j)})$. Now $i$ and $j$ are adjacent in $H$ if and only if $v_i$ and $v_j$ have a connecting path of length at most $6/\varepsilon$ in $G$ which is colored completely with $C_2$.

Let further $I = (\nu(x), \psi(x, y))$ be the interpretation such that $\nu(x) = C_1(x)$ and $\psi(x, y)$ is the formula which checks if $x$ and $y$ have a connecting path of length at most $6/\varepsilon$ which is colored completely with $C_2$. The length of $\psi(x, y)$ depends on $\varepsilon$, which is a constant. Now if $B(G, H) \neq \bot$ then $B(G, H)$ is a coloring of $G$ with $I(B(G, H)) = H$ and the probability of $B(G, H) = \bot$ is sufficiently low. Therefore $\mathfrak{G} \ll G$.

Lemma 17. Let $G(n, p(n))$ be an expected polynomial time samplable Erdős–Rényi random graph model with $n^{-1/2} \leq p(n) \leq 1 - n^{-1/2}$. Then $\mathfrak{G} \ll G(n, p(n))$.

Proof. By Lemma 16 and Lemma 12, it is sufficient to prove $G(n, \lfloor \sqrt{n} \rfloor / n) \leq G(n, p(n))$. We assume $n > 10$. Let $m = n^{14}$. Let $G$ be the input graph with $G \sim G(m, p(m))$. We shall construct a randomized polynomial time algorithm $C$ and an interpretation $I$ such that $I(C(G))$ behaves similar to $G(n, \lfloor \sqrt{n} \rfloor / n)$. For sets $N \subseteq V(G)$ and vertices $u, v \in V(G) \setminus N$ with $u \neq v$ we say $u$ and $v$ have the same $N$-neighborhood if $N^G(u) \cap N = N^G(v) \cap N$. Since $G \sim G(m, p(m))$, the probability that $u$ and $v$ have the same $N$-neighborhood equals $c_{\nu}(m) := (p(m)^2 + (1 - p(m))^2)^{\lfloor N/n \rfloor}$. We compute the minimal value $k \in \mathbb{N}$ such that $1/n^3 \leq (p(m)^2 + (1 - p(m))^2)^k \leq 1/n^3$. Clearly, $k$ exists and is computable in polynomial time. Furthermore, one can easily show that $k \leq m^{2/3}$.

We fix three sets $X, Y, Z \subseteq V(G)$ with $X = \{v_1, \ldots, v_n\}$, $|Y| = |Z| = k$. This yields $1/n^3 \leq c_Y(m), c_Z(m) \leq 1/n^3$. We further fix $\binom{n}{2}$ subsets $S_{i,j} \subseteq V(G)$ for $1 \leq i < j \leq n$ with $|S_{i,j}| = n^{11}$. Since $n + k = \binom{n}{2} n^{11} \leq m$, we can assume all these subsets to be disjoint.

If there exist two vertices $v_i$ and $v_j$ with $1 \leq i \neq j \leq n$ which have the same $Y$-neighborhood or the same $Z$-neighborhood we return $\bot$. The probability that this happens is, by the union bound, at most $\binom{n}{2}(c_Y(m) + c_Z(m)) \leq 1/n$. Furthermore, if there exists $1 \leq i < j \leq n$ such that there is no vertex in $S_{i,j}$ which has the same $Y$-neighborhood as $v_i$ and the same $Z$-neighborhood as $v_j$, we return $\bot$. For fixed $i, j$, the probability that there is no vertex in $S_{i,j}$ which has the same $Y$-neighborhood as $v_i$ and the same $Z$-neighborhood as $v_j$ is at most $(1 - c_Y(m)c_Z(m))^{|S_{i,j}|} \leq (1 - 1/n^3)^{n^{11}} \leq 1/n^3$. Thus, by the union bound, $\bot$ is returned with probability at most $\binom{n}{2}/n^3 \leq 1/n$. In total, $\bot$ is a.a.s. never returned.

If the algorithm did not return $\bot$, we know that the $Y$- and $Z$-neighborhoods of $v_1, \ldots, v_n$ are distinct and for all $1 \leq i < j \leq n$ there exists a vertex $s_{i,j}$ which has the same $Y$-neighborhood as $v_i$ and the same $Z$-neighborhood as $v_j$. We construct a set $W$ which represents the edge set of a random graph $G(n, \lfloor \sqrt{n} \rfloor / n)$ by adding each vertex $s_{i,j}$ for $1 \leq i < j \leq k$ independently with probability $\lfloor \sqrt{n} \rfloor / n$ to $W$. Let the final output $C(G)$ be the graph $G$ augmented with colors $X, Y, Z, W$. Let further $I = (\nu(x), \psi(x, y))$ be the interpretation where $\nu(x) = X(x)$ and $\psi(a, b)$ is the FO formula which checks if there exists a vertex $w \in W$ which has the same $Y$-neighborhood as $a$ and the same $Z$-neighborhood as $b$. Now $v_i$ and $v_j$ with $i < j$ are adjacent in $I(C(G))$ if and only if $s_{i,j} \in W$, which occurs with probability $\lfloor \sqrt{n} \rfloor / n$. Therefore under the condition that $C(G) \neq \bot$ we have $I(C(G)) \sim G(n, \lfloor \sqrt{n} \rfloor / n)$. Since a.a.s. $I(C(G)) \neq \bot$, we have for every $x$ in the support of $G(n, \lfloor \sqrt{n} \rfloor / n)$ and $n$ sufficiently large, $\Pr_{G \sim G(m, p(n))}[I(C(G)) = x] \geq \Pr_{G \sim G(n, \lfloor \sqrt{n} \rfloor / n)}[G = x]/2$. This means $G(n, \lfloor \sqrt{n} \rfloor / n) \ll G(n, p(n))$.

The threshold $2.5 < a$ in the following lemma has been chosen to ease the calculations and can be considerably improved.
Lemma 18. Let $\mathcal{G}$ be a Chung–Lu random graph model with exponent $2.5 \leq \alpha < 3$. There exists an $\varepsilon > 0$ such $\mathcal{G}_n$ contains a.a.s. a one-subdivided half-induced clique with principal vertices $u_1, \ldots, u_{\lfloor n/2 \rfloor}$.

Proof. Let $n \in \mathbb{N}$ and $V(\mathcal{G}_n) = \{u_1, \ldots, u_n\}$. By definition [10], the probability of an edge $u_iu_j$ in $\mathcal{G}_n$ is $w_iw_j / \sum_{k=1}^{n} w_k$, where $w_k = \Theta(n/k)^{1/(\alpha-1)}$. One can easily verify that for $\alpha > 2$, $\sum_{k=1}^{n} w_k = \Theta(n)$. We choose $\varepsilon = 1/(\alpha - 1) - 1/2$ and get

$$\Pr[u_iu_j \in E(\mathcal{G}_n)] = \frac{w_iw_j}{\sum_{k=1}^{n} w_k} = \frac{(n/1)^{1/(\alpha-1)}(n/j)^{1/(\alpha-1)}}{\Theta(n)} = \Theta(n^{2\varepsilon}(ij)^{-\varepsilon-1/2}).$$

Since $2.5 \leq \alpha < 3$, we have $0 < \varepsilon \leq 1/6$. Let $k = \lceil n^{\varepsilon/2} \rceil$. We fix $a, b \leq k$. For $n/2 \leq x \leq n$ let $p(x)$ be the probability that $u_x$ is a bridge between $u_a$ and $u_b$. Then

$$p(x) = \Omega(n^{2\varepsilon}(xa)^{-\varepsilon-1/2}n^{2\varepsilon}(xb)^{-\varepsilon-1/2}) \prod_{c=1}^{k} \left(1 - O(n^{2\varepsilon}(xc)^{-\varepsilon-1/2})\right) = \Omega(k^{-2\varepsilon}n^{2\varepsilon-1}) \left(1 - O(n^{-\varepsilon-1/2})\right)^k = \Omega(k^{-2}n^{2\varepsilon-1}) = \Omega(n^{-\varepsilon-1}).$$

The probability that none of the vertices $u_{\lfloor n/2 \rfloor}, \ldots, u_n$ are a bridge between $u_a$ and $u_b$ is at most

$$\prod_{x=\lfloor n/2 \rfloor}^{n} \left(1 - p(x)\right)^{\Theta(n)} = e^{\Theta(n^{-\varepsilon})}.$$

By the union bound, $\mathcal{G}_n$ contains no one-subdivided half-induced clique with principal vertices $u_1, \ldots, u_k$ with probability at most $ke^{-\Theta(n^{\varepsilon})}$. Since $k = \lceil n^{\varepsilon/2} \rceil$, this converges to zero.

Lemma 19. Let $\mathcal{G}$ be a Chung–Lu random graph model with exponent $2.5 \leq \alpha < 3$, $\alpha \in \mathbb{Q}$. Then $\mathcal{G} \not\subseteq \mathcal{G}$.

Proof. The proof is very similar to that of Lemma 16, therefore we merely sketch it. Since $\alpha \in \mathbb{Q}$, we know that $\mathcal{G}$ is expected polynomial time samplable (see [1, Lemma 7.14]). Given a graph $G \sim \mathcal{G}_n$, by Lemma 18, the first $\lceil n^{\varepsilon} \rceil$ vertices of $G$ a.a.s. are the principal vertices of a one-subdivided half-induced clique. If it exists, one can easily find the bridges of said clique in polynomial time. We color the principal vertices with color $C_1$ and a subset of the bridges with color $C_2$. We define an FO-interpretation which selects the principal vertices as nodes and connects them if they are joined by a bridge with color $C_2$. By choosing $C_2$ accordingly, we can construct an arbitrary graph of order $\lceil n^{\varepsilon} \rceil$.
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Abstract

A bond of a graph $G$ is an inclusion-wise minimal disconnecting set of $G$, i.e., bonds are cut-sets that determine cuts $[S, V \setminus S]$ of $G$ such that $G[S]$ and $G[V \setminus S]$ are both connected. Given $s, t \in V(G)$, an $st$-bond of $G$ is a bond whose removal disconnects $s$ and $t$. Contrasting with the large number of studies related to maximum cuts, there are very few results regarding the largest bond of general graphs. In this paper, we aim to reduce this gap on the complexity of computing the largest bond and the largest $st$-bond of a graph. Although cuts and bonds are similar, we remark that computing the largest bond of a graph tends to be harder than computing its maximum cut. We show that \textsc{Largest Bond} remains NP-hard even for planar bipartite graphs, and it does not admit a constant-factor approximation algorithm, unless P = NP. We also show that \textsc{Largest Bond} and \textsc{Largest $st$-Bond} on graphs of clique-width $w$ cannot be solved in time $f(w) \times n^{O(w)}$ unless the Exponential Time Hypothesis fails, but they can be solved in time $f(w) \times n^{O(w)}$. In addition, we show that both problems are fixed-parameter tractable when parameterized by the size of the solution, but they do not admit polynomial kernels unless NP $\subseteq$ coNP/poly.
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Computing the Largest Bond of a Graph

1 Introduction

Let $G = (V, E)$ be a simple, connected, undirected graph. A disconnecting set of $G$ is a set of edges $F \subseteq E(G)$ whose removal disconnects $G$. The edge-connectivity of $G$ is $\kappa'(G) = \min \{|F| : F \text{ is a disconnecting set of } G\}$. A cut $[S, T]$ of $G$ is a partition of $V$ into two subsets $S$ and $T = V \setminus S$. The cut-set $\partial(S)$ of a cut $[S, T]$ is the set of edges that have one endpoint in $S$ and the other endpoint in $T$; these edges are said to cross the cut. In a connected graph, each cut-set determines a unique cut. Note that every cut-set is a disconnecting set, but the converse is not true. An inclusion-wise minimal disconnecting set of a graph is called a bond. It is easy to see that every bond is a cut-set, but there are cut-sets that are not bonds. More precisely, a nonempty set of edges $F$ of $G$ is a bond if and only if $F$ determines a cut $[S, T]$ of $G$ such that $G[S]$ and $G[T]$ are both connected. Let $s, t \in V(G)$. An $st$-bond of $G$ is a bond whose removal disconnects $s$ and $t$.

In this paper, we are interested in the complexity aspects of the following problem.

**Instance:** A graph $G = (V, E)$; a positive integer $k$.

**Question:** Is there a proper subset $S \subseteq V(G)$ such that $G[S]$ and $G[V \setminus S]$ are connected and $|\partial(S)| \geq k$?

We also consider **Largest $st$-Bond**, where given a graph $G = (V, E)$, vertices $s, t \in V(G)$, and a positive integer $k$, we are asked whether $G$ has an $st$-bond of size at least $k$.

A minimum (maximum) cut of a graph $G$ is a cut with cut-set of minimum (maximum) size. Every minimum cut is a bond, thus a minimum bond is also a minimum cut of $G$, and it can be found in polynomial time using the classical Edmonds–Karp algorithm [11]. Besides that, minimum $st$-bonds are well-known structures, since they are precisely the $st$-cuts involved in the Gomory-Hu trees [20].

Regarding bonds on planar graphs, a folklore theorem states that if $G$ is a connected planar graph, then a set of edges is a cycle in $G$ if and only if it corresponds to a bond in the dual graph of $G$ [18]. Note that each cycle separates the faces of $G$ into the faces in the interior of the cycle and the faces of the exterior of the cycle, and the duals of the cycle edges are exactly the edges that cross from the interior to the exterior [28]. Consequently, the girth of a planar graph equals the edge connectivity of its dual [4].

Although cuts and bonds are similar, computing the largest bond of a graph seems to be harder than computing its maximum cut. **Maximum Cut** is NP-hard in general [16], but becomes polynomial for planar graphs [21]. On the other hand, finding a longest cycle in a planar graph is NP-hard, implying that finding a longest bond of a planar multigraph (or of a simple edge-weighted planar graph) is NP-hard. In addition, it is well-known that if a simple planar graph is 3-vertex-connected, then its dual is a simple planar graph. In 1976, Garey, Johnson, and Tarjan [17] proved that the problem of establishing whether a 3-vertex-connected planar graph is Hamiltonian is NP-complete, thus, as also noted by Haglin and Venkatesan [22], finding the largest bond of a simple planar graph is also NP-hard, contrasting with the polynomial-time solvability of **Maximum Cut** on planar graphs.

From the point of view of parameterized complexity, it is well known that **Maximum Cut** can be solved in FPT time when parametrized by the size of the solution [25], and since every graph has a cut with at least half the edges [12], it follows that it has a linear kernel. Concerning approximation algorithms, a $1/2$-approximation algorithm can be obtained by randomly partitioning the set vertices into two parts, which induces a cut-set whose expected size is at least half of the number of edges [26]. The best-known result is the seminal work of Goemans and Williamson [19], who gave a 0.878-approximation based on
semidefinite programming. This has the best approximation factor unless the Unique Games Conjecture fails [24]. To the best of our knowledge, there is no algorithmic study regarding the parameterized complexity of computing the largest bond of a graph as well as the approximability of the problem.

A closely related problem is the CONNECTED MAX CUT [23], which asks for a cut \([S,T]\) of a given a graph \(G\) such that \(G[S]\) is connected, and that the cut-set \(\partial(S)\) has size at least \(k\). Observe that a bond induces a feasible solution of CONNECTED MAX CUT, but not the other way around, since \(G[T]\) may be disconnected. Indeed, the size of a largest bond can be arbitrarily smaller than the size of the maximum connected cut; take, e.g., a star with \(n\) leaves. For CONNECTED MAX CUT on general graphs, there exists a \(\Omega(1/\log n)\)-approximation [15], where \(n\) is the number of vertices. Also, there is a constant-factor approximation with factor \(1/2\) for graphs of bounded treewidth [31], and a polynomial-time approximation scheme for graphs of bounded genus [23].

Recently, Saurabh and Zehavi [30] considered a generalization of CONNECTED MAX CUT, named MULTI-NODE HUB. In this problem, given numbers \(l\) and \(k\), the objective is to find a cut \([S,T]\) of \(G\) such that \(G[S]\) is connected, \(|S| = l\) and \(|\partial(S)| \geq k\). They observed that the problem is \(W[1]\)-hard when parameterized on \(l\), and gave the first parameterized algorithm for the problem with respect to the parameter \(k\). We remark that the \(W[1]\)-hardness also holds for LARGEST BOND parameterized by \(|S|\).

Since every nonempty bond determines a cut \([S,T]\) such that \(G[S]\) and \(G[T]\) are both connected, every bond of \(G\) has size at most \(|E(G)| - |V(G)| + 2\). A graph \(G\) has a bond of size \(|E(G)| - |V(G)| + 2\) if and only if \(V(G)\) can be partitioned into two parts such that \(G\) has a bond in each part. Such graphs are known as Yutsis graphs. The set of planar Yutsis graphs is exactly the dual class of Hamiltonian planar graphs. According to Aldred, Van Dyck, Brinkmann, Fack, and McKay [1], cubic Yutsis graphs appear in the quantum theory of angular momenta as a graphical representation of general recoupling coefficients. They can be manipulated following certain rules in order to generate the so-called summation formulae for the general recoupling coefficient (see [2, 10, 32]).

There are very few results about the largest bond size in general graphs. In 2008, Aldred, Van Dyck, Brinkmann, Fack, and McKay [1] showed that if a Yutsis graph is regular with degree 3, the partition of the vertex set from the largest bond will result in two sets of equal size. In 2015, Ding, Dziobiak and Wu [9] proved that any simple 3-connected graph \(G\) will have a largest bond with size at least \(\frac{1}{2}\sqrt{\log n}\), where \(n = |V(G)|\). In 2017, Flynn [13] verified the conjecture that any simple 3-connected graph \(G\) has a largest bond with size at least \(\Omega(n^{\log_2 3})\) for a variety of graph classes including planar graphs.

In this paper, we complement the state of the art on the problem of computing the largest bond of a graph. Preliminarily, we observe that while MAXIMUM CUT is trivial for bipartite graphs, LARGEST BOND remains NP-hard for such a class of graphs, and we also present a general reduction that allows us to observe that LARGEST BOND is NP-hard for several classes for which MAXIMUM CUT is NP-hard. Using this framework, we are able to show that LARGEST BOND on graphs of clique-width \(w\) cannot be solved in time \(f(w) \times n^{o(w)}\) unless the ETH fails. Moreover, we show that LARGEST BOND does not admit a constant-factor approximation algorithm, unless \(P = NP\), and thus is asymptotically harder to approximate than MAXIMUM CUT.

As for positive results, the main contributions of this work concern the parameterized complexity of LARGEST BOND. Using win/win approaches, we consider the strategy of preprocessing the input in order to bound the treewidth of the resulting instance. After that, by presenting a dynamic programming algorithm for LARGEST BOND parameterized by the
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treewidth, we show that the problem is fixed-parameter tractable when parameterized by the size of the solution. Finally, we remark that \textsc{Largest Bond} and \textsc{Largest st-Bond} do not admit polynomial kernels, unless \( \text{NP} \subseteq \text{coNP}/\text{poly} \). Due to space, some proofs were omitted.

2 Intractability results

In this section, we discuss aspects of the hardness of computing the largest bond. Notice that \textsc{Largest Bond} is Turing reducible to \textsc{Largest st-Bond}. Therefore, the results presented in this section also holds for \textsc{Largest st-Bond}.

Although \textsc{Maximum Cut} is trivial for bipartite graphs, we first observe that the same does not apply to compute the largest bond. Since a connected planar graph is Eulerian if and only if its dual graph is bipartite; subdivision of edges does not increase the size of the largest bond; and to decide whether a 4-regular planar graph has a Hamiltonian cycle is \( \text{NP-complete} \) \cite{29}. The following holds.

\begin{itemize}
  \item \textbf{Theorem 1.} \textsc{Largest Bond} is \( \text{NP-complete} \) for planar bipartite graphs.
  \item \textbf{Theorem 2.} Let \( G \) be a simple bipartite graph and \( \ell \in \mathbb{N} \). To determine the largest bond \( \partial(S) \) of \( G \) with \( |S| = \ell \) is \( \text{W}[1] \)-hard with respect to \( \ell \).
\end{itemize}

Next, we present a general framework for reducibility from \textsc{Maximum Cut} to \textsc{Largest Bond}, by defining a special graph operator \( \psi \) such that \textsc{Maximum Cut} on a graph class \( \mathcal{F} \) is reducible to \textsc{Largest Bond} on the image of \( \mathcal{F} \) via \( \psi \). An interesting particular case occurs when \( \mathcal{F} \) is closed under \( \psi \) (for instance, chordal graphs are closed under \( \psi \)).

\begin{itemize}
  \item \textbf{Definition 3.} Let \( G \) be a graph and let \( n = V(G) \). The graph \( \psi(G) \) is constructed as follows: (i) create \( n \) disjoint copies \( G_1, G_2, \ldots, G_n \) of \( G \); (ii) add vertices \( v_a \) and \( v_b \); (iii) add an edge between \( v_a \) and \( v_b \); (iv) add all possible edges between \( V(G_1 \cup G_2 \cup \ldots \cup G_n) \) and \( \{v_a, v_b\} \).

  \item \textbf{Definition 4.} A set of graphs \( \mathcal{G} \) is closed under operator \( \psi \) if whenever \( G \in \mathcal{G} \), then \( \psi(G) \in \mathcal{G} \).
\end{itemize}

From the fact that a graph \( G \) has a cut \([S, V(G) \setminus S]\) of size \( k \) if and only if \( \psi(G) \) has a bond \( \partial(S') \) of size at least \( nk + n^2 + 1 \), the following theorem holds.

\begin{itemize}
  \item \textbf{Theorem 5.} \textsc{Largest Bond} is \( \text{NP-complete} \) for any graph class \( \mathcal{G} \) such that: \( \mathcal{G} \) is closed under operator \( \psi \); and \textsc{MaxCut} is \( \text{NP-complete} \) for graphs in \( \mathcal{G} \).

  \item \textbf{Corollary 6.} \textsc{Largest Bond} is \( \text{NP-complete} \) for the following classes: chordal graphs; co-comparability graphs; \( P_5 \)-free graphs.
\end{itemize}

2.1 Algorithmic lower bound for clique-width parameterization

In the ’90s, Courcelle, Makowsky, and Rotics \cite{6} proved that all problems expressible in \( \text{MS1-logic} \) are fixed-parameter tractable when parameterized by the clique-width of a graph and the logical expression size. The applicability of this meta-theorem has made clique-width become one of the most studied parameters in parameterized complexity. However, although several problems are \( \text{MS1-expressible} \), this is not the case with \textsc{Maximum Cut}.

In 2014, Fomin, Golovach, Lokshtanov and Saurabh \cite{14} showed that \textsc{Maximum Cut} on a graph of clique-width \( w \) cannot be solved in time \( f(w) \times n^{o(w)} \) for any function \( f \) of \( w \) unless Exponential Time Hypothesis (ETH) fails. Using operator \( \psi \), we are able to extend this result to \textsc{Largest Bond}.
Lemma 7. Largest Bond on graphs of clique-width \( w \) cannot be solved in time \( f(w) \times n^{o(w)} \) unless the ETH fails.

Proof. Maximum Cut cannot be solved in time \( f(w) \times n^{o(w)} \) on graphs of clique-width \( w \), unless Exponential Time Hypothesis (ETH) fails [14]. Therefore, by the polynomial-time reduction presented in Theorem 5, it is enough to show that the clique-width of \( \psi(G) \) is upper bounded by a linear function of the clique-width of \( G \).

If \( G \) has clique-width \( w \), then the disjoint union \( H_1 = G_1 \oplus G_2 \oplus \ldots \oplus G_n \) has clique-width \( w \). Suppose that all vertices in \( H_1 \) have label 1. Now, let \( H_2 \) be the graph isomorphic to \( K_2 \) such that \( V(H) = \{v_a, v_b\} \), and \( v_a, v_b \) are labeled with 2. In order to construct \( \psi(G) \) from \( H_1 \oplus H_2 \) it is enough to apply the join \( \eta(1, 2) \). Thus, \( \psi(G) \) has clique-width equals \( w \).

2.2 Inapproximability

While the maximum cut of a graph has at least a constant fraction of the edges, the size of the largest bond can be arbitrarily smaller than the number of edges; take, e.g., a cycle on \( n \) edges, for which a largest bond has size 2. This discrepancy is also reflected on the approximability of the problems. Indeed, we show that Largest Bond is strictly harder to approximate than Maximum Cut. To simplify the presentation, we consider a weighted version of the problem in which edges are allowed to have weights 0 or 1; the hardness results will follow for the unweighted case as well. In the Binary Weighted Largest Bond, the input is given by a connected weighted graph \( H \) with weights \( w : E(H) \rightarrow \{0, 1\} \). The objective is to find a bond whose total weight is maximum.

Let \( G \) be a graph on \( n \) vertices and whose maximum cut has size \( k \). Next, we define the \( G \)-edge embedding operator \( \xi_G \). Given a connected weighted graph \( H \), the weighted graph \( \xi_G(H) \) is constructed by replacing each edge \( \{u, v\} \in E(H) \) with weight 1 by a copy of \( G \), denoted by \( G_{uv} \), whose edges have weight 1, and, for each vertex \( t \) of \( G_{uv} \), new edges \( \{u, t\} \) and \( \{v, t\} \), both with weight 0.

We can also apply the \( G \)-edge embedding operation on the graph \( \xi_G(H) \), then on \( \xi_G(\xi_G(H)) \), and so on. In what follows, for an integer \( h \geq 0 \), denote by \( \xi^h_G(H) \) the graph resulting from the operation that receives a graph \( H \) and applies \( \xi_G \) successively \( h \) times. Notice that \( \xi^0_G(H) \) can be constructed in \( O(|V(G)|^{h+1}) \) time. For some \( j \), \( 0 \leq j \leq h - 1 \), observe that an edge \( \{u, v\} \in E(\xi^j_G(H)) \) will be replaced by a series of vertices added in iterations \( j + 1, j + 2, \ldots, h \). These vertices will be called the descendants of \( \{u, v\} \), and will be denoted by \( V_{uv} \).

Let \( K_2 \) be the graph composed of a single edge \( \{u, v\} \), and consider the problem of finding a bond of \( \xi_G(K_2) \) with maximum weight. Since edges connecting \( u \) or \( v \) have weight 0, one can assume that \( u \) and \( v \) are in different sides of the bond, and the problem reduces to finding a maximum cut of \( G \). In other words, the operator \( \xi_G \) embeds an instance \( G \) of Maximum Cut into an edge \( \{u, v\} \) of \( K_2 \).

This suggests the following strategy to solve an instance of Maximum Cut. For some constant integer \( h \geq 1 \), calculate \( H = \xi^h_G(K_2) \), and obtain a bond \( F \) of \( H \) with maximum weight. Note that, to solve \( H \), one must solve embedded instances of Maximum Cut in multiple levels simultaneously. For a level \( j \), \( 1 \leq j \leq h - 1 \), each edge \( \{u, v\} \in E(\xi^j_G(K_2)) \) will be replaced by a graph \( G_{uv} \), which is isomorphic to \( G \). In Lemma 9 below, we argue that \( F \) is such that either \( V(G_{uv}) \cup \{u, v\} \) are all in the same side of the cut, or \( u \) and \( v \) are in distinct sides. In the latter case, the edges of \( F \) that separate \( u \) and \( v \) will induce a cut of \( G \).
In the remaining of this section, we consider a constant integer \( h \geq 0 \). Then, we define \( H^j = \xi^j_2(K_2) \) for every \( j, 0 \leq j \leq h \), and \( H = H^h \). Also, we write \([S,T]\) to denote the cut induced by a bond \( F \) of \( H \).

**Definition 8.** Let \( F \) be a bond of \( H \) with cut \([S,T]\). We say that an edge \( \{u,v\} \in E(H^j) \) with weight 1 is nice for \( F \) if either

\[
\begin{align*}
&|\{u,v\} \cap S| = 1, \text{ or }
\end{align*}
\]

\[
\begin{align*}
&\{u,v\} \cup V_{uv} \subseteq S, \text{ or }
\end{align*}
\]

\[
\begin{align*}
&\{u,v\} \cup V_{uv} \subseteq T.
\end{align*}
\]

Also, we say that \( F \) is nice if, for every \( j, 0 \leq j \leq h - 1 \), and every edge \( \{u,v\} \in E(H^j) \) with weight 1, \( \{u,v\} \) is nice for \( F \).

**Lemma 9.** There is a polynomial-time algorithm that receives a bond \( F \), and finds a nice bond \( F' \) such that \( w(F') = w(F) \).

In the following, assume that \( F \) is a nice bond with cut \([S,T]\). Consider a level \( j \), \( 0 \leq j \leq h \), and an edge \( \{u,v\} \in E(H^j) \) with weight 1 such that \(|\{u,v\} \cap S| = 1\). If \( j < h \), then we define \( F_{uv} \) to be the subset of edges in \( F \) which are incident with some vertex of \( V_{uv} \); if \( j = h \), then we define \( F_{uv} = \{u,v\} \). Note that, because \( F \) is nice, if \(|\{u,v\} \cap S| \neq 1\), then no edge of \( F \) is incident with \( V_{uv} \).

Suppose now that \(|\{u,v\} \cap S| = 1\) for some edge \( \{u,v\} \in E(H^j) \) with weight 1 and \( 0 \leq j \leq h - 1 \). In this case, \( F \) induces a cut-set of \( G_{uv} \). Namely, define \( \hat{S}_{uv} := S \cap V(G_{uv}) \) and \( \hat{T}_{uv} := T \cap V(G_{uv}) \) and let \( \hat{F}_{uv} \) be the cut-set of \( G_{uv} \) corresponding to cut \([\hat{S}_{uv}, \hat{T}_{uv}]\).

Observe that for distinct edges \( \{u,v\} \) and \( \{s,t\} \), it is possible that \(|\hat{F}_{uv}| \neq |\hat{F}_{st}|\). We will consider bonds \( F \) for which all induced cut-sets \( \hat{F}_{uv} \) have the same size.

**Definition 10.** Let \( \ell \) be a positive integer. A bond \( F \) of \( H \) with cut \([S,T]\) is said to be \( \ell \)-uniform if, (i) \( F \) is nice, and (ii) for every \( j, 0 \leq j \leq h - 1 \), and every edge \( \{u,v\} \in E(H^j) \) with weight 1 such that \(|\{u,v\} \cap S| = 1\), \(|\hat{F}_{uv}| = \ell\).

An \( \ell \)-uniform bond induces a cut-set of \( G \) of size \( \ell \).

**Lemma 11.** Suppose \( F \) is an \( \ell \)-uniform bond of \( H \). One can find in polynomial time a cut-set \( L \) of \( G \) with \(|L| = \ell\).

**Proof.** Let \( u,v \) be the vertices of \( K_2 \) to which \( \xi_G \) was applied. Since \( F \) is \( \ell \)-uniform, \(|\hat{F}_{uv}| = \ell\). Note that \( \hat{F}_{uv} \) induces a cut-set of size \( \ell \) on \( G \).

In the opposite direction, a cut of \( G \) induces an \( \ell \)-uniform bond of \( H \).

**Lemma 12.** Suppose \( L \) is a cut-set of \( G \) with \(|L| = \ell\). One can find in polynomial time an \( \ell \)-uniform bond \( F \) of \( H \) with \( w(F) = \ell^h \).

**Proof.** For each \( j \geq 0 \), we construct a bond \( F^j \) of \( H^j \). For \( j = 0 \), let \( F^0 \) be the set containing the unique edge of \( H^0 = K_2 \). Suppose now that we already constructed a bond \( F^{j-1} \) of \( H^{j-1} \). For each edge \( \{u,v\} \in F^{j-1} \), let \( L_{uv} \) be the set of edges of \( G_{uv} \) corresponding to \( L \). Define \( F^j := \cup_{\{u,v\} \in F^{j-1}} L_{uv} \). One can verify that indeed \( F^j \) is a bond of \( H^j \), and that \( w(F_j) = |L| \times w(F_{j-1}) = \ell^j \).

**Lemma 13.** There is a polynomial-time algorithm that receives a bond \( F \) of \( H \), and finds an \( \ell \)-uniform bond \( F' \) of \( H \) such that \( w(F') = \ell^h \geq w(F) \).

**Lemma 14.** Let \( F^* \) be a bond of \( H \) with maximum weight. Then \( w(F^*) = k^h \).
Proof. We assume that $F^*$ is $\ell$-uniform such that $w(F^*) = \ell^h$ for some $\ell$; if this is not the case, then use Lemma 13.

Since $F^*$ is $\ell$-uniform, using Lemma 12 one obtains a cut-set $L$ of $G$ with size $\ell$, then $\ell \leq k$, and thus $w(F^*) \leq k^h$.

Conversely, let $L$ be a cut-set of $G$ with size $k$. Using Lemma 12 for $L$, we obtain a bond $F$ of $H$ with weight $k^h$, and thus $w(F^*) \geq k^h$.

\begin{lemma}
If there exists a constant-factor approximation algorithm for Weighted Largest Bond, then $P = NP$.
\end{lemma}

\begin{proof}
Consider a graph $G$ whose maximum cut has size $k$. Construct graph $H$ and obtain a bond $F$ of $H$ using an $\alpha$-approximation, for some constant $0 < \alpha < 1$. Using the algorithm of Lemma 13, obtain an $\ell$-uniform bond $F'$ of $H$ such that $w(F') = \ell^h \geq w(F)$. Using Lemma 14 and the fact that $F'$ is an $\alpha$-approximation, $\ell^h \geq \alpha \times k^h$. Using Lemma 11, one can obtain a cut-set $L$ of $G$ with size $\ell \geq \alpha \frac{h}{\ell} k$.

For any constant $\varepsilon$, $0 < \varepsilon < 1$, we can set $h = \lceil \log_{1-\varepsilon} \alpha \rceil$, such that the cut-set $L$ has size at least $\ell \geq (1 - \varepsilon)k$. Since Maximum Cut is APX-hard, this implies $P = NP$.
\end{proof}

\begin{theorem}
If there exists a constant-factor approximation algorithm for Largest Bond, then $P = NP$.
\end{theorem}

\begin{proof}
We show that if there exists an $\alpha$-approximation algorithm for Largest Bond, for constant $0 < \alpha < 1$, then there is an $\alpha/2$-approximation algorithm for the Binary Weighted Largest Bond, so the theorem will follow from Lemma 15.

Let $H$ be a weighted graph whose edge weights are all 0 or 1. Let $m$ be the number of edges with weight 0, and let $l$ be the weight of a bond of $H$ with maximum weight. Assume $l \geq 2\alpha$, as otherwise, one can find an optimal solution in polynomial time by enumerating sets of up to $2/\alpha$ edges.

Construct an unweighted graph $G$ as follows. Start with a copy of $H$ and, for each edge $\{u, v\} \in E(H)$ with weight 1, replace $\{u, v\} \in E(G)$ by $m$ parallel edges. Finally, to obtain a simple graph, subdivide each edge of $G$. If $F$ is a bond of $G$, then one can construct a bond $F'$ of $H$ by undoing the subdivision and removing the parallel edges. Each edge of $F'$ has weight 1, with exception of at most $m$ edges. Thus, $w(F') \geq (|F| - m)/m$.

Observe that an optimal bond of $H$ induces a bond of $G$ with size at least $ml$. Thus, if $F$ is an $\alpha$-approximation for $G$, then $|F| \geq \alpha ml$ and therefore

$$w(F') \geq \frac{\alpha m l - m}{m} = \alpha l - \alpha l/2 = \alpha l/2.$$ 

We conclude that $F'$ is an $\alpha/2$-approximation for $H$.
\end{proof}

### 3 Algorithmic upper bounds for clique-width parameterization

Lemma 7 shows that Largest Bond on graphs of clique-width $w$ cannot be solved in time $f(w) \times n^{o(w)}$ unless the ETH fails. Now, we show that given an expression tree of width at most $w$, Largest Bond can be solved in $f(w) \times n^{O(w)}$ time.

An expression tree $T$ is irredundant if for any join node $\eta(i, j)$, the vertices labeled by $i$ and $j$ are not adjacent in the graph associated with its child. It was shown by Courcelle and Olariu [7] that every expression tree $T$ of $G$ can be transformed into an irredundant expression tree $T'$ of the same width in time linear in the size of $T$. Therefore, without loss of generality, we can assume that $T$ is irredundant.
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Our algorithm is based on dynamic programming over the expression tree of the input graph. We first describe what we store in the tables corresponding to the nodes in the expression tree.

Given a \( w \)-labeled graph \( G \), two connected components of \( G \) has the same type if they have the same set of labels. Thus, a \( w \)-labeled graph \( G \) has at most \( 2^w - 1 \) types of connected components.

Now, for every node \( X \) of \( T \), denote by \( G_X \) the \( w \)-labeled graph associated with this node, and let \( L_1(X), \ldots, L_w(X) \) be the sets of vertices of \( G_X \) labeled with \( 1, \ldots, w \), respectively. We define a table where each entry is of the form \( c[\ell, s_1, \ldots, s_w, r, e_1, \ldots, e_{2^w-1}, d_1, \ldots, d_{2^w-1}] \), such that: 

\[
0 \leq s_i \leq |L_i(X)| \quad \text{for} \quad 1 \leq i \leq w; \quad 0 \leq r \leq |E(G_X)|; \quad 0 \leq d_i \leq \min\{2, |L_i(X)|\} \quad \text{for} \quad 1 \leq i \leq 2^w - 1; \quad \text{and} \quad 0 \leq d_i \leq \min\{2, |L_i(X)|\} \quad \text{for} \quad 1 \leq i \leq 2^w - 1.
\]

Each entry of the table represents whether there is a partition \( V_1, V_2 \) of \( V(G_X) \) such that: 

\[
|V_1 \cap L_i(G_X)| = s_i; \quad \text{the cut-set of } V_1, V_2 \text{ has size at least } r; \quad G_{X_i}[V_1] \text{ has } e_i \text{ connected components of type } i; \quad G_{X_i}[V_2] \text{ has } d_i \text{ connected components of type } i, \quad \text{where } e_i = 2 \text{ means that } G_{X_i}[V_1] \text{ has at least two connected components of type } i.
\]

Notice that this table contains \( f(w) \times n^{O(w)} \) entries. If \( X \) is the root node of \( T \) (that is, \( G = G_X \)), then the size of the largest bond of \( G \) is equal to the maximum value of \( r \) for which the table for \( X \) contains a valid entry (true value), such that there are \( j \) and \( k \) such that \( e_i = 0, e_j = 1 \) for \( 1 \leq i, j \leq 2^w - 1, \ i \neq j \); and \( d_k = 0, d_k = 1 \) for \( 1 \leq i, k \leq 2^w - 1, \ i \neq k \).

It is easy to see that we store enough information to compute a largest bond. Note that a \( w \)-labeled graph is connected if and only if it has exactly one type of connected components and exactly one component of such a type.

Now we provide the details of how to construct and update such tables. The construction for introduce nodes of \( T \) is straightforward.

**Relabel node:** Suppose that \( X \) is a relabel node \( \rho(i, j) \), and let \( X' \) be the child of \( X \). Then the table for \( X' \) contains a valid entry \( c[\ell', s'_1, \ldots, s'_w, r, e'_1, \ldots, e'_{2^w-1}, d'_1, \ldots, d'_{2^w-1}] \) if and only if the table for \( X \) contains an entry \( c[\ell, s_1, \ldots, s_w, r, e_1, \ldots, e_{2^w-1}, d_1, \ldots, d_{2^w-1}] = \text{true} \), where: 

\[
s_i = 0; \quad s_j = s'_1 + s'_i; \quad s_p = s'_p \quad \text{for} \quad 1 \leq p \leq w, \ p \neq i, j; \quad e_p = e'_p \quad \text{for any type that contain either } i \text{ or } j; \quad e_p = 0 \quad \text{for any type that contains } i; \quad \text{and for any type } e_p \text{ that contains } j,
\]

holds that \( e_p = \min\{2, e'_p + e'_q + e'_e\} \), where \( e'_q \) represent the set of labels \( C_p \setminus \{j\} \cup \{i\} \), \( e'_e \) represent the set of labels \( C_p \cup \{i\} \), and \( C_p \) is the set of labels associated to \( p \). The same holds for \( d'_1, \ldots, d'_{2^w-1} \).

**Union node:** Suppose that \( X \) is a union node with children \( X', X'' \). It holds that 

\[
c[\ell', s'_1, \ldots, s'_w, r', e'_1, \ldots, e'_{2^w-1}, d'_1, \ldots, d'_{2^w-1}] \quad \text{equals true if and only if there are valid entries } \quad c[\ell'', s''_1, \ldots, s''_w, r'', e''_1, \ldots, e''_{2^w-1}, d''_1, \ldots, d''_{2^w-1}] \quad \text{and } c[\ell''', s''''_1, \ldots, s''''_w, r''', e''''_1, \ldots, e''''_{2^w-1}, d''''_1, \ldots, d''''_{2^w-1}],
\]

having: 

\[
s_i = s''_1 + s''_i \quad \text{for} \quad 1 \leq i \leq w; \quad r' + r'' + r''' \geq r; \quad e_k = \min\{2, e'_k + e'''_k\}, \quad \text{and } d_k = \min\{2, d'_k + d'''_k\}
\]

for \( 1 \leq k \leq 2^w - 1 \).

**Join node:** Finally, let \( X \) be a join node \( \eta(i, j) \) with the child \( X' \). Recall that since the expression tree is irredundant then the vertices labeled by \( i \) and \( j \) are not adjacent in the graph \( G_{X'} \). Therefore, the entry \( c[\ell, s_1, \ldots, s_w, r, e_1, \ldots, e_{2^w-1}, d_1, \ldots, d_{2^w-1}] = \text{true} \) if and only if there is a valid entry \( c[\ell', s'_1, \ldots, s'_w, r', e'_1, \ldots, e'_{2^w-1}, d'_1, \ldots, d'_{2^w-1}] = \text{true} \) where 

\[
r' + s_i \times (|L_i(X')| - s_j) + s_j \times (|L_j(X')| - s_i) \geq r,
\]

and \( e_p = e'_p \), case \( p \) is associated to a type that contains neither \( i \) nor \( j \); \( e_p = 1 \), case \( p \) is associated to \( C'_{ij} \setminus \{i\} \), where \( C'_{ij} \) is the set of labels obtained by the union of the types of \( G_{X'} \), with some connected component having either label \( i \) or label \( j \); \( e_p = 0 \), otherwise. The same holds for \( d_1, \ldots, d_{2^w-1} \).
The correctness of the algorithm follows from the description of the procedure. Since for each \( \ell \), there are \( O((n + 1)^w \times m \times (3^{2^w} - 1)^2) \) entries, the running time of the algorithm is \( f(w) \times n^{O(w)} \). This algorithm together with Lemma 7 concludes the proof of the Theorem 17.

\[\text{Theorem 17.} \quad \text{Largest Bond cannot be solved in time } f(w) \times n^{O(w)} \text{ unless ETH fails, where } w \text{ is the clique-width of the input graph. Moreover, given an expression tree of width at most } w, \text{ Largest Bond can be solved in time } f(w) \times n^{O(w)}.\]

In order to extend this result to Largest \( st \)-Bond, it is enough to observe that given a tree expression \( T \) of \( G \) with width \( w \), it is easy to construct a tree expression \( T' \) with width equals \( w + 2 \), where no vertex of \( V(G) \) has the same label than either \( s \) or \( t \). Let \( w + 1 \) be the label of \( s \), and let \( w + 2 \) be the label of \( t \). By fixing, for each \( \ell \), \( s_{w+1} = |L_{w+1}(X_\ell)| \) and \( s_{w+2} = 0 \), one can solve Largest \( st \)-Bond in time \( f(w) \times n^{O(w)} \).

4 Bounding the treewidth of \( G \)

In the remainder of this paper we deal with our main problems: Largest Bond and Largest \( st \)-Bond parameterized by the size of the solution \( (k) \). Inspired by the principle of preprocessing the input to obtain a kernel, we consider the strategy of preprocessing the input in order to bound the treewidth of the resulting instance.

We start our analysis with Largest Bond.

\[\text{Definition 18.} \quad \text{A graph } H \text{ is called a minor of a graph } G \text{ if } H \text{ can be formed from } G \text{ by deleting edges, deleting vertices, and by contracting edges. For each vertex } v \text{ of } H, \text{ the set of vertices of } G \text{ that are contracted into } v \text{ is called a branch set of } H.\]

\[\text{Lemma 19.} \quad \text{Let } G \text{ be a simple connected undirected graph, and } k \text{ be a positive integer. If } G \text{ contains } K_{2,k} \text{ as a minor then } G \text{ has a bond of size at least } k.\]

\[\text{Proof.} \quad \text{Let } H \text{ be a minor of } G \text{ isomorphic to } K_{2,k}. \text{ Since } G \text{ is connected and each branch set of } H \text{ induces a connected subgraph of } G, \text{ from } H \text{ it is easy to construct a bond of } G \text{ of size at least } k.\]

Combined with Lemma 19, the following results show that, without loss of generality, our study on \( k \)-bonds can be reduced to graphs of treewidth \( O(k) \).

\[\text{Lemma 20.} \quad \text{[3] Every graph } G = (V,E) \text{ contains } K_{2,k} \text{ as a minor or has treewidth at most } 2k - 2.\]

\[\text{Lemma 21.} \quad \text{[3] There is a polynomial-time algorithm that either concludes that the input graph } G \text{ contains } K_{2,k} \text{ as a minor, or outputs a tree-decomposition of } G \text{ of width at most } 2k - 2.\]

From Lemma 19 and Lemma 21 it follows that there is a polynomial-time algorithm that either concludes that the input graph \( G \) has a bond of size at least \( k \), or outputs a tree-decomposition of \( G \) of width at most \( 2k - 2 \).

4.1 The \( st \)-bond case

Let \( S \subseteq V(G) \) and let \( \partial(S) \) be a bond of a connected graph \( G \). Recall that a block is a 2-vertex-connected subgraph of \( G \) which is inclusion-wise maximal, and a block-cut tree of \( G \) is a tree whose vertices represent the blocks and the cut vertices of \( G \), and there is an edge in the block-cut tree for each pair of a block and a cut vertex that belongs to that
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block. Then, \( \partial(S) \) intersects at most one block of \( G \). More precisely, for any two distinct blocks \( B_1 \) and \( B_2 \) of \( G \), if \( S \cap V(B_1) \neq \emptyset \) and \( S \cap V(B_1) \neq V(B_1) \), then either \( V(B_2) \subseteq S \), or \( V(B_2) \subseteq V \setminus S \). Indeed, if this is not the case, then either \( G[S] \) or \( G[V \setminus S] \) would be disconnected. Thus, to solve LARGEST st-BOND, it is enough to consider, individually, each block on the path between \( s \) and \( t \) in the block-cut tree of \( G \). Also, if a block is composed of a single edge, then it is a bridge in \( G \), which is not a solution for the problem unless \( k = 1 \). Thus, we may assume without loss of generality that \( G \) is 2-vertex-connected.

**Lemma 22.** Let \( G \) be a 2-vertex-connected graph. For all \( v \in V(G) \setminus \{s,t\} \), there is an sv-path and a tv-path which are internally disjoint.

**Lemma 23.** Let \( G \) be a 2-vertex-connected graph. If \( G \) contains \( K_{2,2k} \) as a minor, then there exists \( S \subseteq V(G) \) such that \( \partial(S) \) is a bond of size at least \( k \).

**Proof.** Let \( G \) be a graph containing a \( K_{2,2k} \) as a minor. If \( k = 1 \), the statement holds trivially, thus assume \( k \geq 2 \). Also, since \( G \) is connected, one can assume that this minor was obtained by contracting or removing edges only, and thus its branch sets contain all vertices of \( G \). Let \( A \) and \( B \) be the branch sets corresponding to first side of \( K_{2,2k} \), and let \( X_1, X_2, \ldots, X_{2k} \) be the remaining branch sets.

First, suppose that \( s \) and \( t \) are in distinct branch sets. If this is the case, then there exist distinct indices \( a, b \in \{1, \ldots, 2k\} \) such that \( s \in A \cup X_a \) and \( t \in B \cup X_b \). Now observe that \( G[A \cup X_a] \) and \( G[B \cup X_b] \) are connected, which implies an st-bond with at least \( 2k - 1 \geq k \) edges. Now, suppose that \( s \) and \( t \) are in the same branch set. In this case, one can assume without loss of generality that \( s, t \in A \cup X_{2k} \).

Define \( U = A \cup X_{2k} \) and \( Q = V(G) \setminus U \). Observe that \( G[U] \) and \( G[Q] \) are connected. Consider an arbitrary vertex \( v \) in the set \( Q \). Since \( G \) is 2-vertex-connected, Lemma 22 implies that there exist an sv-path \( P_s \) and a tv-path \( P_t \) which are internally disjoint. Let \( P'_s \) and \( P'_t \) be maximal prefixes of \( P_s \) and \( P_t \), respectively, whose vertices are contained in \( U \).

We partition the set \( U \) into parts \( U_s \) and \( U_t \) such that \( G[U_s] \) and \( G[U_t] \) are connected. Since \( G[U] \) is connected, there exists a tree \( T \) spanning \( U \). Direct all edges of \( T \) towards \( s \) and partition \( U \) as follows. Every vertex in \( P'_s \) belongs to \( U_s \) and every vertex in \( P'_t \) belongs to \( U_t \). For a vertex \( u \notin V(P'_s \cup P'_t) \), let \( w \) be the first ancestor of \( u \) (accordingly to \( T \)) which is in \( P'_s \cup P'_t \). Notice that \( w \) is well-defined since \( u \in V(T) \) and the root of \( T \) is \( s \in V(P'_s \cup P'_t) \). Then \( u \) belongs to \( U_s \) if \( w \in V(P'_s) \) and \( u \) belongs to \( U_t \) if \( w \in V(P'_t) \).

Observe that that there are at least \( 2k - 1 \) edges between \( U \) and \( Q \), and thus there are at least \( k \) edges between \( U_s \) and \( Q \), or between \( U_t \) and \( Q \). Assume the former holds, as the other case is analogous. It follows that \( G[U_s] \) and \( G[U_t \cup Q] \) are connected and induce a bond of \( G \) with at least \( k \) edges.

**Corollary 24.** Given a graph \( G \), vertices \( s, t \in V(G) \), and an integer \( k \), there exists a polynomial-time algorithm that either concludes that \( G \) has an st-bond of size at least \( k \) or outputs a subgraph \( G' \) of \( G \) together with a tree decomposition of \( G' \) of width equals \( \mathcal{O}(k) \), such that \( G' \) has an st-bond of size at least \( k \) if and only if \( G \) has an st-bond of size at least \( k \).

**Proof.** Find a block-cut tree of \( G \) in linear time [5], and let \( B_s \) and \( B_t \) be the blocks of \( G \) that contain \( s \) and \( t \), respectively. Remove each block that is not in the path from \( B_s \) to \( B_t \) in the block-cut tree of \( G \). Let \( G' \) be the remaining graph. For each block \( B \) of \( G' \), consider
the vertices $s'$ and $t'$ of $B$ which are nearest to $s$ and $t$, respectively. Using Lemmas 21 and 23 one can in polynomial time either conclude that $B$ has an $s't'$-bond, in which case $G$ is a yes-instance, or compute a tree decomposition of $B$ with width at most $\mathcal{O}(k)$.

Now, construct a tree decomposition of $G'$ as follows. Start with the union of the tree decompositions of all blocks of $G'$. Next, create a bag $\{u\}$ for each cut vertex $u$ of $G'$. Finally, for each cut vertex $u$ and any bag corresponding to a block $B$ connected through $u$, add an edge between $\{u\}$ and one bag of the tree decomposition of $B$ containing $u$. Note that this defines a tree decomposition of $G'$ and that each bag has at most $\mathcal{O}(k)$ vertices.

Note that since $k$-bonds are solutions for CONNECTED MAX CUT, the results presented in this section naturally apply to such a problem as well.

5 Taking the treewidth as parameter

In the following, given a tree decomposition $T$, we denote by $\ell$ one node of $T$ and by $X_\ell$ the vertices contained in the bag of $\ell$. We assume w.l.o.g that $T$ is a extended version of a nice tree decomposition (see [8]), that is, we assume that there is a special root node $r$ such that $X_r = \emptyset$ and all edges of the tree are directed towards $r$ and each node $\ell$ has one of the following five types: Leaf; Introduce vertex; Introduce edge; Forget vertex; and Join. Moreover, define $G_\ell$ to be the subgraph of $G$ which contains only vertices and edges that have been introduced in $\ell$ or in a descendant of $\ell$.

The number of partitions of a set of $k$ elements is the $k$-th Bell number, which we denote by $B(k)$ ($B(k) \leq k$! [27]).

Theorem 25. Given a nice tree decomposition of $G$ with width $tw$, one can find a bond of maximum size in time $2^{O(tw \log tw)} \times n$ where $n$ is the number of vertices of $G$.

Proof. Let $\partial_G(U)$ be a bond of $G$, and $[U, V \setminus U]$ be the cut defined by such a bond. Set $S'_U = U \cap X_\ell$. The removal of $\partial_G(U)$ partitions $G_U[U]$ into a set $C'_U$ of connected components, and $G_U[V \setminus U]$ into a set $C'_{V \setminus U}$ of connected components. Note that $C'_U$ and $C'_{V \setminus U}$ define partitions of $S'_U$ and $X_\ell \setminus S'_U$, denoted by $\rho_1'$ and $\rho_2'$ respectively, where the intersection of each connected component of $C'_U$ with $S'_U$ corresponds to one part of $\rho_1'$. The same holds for $C'_{V \setminus U}$ with respect to $X_\ell \setminus S'_U$ and $\rho_2'$.

We define a table for which an entry $c[\ell, S, \rho_1, \rho_2]$ is the size of a largest cut-set (partial solution) of the subgraph $G_\ell$, where $S$ is the subset of $X_\ell$ to the left part of the bond, $X_\ell \setminus S$ is the subset to the right part, and $\rho_1, \rho_2$ are the partitions of $S$ and $X_\ell \setminus S$ representing, after the removal of the partial solution, the intersection with the connected components to the left and to the right, respectively. If there is no such a partial solution then $c[\ell, S, \rho_1, \rho_2] = -\infty$.

For the case that $S$ is empty, two special cases may occur: either $U \cap V(G_\ell) = \emptyset$, in which case there are no connected components in $C'_U$, and thus $\rho_1 = \emptyset$; or $C'_U$ has only one connected component which does not intersect $X_\ell$, i.e., $\rho_1 = \{\emptyset\}$, this case means that the connected component in $C'_U$ was completely forgotten. Analogously, we may have $\rho_2 = \emptyset$ and $\rho_2 = \{\emptyset\}$. Note that we do not need to consider the case $\{\emptyset\} \subseteq \rho_1$ since it would imply in a disconnected solution. The largest bond of a connected graph $G$ corresponds to the root entry $c[\ell, \emptyset, \{\emptyset\}, \{\emptyset\}]$.

To describe a dynamic programming algorithm, we only need to present the recurrence relation for each node type.
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Leaf: In this case, \( X_\ell = \emptyset \). There are a few combinations for \( \rho_1 \) and \( \rho_2 \): either \( \rho_1 = \emptyset \) or \( \rho_1 = \{\emptyset\} \), and either \( \rho_2 = \emptyset \), or \( \rho_2 = \{\emptyset\} \). Since for this case \( G_\ell \) is empty, there can be no connected components, so having \( \rho_1 = \emptyset \) and \( \rho_2 = \emptyset \) is the only feasible choice.

\[
c[\ell, S, \rho_1, \rho_2] = \begin{cases} 
0 & \text{if } S = \emptyset, \rho_1 = \emptyset \text{ and } \rho_2 = \emptyset, \\
-\infty & \text{otherwise}.
\end{cases}
\]

Introduce vertex: We have only two possibilities in this case, either \( v \) is an isolated vertex to the left (\( v \in S \)) or it is an isolated vertex to the right (\( v \notin S \)). Thus, a partial solution on \( \ell \) induces a partial solution on \( \ell' \), excluding \( v \) from its part.

\[
c[\ell, S, \rho_1, \rho_2] = \begin{cases} 
c[\ell', S \setminus \{v\}, \rho_1 \setminus \{\{v\}\}, \rho_2] & \text{if } \{v\} \in \rho_1, \\
c[\ell', S, \rho_1, \rho_2 \setminus \{\{v\}\}] & \text{if } \{v\} \in \rho_2, \\
-\infty & \text{if } \{v\} \notin \rho_1 \cup \rho_2.
\end{cases}
\]

Introduce edge: In this case, either the edge \( \{u, v\} \) that is being inserted is incident with one vertex of each side, or the two endpoints are at the same side. In the former case, a solution on \( \ell \) corresponds to a solution on \( \ell' \) with the same partitions, but with value increased. In the latter case, edge \( \{u, v\} \) may connect two connected components of a partial solution on \( \ell' \).

\[
c[\ell, S, \rho_1, \rho_2] = \begin{cases} 
c[\ell', S, \rho_1, \rho_2] + 1 & \text{if } u \in S \text{ and } v \notin S \text{ or } u \notin S \text{ and } v \in S, \\
\max_{\rho_1'} \{c[\ell', S, \rho_1', \rho_2]\} & \text{if } u \in S \text{ and } v \in S, \\
\max_{\rho_2'} \{c[\ell', S, \rho_1, \rho_2']\} & \text{if } u \notin S \text{ and } v \notin S.
\end{cases}
\]

Here, \( \rho_1' \) spans over all refinements of \( \rho_1 \) such that the union of the parts containing \( u \) and \( v \) results in the partition \( \rho_1 \). The same holds for \( \rho_2' \).

Forget vertex: In this case, either the forgotten vertex \( v \) is in the left side of the partial solution induced on \( \ell \), or is in the right side. Thus, \( v \) must be in the connected component which contains some part of \( \rho_1 \), or some part of \( \rho_2 \). We select the possibility that maximizes the value

\[
c[\ell, S, \rho_1, \rho_2] = \max_{\rho_1', \rho_2'} \{c[\ell', S \cup \{v\}, \rho_1', \rho_2], c[\ell', S, \rho_1, \rho_2']\}.
\]

Here, \( \rho_1' \) spans over all partitions obtained from \( \rho_1 \) by adding \( v \) in some part of \( \rho_1 \) (if \( \rho_1 = \{\emptyset\} \) then \( \rho_1' = \{\emptyset\} \)). The same holds for \( \rho_2' \).

Join: This node represents the join of two subgraphs \( G_\ell \) and \( G_{\ell'} \) and \( X_\ell = X_{\ell'} = X_\ell \).

By counting the bond edges contained in \( G_\ell \) and in \( G_{\ell'} \), each edge is counted at least once, but edges in \( X_\ell \) are counted twice. Thus

\[
c[\ell, S, \rho_1, \rho_2] = \max \{c[\ell', S, \rho_1', \rho_2'] + c[\ell', S, \rho_1'', \rho_2''] - |\{\{u, v\} \in E, u \in S, v \in X_\ell \setminus S\}|, 0\}.
\]

In this case, we must find the best combination between the two children. Namely, for \( i \in \{1, 2\} \), we consider combinations of \( \rho_i' \) with \( \rho_i'' \) which merge into \( \rho_i \). If \( \rho_i = \{\emptyset\} \) then either \( \rho_i' = \{\emptyset\} \) and \( \rho_i'' = \emptyset \); or \( \rho_i' = \emptyset \) and \( \rho_i'' = \{\emptyset\} \). Also, if \( \rho_i = \emptyset \) then \( \rho_i' = \emptyset \) and \( \rho_i'' = \emptyset \).
The running time of the dynamic programming algorithm can be estimated as follows. The number of nodes in the decomposition is $O(tw \times n)$ [8]. For each node $\ell$, the parameters $\rho_1$ and $\rho_2$ induce a partition of $X_\ell$; the number of partitions of $X_\ell$ is given by the corresponding Bell number, $B(|X_\ell|) \leq B(tw + 1)$. Each such a partition $\rho$ corresponds to a number of choices of parameter $S$ that corresponds to a subset of the parts of $\rho$; thus the number of choices for $S$ is not larger than $2^{\rho} \leq 2^{tw + 1}$. Therefore, we conclude that the table size is at most $O(B(tw + 1) \times 2^{tw} \times tw \times n)$. Since each entry can be computed in $2^{O(tw \log tw)}$ time, the total complexity is $2^{O(tw \log tw)} \times n$. The correctness of the recursive formulas is straightforward.

The reason for the $2^{O(tw \log tw)}$ dependence on treewidth is because we enumerate all partitions of a bag to check connectivity. However, one can obtain single exponential-time dependence by modifying the presented algorithm using techniques based on Gauss elimination, as described in [8, Chapter 11] for Steiner Tree.

\begin{theorem}
Largest \textit{st}-Bond is fixed-parameter tractable when parameterized by treewidth.
\end{theorem}

\begin{proof}
The solution of Largest \textit{st}-Bond can be found by a dynamic programming as presented in Theorem 25 where we add $s$ and $t$ in all the nodes and we fix $s \in S$ and $t \notin S$.
\end{proof}

Finally, the following holds.

\begin{corollary}
Largest Bond and Largest \textit{st}-Bond are fixed-parameter tractable when parameterized by the size of the solution, $k$.
\end{corollary}

\begin{proof}
Follows from Lemma 19, Lemma 21, Corollary 24, Theorem 25 and Theorem 26.
\end{proof}

\section{Infeasibility of polynomial kernels}

An or-composition for Largest Bond parameterized by $k$ can be done from the disjoint union of $\ell$ inputs, by selecting exactly one vertex of each input graph and contracting them into a single vertex. Now, let $(G_1, k, s_1, t_1), (G_2, k, s_2, t_2), \ldots, (G_{\ell}, k, s_{\ell}, t_{\ell})$ be $\ell$ instances of Largest \textit{st}-Bond parameterized by $k$. An or-composition for Largest \textit{st}-Bond parameterized by $k$ can be done from the disjoint union of $G_1, G_2, \ldots, G_{\ell}$, by contracting $t_i, s_{i+1}$ into a single vertex, $1 \leq i \leq \ell - 1$, and setting $s = s_1$ and $t = t_{\ell}$.

\begin{theorem}
Largest Bond and Largest \textit{st}-Bond do not admit polynomial kernel unless $NP \subseteq coNP/poly$.
\end{theorem}
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1 Introduction

Maximum Cut is one of the most fundamental problems in theoretical computer science. Given a graph and an integer \( k \), the problem asks for a subset of vertices such that the number of edges having exactly one endpoint in the subset is at least \( k \). This problem was shown to be NP-hard in Karp’s seminal work [34]. To overcome this intractability, a lot of researches have been done from various view points, such as approximation algorithms [25], fixed-parameter tractability [40], and special graph classes [7, 9, 20, 28, 29, 37].

In this paper, we study two variants of Maximum Cut, called Connected Maximum Cut and Maximum Minimal Cut. A cut \((S, V \setminus S)\) is connected if the subgraph of \( G \) induced by \( S \) is connected. Given a graph \( G = (V, E) \) and an integer \( k \), Connected Maximum Cut is the problem to determine whether there is a connected cut \((S, V \setminus S)\) of size at least \( k \). This problem is defined in [30] and known to be NP-complete even on planar graphs [31] whereas Maximum Cut on planar graphs is solvable in polynomial time [29, 37].
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### Table 1


<table>
<thead>
<tr>
<th>Graph Class</th>
<th>Parameter</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split</td>
<td>Bipartite</td>
<td>Planar</td>
</tr>
<tr>
<td>MC</td>
<td>NP-c</td>
<td>P</td>
</tr>
<tr>
<td>CMC</td>
<td>NP-c</td>
<td>NP-c</td>
</tr>
<tr>
<td>MMC</td>
<td>NP-c</td>
<td>NP-c</td>
</tr>
</tbody>
</table>

Suppose $G$ is connected. We say that a cut $(S, V \setminus S)$ of $G$ is minimal if there is no another cut of $G$ whose cutset properly contains the cutset of $(S, V \setminus S)$, where the cutset of a cut is the set of edges between different parts. We can also define minimal cuts for disconnected graphs (See Section 2). Maximum Minimal Cut is the following problem: given a graph $G = (V, E)$ and an integer $k$, determine the existence of a minimal cut $(S, V \setminus S)$ of size at least $k$. This type of problems, finding a maximum minimal (or minimum maximal) solution on graphs such as Maximum Minimal Vertex Cover [8, 46], Maximum Minimal Dominating Set [1], Maximum Minimal Edge Cover [35], Maximum Minimal Separator [32], Minimum Minimal matching [24, 45], and Minimum Maximal Independent Set [18], has been long studied.

As a well-known fact, a cut $(S, V \setminus S)$ is minimal if and only if both subgraphs induced by $S$ and $V \setminus S$ are connected when the graph is connected [19]. Therefore, a minimal cut is regarded as a two-sided connected cut, while a connected cut is a one-side connected cut\(^1\). Haglin and Venkatean [30] showed that deciding if the input graph has a two-sided connected cut (i.e., a minimal cut) of size at least $k$ is NP-complete even on triconnected cubic planar graphs. This was shown by the fact that for any two-sided connected cut on a connected planar graph $G$, the cutset corresponds to a cycle on the dual graph of $G$ and vice versa. Hence, the problem is equivalent to the longest cycle problem on planar graphs [30]. Recently, Chaourar proved that Maximum Minimal Cut can be solved in polynomial time on series parallel graphs and graphs without $K_5 \setminus e$ as a minor in [12, 13].

Even though there are many important applications of Connected Maximum Cut and Maximum Minimal Cut such as image segmentation [44], forest planning [11], and computing a market splitting for electricity markets [26], the known results are much fewer than those for Maximum Cut due to the difficult nature of simultaneously maximizing its size and handling the connectivity of a cut.

### 1.1 Our contribution

Our contribution is summarized in Table 1. We prove that both Connected Maximum Cut and Maximum Minimal Cut are NP-complete even on planar bipartite graphs. Interestingly, although Maximum Cut can be solved in polynomial time on planar graphs [29, 37] and

---

\(^1\) In [12, 13, 30], the authors used the term “connected cut” for two-sided connected cut. In this paper, however, we use “minimal cut” for two-sided connected cut and “connected cut” for one-sided connected cut for distinction.
bipartite graphs, both problems are intractable even on the intersection of these tractable classes. We also show that the problems are NP-complete on split graphs.

To tackle to this difficulty, we study both problems from the perspective of the parameterized complexity. We give $O^*(tw^{O(tw)})$-time algorithms for both problems, where $tw$ is the tree-width of the input graph. Moreover, we can improve the running time using the rank-based approach [3] to $O^*(c^{tw})$ for Connected Maximum Cut and $O^*(4^{tw})$ for Maximum Minimal cut with randomization. Let us note that our result generalizes the polynomial time algorithms for Maximum Minimal Cut on series parallel graphs and graphs without $K_5 \setminus e$ as a minor due to Chaourar [12, 13] since such graphs are tree-width bounded [42].

Based on these algorithms, we give $O^*(2^{k^{O(1)}})$-time algorithms for both problems. For Connected Maximum Cut, we also give a randomized $O^*(9^k)$-time algorithm. As for polynomial kernelization, we can observe that Connected Maximum Cut and Maximum Minimal Cut admit no polynomial kernel when parameterized by solution size $k$ under a reasonable complexity assumption (see, Theorem 24).

We also consider different structural graph parameters. We design XP-algorithms for both problems when parameterized by clique-width $cw$. Also, we give $O^*(2^{2^{2^{tw}}} + tw)$-time and $O^*(2^{2^{3^{tw}}})$-time FPT algorithms for Connected Maximum Cut and Maximum Minimal Cut, respectively, where $tw$ is the minimum size of a twin-cover of the input graph.

### 1.2 Related work

Maximum Cut is a classical graph optimization problem and there are many applications in practice. The problem is known to be NP-complete even on split graphs, tripartite graphs, co-bipartite graphs, undirected path graphs [7], unit disc graphs [20], and total graphs [28]. On the other hand, it is solvable in polynomial time on bipartite graphs, planar graphs [29, 37], line graphs [28], and proper interval graphs [9]. For the optimization version of Maximum Cut, there is a 0.878-approximation algorithm using semidefinite programming [25]. As for parameterized complexity, Maximum Cut is FPT [40] and has a linear kernel [30, 36] when parameterized by the solution size $k$. Moreover, the problem is FPT when parameterized by tree-width [7] and twin-cover number [23]. Fomin et al. [22] proved that Maximum Cut is W[1]-hard but XP when parameterized by clique-width.

Connected Maximum Cut was proposed in [30]. The problem is a connected variant of Maximum Cut as with Connected Dominating Set [27] and Connected Vertex Cover [15]. Hajiaghayi et al. [31] showed that the problem is NP-complete even on planar graphs whereas it is solvable in polynomial time on bounded treewidth graphs. For the optimization version of Connected Maximum Cut, they proposed a polynomial time approximation scheme (PTAS) on planar graphs and more generally on bounded genus graphs and an $\Omega(1/\log n)$-approximation algorithm on general graphs.

Maximum Minimal Cut was considered in [30] and shown to be NP-complete on planar graphs. Recently, Chaourar proved that the problem can be solved in polynomial time on series parallel graphs [12] and graphs without $K_5 \setminus e$ as a minor [13].

As another related problem, Multi-Node Hubs was proposed by Saurabh and Zehavi [43]: Given a graph $G = (V, E)$ and two integers $k, p$, determine whether there is a connected cut of size at least $k$ such that the size of the connected part is exactly $p$. They proved that Multi-Node Hubs is W[1]-hard with respect to $p$, but solvable in time $O^*(2^{2^{O(k)}})$. As an immediate corollary of their result, we can solve Connected Maximum Cut in time $O^*(2^{2^{O(k)}})$ by solving Multi-Node Hubs for each $0 \leq p \leq n$.

---

2 The $O^*(\cdot)$ notation suppresses polynomial factors in the input size.
Parameterized Algorithms for Maximum Cut with Connectivity Constraints

**Figure 1** Graph parameters and the parameterized complexity of Maximum Cut, Connected Maximum Cut, and Maximum Minimal Cut. Connections between two parameters imply the above one is bounded by some function in the below one.

▶ **Proposition 1** ([43]). Connected Maximum Cut can be solved in time $O^*(2^{2^{O(k)}})$.

In this paper, we improve the running time in Proposition 1 by giving an $O^*(2^{O(k)})$-time algorithm for Connected Maximum Cut in Section 4.4.

2 Preliminaries

In this paper, we use the standard graph notations. Let $G = (V, E)$ be an undirected graph. For $V' \subseteq V$, we denote by $G[V']$ the subgraph of $G$ induced by $V'$. We denote the open neighbourhood of $v$ by $N(v)$ and the closed neighbourhood by $N[v]$.

A cut of $G$ is a pair $(S, V \setminus S)$ for some subset $S \subseteq V$. Note that we allow $S$ (and $V \setminus S$) to be empty. For simplicity, we sometimes denote a cut $(S, V \setminus S)$ by $(S_1, S_2)$ where $S_1 = S$ and $S_2 = V \setminus S$. If the second part $V \setminus S$ of a cut is clear from the context, we may simply denote $(S, V \setminus S)$ by $S$. The cutset of $S$, denoted by $\delta(S)$, is the set of cut edges between $S$ and $V \setminus S$. The size of a cut is defined as the number of edges in its cutset (i.e., $|\delta(S)|$).

A cut $S$ is connected if the subgraph induced by $S$ is connected. We say that a cutset is minimal if there is no non-empty proper cutset of it. A cut is minimal if its cutset is minimal. It is well known that for every minimal cut $S$, $G[S]$ and $G[V \setminus S]$ are connected when $G$ is connected [19]. If $G$ has two or more connected component, every cutset of a minimal cut of $G$ corresponds to a minimal cutset of its connected component. Therefore, throughout the paper, except in Theorem 24, we assume the input graph $G$ is connected. Let $p$ be a predicate. We define the function $[p]$ as follows: if $p$ is true, then $[p] = 1$, otherwise $[p] = 0$.

2.1 Graph parameters

In this paper, we use the following graph parameters: clique-width $cw(G)$, tree-width $tw(G)$, path-width $pw(G)$, twin-cover number $tc(G)$, and vertex cover number $vc(G)$. The definitions of them can be found in [14, 16, 23]. For clique-width, tree-width, path-width, twin-cover number, and vertex cover number, the following relations hold.

▶ **Proposition 2** ([6, 14, 23]). For any graph $G$, the following inequalities hold: $cw(G) \leq 2^{tw(G)+1} + 1$, $cw(G) \leq pw(G) + 1$, $tw(G) \leq pw(G) \leq vc(G)$, $cw(G) \leq 2^{tc(G)} + tc(G)$, and $tc(G) \leq vc(G)$.

From Proposition 2, we can illustrate the parameterized complexity of Maximum Cut, Connected Maximum Cut, and Maximum Minimal Cut associated with graph parameters in Figure 1.
3 Computational Complexity on Graph Classes

In this section, we prove that Connected Maximum Cut and Maximum Minimal Cut are NP-complete on planar bipartite graphs and split graphs.

3.1 Planar bipartite graphs

\textbf{Theorem 3.} Connected Maximum Cut is NP-complete on planar bipartite graphs.

\textbf{Theorem 4.} Maximum Minimal Cut is NP-complete on planar bipartite subcubic graphs.

\textbf{Proof.} We give a reduction from Maximum Minimal Cut on planar cubic graphs, which is known to be NP-complete [30]. Given a connected planar cubic graph \( G = (V, E) \), we split each edge \( e = \{u, w\} \in E \) by a vertex \( v_e \), that is, we introduce a new vertex \( v_e \) and replace \( e \) by \( \{u, v_e\} \) and \( \{v_e, w\} \). Let \( V_E = \{v_e \mid e \in E\} \) and \( G' = (V \cup V_E, E') \) the reduced graph. Since we split each edge by a vertex and \( G \) is a planar cubic graph, \( G' \) is not only planar but also bipartite and subcubic. In the following, we show that there is a minimal cut of size at least \( k \) in \( G \) if and only if so is in \( G' \). We can assume that \( k > 2 \).

Let \( (S_1, S_2) \) be a minimal cut of \( G \). We construct a cut \( (S_1', S_2') \) of \( G' \) with \( S_i \subseteq S'_i \) for \( i = 1, 2 \). For each edge \( e \in E \), we add \( v_e \) to \( S'_2 \) if both endpoints of \( e \) are contained in \( S_2 \), and otherwise add \( v_e \) to \( S'_1 \). Recall that a cut is minimal if and only if both sides of the cut induce connected subgraphs. We claim that both \( G'[S'_1] \) and \( G'[S'_2] \) are connected. To see this, consider vertices \( u, v \in S_1 \). As \( G[S_1] \) is connected, there is a path between \( u \) and \( v \) in \( G[S_1] \). By the construction of \( S'_1 \), every vertex of the path is in \( S'_1 \) and for every edge \( e \) in the path, we have \( v_e \in S'_1 \). Therefore, there is a path between \( u \) and \( v \) in \( G'[S'_1] \). Moreover, for every \( v_e \in S'_1 \), at least one endpoint of \( e \) is in \( S'_1 \). Hence, \( G'[S'_1] \) is connected. Symmetrically, \( G'[S'_2] \) is connected. Moreover, for each \( e = \{u, w\} \) with \( u \in S'_1 \) and \( w \in S'_2 \), \( \{v_e, w\} \) is a cut edge in \( G' \). Therefore, \( (S'_1, S'_2) \) is a minimal cut of size at least \( k \).

Conversely, we are given a minimal cut \( (S'_1, S'_2) \) of size \( k \). We let \( S_i = S'_i \cap V \) for \( i = 1, 2 \). For each \( e = \{u, v\} \), we can observe that \( v_e \in S'_1 \) if \( u, w \in S'_2 \) due to the connectivity of \( S'_1 \) and \( k > 2 \). This means that an edge \( (u, v_e) \) (or \( (w, v_e) \)) contributes to the cut if and only if exactly one of \( u \) and \( w \) is contained in \( S'_1 \) (and hence \( S_1 \)), that is, the edge \( e \) contributes to the cut \( (S_1, S_2) \) in \( G \). Therefore, the size of the cut \( (S_1, S_2) \) is at least \( k \). Moreover, \( u \) and \( v \) are connected by a path through \( v_e \) in \( G'[S'_1] \) if and only if \( u \) and \( v \) are contained in \( S_1 \) and adjacent to each other in \( G[S_i] \). Hence, \( G[S_i] \) is connected for each \( i = 1, 2 \), and the theorem follows.

3.2 Split graphs

\textbf{Theorem 5.} Connected Maximum Cut is NP-complete on split graphs.

\textbf{Proof.} We reduce the following problem called Exact 3-cover, which is known to be NP-complete: Given a set \( X = \{x_1, x_2, \ldots, x_{3n}\} \) and a family \( \mathcal{F} = \{F_1, F_2, \ldots, F_m\} \), where each \( F_i = \{x_{i1}, x_{i2}, x_{i3}\} \) has three elements of \( X \), the objective is to find a subfamily \( \mathcal{F}' \subseteq \mathcal{F} \) such that every element in \( X \) is contained in exactly one of the subsets \( \mathcal{F}' \). By making some copies of 3-element sets if necessary, we may assume that \( |\{F \in \mathcal{F} \mid x \in F\}| \geq 3(n + 2) \) for each \( x \in X \), which implies that \( m \) is sufficiently large compared to \( n \).

Given an instance of Exact 3-cover with \( |\{F \in \mathcal{F} \mid x \in F\}| \geq 3(n + 2) \) for each \( x \in X \), we construct an instance of Connected Maximum Cut in a split graph as follows. We introduce \( m \) vertices \( u_1, u_2, \ldots, u_m \), where each \( u_i \) corresponds to \( F_i \), and introduce \( m - 2n \) vertices \( u_{m+1}, u_{m+2}, \ldots, u_{2(m-n)} \). Let \( U := \{u_1, u_2, \ldots, u_{2(m-n)}\} \). For
i = m + 1, m + 2, \ldots, 2(m - n), introduce a vertex set $Y_i$ of size $M$, where $M$ is a sufficiently large integer compared to $n$ (e.g. $M = 3n+1$). Now, we construct a graph $G = (U \cup X \cup Y, E)$, where $Y := \bigcup_{m+1 \leq i \leq 2m-2} Y_i, E_U := \{(u, u') | u, u' \in U, u \neq u'\}, E_X := \{(u, x_j) | 1 \leq i \leq m, 1 \leq j \leq 2n, x_j \in F_i\}, E_Y := \{(u, y) | m + 1 \leq i \leq 2(m-n), y \in Y_i\},$ and $E := E_U \cup E_X \cup E_Y.$ Then, $G$ is a split graph in which $U$ induces a clique and $X \cup Y$ is an independent set. We now show the following claim.

> Claim. The original instance of Exact 3-cover has a solution if and only if the obtained graph $G$ has a connected cut of size at least $(m-n)^2 + 3m - 3n + (m-2n) M$.

Proof. Suppose that the original instance of Exact 3-cover has a solution $F'$. Then $S := \{u_i | F_i \in F\} \cup \{u_i | m + 1 \leq i \leq 2(m-n)\} \cup X$ is a desired connected cut, because $|\delta(S) \cap E_U| = (m-n)^2, |\delta(S) \cap E_X| = \sum_{i=1}^{m} |F_i| - |X| = 3m - 3n$, and $|\delta(S) \cap E_Y| = (m-2n) M$.

Conversely, suppose that the obtained instance of Connected Maximum Cut has a connected cut $S$ such that $|\delta(S)| \geq (m-n)^2 + 3m - 3n + (m-2n) M$. Since $|\delta(S) \cap E_U| \leq (m-n)^2, |\delta(S) \cap E_X| \leq 3m, and |\delta(S) \cap E_Y| \leq |S \cap \{u_{m+1}, \ldots, u_{2(m-n)}\}| \cdot M$, we obtain $|S \cap \{u_{m+1}, \ldots, u_{2(m-n)}\}| = m - 2n,$ that is, $\{u_{m+1}, \ldots, u_{2(m-n)}\} \subseteq S.$ Let $t = |S \cap \{u_1, \ldots, u_m\}|, X_0 = \{x \in X \mid N(x) \cap S = \emptyset\}$ the vertices in $X$ that has no neighbor in $S$, $X_{all} = \{x \in X \mid N(x) \subseteq S\}$ the vertices in $X$ whose neighbor is entirely included in $S$, and $X_{part} = X \setminus (X_0 \cup X_{all})$ all the other vertices in $X$. Recall that every element in $X$ is contained in at least 3$(m+2)$ subsets of $F$. Then, since $|\delta(S) \cap E_U| = (m-t)(m-2n+t) = (m-n)^2 - (t-n)^2, |\delta(S) \cap E_X| \leq |E_X| - |X_{part}| - |\delta(X_0)| \leq 3m - (3n - |X_{all}| - |X_0|) - 3(n+2)|X_0|, |\delta(S) \cap E_Y| \leq (m-2n) M, and $|\delta(S)| \geq (m-n)^2 + 3m - 3n + (m-2n) M$, we obtain

$|X_{all}| - (3n + 5)|X_0| - (t - n)^2 \geq 0. \tag{1}$

By counting the number of edges between $S \cap \{u_1, u_2, \ldots, u_m\}$ and $X$, we obtain $3t \geq |\delta(X_{all})| \geq 3(n+2)|X_{all}|,$ which shows that $t \geq (n+2)|X_{all}|.$ If $|X_{all}| \geq 1,$ then $t \geq (n+2)|X_{all}| \geq n+2|X_{all}|$, and hence $|X_{all}| - 3(n+5)|X_0| - (t - n)^2 \leq |X_{all}| - (2|X_{all}|)^2 < 0,$ which contradicts (1). Thus, we obtain $|X_{all}| = 0, and hence we have $t = n$ and $X_0 = \emptyset$ by (1). Therefore, $F' := \{F_i | 1 \leq i \leq m, \ u_i \in S\}$ satisfies that $|F'| = n$ and $\bigcup_{F \in F'} F = X.$ This shows that $F'$ is a solution of the original instance of Exact 3-cover.

This shows that Exact 3-cover is reduced to Connected Maximum Cut in split graphs, which completes the proof.

> Theorem 6. Maximum Minimal Cut is NP-complete on split graphs.
4 Parameterized Complexity

4.1 Tree-width

In this section, we give FPT algorithms for Connected Maximum Cut and Maximum Minimal Cut parameterized by tree-width. In particular, we design $O^*(c^{tw})$-time algorithms where $c$ is some constant.

4.1.1 $O^*(tw^{O(tw)})$-algorithm

We design an $O^*(tw^{O(tw)})$-algorithm for Maximum Minimal Cut. To do this, we consider a slightly different problem, called Maximum Minimal $s$-$t$ Cut: Given a graph $G = (V,E)$, an integer $k$ and two vertices $s,t \in V$, determine whether there is a cut $(S_1,S_2)$ of size at least $k$ in $G$ such that $s \in S_1$, $t \in S_2$ and $(S_1,S_2)$ is minimal, that is, both $G[S_1]$ and $G[S_2]$ are connected. If we can solve Maximum Minimal $s$-$t$ Cut in time $O^*(tw^{O(tw)})$, we can also solve Maximum Minimal Cut in the same running time up to a polynomial factor in $n$ since it suffices to compute Maximum Minimal $s$-$t$ Cut for each pair of $s$ and $t$.

Our algorithm is based on standard dynamic programming on a tree decomposition. This algorithm outputs a maximum minimal cut $(S_1,S_2)$. Basically, the algorithm is almost the same as an $O^*(2^{tw})$-algorithm for Max Cut in [7] except for keeping the connectivity of a cut. In other words, for each vertex, we label either 1 or 2, which represent a vertex is assigned to $S_1$ or $S_2$. To keep track of the connectivity, for each bag $X_i$, we consider two partitions $S_1$ and $S_2$ of $S_1 \setminus X_i$ and $S_2 \setminus X_i$, respectively.

Theorem 7. Given a tree decomposition of width $tw$ of $G$, Maximum Minimal Cut and Maximum Minimal $s$-$t$ Cut can be solved in time $O^*(tw^{O(tw)})$.

The algorithm in Theorem 7 is applicable to Connected Maximum $s$-$t$ Cut and Connected Maximum Cut as well.

Theorem 8. Give a tree decomposition of width $tw$, Connected Maximum $s$-$t$ Cut and Connected Maximum Cut are solvable in time $O^*(tw^{O(tw)})$.

The dynamic programming algorithms in Theorems 7, 8 can be seen as ones for connectivity problems such as finding a Hamiltonian cycle, a feedback vertex set, and a Steiner tree. For such problems, we can improve the running time $tw^{O(tw)}$ to $2^{O(tw)}$ using two techniques called the rank-based approach due to Bodlaender et al. [3] and the cut & count technique due to Cygan et al. [17]. In the next two subsections, we improve the running time of the algorithms described in this section using these techniques.

4.1.2 Rank-based approach

In this subsection, we provide faster $2^{O(tw)}$-time deterministic algorithms parameterized by tree-width. To show this, we use the rank-based approach proposed by Bodlaender et al. [3]. The key idea of the rank-based approach is to keep track of small representative sets of size $2^{O(tw)}$ that capture partial solutions of an optimal solution instead of $tw^{O(tw)}$ partitions. Indeed, we can compute small representative sets within the claimed running time using reduce algorithm [3].

Theorem 9. Given a tree decomposition of width $tw$, there are $O^*((1 + 2^{tw+1})^{tw})$-time deterministic algorithms for Connected Maximum $s$-$t$ Cut and Connected Maximum Cut.
Theorem 10. Given a tree decomposition of width $tw$, there are $O^+(2^{(w+2)tw})$-time deterministic algorithms for Maximum Minimal $s$-$t$ Cut and Maximum Minimal Cut.

4.1.3 Cut & Count

In this subsection, we design much faster randomized algorithms by using Cut & Count, which is the framework for solving the connectivity problems faster [17]. In Cut & Count, we count the number of relaxed solutions modulo 2 on a tree decomposition and determine whether there exists a connected solution by cancellation tricks.

Theorem 11. Given a tree decomposition of width $tw$, there is a Monte-Carlo algorithm that solves Maximum Minimal Cut and Maximum Minimal $s$-$t$ Cut in time $O^+(4^{tw})$. It cannot give false positives and may give false negatives with probability at most $1/2$.

Theorem 12. Given a tree decomposition of width $tw$, there is a Monte-Carlo algorithm that solves Connected Maximum Cut and Connected Maximum $s$-$t$ Cut in time $O^+(3^{tw})$. It cannot give false positives and may give false negatives with probability at most $1/2$.

4.2 Clique-width

In this section, we design XP algorithms for both Connected Maximum Cut and Maximum Minimal Cut when parameterized by clique-width. The algorithms are analogous to the dynamic programming algorithm for Maximum Cut given by Fomin et al. [22], but we need to carefully control the connectivity information in partial solutions.

Suppose that the clique-width of $G$ is $w$. Then, $G$ can be constructed by the four operations: creation, disjoint union, joining, and relabeling (see e.g., [14]). This construction naturally defines a tree expressing a sequence of operations. This tree is called a $w$-expression tree of $G$ and used for describing dynamic programming algorithms for many problems based on clique-width. Here, we rather use a different graph parameter and its associated decomposition closely related to clique-width. We believe that this decomposition is more suitable to describe our dynamic programming.

Definition 13. Let $X \subseteq V(G)$. We say that $M \subseteq X$ is a twin-set of $X$ if for any $v \in V(G) \setminus X$, either $M \subseteq N(v)$ or $M \cap N(v) = \emptyset$ holds. A twin-set $M$ is called a twin-class of $X$ if it is maximal subject to being a twin-set of $X$. $X$ can be partitioned into twin-classes of $X$.

Definition 14. Let $w$ be an integer. We say that $X \subseteq V(G)$ is a $w$-module of $G$ if $X$ can be partitioned into $w$ twin-classes $\{X_1, X_2, \ldots, X_w\}$. A decomposition tree of $G$ is a pair of a rooted binary tree $T$ and a bijection $\phi$ from the set of leaves of $T$ to $V(G)$. For each node $v$ of $T$, we denote by $L_v$ the set of leaves, each of which is either $v$ or a descendant of $v$. The width of a decomposition tree $(T, \phi)$ of $G$ is the minimum $w$ such that for every node $v$ in $T$, the set $\bigcup_{l \in L_v} \phi(l)$ is a $w_v$-module of $G$ with $w_v \leq w$. The module-width of $G$ is the minimum $t$ such that there is a decomposition tree of $G$ of width $w$.

Rao [41] proved that clique-width and module-width are linearly related to each other. Let $cw(G)$ and $mw(G)$ be the clique-width and the module-width of $G$, respectively. We note that a similar terminology “modular-width” has been used in many researches, but module-width used in this paper is different from it.

Theorem 15 ([41]). For every graph $G$, $mw(G) \leq cw(G) \leq 2mw(G)$. 


Moreover, given a \( w \)-expression tree of \( G \), we can in time \( O(n^2) \) compute a decomposition tree \((T, \phi)\) of \( G \) of width at most \( w \) and \( w_v \leq w \) twin-classes of \( \bigcup_{l \in L_v} \phi(l) \) for each node \( v \) in \( T \) [10].

Fix a decomposition tree \((T, f)\) of \( G \) whose width is \( w \). Our dynamic programming algorithm runs over the nodes of the decomposition tree in a bottom-up manner. For each node \( v \) in \( T \), we let \( \{X^v_1, X^v_2, \ldots, X^v_{w_v}\} \) be the twin-classes of \( \bigcup_{l \in L_v} \phi(l) \). From now on, we abuse the notation to denote \( \bigcup_{l \in L_v} \phi(l) \) simply by \( L_v \). A tuple of \( 4w_v \) integers \( t = (p_1, p_2, \ldots, p_{w_v}, \bar{p}_{w_v}, c_1, c_2, \ldots, c_{w_v}, \bar{c}_{w_v}) \) is valid for \( v \) if it holds that \( 0 \leq p_i, \bar{p}_i \leq |X^v_i| \) with \( p_i + \bar{p}_i = |X^v_i| \) and \( c_i, \bar{c}_i \in \{0, 1\} \) for each \( 1 \leq i \leq w_v \). For a valid tuple \( t \) for \( v \), we say that a cut \((S, L_v \setminus S)\) of \( G[L_v] \) is \( t \)-legitimate if for each \( 1 \leq i \leq w_v \), it satisfies the following conditions:

- \( p_i = |S \cap X^v_i| \),
- \( \bar{p}_i = |(L_v \setminus S) \cap X^v_i| \),
- \( G[S \cap X^v_i] \) is connected if \( c_i = 1 \), and
- \( G[(L_v \setminus S) \cap X^v_i] \) is connected if \( \bar{c}_i = 1 \).

The size of a \( t \)-legitimate cut is defined accordingly. In this section, we allow each side of a cut to be empty and the empty graph is considered to be connected. Our algorithm computes the value \( mc(v, t) \) that is the maximum size of a \( t \)-legitimate cut for each valid tuple \( t \) and for each node \( v \) in the decomposition tree.

**Leaves (Base step):**

For each valid tuple \( t \) for a leaf \( v \), \( mc(v, t) = 0 \). Note that there is only one twin-class \( X^v_1 = \{v\} \) for \( v \) in this case.

**Internal nodes (Induction step):**

Let \( v \) be an internal node of \( T \) and let \( a \) and \( b \) be the children of \( v \) in \( T \). Consider twin-classes \( X^a = \{X^a_1, X^a_2, \ldots, X^a_{w_a}\} \), \( X^b = \{X^b_1, X^b_2, \ldots, X^b_{w_b}\} \), and \( X^v = \{X^v_1, X^v_2, \ldots, X^v_{w_v}\} \) of \( L_v \), \( L_a \), and \( L_b \), respectively. Note that \( X^a \cup X^b \) is a partition of \( L_v \).

**Observation 1.** \( X^v \) is a partition of \( L_v \) coarser than \( X^a \cup X^b \).

To see this, consider an arbitrary twin-class \( X^v_i \) of \( L_a \). By the definition of twin-sets, for every \( z \in V(G) \setminus L_a \), either \( X^v_i \subseteq N(z) \) or \( X^v_i \cap N(z) = \emptyset \) holds. Since \( V(G) \setminus L_v \subseteq V(G) \setminus L_a \), \( X^v_i \) is also a twin-set of \( L_v \), which implies \( X^v_i \) is included in some twin-class \( X^a_j \) of \( L_v \). This argument indeed holds for twin-classes of \( L_b \). Therefore, we have the above observation.

The intuition of our recurrence is as follows. By Observation 1, every twin-class of \( L_v \) can be obtained by merging some twin-classes of \( L_a \) and of \( L_b \). This means that every \( t_v \)-legitimate cut of \( G[L_v] \) for a valid tuple \( t_v \) for \( v \) can be obtained from some \( t_a \)-legitimate cut and \( t_b \)-legitimate cut for valid tuples for \( a \) and \( b \), respectively. Moreover, for every pair of twin-classes \( X^a_i \) of \( L_a \) and \( X^b_j \) of \( L_b \), either there are no edges between them or every vertex in \( X^a_i \) is adjacent to every vertex in \( X^b_j \) as \( X^a_i \) is a twin-set of \( L_a \). Therefore, the number of edges in the cutset of a cut \((S, L_v \setminus S)\) between \( X^a_i \) and \( X^b_j \) depends only on the cardinality of \( X^a_i \cap S \) and \( X^b_j \cap S \) rather than actual cuts \((S \cap X^a_i, (L_v \setminus S) \cap X^a_i)\) and \((S \cap X^b_j, (L_v \setminus S) \cap X^b_j)\).

Now, we formally describe this idea. Let \( X^v \) be a twin-class of \( L_v \). We denote by \( I_a(X^v) \) (resp. \( I_b(X^v) \)) the set of indices \( i \) such that \( X^a_i \) (resp. \( X^b_i \)) is included in \( X^v \) and by \( X^a(X^v) \) (resp. \( X^b(X^v) \)) the set \( \{X^a_i : i \in I_a(X^v)\} \) (resp. \( \{X^b_i : i \in I_b(X^v)\} \)). For \( X^a \in X^a(X^v) \) and \( X^b \in X^b(X^v) \), we say that \( X^a \) is adjacent to \( X^b \) if every vertex in \( X^a \) is adjacent to every
vertex in \( X^b \) and otherwise \( X^a \) is not adjacent to \( X^b \). This adjacency relation naturally defines a bipartite graph whose vertex set is \( X^a(X^v) \cup X^b(X^v) \). We say that a subset of twin-classes of \( X^a(X^v) \cup X^b(X^v) \) is non-trivially connected if it induces a connected bipartite graph with at least twin-classes. Let \( S \subseteq X^v \). To make \( G[S] \) (and \( G[X^v \setminus S] \)) connected, the following observation is useful.

**Observation 2.** Suppose \( S \subseteq X^v \) has a non-empty intersection with at least two twin-classes of \( X^a(X^v) \cup X^b(X^v) \). Then, \( G[S] \) is connected if and only if the twin-classes having a non-empty intersection with \( S \) are non-trivially connected.

This observation immediately follows from the fact that every vertex in a twin-class is adjacent to every vertex in an adjacent twin-class and is not adjacent to every vertex in a non-adjacent twin-class.

Let \( t_v = (p^a_1, p^b_1, \ldots, p^a_{w_a}, p^b_{w_b}, c^a_1, c^b_1, \ldots, c^a_{w_a}, c^b_{w_b}) \) be a valid tuple for \( v \). For notational convenience, we use \( p^a_1 \) to denote \( (p^a_1, p^a_2, \ldots, p^a_{w_a}, c^a_1, c^a_2, \ldots, c^a_{w_a}, c^a_{w_a}) \) and \( c^b \) to denote \( (c^b_1, c^b_2, \ldots, c^b_{w_a}, c^b_{w_b}) \) for each node \( v \) in \( T \). For valid tuples \( t_a = (p^a, c^a) \) for \( a \) and \( t_b = (p^b, c^b) \) for \( b \), we say that \( t_v \) is consistent with the pair \((t_a, t_b)\) if for each \( 1 \leq i \leq w_v \),

\[
\begin{align*}
C_1 &\quad p^a_i = \sum_{j \in \text{edges}(X^v)} p^a_{ij} + \sum_{j \in \text{edges}(X^v)} p^b_{ij}; \\
C_2 &\quad p^b_i = \sum_{j \in \text{edges}(X^v)} p^b_{ij} + \sum_{j \in \text{edges}(X^v)} p^a_{ij}; \\
C_3 &\quad c^a_i = 1, \text{ either (1) } \{ X^a_i : j \in I_a(X^v), p^a_i > 0 \} \cup \{ X^b_j : j \in I_b(X^v), p^b_j > 0 \} \text{ is non-trivially connected or (2) exactly one of } \{ p^a_j : s \in \{a,b\}, 1 \leq j \leq w_s \} \text{ is positive, say } p^a_j, \text{ and } c^a_j = 1; \\
C_4 &\quad c^b_i = 1, \text{ either (1) } \{ X^a_i : j \in I_a(X^v), p^a_i > 0 \} \cup \{ X^b_j : j \in I_b(X^v), p^b_j > 0 \} \text{ is non-trivially connected or (2) exactly one of } \{ p^b_j : s \in \{a,b\}, 1 \leq j \leq w_s \} \text{ is positive, say } p^b_j, \text{ and } c^b_j = 1.
\end{align*}
\]

**Lemma 16.**

\[
\text{mc}(v, t_v) = \max_{t_a, t_b} \left( \text{mc}(a, t_a) + \text{mc}(b, t_b) + \sum_{X^a_i \in X^a, X^b_j \in X^b \text{ adjacent}} (p^a_i p^b_j + p^b_j p^a_i) \right),
\]

where the maximum is taken over all consistent pairs \((t_a, t_b)\).

**Proof.** We first show that the left-hand side is at most the right-hand side. Suppose \((S_a, L_a \setminus S)\) be a \( t_a \)-legitimate cut of \( G[L_a] \) whose size is equal to \( \text{mc}(v, t_v) \). Let \( S_b = S \cap L_a \) and \( S_b = S \cap L_b \). We claim that \((S_a, L_a \setminus S_a)\) is a \( t_a \)-legitimate cut of \( G[L_a] \) for some valid tuple \( t_a \) for \( a \). This is obvious since we set \( p^a_i = |S_a \cap X^a_i|, p^b_i = |(L_a \setminus S_a) \cap X^b_i|, c^a_i = 1 \) if \( G[S_a \cap X^a_i] \) is connected, and \( c^a_i = 1 \) if \( G[(L_a \setminus S_a) \cap X^a_i] \) is connected, which yields a valid tuple \( t_a \) for \( a \). We also conclude that \((S_b, L_b \setminus S_b)\) is a \( t_b \)-legitimate cut of \( G[L_b] \) for some valid tuple \( t_b \) for \( b \). Moreover, the number of cut edges between twin-class \( X^a \) of \( L_a \) and twin-class \( X^b \) of \( L_b \) is \(|S_a \cap X^a_i| \cdot |(L_b \setminus S_b) \cap X^b_i| + |S_b \cap X^b_j| \cdot |(L_a \setminus S_a) \cap X^a_i| = p^a_i p^b_j + p^b_j p^a_i\) if \( X^a_i \) and \( X^b_j \) is adjacent, zero otherwise. Therefore, the left-hand side is at most the right-hand side.

To show the converse direction, suppose \((S_a, L_a \setminus S_a)\) is a \( t_a \)-legitimate cut of \( G[L_a] \) and \((S_b, L_b \setminus S_b)\) is a \( t_b \)-legitimate cut of \( G[L_b] \), where \( t_v \) is consistent with \((t_a, t_b)\) and the sizes of the cuts are \( \text{mc}(a, t_a) \) and \( \text{mc}(b, t_b) \), respectively. We claim that \((S_a \cup S_b, L_a \setminus (S_a \cup S_b))\) is a \( t_v \)-legitimate cut of \( G[L_v] \). Since \( t_v \) is consistent with \((t_a, t_b)\), for each \( 1 \leq i \leq w_v \), we have \( p^a_i = \sum_{j \in \text{edges}(X^v)} p^a_{ij} + \sum_{j \in \text{edges}(X^v)} p^b_{ij} = \sum_{1 \leq j \leq w_a} |S_a \cap X^a_i| + \sum_{1 \leq j \leq w_b} |S_b \cap X^b_i| = |(S_a \cup S_b) \cap X^a_i| \). Symmetrically, we have \( p^b_i = |(L_v \setminus (S_a \cup S_b)) \cap X^a_i| \). If \( c^a_i = 1 \), by condition C3 of the
consistency, either (1) $\{X^a_j : j \in I_a(X^v), p^a_j > 0\} \cup \{X^b_j : j \in I_b(X^v), p^b_j > 0\}$ is non-trivially connected or (2) exactly one of $\{p^a_j : s \in \{a, b\}, 1 \leq j \leq w_s\}$ is positive, say $p^a_j$, and $c^i_j = 1$.

If (1) holds, by Observation 2, $G[(S_a \cap S_b) \cap X^a_i]$ is connected. Otherwise, as $c^i_j = 1$, $G[S_a \cap X^a_i] = G[(S_a \cup S_b) \cap X^a_i]$ is also connected. By a symmetric argument, we conclude that $G[L \cap (S_a \cup S_b) \cap X^a_i]$ is connected if $\tau^i_j = 1$. Therefore the cut $(S_a \cup S_b, L \setminus (S_a \cup S_b))$ is $t_\ell$-legitimate. Since the cut edges between two twin-classes of $L_\ell$ is counted by $mc(a,t_\ell)$ and those between two twin-classes of $L_w$ is counted by $mc(b,t_\ell)$. Similar to the forward direction, the number of cut edges between a twin-class of $L_\ell$ and a twin-class of $L_w$ can be counted by the third term in the right-hand side of the equality. Hence, the left-hand side is at least right-hand side.

\section*{Theorem 17.} \textbf{Connected Maximum Cut and Maximum Minimal Cut} can be computed in time $n^{O(w)}$ provided that a $w$-expression tree of $G$ is given as input.

\textbf{Proof.} From a $w$-expression tree of $G$, we can obtain a decomposition tree $(T, \phi)$ of width at most $w$ in $O(n^2)$ time using Rao’s algorithm \cite{41}. Based on this decomposition, we evaluate the recurrence in Lemma 16 in a bottom-up manner. The number of valid tuples for each node of $T$ is at most $4^w n^w$. For each internal node $v$ and for each valid tuple $t_\ell$ for $v$, we can compute $mc(v, t_\ell)$ in $(4^w n^w)^2 n^{O(1)}$ time. Overall, the running time of our algorithm is $n^{O(w)}$.

Let $r$ be the root of $T$. For Connected Maximum Cut, by the definition of legitimate cuts, we should take the maximum value among $mc(r, (i, n-i, j))$ for $1 \leq i < n$ and $j \in \{0, 1\}$. Note that as $L_\ell$ has only one twin-class, the length of valid tuples is exactly four. For Maximum Minimal Cut, we should take the maximum value among $mc(r, (i, n-i, 1, 1))$ for $1 \leq i < n$.

Since there is an algorithm that, given a graph $G$ and an integer $k$, either conclude that the clique-width of $G$ is more than $k$ or find a $(2^k - 1)$-expression tree of $G$ in time $O(n^3)$ \cite{33, 39, 38}. Maximum Minimal Cut and Connected Maximum Cut are XP parameterized by the clique-width of the input graph.

\subsection*{4.3 Twin-cover}

Maximum Cut is FPT when parameterized by twin-cover number \cite{23}. In this section, we show that Connected Maximum Cut and Maximum Minimal Cut are also FPT when parameterized by twin-cover number.

\section*{Theorem 18.} \textbf{Connected Maximum Cut} can be solved in time $O^*(2^{2^{v+c} + \ell c})$.

\textbf{Proof.} We first compute a minimum twin-cover $X$ of $G = (V, E)$ in time $O^*(1.2738^{v+c})$ \cite{23}. Now, we have a twin-cover $X$ of size $\ell c$. Recall that $G[V \setminus X]$ consists of vertex disjoint cliques and for each $u, v \in Z$ in a clique $Z$ of $G[V \setminus X]$, $N(u) \cap X = N(v) \cap X$.

We iterate over all possible subsets $X'$ of $X$ and compute the size of a maximum cut $(S, V \setminus S)$ of $G$ with $S \cap X = X'$.

If $X' = \emptyset$, exactly one of the cliques of $G[V \setminus X]$ intersects $S$ as $G[S]$ is connected. Thus, we can compute a maximum cut by finding a maximum cut for each clique of $G[V \setminus X]$, which can be done in polynomial time.

Suppose otherwise that $X' \neq \emptyset$. We define a type of each clique $Z$ of $G[V \setminus X]$. The type of $Z$, denoted by $T(Z)$, is $N(Z) \cap X$. Note that there are at most $2^v - 1$ types of cliques in $G[V \setminus X]$.

For each type of cliques, we guess that $S$ has an intersection with this type of cliques. There are at most $2^{2^v - 1}$ possible combinations of types of cliques. Let $\mathcal{T}$ be the set of types...
in $G[V \setminus X]$. For each guess $T' \subseteq \mathcal{T}$, we try to find a maximum cut $(S, V \setminus S)$ such that $G[S]$ is connected, $S \cap X = X'$, for each $T \in \mathcal{T}$, at least one of the cliques of type $T$ has an intersection with $S$, and for each $T \notin \mathcal{T}'$, every clique of type $T$ has no intersection with $S$. We can easily check if $G[S]$ will be connected as $S$ contains a vertex of a clique of type $T \in \mathcal{T}'$. Consider a clique $Z$ of type $T(Z) = X'' \subseteq X$. Since every vertex in $Z$ has the same neighborhood in $X$, we can determine the number of cut edges incident to $Z$ from the cardinality of $S \cap Z$. More specifically, if $|S \cap Z| = p$, the number of cut edges incident to $Z$ is equal to $p(|Z| - p) + p |X'' \cap (X \setminus X')| + ((|Z| - p)|X'' \cap X'|$. Moreover, we can independently maximize the number of cut edges incident to $Z$ for each clique $Z$ of $G[V \setminus X]$.

Overall, for each $X' \subseteq X$ and for each set of types $\mathcal{T}'$, we can compute a maximum connected cut with respect to $X'$ and $\mathcal{T}'$ in polynomial time. Therefore, the total running time is bounded by $O^*(2^{3e+tc})$.

\textbf{Theorem 19.} \textit{Maximum Minimal Cut can be solved in time $O^*(2^{3e+3tc})$.}

### 4.4 Solution size

In this section, we give FPT algorithms parameterized by the solution size for \textsc{Connected Maximum Cut} and \textsc{Maximum Minimal Cut}. To show this, we use the following theorem.

\textbf{Theorem 20} ([2]). \textit{The Cartesian product $C_k \times K_2$ of a $k$-circuit with $K_2$ is called a $k$-prism. If $G$ contains no $k$-prism as a minor, $tw(G) = O(k^2)$.}

Then we have the following theorem.

\textbf{Theorem 21.} \textit{Connected Maximum Cut and Maximum Minimal Cut can be solved in time $O^*(2^{O(k^3)})$ where $k$ is the solution size.}

\textbf{Proof.} We first determine whether the tree-width of $G$ is $O(k^2)$ in time $O^*(2^{O(k^2)})$ by using the algorithm in [5]. If $tw(G) = O(k^2)$, the algorithm in [5] outputs a tree decomposition of width $O(k^2)$. Thus, we apply the dynamic programming algorithms based on tree decompositions described in Section 4.1, and the running time is $O^*(2^{O(k^2)})$. Otherwise, we can conclude that $G$ has a minimal cut (and also a connected cut) of size at least $k$. To see this, consider a $k$-prism minor of $G$. Then, we take $k$ “middle edges” corresponding to $K_2$ in the $k$-prism minor and add some edges to make these edges form a cutset of some minimal cut of $G$. The size of such a cut is at least $k$ and hence $G$ has a minimal cut and a connected cut of size at least $k$.

For \textsc{Connected Maximum Cut}, we can further improve the running time by giving an $O^*(9^k)$-time algorithm.

In [21], Fellows et al. proposed a “Win/Win” algorithm that outputs in linear time either a spanning tree of $G$ having at least $k$ leaves, or a path decomposition of $G$ of width at most $2k$. If $G$ has such a spanning tree, we can construct a cut $(S, V \setminus S)$ of size at least $k$ by taking the internal vertices of the tree for $S$. Clearly, $G[S]$ is connected, and hence we are done in this case. Otherwise, we have a path decomposition of width at most $2k$. Thus, we can compute \textsc{Connected Maximum Cut} on such a path decomposition by using an $O^*(3^{tw})$-algorithm in Section 4.1.

\textbf{Theorem 22.} \textit{There is a Monte-Carlo algorithm that solves Connected Maximum Cut in time $O^*(9^k)$. It cannot give false positives and may give false negatives with probability at most $1/2$.}
Also, using the rank-based algorithm in Theorem 9, we obtain an $O^*(38.2^k)$-time deterministic algorithm for Connected Maximum Cut. Note that our rank-based algorithm in Theorem 9 runs in time $O^*((1 + 2^\omega)^{pw})$ on a path decomposition and $(1 + 2^\omega)^2 < 38.2$, where $\omega < 2.3727$ is the exponent of matrix multiplication.

\begin{theorem}
There is an $O^*(38.2^k)$-time deterministic algorithm for Connected Maximum Cut.
\end{theorem}

As for kernelization, it is not hard to see that Connected Maximum Cut and Maximum Minimal Cut do not admit a polynomial kernelization unless \( \text{NP} \subseteq \text{coNP/poly} \) since both problems are trivially \( \text{OR-compositional} \) [4]; at least one of graphs $G_1, G_2, \ldots, G_t$ have a connected/minimal cut of size at least $k$ if and only if their disjoint union $G_1 \cup G_2 \cup \cdots \cup G_t$ has.

\begin{theorem}
Unless \( \text{NP} \nsubseteq \text{coNP/poly} \), Maximum Minimal Cut and Connected Maximum Cut admit no polynomial kernel parameterized by the solution size.
\end{theorem}

## 5 Conclusion and Remark

In this paper, we studied two variants of Max Cut, called Connected Maximum Cut and Maximum Minimal Cut. We showed that both problems are NP-complete even on planar bipartite graphs and split graphs. For the parameterized complexity, we gave FPT algorithms parameterized by treewidth, twin-cover number, and the solution size, respectively. Moreover, we designed XP-algorithms parameterized by clique-width.

Finally, we mention our problems on weighted graphs. It is not hard to see that Connected Maximum Cut and Maximum Minimal Cut remain to be FPT with respect to tree-width. However, our results with respect to clique-width and twin-cover number would not be extended to weighted graphs since both problems are NP-hard on 0-1 edge-weighted complete graphs.
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Abstract

Covering all edges of a graph by a small number of vertices, this is the NP-hard Vertex Cover problem, is among the most fundamental algorithmic tasks. Following a recent trend in studying dynamic and temporal graphs, we initiate the study of Multistage Vertex Cover. Herein, having a series of graphs with same vertex set but over time changing edge sets (known as temporal graph consisting of time layers), the goal is to find for each layer of the temporal graph a small vertex cover and to guarantee that the two vertex cover sets between two subsequent layers differ not too much (specified by a given parameter). We show that, different from classic Vertex Cover and some other dynamic or temporal variants of it, Multistage Vertex Cover is computationally hard even in fairly restricted settings. On the positive side, however, we also spot several fixed-parameter tractability results based on some of the most natural parameterizations.
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1 Introduction

VERTEX COVER (VC) asks, given an undirected graph \( G \) and an integer \( k \geq 0 \), whether at most \( k \) vertices can be deleted from \( G \) such that the remaining graph contains no edge. VC is NP-hard and it is a formative problem of algorithmics and combinatorial optimization. We study a time-dependent, “multistage” version, namely a variant of VC on temporal graphs. A temporal graph \( \mathcal{G} \) is a tuple \( (V, \mathcal{E}, \tau) \) consisting of a set \( V \) of vertices, a discrete time-horizon \( \tau \), and a set of temporal edges \( \mathcal{E} \subseteq \binom{V}{2} \times \{1, \ldots, \tau\} \). Equivalently, a temporal graph \( \mathcal{G} \) can be seen as a vector \((G_1, \ldots, G_{\tau})\) of static graphs (layers), where each graph is defined over the same vertex set \( V \). Then, our specific goal is to find a small vertex cover \( S_i \) for each layer \( G_i \) such that the sizes of the symmetric differences \( S_i \Delta S_{i+1} \) between the vertex covers \( S_i \) and \( S_{i+1} \) of every two consecutive layers \( G_i \) and \( G_{i+1} \) are small. Formally, we thus introduce and study the following problem.
Multistage Vertex Cover (MSVC)

**Input:** A temporal graph $G = (V, E, \tau)$ and two integers $k \in \mathbb{N}, \ell \in \mathbb{N}_0$.

**Question:** Is there a sequence $S = (S_1, \ldots, S_\tau)$ such that

(i) for all $i \in \{1, \ldots, \tau\}$, it holds that $S_i \subseteq V$ is a size-at-most-$k$ vertex cover for $G_i$, and

(ii) for all $i \in \{1, \ldots, \tau - 1\}$, it holds that $|S_i \Delta S_{i+1}| \leq \ell$?

Throughout this paper we assume that $0 < k < |V|$ because otherwise we have a trivial instance. In our model, we follow the recently proposed multistage [4, 16, 5, 11] view on classical optimization problems on temporal graphs.

In general, the motivation behind a multistage variant of a classical problem such as Vertex Cover is that the environment changes over time (here reflected by the changing edge sets in the temporal graph) and a corresponding adaptation of the current solution comes with a cost. In this spirit, the parameter $\ell$ in the definition of MSVC allows to model that only moderate changes concerning the solution vertex set may be wanted when moving from one layer to the subsequent one. Indeed, in this sense $\ell$ can be interpreted as a parameter measuring the degree of (non-)conservation [17, 1].

It is immediate that MSVC is NP-hard as it generalizes Vertex Cover ($\tau = 1$). We will study its parameterized complexity regarding the problem-specific parameters $k$, $\tau$, $\ell$, and some of their combinations, as well as restrictions to temporal graph classes [13].

Related Work. The literature on vertex covering is extremely rich, even when focusing on parameterized complexity studies. Indeed, Vertex Cover (VC) can be seen as “drosophila” of parameterized algorithmics. Thus, we only consider VC studies closely related to our setting. First, we mention in passing that VC is studied in dynamic graphs [19, 3] and graph stream models [6]. More importantly for us, Akrida et al. [2] studied a variant of VC on temporal graphs. Their model significantly differs from ours: They want an edge to be covered at least once over every time window of some given size $\Delta$. That is, they define a temporal vertex cover as a set $S \subseteq V \times \{1, \ldots, \tau\}$ such that, for every time window of size $\Delta$ and for each edge $e = \{v, w\}$ appearing in a layer contained in the time window, it holds that $(v, t) \in S$ or $(w, t) \in S$ for some $t$ in the time window with $(v, t) \in E$. For their model, they ask whether such an $S$ of small cardinality exists. Note that if $\Delta > 1$, then for some $t \in \{1, \ldots, \tau\}$ the set $S_t := \{v \mid (v, t) \in S\}$ is not necessarily a vertex cover of layer $G_t$. For $\Delta = 1$, each $S_t$ must be a vertex cover of $G_t$. However, in Akrida et al.’s model the size of each $S_t$ as well as the size of the symmetric difference between each $S_t$ and $S_{t+1}$ may strongly vary. They provide several hardness results and algorithms (mostly referring to approximation or exact algorithms, but not to parameterized complexity studies).

A second related line of research, not directly referring to temporal graphs though, studies reconfiguration problems which arise when we wish to find a step-by-step transformation between two feasible solutions of a problem such that all intermediate results are feasible solutions as well [18, 15]. Mouawad et al. [22, 21] studied, among other reconfiguration problems, Vertex Cover Reconfiguration which takes as input a graph $G$, two vertex covers $S$ and $T$ of size at most $k$ each, and an integer $\tau$. The goal is to determine whether there is a sequence $(S = S_1, \ldots, S_\tau = T)$ such that each $S_i$ is a vertex cover of size at most $k$. The essential difference to our model is that from one “sequence element” to the next only one vertex may be changed and that the input graph does not change over time. Indeed, there is an easy reduction of this model to ours while the opposite direction is unlikely to hold. This is substantiated by the fact that Mouawad et al. [22] showed that Vertex Cover Reconfiguration is fixed-parameter tractable when parameterized by vertex cover size $k$ while we show W[1]-hardness for the corresponding case of MSVC.
Table 1 Overview on our results. The column headings describe the restrictions on the input and each row corresponds to a parameter. p-NP-hard, PK, and NoPK abbreviate para-NP-hard, polynomial problem kernel, and no problem kernel of polynomial size unless coNP ⊆ NP/poly.

<table>
<thead>
<tr>
<th>general layers</th>
<th>tree layers</th>
<th>one-edge layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 \leq \ell &lt; 2k$</td>
<td>$0 \leq \ell &lt; 2k$</td>
<td>$0 \leq \ell &lt; 2$</td>
</tr>
<tr>
<td>NP-hard</td>
<td>NP-hard (Thm. 3.1(i))</td>
<td>NP-hard (Thm. 3.1(ii))</td>
</tr>
</tbody>
</table>

$\tau$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>p-NP-hard (Thm. 3.1)</th>
<th>p-NP-hard (Thm. 3.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FPT, PK (Obs. 5.8)</td>
</tr>
</tbody>
</table>

$k$

<table>
<thead>
<tr>
<th>$k$</th>
<th>XP, W[1]-h.</th>
<th>FPT, PK (Thm. 5.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>open, NoPK</td>
<td>FPT, PK (Thm. 5.5)</td>
</tr>
<tr>
<td></td>
<td>(Thm. 4.1)</td>
<td>(Thm. 5.1)</td>
</tr>
</tbody>
</table>

$k + \tau$

<table>
<thead>
<tr>
<th>$k + \tau$</th>
<th>FPT, PK (Thm. 5.5)</th>
<th>FPT, PK (Thm. 5.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Thm. 5.1)</td>
<td>(Thm. 5.1)</td>
</tr>
</tbody>
</table>

Finally, there is also a close relation to the research on dynamic parameterized problems [1, 20]. Krithika et al. [20] studied Dynamic Vertex Cover where one is given two graphs on the same vertex set and a vertex cover for one of them together with the guarantee that the cardinality of the symmetric difference between the two edge sets is upper-bounded by a parameter $d$. The task then is to find a vertex cover for the second graph that is “close enough” (measured by a second parameter) to the vertex cover of the first graph. They show fixed-parameter tractability and a linear kernel with respect to $d$.

**Our Contributions.** Our results, focusing on the three perhaps most natural parameters, are summarized in Table 1. We highlight a few specific results. Multistage Vertex Cover remains NP-hard even if every layer consists of only one edge; clearly, the corresponding hardness reduction then exploits an unbounded number $\tau$ of time layers. If one only has two layers, however, one of them being a tree and the other being a path, then again Multistage Vertex Cover already becomes NP-hard. MSVC parameterized by solution size $k$ is fixed-parameter tractable if $\ell \geq 2k$, but becomes $W[1]$-hard if $\ell < 2k$. Considering the tractability results for Dynamic Vertex Cover [20] and Vertex Cover Reconfiguration [22], this hardness is surprising and is our most technical result. Furthermore, in the former case (parameterization by $k$ with $\ell \geq 2k$) MSVC does not admit a problem kernel of polynomial size unless coNP ⊆ NP/poly. If one considers the combined parameter $k + \tau$, however, then besides fixed-parameter tractability in all cases we also obtain polynomial-sized kernels.

**2 Preliminaries**

We denote by $\mathbb{N}$ and $\mathbb{N}_0$ the natural numbers excluding and including zero, respectively. For two sets $A$ and $B$, we denote by $A \triangle B := (A \setminus B) \cup (B \setminus A)$ the symmetric difference of $A$ and $B$, and by $A \uplus B$ the disjoint union of $A$ and $B$. We use basic notation from graph theory [8] and parameterized algorithmics [7].

**Temporal Graphs.** A temporal graph $G$ is a tuple $(V, E, \tau)$ consisting of the set of vertices $V$, the set of temporal edges $E$, and a discrete time-horizon $\tau$. A temporal edge $e$ is an element in $\binom{V}{2} \times \{1, \ldots, \tau\}$. Equivalently, a temporal graph $G$ is a vector of static graphs $(G_1, \ldots, G_{\tau})$.

---

1 Several details and proofs (marked with ⋆) are deferred to the full version of the paper: https://arxiv.org/abs/1906.00659.
where each graph is defined over the same vertex set $V$. We also denote by $V(\mathcal{G})$, $E(\mathcal{G})$, and $\tau(\mathcal{G})$ the set of vertices, the set of temporal edges, and the discrete time-horizon of $\mathcal{G}$, respectively. The underlying graph $G_1 = G_1(\mathcal{G})$ of a temporal graph $\mathcal{G}$ is the static graph with vertex set $V(\mathcal{G})$ and edge set $\{(e, t) \in E \mid \exists t \in \{1, \ldots, \tau(\mathcal{G})\}\}$.

**General Observations on MSVC.** We state some simple but useful observations on MSVC and its relation to VERTEX COVER.

- **Observation 2.1 (⋆).** Every instance $(\mathcal{G}, k, \ell)$ of MSVC with $k \geq \sum_{i=1}^{\tau(\mathcal{G})} |E(G_i)|$ is a yes-instance.

- **Observation 2.2 (⋆).** Let $(\mathcal{G}, k, \ell)$ be an instance of MSVC. If $(\mathcal{G}, k, \ell)$ is a yes-instance, then there is a solution $S = (S_1, \ldots, S_\tau)$ such that $|S_1| = k$ and $k - 1 \leq |S_i| \leq k$ for all $i \in \{1, \ldots, \tau\}$.

- **Observation 2.3 (⋆).** There is an algorithm that maps any instance $(G, k)$ of VERTEX COVER in $\tau \cdot |V(G)|^{O(1)}$ time to an equivalent instance $(\mathcal{G}, k, \ell)$ of MSVC with $\ell = 0$, where $\mathcal{G}$ is a sequence of any $\tau$ subgraphs of $G$ such that the underlying graph is $G$.

- **Observation 2.4 (⋆).** There is a polynomial-time algorithm that maps any instance $(\mathcal{G}, k, \ell)$ of MSVC with $\ell = 0$ to an equivalent instance $(G_1(\mathcal{G}), k)$ of VERTEX COVER.

- **Observation 2.5 (⋆).** An instance $(\mathcal{G}, k, \ell)$ of MSVC with $\ell \geq 2k$ and $\mathcal{G} = (G_1, \ldots, G_\tau)$ can be decided by deciding each instance of the set $\{(G_i, k) \mid 1 \leq i \leq \tau\}$ of VERTEX COVER-instances.

### 3 Hardness On Restricted Inputs

MSVC is NP-hard as it generalizes VERTEX COVER ($\tau = 1$). In this section we prove that MSVC remains NP-hard on very restricted inputs.

- **Theorem 3.1.** MULTISTAGE VERTEX COVER is NP-hard even if
  (i) $\tau = 2$, $\ell = 0$, and the first layer is a path and the second layer is a tree, or
  (ii) every layer contains only one edge and $\ell = 1$.

- **Remark 3.2.** Theorem 3.1(i) is tight regarding $\tau$ since VERTEX COVER (i.e., MSVC with $\tau = 1$) on trees is solvable in polynomial time. Theorem 3.1(ii) is tight regarding $\ell$, because in the case of $\ell \neq 1$ either Observation 2.3 or Observation 2.5 is applicable.

**VERTEX COVER** remains NP-complete on cubic Hamiltonian graphs when a Hamiltonian cycle is additionally given in the input [12]—we refer to this problem as HAMILTONIAN CUBIC VERTEX COVER (HCVC). To prove Theorem 3.1(i), we give a polynomial-time many-one reduction from HCVC to MSVC with two layers, one being a path, the other being a tree.

- **Proposition 3.3 (⋆).** There is a polynomial-time algorithm that maps any instance $(G = (V, E), k, C)$ of HCVC to an equivalent instance $(\mathcal{G}, k', \ell')$ of MSVC with $\tau = 2$ and the first layer $G_1$ being a path and second layer $G_2$ being a tree.

  In order to prove Theorem 3.1(ii), we give a polynomial-time many-one reduction from VERTEX COVER to MSVC.

- **Proposition 3.4 (⋆).** There is a polynomial-time algorithm that maps any instance $(G = (V, E), k)$ of VERTEX COVER to an equivalent instance $(\mathcal{G}, k', \ell')$ of MSVC where $\ell' = 1$ and every layer $G_i$ contains only one edge.
4 Parameter Vertex Cover Size

In this section, we study the parameter size $k$ of the vertex cover of each layer for MSVC. We prove that this is no longer true for MSVC (unless FPT = W[1]).

<table>
<thead>
<tr>
<th>Theorem 4.1. <strong>Multistage Vertex Cover</strong> parameterized by $k$ is in XP and W[1]-hard.</th>
</tr>
</thead>
<tbody>
<tr>
<td>We first show the XP-algorithm (Section 4.1) and then prove W[1]-hardness (Section 4.2).</td>
</tr>
</tbody>
</table>

4.1 An XP-AlGORITHM

In this section, we prove the following.

| Proposition 4.2. Every instance $(G, k, \ell)$ of Multistage Vertex Cover can be decided in $O(\tau(G) \cdot |V(G)|^{2k+1})$ time. |
| --- |
| In a nutshell, we first consider for each layer all subsets of vertices of size at most $k$ that form a vertex cover. Second, we find a sequence of vertex covers for all layers such that the sizes of the symmetric differences for every two consecutive solutions is at most $\ell$. We show that the second step can be solved via computing a directed source-sink path in a helper graph that we call configuration graph. |

| Definition 4.3. Given a temporal graph $G$, the $(k, \ell)$-configuration graph of $G$ is the graph $D = (V = V_1 \cup \cdots \cup V_{\tau}, A, \gamma)$ equipped with a function $\gamma : V \rightarrow \{V' \subseteq V(G) \mid |V'| \leq k\}$ such that |
| --- |
| (i) for every $i \in \{1, \ldots, \tau(G)\}$, it holds true that $S$ is a vertex cover of $G_i$ of size at most $k$ if and only if there is a vertex $v \in V_i$ with $\gamma(v) = S$, |
| (ii) there is an arc from $v$ to $w$, $v, w \in V$, if and only if there is a vertex $v \in V_i$, $w \in V_{i+1}$, and $|\gamma(v) \Delta \gamma(v)| \leq \ell$, and |
| (iii) there is an arc $(s, v)$ for all $v \in V_1$ and an arc $(v, t)$ for all $v \in V_{\tau}$. |
| Note that Mouawad et al. [22] used a similar configuration graph to show fixed-parameter tractability of Vertex Cover Reconfiguration parameterized by the vertex cover size $k$. In the multistage setting the configuration graph is too large for fixed-parameter tractability regarding $k$. However, we show an XP-algorithm regarding $k$ to construct the configuration graph. |

<table>
<thead>
<tr>
<th>Lemma 4.4 (*). The $(k, \ell)$-configuration graph of a temporal graph $G$ with $n$ vertices and time horizon $\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) can be constructed in $O(\tau \cdot n^{2k+1})$ time, and</td>
</tr>
<tr>
<td>(ii) contains at most $\tau \cdot 2n^k + 2$ vertices and $(\tau - 1)n^{2k} + 2n^k$ arcs.</td>
</tr>
</tbody>
</table>

| Lemma 4.5 (*). MSVC-instance $(G, k, \ell)$ is a yes-instance if and only if there is an $s$-$t$ path in the $(k, \ell)$-configuration graph $D$ of $G$. |

We are ready to prove Proposition 4.2.

**Proof of Proposition 4.2.** First, compute the configuration graph $D$ of the instance $(G = (V, E, \tau), k, \ell)$ of Multistage Vertex Cover in $O(\tau \cdot |V|^{2k+1})$ time (Lemma 4.4(i)). Then, find an $s$-$t$ path in $D$ with a breadth-first search in $O(\tau \cdot |V|^{2k})$ time (Lemma 4.4(ii)). If an $s$-$t$ path is found, then return yes, otherwise return no (Lemma 4.5).
Remark 4.6. The reason why the algorithm behind Proposition 4.2 is only an XP-algorithm and not an FPT-algorithm regarding \( k \) for Multistage Vertex Cover is because we do not have a better upper bound on the number of vertices in the \((k, \ell)\)-configuration graph for \( \mathcal{G} \) than \( O(\tau(\mathcal{G}) \cdot |V(\mathcal{G})|^k) \). This is due to the fact that we check for each subset of \( V(\mathcal{G}) \) of size \( k \) or \( k-1 \) whether it is a vertex cover in some layer.

This changes if we consider Minimal Multistage Vertex Cover where we additionally demand the \( i \)-th set in the solution to be a minimal vertex cover for the layer \( G_i \). Here, we can enumerate for each layer \( G_i \) all minimal vertex covers of size at most \( k \) (and hence all candidates for the \( i \)-th set of the solution) with the folklore search-tree algorithm for vertex cover. This leads to \( O(2^k \tau(\mathcal{G})) \) many vertices in the \((k, \ell)\)-configuration graph (for Minimal Multistage Vertex Cover) and thus to fixed-parameter tractability of Minimal Multistage Vertex Cover parameterized by the vertex cover size \( k \).

However, as we show next it is not likely (unless \( \text{FPT} = \text{W}[1] \)) that one can substantially improve the algorithm behind Proposition 4.2.

4.2 Parameterized Intractability

In this section we show that MSVC is \( \text{W}[1] \)-hard when parameterized by \( k \). This hardness result is established by the following parameterized reduction from the \( \text{W}[1] \)-complete \([9]\) Clique problem, where, given an undirected graph \( G \) and a positive integer \( k \), the question is whether \( G \) contains a clique of size \( k \) (that is, \( k \) vertices that are pairwise adjacent).

Proposition 4.7. There is an algorithm that maps any instance \((G, k)\) of Clique in polynomial time to an equivalent instance \((\mathcal{G}, k', \ell)\) of MSVC with \( k' = 2^\binom{k}{2} + k + 1 \), \( \ell = 2 \), and each layer of \( \mathcal{G} \) being a tree.

The proof of Proposition 4.7 is deferred to the end of this section. It is a reduction from Clique where we construct an instance of MSVC from an instance of Clique as follows (see Figure 1 for an illustrative example).

Construction 1. Let \((G = (V, E), k)\) be an instance of Clique with \( m = |E| \) and \( E = \{e_1, \ldots, e_m\} \). Let

\[
K = \binom{k}{2}, \quad k' = 2K + k + 1, \quad \text{and} \quad \kappa = K + k + 3.
\]

We construct a temporal graph \( \mathcal{G} = (V', \mathcal{E}, \tau) \) as follows. Let \( V' \) be initially \( V \cup E \) (note that \( E \) simultaneously describes the edge set of \( G \) and a vertex subset of \( \mathcal{G} \)). We add the
following vertex sets
\[ U^t = \{ u^t_j \mid j \in \{1, \ldots, K\}, t \in \{1, \ldots, \kappa + 1\} \} \text{ and } C = \{c_1, \ldots, c_{2mK+1}\}. \]

Let \( \mathcal{E} \) be initially empty. We extend the set \( V' \) and define \( \mathcal{E} \) through the \( \tau = 2m\kappa + 1 \) layers we construct in the following.

1. In each layer \( G_i \) with \( i \) being odd, make \( c_i \) the center of a star with \( k^i + 1 \) leaves.
2. In each layer \( G_{2mj+1} \), \( j \in \{0, \ldots, \kappa\} \), make each vertex in \( U^{j+1} \) the center of a star with \( k^j + 1 \) leaves.
3. For each \( j \in \{0, \ldots, \kappa - 1\} \), in each layer \( G_{2mj+1} \) with \( i \in \{1, \ldots, 2m\} \), make \( u^{j+1}_x \) adjacent to \( u^{j+2}_x \) for each \( x \in \{1, \ldots, K\} \).
4. For each \( i \) being even, add the edge \( \{c_i, c_{i+1}\} \) to \( G_i \) and to \( G_{i+1} \).
5. For each \( j \in \{0, \ldots, \kappa - 1\} \), for each \( i \in \{1, \ldots, m\} \), in \( G_{2mj+2i} \), make \( c_{j2m+2i} \) adjacent with \( e_j = \{v, w\} \), \( v \), and \( w \).

This finishes the construction of \( \mathcal{G} \).

The construction essentially repeats the same gadget (which we call phase) \( \kappa \) times where the layer \( 2m \cdot i + 1 \) is simultaneously last layer of phase \( i \) and the first layer of phase \( i + 1 \).

In the beginning of phase \( i \), a solution must contain the vertices of \( U' \). The idea now is that during phase \( i \) one has to exchange the vertices of \( U' \) with the vertices of \( U^{i+1} \).

It is not difficult to see that the instance in Construction 1 can be computed in polynomial time. Hence, it remains to prove the equivalence stated in Proposition 4.7. We prepare the proofs of the forward and the backward direction in Sections 4.2.1 and 4.2.2, respectively.

\begin{itemize}
  \item Remark 4.8. We can turn the instance \((\mathcal{G}, k^i, \ell)\) computed by Construction 1 into an equivalent instance \((\mathcal{G}', k^n, \ell)\) where each layer is a tree as follows. Set \( k^n = k^i + 1 \). Add a vertex \( x \) to \( \mathcal{G} \). In each layer of \( \mathcal{G} \), make \( x \) a star with \( k^n + 1 \) vertices and connect \( x \) with exactly one vertex of each connected component. Note that in every solution \( x \) is contained in a vertex cover for each layer in \( \mathcal{G}' \).
\end{itemize}

### 4.2.1 Forward direction

The forward direction of Proposition 4.7 is—in a nutshell—as follows: If \( V' \cup E' \) with \( V' \subseteq V \) and \( E' \subseteq E \) correspond to the vertex set and edge set of a clique of size \( k \), then there are \( K \) layers in each phase covered by \( V' \cup E' \). Hence, having \( K \) layers where no vertices from \( C \) have to be exchanged, in each phase \( i \) we can exchange all vertices from \( U^i \) to \( U^{i+1} \). Starting with set \( S_i = U^i \cup V' \cup E' \cup \{c_1\} \) then yields a solution.

\begin{itemize}
  \item Lemma 4.9 (\%). Let \((G, k)\) be an instance of CLIQUE and \((\mathcal{G}, k^i, \ell)\) be the instance of MULTISTAGE VERTEX COVER resulting from Construction 1. If \((G, k)\) is a yes-instance, then \((\mathcal{G}, k', \ell)\) is a yes-instance.
\end{itemize}

### 4.2.2 Backward direction

In this section we prepare the proof of the backward direction for the proof of Proposition 4.7. We first show that if an instance of MULTISTAGE VERTEX COVER computed by Construction 1 is a yes-instance, then it is safe to assume that neither two vertices are deleted from nor added to a vertex cover in a consecutive step (we refer to these solutions as smooth, see Definition 4.11). Moreover, a vertex from \( C \) is only exchanged with another vertex from \( C \) and, at any time, there is exactly one vertex from \( C \) contained in the solution (similarly to the constructed solution in Lemma 4.9). We call these solutions one-centered (Definition 4.13).
We then prove that there must be a phase $t$ for any one-centered solution that is deleting at least $\binom{\ell}{2}$ times a vertex from "past" sets $U_i$, $i \leq t$. This at hand, we prove that such a phase witnesses a clique of size $k$.

That a solution needs to contain at least one vertex from $C$ at any time follows immediately from the fact that there is either an edge between two vertices in $C$ or there is a vertex in $C$ which is the center of a star with $k_1 + 1$ leaves.

\begin{observation}
Let $(G, k', \ell)$ from Construction 1 be a yes-instance. Then for each solution $(S_1, \ldots, S_\tau)$ it holds true that $|S_i \cap C| \geq 1$ for all $i \in \{1, \ldots, \tau(G)\}$.
\end{observation}

In the remainder of this section we denote the vertices which are removed from the set $S_{i-1}$ and added to the next set $S_i$ in a solution $S = (\ldots, S_{i-1}, S_i, \ldots)$ by

$$S_{i-1} \otimes S_i := (S_{i-1} \setminus S_i, S_i \setminus S_{i-1}).$$

If $S_{i-1} \subset S_i$ or $S_i \subset S_{i-1}$ have size one, then we will omit the brackets of the singleton.

\begin{definition}
A solution $S = (S_1, \ldots, S_\tau)$ for $(G, k', \ell)$ from Construction 1 is smooth if for all $i \in \{2, \ldots, \tau\}$ we have $|S_{i-1} \setminus S_i| \leq 1$ and $|S_i \setminus S_{i-1}| \leq 1$.
\end{definition}

\begin{observation}
Let $(G, k', \ell)$ from Construction 1 be a yes-instance. Then there is a smooth solution $(S_1, \ldots, S_\tau)$.
\end{observation}

\begin{proof}
By Observation 2.1, we know that there is a solution $S = (S_1, \ldots, S_\tau)$ such that $|S_1| = k'$ and $k' - 1 \leq |S_i| \leq k_i$ for all $i \in \{1, \ldots, \tau\}$. Hence, for all $i \in \{2, \ldots, \tau\}$ it holds true that $|S_i| - |S_{i-1}| \leq 1$. It follows that $|S_{i-1} \setminus S_i| \leq 1$ and $|S_i \setminus S_{i-1}| \leq 1$, and thus, $S$ is a smooth solution. \hfill \Box
\end{proof}

Our goal is to prove the existence of the following type of solutions.

\begin{definition}
A smooth solution $S = (S_1, \ldots, S_\tau)$ for $(G, k', \ell)$ from Construction 1 is one-centered if

(i) for all $i \in \{1, \ldots, \tau\}$ we have $|S_i \cap C| = 1$, and

(ii) for all $i \in \{2, \ldots, \tau\}$ and $S_{i-1} \otimes S_i = (a, b)$ we have that $a \in C \implies b \in C$.
\end{definition}

We now show that in the output instance of Construction 1, there are solutions (if there is any) where $c_1 \in C$ is the only vertex from $C$ in the first set of the solution.

\begin{lemma}[$\star$]
Let $(G, k', \ell)$ from Construction 1 be a yes-instance. Then there is a smooth solution $(S_1, S_2)$ such that $S_1 \cap C = \{c_1\}$.
\end{lemma}

Next, we show that there are solutions such that whenever we remove a vertex in $C$ from the vertex cover, then we simultaneously add another vertex from $C$ to the vertex cover. Formally, we prove the following.

\begin{lemma}[$\star$]
Let $(G, k', \ell)$ from Construction 1 be a yes-instance. Then there is a smooth solution $(S_1, \ldots, S_\tau)$ such that $S_1 \cap C = \{c_1\}$ and for all $i$ with $S_{i-1} \otimes S_i = (a, c)$ and $c \in C$ we also have $a \in C$.
\end{lemma}

Combining Observation 4.10 and Lemma 4.15, we can assume that given a yes-instance, there is a solution which is one-centered.

\begin{corollary}
Let $(G, k', \ell)$ from Construction 1 be a yes-instance. Then, there is a solution $S$ which is one-centered.
\end{corollary}
\[ S_{i-1} \triangle S_i \quad |F_i^t| - |F_{i-1}^t| \quad -(|Y_i^t| - |Y_{i-1}^t|) \quad -(f_i^t - f_{i-1}^t) \quad |\varepsilon_i - \varepsilon_{i-1}| \]

\[
\begin{array}{|c|c|c|c|c|}
\hline
(u, b) & b \in E & \in \{-1, 0\} & \in \{0, 1\} & 1 & \in \{0, 1, 2\} \\
& b \in \overline{U}_{i+1} & \in \{-1, 0\} & 0 & 0 & \in \{0, 1\} \\
& b \in V, b = \emptyset & \in \{-1, 0\} & 1 & 1 & \in \{1, 2\} \\
(a, u) & a \in E & 0 & \in \{1, 2\} & -1 & \in \{0, 1\} \\
& a \in V, a = \emptyset & 0 & 1 & -1 & 0 \\
(a, v) & a \in E & 0 & \in \{1, 2\} & 0 & \in \{1, 2\} \\
& a \in V, a = \emptyset & 0 & 1 & 0 & 1 \\
(a, e) & a \in E, a = \emptyset & 0 & \in \{0, 1\} & 0 & \in \{0, 1\} \\
\hline
\end{array}
\]

In the remainder of this section, for each \( t \in \{1, \ldots, \kappa + 1\} \) let the union of \( U^t \) for all \( i \leq t \) be denoted by

\[ \overline{U}_t = \bigcup_{i=1}^t U^i. \]

We introduce further notation regarding a one-centered solution \( S := (S_1^1, \ldots, S_{2m+1}^1, = S_1^2, \ldots, S_{2m+1}^2, \ldots, S_1^{\kappa}, \ldots, S_{2m+1}^{\kappa}) \) for \((G, k', t)\). Here, \( S_i^t \) is the \( i \)-th set of phase \( t \) and thus the \((2m(t-1)+i)\)-th set of \( S \). We define the sets

\[ Y_i^t := \{ e_j \in S_i^t \cap E \mid 2j \geq i \} \quad \text{and} \quad F_i^t := \{ j > i \mid S_{j-1}^t \triangle S_j^t = (u, b) \text{ with } u \in \overline{U}_t \}. \]

Set \( Y_i^t \) is the set of vertices \( e_j \) from \( E \) in \( S_i^t \) such that the corresponding layer for \( e_j \) in phase \( t \) is not before the layer with index \( i \) in phase \( t \). Set \( F_i^t \) is the set of indices greater than \( i \) of layers from \( G \) in phase \( t \) where a vertex from \( \overline{U}_t \) is not carried over to the next layer’s vertex cover. We now show that there is a phase \( t \) where \( |F_i^t| \geq K \).

\[ \begin{align*}
\text{Lemma 4.17 (i).} & \quad \text{Let } S = (S_1^1, \ldots, S_{2m+1}^1, = S_1^2, \ldots, S_{2m+1}^2, \ldots, S_1^{\kappa}, \ldots, S_{2m+1}^{\kappa}) \text{ be a one-centered solution to } (G, k', t) \text{ from Construction 1 being a yes-instance. Then, there is a } t \in \{1, \ldots, \kappa\} \text{ such that } |F_i^t| \geq K.
\end{align*} \]

In the remainder of this section the value

\[ f_i^t := |S_i^t \cap \overline{U}_{i+1}| - K \]

describes the number of vertices in \( \overline{U}_{i+1} \) which we could remove from \( S_i^t \) such that \( S_i^t \) is still a vertex cover for \( G_{2m(t-1)+i} \) (the \( i \)-th layer of phase \( t \)). Observe that \( f_i^t \geq 0 \) for all \( i \in \{1, \ldots, 2m+1\} \) and \( t \in \{1, \ldots, \kappa\} \), because we need in each layer exactly \( K \) vertices from \( \overline{U}_{i+1} \) in the vertex cover.

We now derive an invariant which must be true in each phase.

\[ \begin{align*}
\text{Lemma 4.18 (i).} & \quad \text{Let } S = (S_1^1, \ldots, S_{2m+1}^1, = S_1^2, \ldots, S_{2m+1}^2, \ldots, S_1^{\kappa}, \ldots, S_{2m+1}^{\kappa}) \text{ be a one-centered solution to } (G, k', t) \text{ from Construction 1 being a yes-instance. Then, for all } t \in \{1, \ldots, \kappa\} \text{ and } i \in \{1, \ldots, 2m+1\}, \text{ it holds true that } |F_i^t| - |Y_i^t| \leq f_i^t.
\end{align*} \]

\[ \text{Proof.} \quad \text{Define } \varepsilon_i = |F_i^t| - |Y_i^t| - f_i^t \text{ for all } i \in \{1, \ldots, 2m+1\}. \text{ We show that } \varepsilon_i - \varepsilon_{i-1} \geq 0 \text{ for all } i \in \{1, \ldots, 2m+1\}. \text{ Since } S \text{ is one-centered, in Table 2 all relevant tuples for } S_{i-1}^t \triangle S_i^t \text{ are shown.} \]
Now assume towards a contradiction that there is a \( j \in \{1, \ldots, 2m + 1\} \) such that \( \varepsilon_j > 0 \). Since \( \varepsilon_i - \varepsilon_{i-1} \geq 0 \) for all \( i \in \{1, \ldots, 2m + 1\} \), we have that \( \varepsilon_{2m+1} > 0 \iff |F_{2m+1}^f| - |Y_{2m+1}^f| > f'_{2m+1} \). By definition, we have that \( |F_{2m+1}^f| = 0 \) and \( |Y_{2m+1}^f| = 0 \) Moreover, since \( S \) is a solution and each vertex cover needs at least \( K \) vertices from \( \overline{U}_\tau \), we have that \( f'_{2m+1} \geq 0 \). It follows that \( 0 = |F_{2m+1}^f| - |Y_{2m+1}^f| > f'_{2m+1} \geq 0 \), yielding a contradiction. \( \Box \)

Next, we prove that in a phase \( t \) with \( |F_t^f| \geq K \), there are at most \( k \) vertices from \( V \) contained in the union of the vertex covers of phase \( t \).

\begin{lemma}\left(\ast\right)\text{.} Let \( S = (S_1^1, S_2^1, \ldots, S_{m+1}^1) \) be a one-centered solution to \((G, k', \ell)\) from Construction 1 being a yes-instance, and let \( t \in \{1, \ldots, \kappa\} \) be such that \( |F_t^f| \geq K \). Then, \( \bigcup_{i=1}^{2m+1} S_i^f \cap V \) is of size at most \( k \).

\begin{proof}
From Lemma 4.18, we know that \( |Y_t^f| \geq K - f'_t \). Let \( Y_t^f = K - f'_t + \lambda \) for some \( \lambda \in \mathbb{N}_0 \), and \( \varepsilon_t = |F_t^f| - |Y_t^f| - f'_t \), for all \( i \in \{1, \ldots, 2m + 1\} \).

Now show that there are at most \( \lambda \) layers where we exchange a vertex currently in the vertex cover with a vertex in \( V \). Let \( i \in \{2, \ldots, 2m + 1\} \) such that \( S_{i-1}^f \otimes S_i^f = (a, v) \) with \( v \in V \). From Table 2 (recall that one-centered solutions are smooth), we know that \( \varepsilon_i \geq \varepsilon_{i-1} + 1 \).

Assume towards a contradiction that there are \( \lambda + 1 \) many of these exchanges. Then, there is a \( j \in \{1, \ldots, 2m + 1\} \) such that

\[ \varepsilon_j \geq \varepsilon_1 + \lambda + 1 = \left| F_j^f \right| - \left| Y_j^f \right| - f'_j + \lambda + 1 \geq K - f'_j + \lambda - f'_j + \lambda + \lambda + 1 \geq 1 \]

\[ \iff \left| F_j^f \right| - \left| Y_j^f \right| > f'_j. \]

This contradicts the invariant of Lemma 4.18.

In the beginning of phase \( t \), we have at most \( k \) \(- \lambda \) vertices from \( V \) in the vertex cover, because \( \bigcup_{i=1}^{2m+1} S_i^f \cap V \) is of size at most \( k \).

\end{proof}

\end{lemma}

\section{4.2.3 Proof of Proposition 4.7}

\begin{proof}
Let \((G, k)\) be an instance of \textsc{Clique} and \((G, k, \ell)\) be the instance of \textsc{MSVC} resulting from Construction 1. Observe that Construction 1 runs in polynomial time. We prove that \((G, k)\) is a yes-instance of \textsc{Clique} if and only if \((G, k, \ell)\) is a yes-instance of \textsc{MSVC}.

\( \Rightarrow \) It follows from Lemma 4.9 that \((G, k, \ell)\) is a yes-instance if \((G, k)\) is a yes-instance.

\( \Leftarrow \) Let \((G, k, \ell)\) be a yes-instance. From Corollary 4.16 it follows that there is a one-centered solution \( S = (S_1^1, S_2^1, \ldots, S_{m+1}^1) = (S_1^2, \ldots, S_1^\kappa, S_2^2, \ldots, S_2^\kappa, \ldots, S_{m+1}^2) \) for \((G, k, \ell)\). By Lemma 4.17, there is a \( \tau \in \{1, \ldots, \kappa\} \) such that \( |F_\tau^f| \geq K = \left( \binom{m}{1} \right) \). By Lemma 4.19, we know that \( \bigcup_{i=1}^{2m+1} S_i^f \cap V \) is of size at most \( k \). Now we identify the clique of size \( k \) in \( G \). Since \( |F_\tau^f| \geq K \), we know that, by Construction 1, at least \( K \) layers are covered by vertices in \( V \cup E \cup \overline{U}_\tau \cup \{c_{2j+1}^f \mid j \in \{1, \ldots, m\}\} \) in phase \( t \). Note that each of these layers corresponds to an edge \( e = (v, w) \) in \( G \) and that we need in particular the vertices \( v \) and \( w \) in the vertex cover. Since we have at most \( k \) vertices in \( \bigcup_{i=1}^{2m+1} S_i^f \cap V \), these vertices induce a clique of size \( k \) in \( G \).

Finally, following Remark 4.8, we can turn each layer into a tree preserving equivalence. The W[1]-hardness of \textsc{Clique} [9] regarding \( k \) and that \( k' \in O(k^2) \) then finish the proof. \( \Box \)

\end{proof}
5 On Efficient Data Reduction

In this section, we study the possibility of effective data reduction for MSVC when parameterized by \(k\), \(\tau\), and \(k + \tau\), that is, the possible existence of problem kernels of polynomial size. We prove that unless \(\text{coNP} \subseteq \text{NP}/\text{poly}\), MSVC admits no kernel problem of size polynomial in \(k\) (Section 5.1). Yet, when combining \(k\) and \(\tau\), we prove a problem kernel of size \(O(k^2 \tau)\) (Section 5.2). Moreover, we prove a problem kernel of size \(5\tau\) when each layer consists of only one edge (Section 5.3). Recall that MSVC is para-NP-hard regarding \(\tau\) even if each layer is a tree.

5.1 No problem kernel of size polynomial in \(k\)

We prove that if

(i) each layer consists only of one edge and \(\ell = 1\), or
(ii) each layer is planar and \(\ell \geq 2k\),

then MSVC admits no kernel of size polynomial in \(k\) unless \(\text{coNP} \subseteq \text{NP}/\text{poly}\). Recall that MSVC parameterized by \(k\) is fixed-parameter tractable in case of (i) (see Observation 2.5), while we left open whether it also holds true in case (ii).

\[
\text{Theorem 5.1.} \quad \text{Unless } \text{coNP} \subseteq \text{NP}/\text{poly}, \text{ MSVC admits no polynomial kernel when parameterized by } k, \text{ even if }
\begin{align*}
&\text{(i) each layer consists of one edge and } \ell = 1, \text{ or if} \\
&\text{(ii) each layer is planar and } \ell \geq 2k. 
\end{align*}
\]

We prove Theorem 5.1 using AND-compositions.

\[
\text{Definition 5.2. } \text{An AND-composition for a parameterized problem } L \text{ is an algorithm that given } p \text{ instances } (x_1,k),\ldots,(x_p,k) \text{ of } L, \text{ computes in time polynomial in } \sum_{i=1}^p |x_i| \text{ an instance } (y,k') \text{ of } L \text{ such that }
\begin{align*}
&\text{(i) } (y,k') \in L \text{ if and only if } (x_i,k) \in L \text{ for all } i \in \{1,\ldots,p\}, \text{ and} \\
&\text{(ii) } k' \text{ is polynomially upper-bounded in } k.
\end{align*}
\]

Drucker [10] showed that if a parameterized problem whose unparameterized version is NP-hard admits an AND-composition, then \(\text{coNP} \subseteq \text{NP}/\text{poly}\). Note that \(\text{coNP} \subseteq \text{NP}/\text{poly}\) implies a collapse of the polynomial-time hierarchy to its third level [23]. In the proof of Theorem 5.1(i), we use the following.

\[
\text{Construction 2. } \text{Let } (G_1 = (V,E_1,\tau_1),k,\ell),\ldots,(G_p = (V,E_p,\tau_p),k,\ell) \text{ be } p \text{ instances of MSVC where each layer consists of one edge and } \ell = 1. \text{ We construct an instance } (G = (V,E,\tau),k,\ell) \text{ of MSVC as follows. Denote by } (G_1',\ldots,G_p') \text{ the sequence of layers of } G_i. \text{ Initially, let } G \text{ be the temporal graph with layer sequence } ((G_i')_{1 \leq i \leq p}). \text{ Next, for each } i \in \{1,\ldots,p-1\}, \text{ insert between } G_i' \text{ and } G_i'^{i+1} \text{ the sequence } (H_1',H_2',\ldots,H_{2k}) = (G_1',G_1'^{i+1},\ldots,G_1'^{i+1}). \text{ This finishes the construction. Note that } \tau = 2k(p-1) + \sum_{i=1}^p \tau_i. 
\]

Construction 2 gives an AND-composition used in the proof of Theorem 5.1(i).

\[
\text{Proposition 5.3 } \ast. \text{ MSVC where each layer consists of one edge and } \ell = 1 \text{ AND-composes into itself parameterized by } k.
\]

Turning a set of input instances of \textsc{Vertex Cover} on planar graphs (this is equivalent to MSVC with one layer which is a planar graph) into a sequence gives an AND-composition used in the proof of Theorem 5.1(ii).
**Proosition 5.4 (⋆).** MSVC with one layer being a planar graph AND-composes into MSVC parameterized by \( k \) with \( \ell \geq 2k \) and each layer being planar.

Proof of Theorem 5.1. Using Drucker’s result for AND-composition [10], Propositions 5.3 and 5.4 prove Theorem 5.1(i) and (ii), respectively. Recall that MSVC where each layer consists of one edge (Theorem 3.1) and VERTEX COVER on planar graphs [14] are NP-hard. 

### 5.2 A problem kernel of size \( O(k^2\tau) \)

MSVC remains NP-hard for \( \tau = 2 \), even if each layer is a tree (Theorem 3.1). Moreover, MSVC does not admit a problem kernel of size polynomial in \( k \), even if each layer consists of one edge (Theorem 5.1). Yet, when combining both parameters we obtain a problem kernel of cubic size.

**Theorem 5.5.** There is an algorithm that maps any instance \((G = (V, E, \tau), k, \ell)\) of MSVC in time \( O(|V|^2\tau) \) to an instance \((G', k, \ell)\) of MSVC with at most \( 2k^2\tau \) vertices and \( k^2\tau \) temporal edges.

To prove Theorem 5.5, we apply three polynomial-time data reduction rules. These reduction rules can be understood as temporal variants of the folklore reduction rules for VERTEX COVER. Our first reduction rule is immediate.

**Reduction Rule 1 (Isolated vertices).** If there is some vertex \( v \in V \) such that \( e \cap v = \emptyset \) for all \( e \in E(G_1) \), then delete \( v \).

For VERTEX COVER when asking for a vertex cover of size \( q \), there is the well-known reduction rule dealing with high-degree vertices: If there is a vertex \( v \) of degree larger than \( q \), then delete \( v \) and its incident edges and decrease \( q \) by one. For MSVC a high-degree vertex can only appear in some layers, and hence deleting this vertex is in general not correct. However, there is a temporal variant of the high-degree rule as follows.

**Reduction Rule 2 (High degree).** If there exists a vertex \( v \) such that there is an inclusion-maximal subset \( J \subseteq \{1, \ldots, \tau\} \) such that \( \deg_{G_i}(v) > k \) for all \( i \in J \), then add a vertex \( w_v \) to \( V \) and for each \( i \in J \), remove all edges incident to \( v \) in \( G_i \), and add the edge \( \{v, w_v\} \).

See Figure 2 for an illustration. We now show how Reduction Rule 2 can be applied and that it does not turn a yes-instance into a no-instance or vice versa.

**Lemma 5.6 (⋆).** Reduction Rule 2 is correct and exhaustively applicable in \( O(|V|^2\tau) \) time.
Similarly as in the reduction rules for Vertex Cover, we now count the number of edges in each layer: If more than $k^2$ edges are contained in one layer, then no set of $k$ vertices each of degree at most $k$ can cover more than $k^2$ edges.

- **Reduction Rule 3 (no-instance).** If none of Reduction Rules 1 and 2 is applicable and there is a layer with more than $k^2$ edges, then output a trivial no-instance.

We are ready to prove that when none of the Reduction Rules 1 to 3 can be applied, then the instance contains “few” vertices and temporal edges.

- **Lemma 5.7 (⋆).** Let $(G, k, \ell)$ be an instance of MSVC such that none of Reduction Rules 1 to 3 is applicable. Then $G$ consists of at most $2k^2\tau(G)$ vertices and $k^2\tau(G)$ temporal edges.

We are ready to prove the main result of this section.

**Proof of Theorem 5.5.** Apply Reduction Rules 1 to 3 exhaustively in $O(|V|^2\tau)$ time to obtain an equivalent instance $(G', k, \ell)$. Due to Lemma 5.7, $G'$ consists of at most $2k^2\tau$ vertices and at most $k^2\tau$ temporal edges.

### 5.3 A problem kernel of size $5\tau$

MSVC when each layer is a tree does not admit a problem kernel of any size in $\tau$ unless $P = NP$. Yet, when each layer consists of only one edge, then each instance of MSVC contains at most $\tau$ edges and, hence, at most $2\tau$ non-isolated vertices. Thus, MSVC admits a straight-forward problem kernel of size linear in $\tau$.

- **Observation 5.8.** Let $(G = (V, E), k, \ell)$ be an instance of MSVC where each layer consists of one edge. Then we can compute in $O(|V| \cdot \tau)$ time an instance $(G', k, \ell)$ of size at most $5\tau$.

**Proof.** Observe that we can immediately output a trivial yes-instance if $k \geq \tau$ (Observation 2.1) or $\ell \geq 2$ (Observation 2.5). Hence, assume that $k \leq \tau - 1$ and $\ell \leq 1$. Apply Reduction Rule 1 exhaustively on $(G, k, \ell)$ to obtain $(G', k, \ell)$. Since there are $\tau$ edges in $G$, there are at most $2\tau$ vertices in $G'$, and $G'$ is at most $5\tau$. It follows that the encoding length of $(G', k, \ell)$ is at most $5\tau$.

## 6 Conclusion

We introduced Multistage Vertex Cover, proved it to be NP-hard even on restricted inputs, and studied its parameterized complexity regarding the natural parameters $k, \ell,$ and $\tau$ (each given as input). We leave open whether MSVC parameterized by $k$ is fixed-parameter tractable when each layer consists of only one edge (see Table 1). Moreover, it is open whether MSVC remains NP-hard on two layers each being a path (that is, strengthening Theorem 3.1(i)).

---
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Abstract

We study the complexity of graph modification problems with respect to homomorphism-based colouring properties of edge-coloured graphs. A homomorphism from an edge-coloured graph $G$ to an edge-coloured graph $H$ is a vertex-mapping from $G$ to $H$ that preserves adjacencies and edge-colours. We consider the property of having a homomorphism to a fixed edge-coloured graph $H$, which generalises the classic vertex-colourability property. The question we are interested in is the following: given an edge-coloured graph $G$, can we perform $k$ graph operations so that the resulting graph admits a homomorphism to $H$? The operations we consider are vertex-deletion, edge-deletion and switching (an operation that permutes the colours of the edges incident to a given vertex). Switching plays an important role in the theory of signed graphs, that are 2-edge-coloured graphs whose colours are the signs $+$ and $-$. We denote the corresponding problems (parameterized by $k$) by VERTEX DELETION-$H$-COLOURING, EDGE DELETION-$H$-COLOURING and SWITCHING-$H$-COLOURING. These problems generalise the extensively studied $H$-COLOURING problem (where one has to decide if an input graph admits a homomorphism to a fixed target $H$). For 2-edge-coloured $H$, it is known that $H$-COLOURING already captures the complexity of all fixed-target Constraint Satisfaction Problems.

Our main focus is on the case where $H$ is an edge-coloured graph of order at most 2, a case that is already interesting since it includes standard problems such as VERTEX COVER, ODD CYCLE TRANSVERSAL and EDGE BIPARTIZATION. For such a graph $H$, we give a PTime/NP-complete complexity dichotomy for all three VERTEX DELETION-$H$-COLOURING, EDGE DELETION-$H$-COLOURING and SWITCHING-$H$-COLOURING problems. Then, we address their parameterized complexity. We show that all VERTEX DELETION-$H$-COLOURING and EDGE DELETION-$H$-COLOURING problems for such $H$ are FPT. This is in contrast with the fact that already for some $H$ of order 3, unless PTime = NP, none of the three considered problems is in XP, since 3-COLOURING is NP-complete. We show that the situation is different for SWITCHING-$H$-COLOURING: there are three 2-edge-coloured graphs $H$ of order 2 for which SWITCHING-$H$-COLOURING is W[1]-hard, and assuming the ETH, admits no algorithm in time $f(k)n^{o(k)}$ for inputs of size $n$ and for any computable function $f$. For the other cases, SWITCHING-$H$-COLOURING is FPT.
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Introduction

Graph colouring problems such as $k$-COLOURING are among the most fundamental problems in algorithmic graph theory. Problem $H$-COLOURING is a homomorphism-based generalisation of $k$-COLOURING that is extensively studied [8, 14, 18, 25]. Considering a fixed graph $H$, in $H$-COLOURING one asks whether an input graph $G$ admits a homomorphism (an edge-preserving vertex-mapping) to $H$. $k$-COLOURING is the same problem as $K_k$-COLOURING, where $K_k$ is the complete graph of order $k$ (the order of a graph is its number of vertices).

We will consider parameterized variants of $H$-COLOURING where $H$ is an edge-coloured graph. We say that a graph is $t$-edge-coloured if its edges are coloured with at most $t$ colours. We allow loops and multiple edges, but multiple edges of the same colour are irrelevant in $H$.

We sometimes give actual colour names to the colours: red, blue, green. For 2-edge-coloured graphs, we will use red and blue as the two edge colours. A standard uncoloured graph can be seen as 1-edge-coloured. For two edge-coloured graphs $G$ and $H$, a homomorphism from $G$ to $H$ is a vertex-mapping $\varphi : V(G) \to V(H)$ such that, if $xy$ is an edge of colour $i$ in $G$, then $\varphi(x)\varphi(y)$ is an edge of colour $i$ in $H$. Whenever such a $\varphi$ exists, we say that $G$ maps to $H$, and we write $G \xrightarrow{ec} H$.

The $H$-COLOURING problems are well-studied, see for example [1, 2, 3, 4, 5]. They are special cases of Constraint Satisfaction Problems (CSPs). A large set of CSPs can be modeled by homomorphisms of general relational structures to a fixed relational structure $H$ [14]. The corresponding decision problem is noted $H$-CSP. When $H$ has only binary relations, $H$ can be seen as an edge-coloured graph (a relation corresponds to the set of edges of a given colour) and $H$-CSP is exactly $H$-COLOURING. The complexity of $H$-CSP has been the subject of intensive research in the last decades, since Feder and Vardi conjectured in [14] that $H$-CSP is either PTime or $\text{NP}$-complete – a statement that became known as the Dichotomy Conjecture. The latter conjecture was recently solved in [7, 30] independently; the criterion for $H$-CSP to be in PTime is based on certain algebraic properties of $H$. Nevertheless, determining whether a structure $H$ satisfies this criterion is not an easy task (even for targets as simple as oriented trees [8]). Thus, the study of more simple and elegant complexity classifications for relevant special cases is of high importance.

The complexity of $H$-COLOURING when $H$ is uncoloured is well-understood: it is in PTime if $H$ contains a loop or is bipartite; otherwise it is $\text{NP}$-complete [18]. This was one of the early dichotomy results in the area. On the other hand, when $H$ is a 2-edge-coloured graph, it was proved that the class of $H$-COLOURING problems captures the difficulty of the whole class of $H$-CSP problems [5], and thus the dichotomy classification for this class of problems is expected to be much more intricate.

Our goal is to study generalisations of $H$-COLOURING problems for edge-coloured graphs by enhancing them as modification problems. In this setting, given a graph property $P$ and a graph operation $\pi$, the graph modification problem for $P$ and $\pi$ asks whether an input graph $G$ can be made to satisfy property $P$ after applying operation $\pi$ a given number $k$ of times. This is a classic setting studied extensively both in the realms of classical and parameterized complexity, see for example [9, 22, 23, 28]. In this context, the most studied graph operations are vertex deletion (VD) and edge-deletion (ED), see the seminal papers [23, 28].
For a fixed graph $H$, let $\mathcal{P}(H)$ denote the property of admitting a homomorphism to $H$. Certain standard computational problems can be stated as graph modification problems to $\mathcal{P}(H)$. For example, VERTEX COVER is the graph modification problem for property $\mathcal{P}(K_1)$ and operation $VD$. Similarly, ODD CYCLE TRANSVERSAL and EDGE BIPARTIZATION are the graph modification problems for $\mathcal{P}(K_2)$ and $VD$, and $\mathcal{P}(K_2)$ and $ED$, respectively.

When considering edge-coloured graphs with only two edge-colours, another operation of interest is switching: to switch at a vertex $v$ is to change the colour of all edges incident with $v$. (Note that a loop does not change its colour under switching.) This operation is of prime importance in the context of signed graphs. A signed graph is a 2-edge-coloured graph in which the two colours are denoted by signs ($+$ and $-$). A graph is called balanced if it can be switched to be all-positive. The concepts of signed graphs, balance and switching, were introduced and developed in [17, 29] and have many interesting applications, in particular in social networks and biological dynamical systems (see [19] and the references therein).

The switching operation plays an important role in the study of homomorphisms of signed graphs, a concept defined in [26] which has many connections to deep questions in structural graph theory. In their definition, before mapping the vertices, one may perform any number of switchings. (Note that when switching at a set $S$ of vertices of a signed graph $G$, the order does not matter: ultimately, only the edges between $S$ and its complement $V(G) \setminus S$ change their sign.) The algorithmic complexity of this problem was studied in [5, 6, 16]. Herein, we will consider edge-coloured graph modification problems for property $\mathcal{P}(H)$ (for fixed edge-coloured graphs $H$) and for graph operations $VD$, $ED$ and $SW$.

A parameterized problem is a decision problem with a parameter of the input. It is fixed parameter tractable (FPT) if for any input $I$ with parameter value $k$, it can be solved in time $O(f(k)|I|^c)$ for a computable function $f$ and integer $c$. It is in the class XP if it can be solved in time $|I|^{g(k)}$ for a computable function $g$. It is W[1]-hard if all problems in the class W[1] can be reduced in FPT time to it. For more details, see the books [11, 12]. Let us now formally define the problems of interest to us (the parameter is always $k$).

**Vertex Deletion-(resp. Edge Deletion)-H-Colouring**

**Input:** An edge-coloured graph $G$, an integer $k$.

**Question:** Is there a set $S$ of $k$ vertices (resp. edges) of $G$ such that $(G - S) \xrightarrow{ec} H$?

**Switching-H-Colouring**

**Input:** A 2-edge-coloured graph $G$, an integer $k$.

**Question:** Is there a set $S$ of $k$ vertices of $G$ such that the 2-edge-coloured graph $G'$ obtained from $G$ by switching at every vertex of $S$ satisfies $G' \xrightarrow{ec} H$?

In the study of the three above problems, one may assume that $H$ is a core (that is, $H$ does not have a homomorphism to a proper subgraph of itself). Indeed, it is well-known that for any subgraph $H'$ of $H$ with $H \xrightarrow{ec} H'$, we have $G \xrightarrow{ec} H$ if and only if $G \xrightarrow{ec} H'$ [3].

Of course, whenever $H$-COLOURING is NP-complete, all three above problems are NP-complete, even when $k = 0$, and so they are not in XP (unless PTime = NP). This is for example the case when $H$ is a monochromatic triangle: then we have 3-COLOURING. Thus, from the point of view of parameterized complexity, it is of primary interest to consider these problems for edge-coloured graphs $H$ such that $H$-COLOURING is in PTime. (In that case a simple brute-force algorithm iterating over all $k$-subsets of vertices of $G$ implies that the three problems are in XP.) For classic graphs, the only cores $H$ for which $H$-COLOURING is in PTime are the three connected graphs with at most one edge (a single vertex with no edge, a single vertex with a loop, two vertices joined by an edge), so in that case the interest of these problems is limited. However, for many interesting families of edge-coloured...
graphs $H$, the problem $H$-COLOURING is in PTime, and the class of such graphs $H$ is not very well-understood, see [2, 3, 4]. Even when $H$ is a 2-edge-coloured cycle, tree or complete graph, there are infinitely many $H$ with $H$-COLOURING NP-complete and infinitely many $H$ where it is in PTime [2].

Recall that when $H$ is a single vertex with no loop, VERTEX DELETION-$H$-COLOURING is exactly VERTEX COVER. If $H$ has a single edge, VERTEX DELETION-$H$-COLOURING and EDGE DELETION-$H$-COLOURING are Odd Cycle Transversal and Edge Bipartization, respectively. For $H$ consisting of a single (blue) loop, SWITCHING-$H$-COLOURING for $k = |V(G)|$ consists in checking whether the given 2-edge-coloured graph $G$ is balanced (a problem that is in PTime [5]). More generally, SWITCHING-$H$-COLOURING for 2-edge-coloured graphs $H$ and $k = |V(G)|$ is exactly the problem SIGNED $H$-COLOURING studied in [5, 6, 16].

Related work. Several works address the parameterized complexity of graph colouring problems. In [25], the vertex-deletion variant of $H$-LIST-COLOURING is studied. Graph modification problems for COLOURING in specific graph classes and for operations FD and ED are considered, for example in [10] (bipartite graphs, split graphs) and [27] (comparability graphs). Graph colouring problems parameterized by structural parameters are considered in [20]. Algorithmic problems related to the operation of Seidel switching have been considered. Given a (classic) graph $G$, the Seidel switching operation performed at a vertex exchanges all adjacencies and non-adjacencies of $v$. This can be seen as performing a switching operation in a 2-edge-coloured complete graph, where blue edges are the actual edges of $G$, and red edges are its non-edges. In [13, 21], the complexity of graph modification problems with respect to the Seidel switching operation and the property of being a member of certain graph classes has been studied. Our work on SWITCHING-$H$-COLOURING problems can be seen as a variation of these problems, generalised to arbitrary 2-edge-coloured graphs.

Our results. We study the classic and parameterized complexities of the three problems VERTEX DELETION-$H$-COLOURING, EDGE DELETION-$H$-COLOURING and SWITCHING-$H$-COLOURING. Our focus is on $t$-edge-coloured graphs $H$ of order at most 2 with $t$ an integer ($t = 2$ for SWITCHING-$H$-COLOURING). Despite having just two vertices, $H$-COLOURING for such $H$ is interesting and nontrivial; it is proved to be in PTime by two different nontrivial methods, see [1, 4]. Thus, the three considered problems are in XP for such $H$. (Recall that for suitable 1-edge-coloured graphs $H$ of order 1 or 2, VERTEX DELETION-$H$-COLOURING and EDGE DELETION-$H$-COLOURING include VERTEX COVER and Odd Cycle Transversal.)

We completely classify the classical complexity of VERTEX DELETION-$H$-COLOURING when $H$ is a $t$-edge-coloured graph of arbitrary order: it is either trivially in PTime or NP-complete. It turns out that all VERTEX DELETION-$H$-COLOURING problems are FPT when $H$ has order at most 2. To prove this, we extend a method from [4] and reduce the problem to an FPT variant of 2-SAT.

For EDGE DELETION-$H$-COLOURING, a classical complexity dichotomy seems more difficult to obtain, as there are nontrivial PTime cases. We perform such a classification when $H$ is a $t$-edge-coloured graph of order at most 2. Similar 2-SAT-based arguments as for VERTEX DELETION-$H$-COLOURING give a FPT algorithm for EDGE DELETION-$H$-COLOURING when $H$ has order at most 2.

For SWITCHING-$H$-COLOURING when $H$ is a 2-edge-coloured graph, the classical dichotomy is again more difficult to obtain. We perform such a classification by using some characteristics of the switch operation and by giving some reductions to well-known NP-complete problems. In contrast to the two previous cases for the parameterized complexity, we show that for three graphs $H$ of order 2, SWITCHING-$H$-COLOURING is already W[1]-hard.
Table 1 Overview of our main results, sorted by problem and by type of classification.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>P vs NP</td>
<td>Dichotomy for all graphs (Cor. 7)</td>
<td>Dichotomy when $</td>
<td>V(H)</td>
</tr>
<tr>
<td>FPT vs W-hard when $</td>
<td>V(H)</td>
<td>\leq 2$</td>
<td>All FPT (Th. 12)</td>
</tr>
</tbody>
</table>

(and cannot be solved in time $f(k)|G|^{o(k)}$ for any function $f$, assuming the ETH\(^1\)). For all other 2-edge-coloured graphs of order 2, we prove that SWITCHING-H-COLOURING is FPT. Table 1 presents a brief overview of our results.

Our paper is structured as follows. In Section 2, we state some definitions and make some preliminary observations in relation with the literature. In Section 3, we study the classical complexity of the three considered problems. We address their parameterized complexity in Section 4. Finally, we conclude in Section 5.

2 Preliminaries and known results

2.1 Some known complexity dichotomies

Recall that whenever $H$-COLOURING is NP-complete, VERTEX DELETION-$H$-COLOURING, EDGE DELETION-$H$-COLOURING and SWITCHING-$H$-COLOURING are NP-complete (even for $k = 0$), and thus are not in XP, unless PTime = NP. For example, this is the case when $H$ is a monochromatic triangle. When SIGNED $H$-COLOURING (this is SWITCHING-$H$-COLOURING for $k = |V(G)|$, see [5]) is NP-complete, then SWITCHING-$H$-COLOURING is NP-complete (but could still be in XP or FPT).

On the other hand, when $H$-COLOURING is in PTime, all three problems are in XP for parameter $k$ (by a brute-force algorithm iterating over all $k$-subsets of vertices of $G$, performing the operation on these $k$ vertices, and then solving $H$-COLOURING):

\[\text{Proposition 1. Let } H \text{ be an edge-coloured graph such that } H\text{-COLOURING is in PTime. Then, VERTEX DELETION-}H\text{-COLOURING, EDGE DELETION-}H\text{-COLOURING and SWITCHING-}H\text{-COLOURING can be solved in time } |G|^{O(k)}.\]

When $k = 0$ and $H$ is 1-coloured, we have the following classic theorem.

\[\text{Theorem 2 (Hell and Nešetřil [18]). Let } H \text{ be a 1-edge-coloured graph. } H\text{-COLOURING is in PTime if the core of } H \text{ has at most one edge (} H \text{ is bipartite or has a loop), and NP-complete otherwise.}\]

There is no analogue of Theorem 2 for edge-coloured graphs. In fact, it is proved in [5] that a dichotomy classification for $H$-COLOURING restricted to 2-edge-coloured $H$ would imply a dichotomy for all fixed-target CSP problems. Thus, no simple combinatorial classification is expected to exist. In fact, even for trees, cycles or complete graphs, such classifications are not easy to come by [2]. However, some classifications exist for certain classes of graphs $H$, such as those of order at most 2 [1, 4] or paths [3].

---

\(^1\) The Exponential Time Hypothesis, ETH, postulates that 3-SAT cannot be solved in time $2^{\pi(n)(n+m)^c}$, where $n$ and $m$ are the input’s number of variables and clauses, and $c$ is any integer [24].
For **Switching-**$H$-**Colouring** with $k = |V(G)|$, (that is, **Signed** $H$-**Colouring**), we have the following (where the switching core of a 2-edge-coloured graph is a notion of core where an arbitrary number of switchings can be performed before the self-mapping):

**Theorem 3** (Brewster et al. [5, 6]). *Let $H$ be a signed graph. Signed $H$-Colouring is in PTime if the switching core of $H$ has at most two edges, and NP-complete otherwise.*

Note that 2-edge-coloured graphs where the switching core has at most two edges either have one vertex (with zero loop, one loop or two loops of different colours), or two vertices (with either one edge or two parallel edges of different colours joining them) [5]. (If there are two vertices joined by one edge and a loop at one of the vertices, we can switch at the non-loop vertex if necessary to obtain one edge-colour, and then retract the whole graph to the loop-vertex, so this is not a core.)

### 2.2 Homomorphism dualities and FPT time

For a $t$-edge-coloured graph $H$, we say that $H$ has the duality property if there is a set $\mathcal{F}(H)$ of $t$-edge-coloured graphs such that, for any $t$-edge-coloured graph $G$, $G \rightarrow H$ if and only if no graph $F$ of $\mathcal{F}(H)$ satisfies $F \rightarrow G$. If $\mathcal{F}(H)$ is finite, we say that $H$ has the finite duality property. If checking whether any graph $F$ in $\mathcal{F}(H)$ satisfies $F \rightarrow G$ (for an input edge-coloured graph $G$) is in PTime, we say that $H$ has the polynomial duality property. This is in particular the case when $\mathcal{F}(H)$ is finite. For such $H$, $H$-Colouring is in PTime. This topic is explored in detail for edge-coloured graphs in [1]. By a simple bounded search tree argument, we get the following:

**Proposition 4.** *Let $H$ be an edge-coloured graph with the finite duality property. Then, Vertex Deletion-$H$-Colouring, Edge Deletion-$H$-Colouring and Switching-$H$-Colouring are FPT.*

**Proof.** First, we search for all appearances of homomorphic images of graphs in $\mathcal{F}(H)$ (there are at most $f(\mathcal{F}(H))$ such images for some exponential function $f$), which we call obstructions. This takes time at most $f(\mathcal{F}(H))m_v^{m_w}$, where $m_w = \max\{ |V(F)|, F \in \mathcal{F}(H) \}$. Then, we need to get rid of each obstruction. For Vertex Deletion-$H$-Colouring (resp. Edge Deletion-$H$-Colouring), we need to delete at least one vertex (resp. edge) in each obstruction, thus we can branch on all $m_v$ (resp. $m_v^2$) possibilities. For Switching-$H$-Colouring, we need to switch at least one of the vertices of the obstruction (but then update the list of obstructions, as we may have created a new one). In all cases, this gives a search tree of height $k$ and degree bounded by a function of $\mathcal{F}(H)$, which is FPT. ◀

### 3 PTime/NP-complete complexity dichotomies

In this section, we prove some results about the classical complexity of Vertex Deletion-$H$-Colouring, Edge Deletion-$H$-Colouring and Switching-$H$-Colouring. We first adapt a general method from [23] to show that Vertex Deletion-$H$-Colouring is either trivial, or NP-complete in Section 3.1.

For Edge Deletion-$H$-Colouring and Switching-$H$-Colouring, we cannot use this technique (in fact there exist nontrivial PTime cases). Thus, we turn our attention to edge-coloured graphs of order 2 (note that for every edge-coloured graph $H$ of order at most 2, $H$-Colouring is in PTime [1, 4]). Recall that Switching-$H$-Colouring is defined only on 2-edge-coloured graphs, so our focus is on this case (but for Edge Deletion-$H$-Colouring our results hold for any number of colours). In Section 3.2, we prove a
dichotomy result for graphs of order at most 2 for the Edge Deletion-$H$-Colouring problem. The Switching-$H$-Colouring problem is treated in Section 3.3, where we also prove a dichotomy result.

The twelve 2-edge-coloured graphs of order at most 2 that are cores (up to symmetries of the colours) are depicted in Figure 1. The two colours are red (dashed edges) and blue (solid edges). We use the terminology of [1]: for $\alpha \in \{-, r, b, rb\}$, the 2-edge-coloured graph $H^\alpha_1$ is the graph of order 1 with no loop, a red loop, a blue loop, and both kinds of loops, respectively. Similarly, for $\alpha \in \{-, r, b, rb\}$ and $\beta, \gamma \in \{-, r, b\}$, the graph $H^{2\alpha}_{1\beta,\gamma}$ denotes the graph of order 2 with vertex set $\{0, 1\}$. The string $\alpha$ indicates the presence of an edge between 0 and 1: no edge, a red edge, a blue edge and both edges for $-, r, b$ and $rb$, respectively. Similarly, $\beta$ and $\gamma$ denote the presence of a loop at vertices 0 and 1, respectively ($-$ for no loop, $r$ for a red loop, $b$ for a blue loop).

![Figure 1](image_url)

**Figure 1** The twelve 2-edge-coloured cores of order at most 2 considered in this paper.

### 3.1 Dichotomy for Vertex Deletion-$H$-Colouring

Graph modification problems for operations VD and ED have been studied extensively. For a graph property $\mathcal{P}$, we denote by $\text{Vertex Deletion-}\mathcal{P}$ the graph modification problem for property $\mathcal{P}$ and operation VD. Lewis and Yannakakis [23] defined a non-trivial property $\mathcal{P}$ on graphs as a property true for infinitely many graphs and false for infinitely many graphs. They showed the following general result:

**Theorem 5** (Lewis and Yannakakis [23]). The Vertex Deletion-$\mathcal{P}$ problem for nontrivial graph-properties $\mathcal{P}$ that are hereditary on induced subgraphs is NP-hard.

By modifying the proof of Theorem 5, we can prove the two following results (the proof is omitted due to space restrictions and is included in the full version of the manuscript).

**Theorem 6.** Let $\mathcal{P}$ be a nontrivial property of loopless edge-coloured graphs that is hereditary for induced subgraphs and true for all independent sets. Then, Vertex Deletion-$\mathcal{P}$ is NP-hard.

For a $t$-edge-coloured graph, the only case where the property of mapping to $H$ is trivial (in this case, always true) is when $H$ has a vertex with all $t$ kinds of loops attached (in which case the core of $H$ is that vertex). Thus we obtain the following dichotomy.

**Corollary 7.** Let $H$ be a $t$-edge-coloured graph. Vertex Deletion-$H$-Colouring is in $P$Time if $H$ contains a vertex having all $t$ kinds of loops, and NP-complete otherwise.
3.2 Dichotomy for Edge Deletion-$H$-Colouring when $H$ has order 2

No analogue of Theorem 5 for operation ED exists nor is expected to exist [28]. We thus restrict our attention to the case of edge-coloured graphs $H$ of order at most 2. For this case we classify the complexity of Edge Deletion-$H$-Colouring. Since multiple edges of the same colour are irrelevant, if $H$ has order 2, for each edge-colour there are three possible edges.

Theorem 8. Let $H$ be an edge-coloured core of order at most 2. If each colour of $H$ contains only loops or contains all three possible edges, then Edge Deletion-$H$-Colouring is in PTime; otherwise it is NP-complete.

Proof. The NP-completeness proofs are by reductions from Vertex Cover, based on vertex- and edge-gadgets constructed using obstructions to the corresponding homomorphisms from [1]. They are available in the full version of the manuscript. We now present the PTime part.

First note that if colour $i$ has all three possible edges in $H$, we can simply ignore this colour by removing it from $H$ and $G$ without decreasing the parameter, as it does not provide any constraint on the homomorphisms.

We can therefore suppose that $H$ contains only loops. If two colours induce the same subgraph of $H$, then we can identify these two colours in both $G$ and $H$ as they give the same constraints.

If $G$ has colours that $H$ does not have, then remove each edge with this colour and decrease the parameter for each removed edge. If it goes below zero then we reject.

We can now assume that $H$ has only loops and $G$ has the same colours as $H$. We are left with only a few cases, as $H$ is a core (there is no vertex whose set of loops is included in the set of loops of the other).

- $H$ has a single loop. Then, $G \xrightarrow{cc} H$ as $G$ has the same colours as $H$.
- $H$ contains two non-incident loops with different colours and two non-incident loops of a third colour. Up to symmetry, suppose that $H$ has one blue loop and one green loop on the first vertex and has one red loop and one green loop on the second vertex. We will reduce to the problem where we have removed the green loops. We construct $G'$ from $G$ by replacing each green edge by a blue edge and a red edge. We claim that Edge Deletion-$H$-Colouring with parameter $k$ and input $G$ is true if and only if Edge Deletion-$H_{r,b}^2$-Colouring with parameter $k$ plus the number of green edges of $G$ on input $G'$ is true. (See full version of the article for details.) Using this method we can reduce the problem to Edge Deletion-$H_{r,b}^2$-Colouring, which is our last case.
- $H$ contains two non-incident loops with different colours; then $H = H_{r,b}^2$. Indeed if there were any other kind of loop, then we would be in the previous case or we could identify two colours. Note that a 2-edge-coloured graph maps to $H_{r,b}^2$ if and only if it has no red edge incident to a blue edge. Thus, solving Edge Deletion-$H_{r,b}^2$-Colouring amounts to splitting $G$ into disconnecting red and blue connected components. This can be done by constructing the following bipartite graph: put a vertex for each edge of $G$; two are adjacent if the corresponding edges in $G$ are adjacent and of different colours. Solving Edge Deletion-$H_{r,b}^2$-Colouring is the same as solving Vertex Cover on this bipartite graph, which is PTime.

There is no other case as otherwise the set of loops of one vertex would be included in the set of loops of the other. ▶
3.3 Dichotomy for Switching-$H$-Colouring when $H$ has order 2

**Theorem 9.** Let $H$ be a 2-edge-coloured graph from Figure 1. If $H$ is one of $H_{r,b}^{2b}$, $H_{r,-}^{2b}$, $H_{r,b}^{rb}$, $H_{r,-}^{rb}$ or $H_{r,b}^{2}$, then Switching-$H$-Colouring is NP-complete. Otherwise, it is in PTime.

Proof. We begin with the PTime cases.
- Every 2-edge-coloured graph maps to $H_{rb}^{1}$, thus Switching-$H_{rb}^{1}$-Colouring is trivially in PTime.
- No graph with an edge can be mapped to $H_{-}^{1}$ (regardless of switchings).
- For $H_{b}^{1}$, we need to test if the graph can be switched to an all-blue graph in less than $k$ switchings. There are only two sets of switchings that achieve this signature (one is the complement of the other). It is in PTime to test if the graph can be switched to an all-blue graph (see [5, Proposition 2.1]). Doing that also gives us one of the two switching sets; we then need to check if its size is at most $k$ or at least $|V(G)| - k$. So, Switching-$H_{b}^{1}$-Colouring is in PTime.
- For $H_{rb}^{2}$, we just apply the algorithm for $H_{b}^{1}$ and $H_{rb}^{1}$ to each connected component, one of the two must accept for each of them.
- For $H_{r,b}^{2b}$, a graph $G$ is a YES-instance if and only if $G$ (without considering edge-colours) is bipartite, which is PTime testable.
- For $H_{r,-}^{2b}$, a graph $G$ is a YES-instance if and only if it is bipartite and maps to $H_{b}^{1}$. We just need to check the two properties, which are both PTime.
- For $H_{r,r}^{rb}$, a graph $G$ maps to $H_{r,r}^{rb}$ if and only if it has no cycles with an odd number of blue edges [1]. This property is preserved under the switching operation. Thus, switching the graph does not impact the nature of the instance. It is thus in PTime (we can test with $k = 0$) since $H_{r,r}^{rb}$-Colouring is in PTime [1, 4].

We now consider the NP-complete cases. For every $H$, Switching-$H$-Colouring clearly lies in NP. NP-hardness follows from the above-stated Theorem 3 (proved in [5, 6]) in all but one case: indeed, the switching cores of $H_{r,b}^{2b}$, $H_{r,-}^{2b}$, $H_{r,b}^{rb}$ and $H_{r,-}^{rb}$ have at least three edges, and thus when $H$ is one of these, Switching-$H$-Colouring is NP-complete (even with $k = |V(G)|$).

The last case is $H_{r,-}^{2b}$. We give a reduction from Vertex Cover to Switching-$H_{r,-}^{2b}$-Colouring. Given instance $G$ of Vertex Cover, we construct an all-red copy $G'$ of $G$, and we attach to each vertex $v$ of $G$ a blue edge $vv'$, with a red loop on $v'$ (see Figure 2).

![Figure 2](image)

**Figure 2** Reduction from Vertex Cover to Switching-$H_{r,-}^{2b}$-Colouring.

Denote by $x$ the vertex of $H_{r,-}^{2b}$ with a loop, and by $y$ the other one. Assume that $G$ has a vertex cover $C$ of size at most $k$. Denote by $G''$ the graph obtained from $G'$ by switching at the vertices of $C$. We map every vertex $v'$ to $x$, every vertex of $C$ to $x$ and the remaining ones to $y$. Since $C$ is a vertex cover, each red edge of $G''$ is either a loop on some vertex $v'$, an edge $vv'$ with $v \in C$ or an edge $uv$ with $u, v \in C$. In each case, both endpoints are mapped on $x$. The blue edges of $G''$ are then either $vv'$ with $v \notin C$ or $uv$ with $u \in C$ and $v \notin C$. In both cases, the two endpoints are mapped to different vertices of $H_{r,-}^{2b}$, thus, $G'' \mapsto H_{r,-}^{2b}$. 
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Conversely, assume that we can switch $G'$ at vertices from a set $S$ such that the resulting graph $G''$ maps to $H_{r,b}^r$. Let $C$ be the set of vertices $v$ of $G$ such that $v$ or $v'$ lies in $S$. Note that $C$ has size at most $|S|$. We claim that $C$ is a vertex cover of $G$. Assume that there is an edge $uv$ in $G$ with $u, v \notin C$. By construction, $u, u', v, v' \notin S$, so $uu', vv'$ are blue in $G''$, and $uv$ is red. Thus, $u, v$ have to be mapped to $x$, and $u', v'$ to $y$, a contradiction since $u'$ has an incident red loop in $G''$. Therefore $C$ is a vertex cover of $G$.

\[\vspace{1cm}\]

4 Parameterized complexity results

4.1 Vertex Deletion-$H$-Colouring and Edge Deletion-$H$-Colouring

For many edge-coloured graphs $H$ of order at most 2, we can show that Vertex Deletion-$H$-Colouring and Edge Deletion-$H$-Colouring are FPT by giving ad-hoc reductions to Vertex Cover, Odd Cycle Transversal or a combination of both. However, a more powerful method is to generalise a technique from [4] used to prove that $H$-Colouring is in \(\text{PTime}\) by reduction to 2-Sat (see also [2]):

\[\vspace{1cm}\]

\textbf{Theorem 10} (Brewster et al. [4]). Let $H$ be an edge-coloured graph of order at most 2. Then, for each instance $G$ of $H$-Colouring, there exists a \(\text{PTime}\) computable 2-Sat formula $F(G)$ that is satisfiable if and only if $G \rightarrow H$. Thus, $H$-Colouring is in \(\text{PTime}\).

The formula $F(G)$ from Theorem 10 contains a variable $x_v$ for each vertex $v$ of $G$, and for each edge $uv$, a set of clauses that depends on $H$. The idea is to see the two vertices of $H$ as “true” and “false”, and for each edge $uv$ of a certain colour, to express the possible assignments of $x_u$ and $x_v$ based on the edges of that colour that are present in $H$.

We will show how to generalise this idea to Vertex Deletion-$H$-Colouring and Edge Deletion-$H$-Colouring. We will need the following parameterized variant of 2-Sat:

\[\vspace{1cm}\]

\textbf{Variable Deletion Almost 2-Sat}

\textbf{Parameter:} $k$.

\textbf{Input:} A 2-CNF Boolean formula $F$, an integer $k$.

\textbf{Question:} Is there a set of $k$ variables that can be deleted from $F$ (together with the clauses containing them) so that the resulting formula is satisfiable?

\[\vspace{1cm}\]

\textbf{Group Deletion Almost 2-Sat}

\textbf{Parameter:} $k$.

\textbf{Input:} A 2-CNF Boolean formula $F$, an integer $k$, and a partition of the clauses of $F$ into groups such that each group has a variable which is present in all of its clauses.

\textbf{Question:} Is there a set of $k$ groups of clauses that can be deleted from $F$ so that the resulting formula is satisfiable?

By a generalisation of [11, Exercise 3.21] for Clause Deletion Almost 2-Sat, we obtain the following complexity result for Group Deletion Almost 2-Sat. Its proof is included in the full version of the paper.

\[\vspace{1cm}\]

\textbf{Proposition 11.} \textbf{Group Deletion Almost 2-Sat} is \(\text{FPT}\).

We are now able to prove the following theorem.

\[\vspace{1cm}\]

\textbf{Theorem 12.} For every edge-coloured graph $H$ of order at most 2, Vertex Deletion-$H$-Colouring and Edge Deletion-$H$-Colouring are \(\text{FPT}\).
Proof. For an instance $G, k$ of Vertex Deletion-$H$-Colouring or Edge Deletion-$H$-Colouring, we consider the formula $F(G)$ from Theorem 10 (see [4]). In $F(G)$, to each vertex of $G$ corresponds a variable $x_v$. Deleting $v$ from $G$ when mapping $G$ to $H$ has the same effect as deleting $x_v$ when satisfying $F(G)$. Thus, this is an FPT reduction from Vertex Deletion-$H$-Colouring to Variable Deletion Almost 2-Sat.

Moreover, each edge $uv$ of $G$ corresponds to one or two clauses of $F(G)$. This naturally defines the groups of Group Deletion Almost 2-Sat by grouping the clauses corresponding to the same edge. Removing an edge is equivalent to remove its corresponding group. To finish, we have to make sure that we can have one variable common to all the clauses of each group. This is the case in the reduction in [4] for every case except when $E_i(H)$ (the set of edges of colour $i$ in $H$) is just a loop. Assume without loss of generality that the loop is on vertex 1 (the other loop can be treated the same way). Suppose $uv$ has colour $i$ in $G$; then $uv$ must be mapped to the loop on vertex 1. The original reduction added the clauses $(x_u)(x_v)$; we modify this part and add instead the clauses $(c + x_u)(c + x_v)(\overline{c})$ where $c$ is a new variable. This is now a valid and equivalent instance of Group Deletion Almost 2-Sat, which is FPT by Proposition 11. \hfill $\blacksquare$

4.2 Switching-$H$-Colouring: FPT cases

We now consider the parameterized complexity of Switching-$H$-Colouring. By Theorem 9, there are five 2-edge-coloured graphs $H$ of order at most 2 with Switching-$H$-Colouring NP-complete. We first show that two of them are FPT:

\hspace{1cm} $\blacktriangleleft$ Theorem 13. Switching-$H_{2b}^{r,b}$-Colouring and Switching-$H_{2b}^{r,-}$-Colouring are FPT.

Proof. The graph $H_{2b}^{r,b}$ has the finite duality property by [1], which implies FPT time for Switching-$H_{2b}^{r,b}$-Colouring by a simple bounded search tree algorithm (Proposition 4).

For the graph $H_{2b}^{r,-}$, the duality set $F(H)$ discovered in [1] is composed of paths of the form $RB^{2p-1}R$ (where $R$ is a red edge, $B$ a blue edge and $p \geq 1$ is an integer) and of cycles with an odd number of blue edges. As seen before, if the graph $G$ has such a cycle then switching will not remove it, thus we can reject.

If the graph has a $RB^{2p-1}R$ path and is a positive instance, then we claim that we need to switch one of the four vertices of the red edges. Indeed, if we switch only at the vertices inside the blue path (those not incident with one of the red edges) then the parity of the number of blue edges will not change and we will still have some maximal odd blue subpath, the two edges next to the extremities being red. Thus we would still have a $RB^{2p-1}R$ path.

Thus, since we need to switch at one of these four vertices, we branch on this configuration using the classic bounded search tree technique. This is an FPT algorithm. \hfill $\blacksquare$

4.3 Switching-$H$-Colouring: W[1]-hard cases

The remaining cases, $H_{r,b}^{2b}$, $H_{r,-}^{2b}$ and $H_{r,r}^{2b}$, yield W[1]-hard Switching-$H$-Colouring problems, even for input graphs of large girth (recall that the girth of a graph is the smallest length of one of its cycles, and by the girth of an edge-coloured graph we mean the girth of its underlying uncoloured graph):

\hspace{1cm} $\blacktriangleleft$ Theorem 14. Let $x \in \{r, b, -\}$. Then for any integer $q \geq 3$, the problem Switching-$H_{r,2}^{2b}$-Colouring is W[1]-hard, even for graphs $G'$ with girth at least $q$. Under the same conditions, Switching-$H_{r,2}^{2b}$-Colouring cannot be solved in time $f(k)|G'|^{o(k)}$ for any function $f$, assuming the ETH.
We will prove Theorem 14 by three reductions from \textsc{Multicoloured Independent Set}, which is \textsf{W}[1]-complete \cite{DBLP:journals/dam/Witt10}:

\begin{tabular}{|l|l|}
\hline
\textbf{Multicoloured Independent Set} & \textbf{Parameter: }k. \\
\hline
\textbf{Input:} A graph $G$, an integer $k$ and a partition of $V(G)$ into $k$ sets $V_1, \ldots, V_k$. & \\
\hline
\textbf{Question:} Is there a set $S$ of exactly $k$ vertices of $G$, such that each $V_i$ contains exactly one element of $S$, that forms an independent set of $G$? &
\hline
\end{tabular}

Our three reductions (one for each possible choice of $x$) follow the same pattern. In Section 4.3.1, we describe this idea, together with the required properties of the gadgets. In Sections 4.3.2, 4.3.3 and 4.3.4, we show how to construct the gadgets. Since the reduction preserves the parameter and is actually polynomial, the ETH-based lower bound follows.

### 4.3.1 Generic reduction

Let $(G, k)$ be an instance of \textsc{Multicoloured Independent Set}, and denote by $V_1, \ldots, V_k$ the partition of $G$. We begin by replacing each $V_i$ by a \textit{partition gadget} $G_i$. This gadget must have $|V_i|$ special vertices, in order to associate a vertex of $G_i$ to each vertex of $V_i$. Moreover, $G_i$ must satisfy the following:

\begin{enumerate}
\item[(P1)] We do not have $G_i \xrightarrow{ec} H_{r,x}^{2rb}$.
\item[(P2)] If we switch $G_i$ at exactly one vertex $v$, then the obtained graph maps to $H_{r,x}^{2rb}$ (without switching) if and only if $v$ is one of the special vertices of $G_i$.
\item[(P3)] $G_i$ has girth at least $q$.
\end{enumerate}

Let $uv$ be an edge of $G$. Recall that $u$ and $v$ can be seen as vertices of $G'$. We then add an \textit{edge gadget} $G_{uv}$ between $u$ and $v$. This gadget must satisfy the following:

\begin{enumerate}
\item[(E1)] Let $H$ be the graph obtained from $G_{uv}$ by switching at a subset $S$ of $\{u, v\}$. Then, $H \xrightarrow{ec} H_{r,x}^{2rb}$ if $S \neq \{u, v\}$.
\item[(E2)] Assume that $u \in V_i$ and $v \in V_j$ and let $H$ be the graph obtained from $G_{uv} \cup G_i \cup G_j$ by switching $u$ and $v$. Then, we do not have $H \xrightarrow{ec} H_{r,x}^{2rb}$.
\item[(E3)] $G_c$ has girth at least $q$.
\item[(E4)] In $G_c$, $u$ and $v$ are at distance at least $q$.
\end{enumerate}

Let $G'$ be the graph obtained from $G$ by replacing each $V_i$ by a partition gadget $G_i$, and each edge $uv$ by an edge gadget $G_{uv}$ such that for every $u \in V_i$ and $v$ such that $uv$ is an edge, we identify the special vertex $u$ in $G_i$ with the special vertex $u$ in $G_{uv}$. (Note in particular that every vertex of $G$ is present in $G'$.)

We say that a set $S$ of vertices of $G$ is \textit{valid} if, when seen in $G'$, it contains at most one special vertex in each edge gadget. We need a last condition about $G'$:

\item[(SP)] If, after switching a valid set in $G'$, the obtained graph does not map to $H_{r,x}^{2rb}$, then this is because a partition gadget or an edge gadget does not map to $H_{r,x}^{2rb}$ (that is, each minimal obstruction is entirely contained in an edge gadget or a partition gadget).

With this Property (SP), we can prove that $(G, k) \rightarrow (G', k)$ is a valid reduction.

\begin{proposition}
$(G', k)$ is a positive instance of \textsc{Switching-$H_{r,x}^{2rb}$-Colouring} if and only if $(G, k)$ is a positive instance of \textsc{Multicoloured Independent Set}.
\end{proposition}

\begin{proof}
Assume we can switch at most $k$ vertices of $G'$ such that the obtained graph maps to $H_{r,x}^{2rb}$. Let $S$ be the set of those vertices. We claim that $S$ is a valid set of $G'$. First note that, due to (P1), $S$ must contain at least one vertex in each $V_i$. This enforces $|S| = k$, thus $S$ contains exactly one vertex $v_i$ in each $V_i$. By (P2), each of these $v_i$ has to be one of the special vertices of $G_i$. This means that $S$ contains only vertices that are present in $G$.
We claim that \( S \) induces an independent set in \( G \). Assume by contradiction that there is an edge \( uv \) in \( G \) with \( u, v \in S \). Then, by construction, there is an edge gadget whose special vertices are \( u \) and \( v \), such that the edge gadget and the two partition gadgets associated with \( u \) and \( v \) map to \( H_{2r,2}^{rb} \), when we switch only at \( u \) and \( v \), contradicting (E2). (Note that \( S \) does not contain any other vertex of the edge gadget nor any other vertex of the partition gadgets.) Therefore, \( G \) has an independent set of size \( k \) containing exactly one vertex in each set \( V_i \).

Conversely, assume that \( G \) has an independent set \( S \) intersecting each \( V_i \) at one vertex. Then, we denote by \( H \) the graph obtained by switching all vertices of \( S \) in \( G' \). By construction, this is a valid set, hence by (SP) every obstruction for mapping to \( H_{r,r}^{2rb} \) in \( H \) is actually contained in some gadget. However, it cannot be contained in a partition gadget due to (P2), nor in an edge gadget due to (E1). Therefore, we have \( H \xrightarrow{ec} H_{r,r}^{2rb} \). ◀

Observe moreover that, due to (P3), (E3) and (E4), \( G' \) has girth at least \( q \). Thus to prove Theorem 14 it suffices to construct the gadgets.

### 4.3.2 Gadgets for \( H_{r,r}^{2rb} \)

![Partition gadget](a) Partition gadget for \( V_i = \{x_0, x_1, x_2, x_3\} \).

![Edge gadget](b) Edge gadget for \( uv \).

**Figure 3** Partition and edge gadgets in the \( H_{r,r}^{2rb} \)-reduction when \( q = 3 \).

We now describe the gadgets for Switching-\( H_{r,r}^{2rb} \)-Colouring. Note that for every graph \( G \), we have \( G \xrightarrow{ec} H_{r,r}^{2rb} \) if and only if it does not contain an all-blue odd cycle.

The partition gadget \( G_i \) is an all-blue cycle of length \( 2q \) if \( q \) and \( |V_i| \) have the same parity (resp. \( 2q + 2 \) if they do not have the same parity) with a chord of order \( |V_i| \) between two antipodal vertices. The special vertices are those on the chord (see Figure 3a).

Property (P3) directly follows from the construction. Moreover, since \( G_i \) contains an all-blue odd cycle, we have (P1). If we switch \( G_i \) at exactly one vertex, then either this vertex is a special vertex and the obtained graph does not have any all-blue odd cycle (and thus maps to \( H_{r,r}^{2rb} \)), or it is not a special vertex and there is still an all-blue odd cycle. Therefore, property (P2) also holds.

We now consider the edge gadget. It is formed by an all-blue odd cycle of length \( 2q + 1 \) where two vertices \( u, v \) at distance \( q \) have been switched (see Figure 3b). These vertices are the special vertices of the gadget. By construction, properties (E3) and (E4) hold. Moreover, consider a set \( S \subseteq \{u, v\} \). The only way for switching the vertices of \( S \) to yield a graph containing an all-blue odd cycle is to switch both \( u \) and \( v \). This proves (E1). If we switch at both special vertices then we do not have \( G_{uv} \xrightarrow{ec} H_{r,r}^{2rb} \), which implies (E2).

It remains to prove Property (SP). Let \( S \) be a valid set, and let \( H \) be the graph obtained from \( G' \) when switching all vertices of \( S \). Assume that \( H \) contains an all-blue odd cycle. Since \( S \) is valid set, at most one vertex has been switched in each edge gadget. Therefore, no all-blue odd cycle of \( H \) can contain an edge from an edge gadget. It is thus contained in some partition gadget, ensuring that (SP) holds.
4.3.3 Gadgets for $H_{r,-}^{2rb}$

We now describe the gadgets for Switching-$H_{r,-}^{2rb}$-Colouring. Note that for every graph $G$, we have $G \xrightarrow{ec} H_{r,-}^{2rb}$ if and only if it does not contain a bad walk, i.e. a walk $v_0, v_1, \ldots, v_{2j}, v_0, v_0, v_{2j+2}, \ldots, v_{2p-1}, v_0$ such that all edges $v_{2i}v_{2i+1}$ are blue [1].

The partition gadget $G_i$ is the same as in the previous case (see Figure 3a).

The edge gadget is an odd path of length at least $q$, whose edges are all blue except for the two first and two last ones (see Figure 4).

The proofs of validity for this case can be found in the full version of the paper.

4.3.4 Gadgets for $H_{r,b}^{2rb}$

We now describe the gadgets for Switching-$H_{r,b}^{2rb}$-Colouring. Note that for every graph $G$, we have $G \xrightarrow{ec} H_{r,b}^{2rb}$ if and only if it does not contain another type of bad walks, i.e. an alternating walk $v_0, v_1, \ldots, v_{2j}, v_0, v_0, v_{2j+2}, \ldots, v_{2p-1}, v_0$ for some integers $j$ and $p$ [1].

The partition gadget $G_i$ is defined by gluing two obstructions with large girth along a path of length $|V_i|$ (see Figure 5a). More precisely, consider an alternating odd cycle $C$ of size $|V_i| + q$ (or $|V_i| + q + 1$). Note that $C$ contains a vertex $u$ adjacent to two red edges. We attach an alternating odd cycle $C'$ of length $q$ (or $q + 1$) to $u$, such that the edges of $C'$ adjacent to $u$ are blue. To obtain $G_i$, we take two copies of this obstruction, and glue their respective largest cycle along a path of length $|V_i|$. The vertices of this path are the special vertices of $G_i$.

The edge gadget is formed by identifying the vertices with monochromatic neighbourhood of two alternating odd cycles of length $2q + 1$, in such a way that the common vertex has two blue edges in one cycle and two red edges in the other one. To obtain the edge gadget, we switch this graph at two vertices $u, v$ in the same cycle, at distance $q$ from each other (see Figure 5b).

The proofs of validity for this case can be found in the full version of the paper.

5 Conclusion and perspectives

We have introduced Vertex Deletion-$H$-Colouring, Edge Deletion-$H$-Colouring and Switching-$H$-Colouring and characterised their complexity for some small $H$. The full complexity landscape still needs to be determined. We have fully classified the classic
complexity of Vertex Deletion-$H$-Colouring problems. It remains to do the same for Edge Deletion-$H$-Colouring and Switching-$H$-Colouring.

We proved that both Vertex Deletion-$H$-Colouring and Edge Deletion-$H$-Colouring are FPT when $H$ has order at most 2. However, if $H$ has order 3, for example if $H$ is a monochromatic triangle, we obtain 3-Colouring, which is not in XP. Switching-$H$-Colouring seems particularly interesting, since we obtained an FPT/W[1]-hard dichotomy when $H$ has order at most 2 (in which case the problem is always in XP). But again for some $H$ of order 3, Switching-$H$-Colouring is not in XP. It would be very interesting to obtain FPT/W[1]/XP trichotomies for Vertex Deletion-$H$-Colouring, Edge Deletion-$H$-Colouring and Switching-$H$-Colouring.

Finally, we note that it could be interesting to study analogues of Vertex Deletion-$H$-Colouring and Edge Deletion-$H$-Colouring for arbitrary fixed-template CSP problems. Up to our knowledge this has not been done.
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1 Introduction

1.1 Extending one-dimensional dynamic programming to graphs

Least Weight Subsequence (LWS) [30] is a type of dynamic programming problems: select a set of elements from a linearly ordered set so that the total cost incurred by the adjacent pairs of selected elements is optimized. It is defined as follows: Given elements \( x_0, \ldots, x_n \),
and an $n \times n$ matrix $C$ of costs $c_{i,j}$ for all pairs of indices $i < j$, compute $F$ on all elements, defined by

$$F(j) = \begin{cases} 
0, \text{ for } j = 1 \\
\min_{0 \leq i < j} [F(i) + c_{i,j}], \text{ for } j = 2, \ldots, n
\end{cases}$$

$F(j)$ is the optimal cost value from the first element up to the $j$-th element. We use the notation $\text{LWS}_C$ to define the LWS problem with cost matrix $C$. The Airplane Refueling problem [30] is a well known example of LWS: Given the locations of airports on a line, find a subset of the airports for an airplane to add fuel, that minimizes the total cost. The cost of flying from the $i$-th to the $j$-th airport without stopping is defined by $c_{i,j}$. Other LWS examples include finding a longest chain satisfying a certain property, such as Longest Increasing Subsequence [25] and Longest Subset Chain [36]; breaking a linear structure into blocks, such as Pretty Printing [34]; variations of Subset Sum such as special versions of the Coin Change problem and the Knapsack problem[36]. These problems have $O(n^2)$ time algorithms using dynamic programming, and in many special cases it can be improved: when the cost satisfies the quadrangle inequality or some other properties, there are near linear time algorithms [50, 46, 26]. But for the general LWS, it is not known whether these problems can be solved faster than $n^{2-o(1)}$ time.

A general approach to understanding the fine-grained complexity of these problems was initiated in [36]. Many LWS problems have succinct representations of $c_{i,j}$. Usually $C$ is defined implicitly by the data associated to each element, and the size of the data on each element is relatively small compared to $n$. Taking problems defined in [36] as examples, in LowRankLWS, $c_{i,j} = \langle \mu_i, \sigma_j \rangle$, where $\mu_i$ and $\sigma_j$ are boolean vectors of length $d \ll n$ associated to each element that are given by the input. The ChainLWS problem has costs $c_1, \ldots, c_n$ defined by a boolean relation $P$ so that $c_{i,j} = c_j$ if $P(i,j)$ is true, and $\infty$ otherwise. $P$ is computable by data associated to element $i$ and element $j$. (For example, in LongestSubsetChain, $P(i,j)$ is true iff set $S_i$ is contained in set $S_j$, where $S_i$ and $S_j$ are sets associated to elements $i$ and $j$ respectively.) So the goal of the problem becomes finding a longest chain of elements so that adjacent elements that are to be selected satisfy property $P$. When $C$ can be represented succinctly, we can ask whether there exist subquadratic time algorithms for these problems, or try to find subquadratic time reductions between problems. [36] showed that in many $\text{LWS}_C$ problems where $C$ can be succinctly described in the input, the problem is subquadratic time reducible to a corresponding problem, which is called a StaticLWS$_C$ problem. The problem StaticLWS$_C$ is: given elements $x_1, \ldots, x_n$, a cost matrix $C$, and values $F(i)$ on all $i \in \{1, \ldots, n/2\}$, compute $F(j) = \min_{i \in \{n/2+1, \ldots, n\}} [F(i) + c_{i,j}]$ for all $j \in \{n+1, \ldots, 2n\}$. It is a parallel, batch version (with many values of $j$ rather than a single one) of the LWS update rule applied sequentially one index at a time in the standard DP algorithm. The reduction from $\text{LWS}_C$ to StaticLWS$_C$ implies that a highly sequential problem can be reducible to a highly parallel one. If a StaticLWS$_C$ problem can be solved faster than quadratic time, so can the corresponding LWS$_C$ problem. Apart from one-directional reductions from general LWS$_C$ to StaticLWS$_C$, [36] also proved subquadratic time equivalence between some concrete problems (LowRankLWS is equivalent to MinInnerProduct, NestedBoxes is equivalent to VectorDomination, LongestSubsetChain is equivalent to OrthogonalVectors, and ChainLWS, which is a generalization of NestedBoxes and LongestSubsetChain, is equivalent to Selection, a generalization of VectorDomination and OrthogonalVectors).

Some of the LWS problems can be naturally extended from lines to graphs. For example, on a road map, we wish to find a path for a vehicle, along which we wish to find a sequence of cities where the vehicle can rest and add fuel so that the total cost is minimized. The cost
of traveling between cities $x$ and $y$ without stopping is defined by cost $c_{x,y}$. Connections between cities could be a general graph, not just a line. Works about algorithms for special LWS problems on special classes of graphs include [11, 43, 24, 38].

Using a similar approach as [36], this paper extends the Least Weight Subsequence problems to the Least Weight Subpath (LWS$_C$) problem whose objective is to find a least weight subsequence on a path of a given DAG $G = (V, E)$. Let there be a set $V_0$ containing vertices that can be the starting point of a subsequence in a path. The optimum value on each vertex is defined by:

$$F(v) = \begin{cases} 
\min(0, \min_{u \rightarrow v} [F(u) + c_{u,v}]), & \text{for } v \in V_0 \\
\min_{u \rightarrow v} [F(u) + c_{u,v}], & \text{for } v \notin V_0 
\end{cases}$$

where $u \rightarrow v$ means $v$ is reachable from $u$. The goal of LWS$_C$ is to compute $F(v)$ for all vertices $v \in V$. Examples of LWS$_C$ problems will be given in Appendix B. LWS$_C$ can be solved in time $O(|V| + |E|)$ by doing reversed depth/breadth first search from each vertex, and update the $F$ value on the vertex accordingly. It is not known whether it has faster algorithms, even for Longest Increasing Subsequence, which is an$LWS_2$ instance solvable in $O(n \log n)$ time on linear structures. If $C$ is succinctly describable in similar ways as LowRankLWS, NestedBoxes, SubsetChain or ChainLWS, we wish to study if there are subquadratic time algorithms or subquadratic time reductions between problems.

For the cost matrix $C$, we consider that every vertex has some additional data so that $c_{x,y}$ can be computed by the data contained in $x$ and $y$. Let the size of additional data associated to each vertex $v$ be its weighted size $w(v)$. The weight of a vertex can be defined in different ways according to the problems. For example, in LowRankLWS, the weighted size of an element can be defined as the dimension of its associated vector; and in SubsetChain, the weighted size of an element is the size of its corresponding subset. We use $m = |E|$ as the number of graph edges. Let $n$ be the number of vertices. We study the case where the graph is sparse, i.e. $m = n^{1+o(1)}$. Let the total weighted size of all vertices be $N$. For LWS$_C$ and other problems without graphs, we use $N$ as the input size. For LWS$_C$ and other problems on graphs, we use $M = \max(m, N)$ as the size of the input.

In this paper we will see that if we can improve the algorithm for StaticLWS$_C$ to $N^{2-o(1)}$, then on some classes of graphs we can solve LWS$_C$ faster than $M^{2-o(1)}$ time.

### 1.2 Fine-grained complexity preliminaries

Fine-grained complexity studies the exact-time reductions between problems, and the completeness of problems in classes under exact-time reductions. These reductions have established conditional lower bounds for many interesting problems. The Orthogonal Vectors problem (OV) is a well-studied problem solvable in quadratic time. If the Strong Exponential Time Hypothesis (SETH) [31, 32] is true, then OV does not have truly subquadratic time algorithms [47]. The problem OV is defined as follows: Given $n$ boolean vectors of dimension $d = \omega(\log n)$, and decide whether there is a pair of vectors whose inner product is zero. The best algorithm is in time $n^{2-o(1)}$ [7, 23]. The Moderate-dimension OV conjecture (MDOVC) states that for all $\epsilon > 0$, there are no $O(n^{2-\epsilon}\text{poly}(d))$ time algorithms that solve OV with vector dimension $d$. If this conjecture is true, then many interesting problems would get lower bounds, including dynamic programming problems such as Longest Common Subsequence [2, 20], Edit Distance [14, 5], Fréchet distance [18, 21, 22], Local Alignment [9], CFG Parsing and RNA Folding [1], Regular Expression Matching [15, 19], and also many graph problems [42, 8, 16]. There are also conditional hardness results about graph problems based on the hardness of All Pair Shortest Path [49, 4, 10, 39] and 3SUM [6, 35].
The fine-grained reduction was introduced in [49], which can preserve polynomial saving factors in the running time between problems. The statements for fine-grained complexity are usually like this: if there is some \( \epsilon_2 > 0 \) such that problem \( \Pi_2 \) of input size \( n \) is in \( \text{TIME}((T_2(n))^{1-\epsilon_2}) \), then problem \( \Pi_1 \) of input size \( n \) is in \( \text{TIME}((T_1(n))^{1-\epsilon_1}) \) for some \( \epsilon_1 \). If \( T_1 \) and \( T_2 \) are both \( O(n^2) \) then this reduction is called a subquadratic reduction. Furthermore, the exact-complexity reduction is a more strict version that can preserve sub-polynomial savings factors between problems. We use \((\Pi_1, T_1(n)) \leq_{\text{GC}} (\Pi_2, T_2(n))\) to denote that there is a reduction from problem \( \Pi_1 \) to problem \( \Pi_2 \) so that if problem \( \Pi_2 \) is in \( \text{TIME}(T_2(n)) \), then problem \( \Pi_1 \) is in \( \text{TIME}(T_1(n)) \).

1.3 Introducing reachability to first-order model checking

Similar to extending \( \text{LWS}_C \) to paths in graphs, introducing transitive closure to first-order logic also makes parallel problems become sequential. The first-order property (or first-order model checking) problem is to decide whether an input structure satisfies a fixed first-order logic formula \( \varphi \). Although model checking for input formulas is PSPACE-complete [44, 45], when \( \varphi \) is fixed by the problem, it is solvable in polynomial time. We consider the class of problems where each problem is the model checking for a fixed formula \( \varphi \). The sparse version of \( \text{OV} \) [27] is one of these problems, defined by the formula \( \exists u \exists v \forall i \in [d](\neg \text{One}(u, i) \lor \neg \text{One}(v, i)) \), where relation \( \text{One}(u, i) \) is true iff the \( i \)-th coordinate of vector \( u \) is one.

If \( \varphi \) has \( k \) quantifiers \( (k \geq 2) \), then on input structures of \( n \) elements and \( m \) tuples of relations, it can be solved in time \( O(n^{k-2}m) \) [28]. On dense graphs where \( k \geq 9 \), it can be solved in time \( O(n^{k-3+\omega}) \), where \( \omega \) is the matrix multiplication exponent [48]. Here we study the case where the input structure is sparse, i.e. \( m = n^{1+\omega(1)} \), and ask whether a three-quantifier first-order formula can be model checked in time faster than \( m^2 - \omega(1) \).

The first-order property conjecture (FOPC) states that there exists integer \( k \geq 2 \), so that first-order model checking for \((k + 1)\)-quantifier formulas cannot be solved in time \( O(m^{k-\epsilon}) \) for any \( \epsilon > 0 \). This conjecture is equivalent to MDOVC, since \( \text{OV} \) is proven to be a complete problem in the class of first-order model checking problems; in other words, any model checking problem of \( 3 \) quantifier formulas on sparse graphs is subquadratic time reducible to \( \text{OV} \) [28]. This means from improved algorithms for \( \text{OV} \) we can get improved algorithms for first-order model checking.

The first-order property problems are highly parallelizable. If we introduce the transitive closure (TC) operation on the relations, then these problems will become sequential. The transitive closure of a binary relation \( E \) can be considered as the reachability relation by edges of \( E \) in a graph. In a sparse structure, the TC of a relation may be dense. So it can be considered as a dense relation succinctly described in the input. In finite model theory, adding transitive closure significantly adds to the expressive power of first-order logic (First discovered by Fagin in 1974 according to [37], and then re-discovered by [12].) In fine-grained complexity, adding arbitrary transitive closure operations on the formulas strictly increases the hardness of the model checking problem. More precisely, [27] shows that SETH on constant depth circuits, which is a weaker conjecture than the SETH (which concerns \( k \)-CNF-SAT), implies the model checking for two-quantifier first-order formulas with transitive closure operations cannot be solved in time \( O(m^{2-\epsilon}) \) for any \( \epsilon > 0 \). This means this problem may stay hard even if the SETH on \( k \)-CNF-SAT is refuted.

However, we will see that for a class of three-quantifier formulas with transitive closure, model checking is no harder than \( \text{OV} \) under subquadratic time reductions.

We define problem \( \text{Selection}_P \) to be the decision problem for whether an input structure satisfies \((\exists x \in X)(\exists y \in Y)P(x, y)\). \( P(x, y) \) is a fixed property specified by the problem that
can be decided in time $O(w(x) + w(y))$, where weighted size $w(x)$ is the size of additional data on element $x$. For example, $OV$ is $\text{Selection}_P$ where $P(x, y)$ iff $x$ and $y$ are a pair of orthogonal vectors. In this case $w(x)$ is defined as the length of vector $x$. (If we work on the sparse version of $OV$, the weighted size $w(x)$ is defined by the Hamming weight of $x$.)

On a directed graph $G = (V, E)$, we define $\text{Path}_P$ to be the problem of deciding whether $(\exists x \in V)(\exists y \in V)[\text{TC}_E(x, y) \land P(x, y)]$, where $\text{TC}_E$ is the transitive closure of relation $E$ and $P(x, y)$ is a property on $x, y$ fixed by the problem. That is, whether there exist two vertices $x, y$ not only satisfying property $P$ but also $y$ is reachable from $x$ by edges in $E$. We will give an example of $\text{Path}_P$ in Appendix B. Also, we define $\text{ListPath}_P$ to be the problem of listing all $x \in V$ such that $(\exists y \in V)[\text{TC}_E(x, y) \land P(x, y)]$.

Considering the model checking problems, we let $\text{PathFO}_3$ and $\text{ListPathFO}_3$ denote the class of $\text{Path}_P$ and $\text{ListPath}_P$ such that $P$ is of form $\exists z \psi(x, y, z)$ or $\forall z \psi(x, y, z)$, where $\psi$ is a quantifier-free formula in first-order logic. Later we will see that problems in $\text{PathFO}_3$ and $\text{ListPathFO}_3$ are no harder than $\text{OV}$. In these model checking problems, the weighted size of an element is the number of tuples in the input structure that the element is contained in.

Trivially, $\text{Selection}_P$ on input size $(N_1, N_2)$ can be decided in time $O(N_1 N_2)$, where $N_1$ is the total weighted size of elements in $X$, and $N_2$ is the total weighted size of elements in $Y$. $\text{Path}_P$ and $\text{ListPath}_P$ on input size $M$ and total vertex weighted size $N$ are solvable time $O(MN)$ by depth/breadth first search from each vertex, where $M$ is defined to be the maximum of $N$ and the number of edges $m$. This paper will show that on some graphs, if $\text{Selection}_P$ is in truly subquadratic time, so is $\text{Path}_P$ and $\text{ListPath}_P$. Interestingly, by applying the same reduction techniques from $\text{Path}_P$ to $\text{Selection}_P$, we can get a similar reduction from a dynamic programming problem on a graph to a static problem.

1.4 Main results

This paper works on two classes of graphs, both having some similarities to trees. The first class is where the graph $G$ is a multitree. A multitree is a directed acyclic graph where the set of vertices reachable from any vertex form a tree. Or equivalently a DAG is a multitree if and only if on all pairs of vertices $u, v$, there is at most one path from $u$ to $v$. In different contexts, multitrees are also called strongly unambiguous graphs, mangroves or diamond-free posets [29]. These graphs can be used to model computational paths in nondeterministic algorithms where there is at most one path connecting any two states [13]. The butterfly network, which is a widely-used model of the network topology in parallel computing, is an example of multitrees. We also work on multitrees of strongly connected component, which is a graph that when each strongly connected components are replaced by a single vertex, the graph becomes a multitree.

The second class of graphs is when we treat $G$ as undirected by replacing all directed edges by undirected edges, the underlying graph has constant treewidth. Treewidth [40, 41] is an important parameter of graphs that describes how similar they are to trees. 2 On these classes of graphs, we have the following theorems.

> **Theorem 1** (Reductions between decision problems.). Let $t(M) \geq 2^{\Omega(\sqrt{\log M})}$, and let the graph $G = (V, E)$ satisfy one of the following conditions:

- $G$ is a multitree, or
- $G$ is a multitree of strongly connected components, or
- The underlying undirected graph of $G$ has constant treewidth,

---

2 Here we consider the undirected treewidth, where both the graph and the decomposition tree are undirected. It is different from directed treewidth defined for directed graphs by [33].
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then, the following statements are true:

- If Selection\(_P\) is in time \(N_1 N_2 / t(\min(N_1, N_2))\), then Path\(_P\) is in time \(M^2 / t(\text{poly}M)\).\(^3\)
- If Path\(_P\) is in time \(M^2 / t(M)\), then ListPath\(_P\) is in time \(M^2 / t(\text{poly}M)\).
- When \(P(x, y)\) is of form \(\exists x \psi(x, y, z)\) or \(\forall x \psi(x, y, z)\) where \(\psi\) is a quantifier-free first-order formula, Selection\(_P\) is in time \(N_1 N_2 / t(\min(N_1, N_2))\) iff Path\(_P\) is in time \(M^2 / t(\text{poly}M)\) iff ListPath\(_P\) is in time \(M^2 / t(\text{poly}M)\).

This theorem implies that OV is hard for classes Path\(_{FO}\) and ListPath\(_{FO}\). By the improved algorithm for OV [7, 23], we get improved algorithms for Path\(_{FO}\) and ListPath\(_{FO}\): 

▶ Corollary 2 (Improved algorithms.). Let the graph \(G\) be a multitree, or multitree of strongly connected components, or a DAG whose underlying undirected graph has constant treewidth. Then Path\(_{FO}\) and ListPath\(_{FO}\) are in time \(M^2 / 2^{\Omega(\log M)}\).

Next, we consider the dynamic programming problems. If the cost matrix \(C\) in LWSP\(_C\) is succinctly describable, we get the following reduction from LWSP\(_C\) to StaticLWS\(_C\).

▶ Theorem 3 (Reductions between optimization problems.). On a multitree graph, or a DAG whose underlying undirected graph has constant treewidth, let \(t(N) \geq 2^{\Omega(\log N)}\), then:

1. if StaticLWS\(_C\) of input size \(N\) is in time \(N^2 / t(N)\), then LWSP\(_C\) on input size \(M\) is in time \(M^2 / t(\text{poly}(M))\).
2. if LWSP\(_C\) is in time \(M^2 / t(M)\), then LWS\(_C\) is in time \(N^2 / t(\text{poly}(N))\).

If there is a reduction from a concrete StaticLWS\(_C\) problem to its corresponding LWS\(_C\) problem (e.g. there are reductions from MinInnerProduct to LowRankLWS, from VectorDomination to NestedBoxes and from OV to LongestSubsetChain [36]), then the corresponding LWS\(_C\), StaticLWS\(_C\) and LWSP\(_C\) problems are subquadratic-time equivalent. From the algorithm for OV [23] and SparseOV [28], we get improved algorithm for problem LongestSubsetChain:

▶ Corollary 4 (Improved algorithm). On a multitree or a DAG whose underlying undirected graph has constant treewidth, LongestSubsetChain is in time \(M^2 / 2^{\Omega(\sqrt{\log M})}\).

The reduction uses a technique that decomposes multitrees into sub-structures where it is easy to decide whether vertices are reachable. So we also get reachability oracles using subquadratic space, that can answer reachability queries in sublinear time.

▶ Theorem 5 (Reachability oracle). On a multitree of strongly connected components, there exists a reachability oracle with subquadratic preprocessing time and space that has sublinear query time. On a multitree, the preprocessing time and space is \(O(m^{k/3})\), and the query time is \(O(m^{2/3})\).

1.5 Organization

In Section 2 we prove the first part of Theorem 1, by reduction from Path\(_P\) to Selection\(_P\) on multitrees. The case for bounded treewidth DAGs will be presented in the full version. Section 3 proves Theorem 3 by presenting a reduction from LWSP\(_C\) to StaticLWS\(_C\), and the proof of correctness will be in the full version. Section 4 discusses about open problems.

\(^3\) This reduction also applies to optimization versions of these two problems. Let Path\(_P\) be a problem to compute \(\min_{x \in X, y \in Y} F(x, y)\) and Selection\(_P\) be a problem to compute \(\min_{x \in X, y \in Y} F(x, y)\), where \(F\) is a function on \(x, y\), instead of a boolean property. Then the same technique gives us a reduction from Path\(_P\) to Selection\(_P\).
Appendix A lists the definitions of problems, and Appendix B shows some concrete problems as examples.

Due to space restrictions, several proofs had to be deferred to the full version, including the rest of Theorem 1, the subquadratic equivalence of $\text{Selection}_P$, $\text{Path}_P$ and $\text{ListPath}_P$ when $P$ is a first-order property, and the reachability oracle for multitrees.

2 From sequential problems to parallel problems, on multitrees

We will prove the first part of Theorem 1 by showing that if $t(M) \geq 2^{\Omega(\sqrt{\log M})}$, then $(\text{Path}_P, M^2/t(\text{poly}M)) \leq_{EC} (\text{Selection}_P, N_1N_2/t(\min(N_1, N_2)))$. This section gives the reduction for multitrees and multitrees of strongly connected components. For constant treewidth graphs, the reduction will be shown in the full version.

2.1 The recursive algorithm

The algorithm uses a divide-and-conquer strategy. We will consider each strongly connected component as a single vertex, whose weighted size equals the total weighted size of the component. In the following algorithm, whenever querying $\text{Selection}_P$ or exhaustively enumerating pairs of reachable vertices and testing $P$ on them, we can extract all the vertices from a strongly connected component. Thus we will be working on a multitee, instead of a multitree of strongly connected components. Testing $P$ on a pair of vertices (or strongly connected components) of total weighted sizes $N_1, N_2$ is in time $O(N_1N_2)$.

Let $\text{CutPath}_P$ be a variation of $\text{Path}_P$. It is the property testing problem for $(\exists x \in S)(\exists y \in T)[T\text{Cut}_E(x, y) \land \varphi(x, y)]$, where $(S, T)$ is a cut in the graph, such that all the edges between $S$ and $T$ are directed from $S$ to $T$. $\text{CutPath}_P$ on input size $M$ and total vertex weighted size $N$ can be solved in time $O(MN)$ if $P(x, y)$ is decidable in time $O(w(x) + w(y))$: start from each vertex and do depth/breadth first search, and on each pair of reachable vertices decide if $P$ is satisfied.

$\blacktriangleright$ Lemma 6. For $t(M) \geq 2^{\Omega(\sqrt{\log M})}$, if $\text{Selection}_P(N, N)$ is in time $N^2/t(N)$ and $\text{CutPath}_P(M)$ is in time $M^2/t(M)$, then $\text{Path}_P(M)$ is in time $M^2/t(\text{poly}(M))$.

Proof. Let $\gamma$ be a constant satisfying $0 < \gamma \leq 1/4$. Let $T_\Pi(M)$ be the running time of problem $\Pi$ on a structure of total weighted size $M$. We show that there exists a constant $c$ where $0 < c < 1$ so that if $T_{\text{Path}_P}(M')$ is at most $M'^2/t(M''')$ for all $M' < M$, then $T_{\text{Path}_P}(M) \leq M^2/t(M')$. We run the recursive algorithm as shown in Algorithm 1. The intuition is to divide the graph into a cut $S, T$, recursively compute $\text{Path}_P$ on $S$ and $T$, and deal with paths from $S$ to $T$.

It would be good if the difference of total weighted sizes between $S$ and $T$ is at most $M^\gamma$. Otherwise, it means by the topological order, there is a vertex of weighted size at least $M^\gamma$ in the middle, adding it to either $S$ or $T$ would make the size difference between $S$ and $T$ exceed $M^\gamma$. In this case, we use letter $x$ to denote the vertex. We will deal with $x$ separately. We temporarily set aside the time of recursively running $\text{Selection}_P$ on $x$ (when $x$ is shrunk from a strongly connected component) in all the recursive calls, and consider the rest of the running time.
2.2 A special case that can be exhaustively searched

The following lemma shows that if no vertex has both a lot of ancestors and a lot of
descendants, then the total number of reachable pairs of vertices is subquadratic to $m$. This
lemma holds for any DAG, not just for multitrees. We will use this lemma in the next
subsection to show that in a subgraph where all vertices have few ancestors and descendents,
we can test property $P$ on all pairs of reachable vertices by brute force. Actually, we will use
a weighted version of this lemma, which will be proved in the full version.

Lemma 7. If in a DAG $G = (V, E)$ of $m$ edges, every vertex has either at most $n_1$
ancestors or at most $n_2$ descendants, then there are at most $(m \cdot n_1 \cdot n_2)$ pairs of vertices $s,t$
such that $s$ can reach $t$. 


\begin{algorithm}
\caption{Path$_P(G)$ on a DAG}
\begin{algorithmic}[1]
\Statex \Comment{Reducing Path$_P$ to Selection$_P$ and CutPath$_P$}
\State if $G$ has only one vertex then return false.
\State Let $M$ be the weighted size of the problem.
\State Topological sort all vertices.
\State Keep adding vertices to $S$ by topological order, until the total weighted size of $S$
\State exceeds $M/2$. Let the rest of vertices be $T$.
\If{$|S| - |T| > M^\gamma$}
\State Let $x$ be the last vertex added to $S$. Remove $x$ from $S$.
\State Run Path$_P$ on the subgraph induced by $S$.
\State Run CutPath$_P(S,T)$.
\If{$x$ exists}
\State Run CutPath$_P(S,x)$.
\Else
\State If $x$ is originally a strongly connected component, run Selection$_P$ on it.
\State Run CutPath$_P(x,T)$.
\EndIf
\EndIf
\State Run Path$_P$ on the subgraph induced by $T$.
\If{any one of the above three calls returns true} return true.\EndIf
\end{algorithmic}
\end{algorithm}
In a DAG $G = (V, E)$ of $m$ edges, let $S, T$ be two disjoint sets of vertices where edges between $S$ and $T$ only direct from $S$ to $T$. If every vertex has either at most $n_1$ ancestors in $S$ or at most $n_2$ descendants in $T$, then there are at most $(m \cdot n_1 \cdot n_2)$ pairs of vertices $s \in S$ and $t \in T$ such that $s$ can reach $t$.

Proof. We define the ancestors of an edge $e \in E$ to be the ancestors (or ancestors in $S$) of its incoming vertex, and its descendants to be the descendants (or descendants in $T$) of its outgoing vertex. Let the number of its ancestors and descendants be denoted by $\text{anc}(e)$ and $\text{des}(e)$ respectively.

For each edge $e$, it belongs to exactly one of the following three types:

**Type A:** If $\text{anc}(e) \leq n_1$ but $\text{des}(e) > n_2$, then let $\text{count}(e)$ be $\text{anc}(e)$.

**Type B:** If $\text{des}(e) \leq n_2$ but $\text{anc}(e) > n_1$, then let $\text{count}(e)$ be $\text{des}(e)$.

**Type C:** If $\text{anc}(e) \leq n_1$ and $\text{des}(e) \leq n_2$, then let $\text{count}(e)$ be $\text{anc}(e) \cdot \text{des}(e)$.

$\sum_{e \in E} \text{count}(e) \leq m \cdot n_1 \cdot n_2$ because the count value on each edge is bounded by $n_1 \cdot n_2$. We will prove that this value upper bounds the number of reachable pairs of vertices.

For each pair of reachable vertices $(u, v)$ (or $(u, v)$ s.t. $u \in S$ and $v \in T$), let $(e_1, \ldots, e_p)$ be the path from $u$ to $v$. Along the path, $\text{anc}$ does not decrease, and $\text{des}$ does not increase.

A path belongs to exactly one of the following three types:

**Type a:** Along the path $\text{anc}(e_1) \leq \text{anc}(e_2) \leq \cdots \leq \text{anc}(e_p) \leq n_1$, and $\text{des}(e_1) \geq \text{des}(e_2) \geq \cdots \geq \text{des}(e_p) > n_2$. That is, all the edges are Type A.

**Type b:** Along the path $\text{des}(e_p) \leq \text{des}(e_{p-1}) \leq \cdots \leq \text{des}(e_1) \leq n_2$, and $\text{anc}(e_1) \geq \text{anc}(e_{p-1}) \geq \cdots \geq \text{anc}(e_1) > n_1$. That is, all the edges are Type B.

**Type c:** Along the path there is some edge $e_i$ so that $\text{anc}(e_i) \leq n_1$ and $\text{des}(e_i) \leq n_2$. That is, it has at least one Type C edge.

There will not be other cases, for otherwise if a Type A edge directly connects to a Type B edge without a Type C edge in the middle, then the vertex joining these two edges would have more than $n_1$ ancestors and more than $n_2$ descendants.

If a path from $u$ to $v$ is Type a, then its last edge $e_p$ is Type A. If it is Type b, then its first edge $e_1$ is Type B. If it is Type c, then there is some edge $e_i$ in the path that is Type C. This means:

1. For each Type A edge $e$, $\text{count}(e)$ is at least the number of all Type a pairs $(u, v)$ whose path has $e$ as its last edge.
2. For each Type B edge $e$, $\text{count}(e)$ is at least the number of all Type b pairs $(u, v)$ whose path has $e$ as its first edge.
3. For each Type C edge $e$, $\text{count}(e)$ is at least the number of all Type c pairs $(u, v)$ whose path contains $e$.

Therefore each path is counted at least once by the $\text{count}(e)$ of some edge $e$.

### 2.3 Subroutine: reachability across a cut

Now we will show the reduction from $\text{CutPath}_P$ to $\text{Selection}_P$. The high level idea of $\text{CutPath}_P$ is that we think of the reachability relation on $S \times T$ as an $|S| \times |T|$ boolean matrix whose one-entries correspond to reachable pairs of vertices. If we could partition the matrix into all-one combinatorial rectangles, then we can decide all entries within these rectangles by a query to $\text{Selection}_P$, because in the same rectangle, all pairs are reachable.

▷ Claim 8. Consider the reachability matrix of on sets $S$ and $T$. Let $M_S$ and $M_T$ be the sizes of $S$ and $T$. If there is a way to partition the matrix into non-overlapping combinatorial rectangles $(S_1, T_1), \ldots, (S_k, T_k)$ of sizes $(r_1, c_1), \ldots, (r_k, c_k)$, and if there is some $t$ so that computing each subproblem of size $(r_i, c_i)$ takes time $r_i \cdot c_i / t \min(r_i, c_i)$, and all $r_i \geq \ell$, and all $c_i \geq \ell$ for a threshold value $\ell$, then all the computation takes total time $O(M_S \cdot M_T / t(\ell))$.  
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Algorithm 2 CutPath$_P(S,T)$ on a multitree

1. Compute the total weighted size of ancestors $anc(v)$ and descendants $des(v)$ for all vertices.
2. Insert all vertices with at least $M^\alpha$ ancestors and $M^\alpha$ descendants into linked list $L$.
3. while there exists a vertex $v \in L$
   // we call $v$ a pivot vertex
   4. Let $A$ be the set of ancestors of $v$ in $S$.
   5. Let $B$ be the set of descendants of $v$ in $T$.
   6. Add $v$ to $A$ if $v \in S$, otherwise add $v$ to $B$.
   7. Run Selection$_P$ on $(A,B)$. If it returns true then return true.
   8. for each $a \in A$
      9. if $des(a) < |B|$ and $a \in L$ then remove $a$ from $L$.
   10. for each $b \in B$
       11. if $anc(b) < |A|$ and $b \in L$ then remove $b$ from $L$.
   12. Remove $v$ from the graph.
   13. for each edge $(s, t)$ crossing the cut$(S,T)$
       14. Let $A$ be the set of ancestors of $s$ (including $s$) in $S$.
       15. Let $B$ be the set of descendants of $t$ (including $t$) in $T$.
       16. On all pairs of vertices $(a,b)$ where $a \in A, b \in B$, check property $P$. If $P$ is true
          on any pair of $(a, b)$ then return true.

Proof. Let the minimum of all $r_i$ be $r_{\text{min}}$ and the minimum of all $c_i$ be $c_{\text{min}}$. Then the factor of time saved for computing each combinatorial rectangle is at least $t(\min(r_{\text{min}}, c_{\text{min}}))$, greater than $t(\ell)$. So the time spent on all rectangles is at most $O(\sum_{i=1}^t c_i |\sum_{i=1}^t r_i|/t(\ell))$, also we have $(\sum_{i=1}^t c_i)(\sum_{i=1}^t r_i) \leq M_S \cdot M_T$ because the rectangles are contained inside the matrix of size $M_S \cdot M_T$ and they do not overlap. So the total time is $O(M_S \cdot M_T/t(\ell))$. $<$

The algorithm CutPath$_P(S,T)$ is shown in Algorithm 2. It tries to cover the one-entries of the reachability matrix by combinatorial rectangles as many as possible. Finally, for the one-entries not covered, we go through them by exhaustive search, which takes less than quadratic time.

In the beginning, we can compute the total weighted size of ancestors (or descendants) of all vertices in the DAG in $O(M)$ time by going through all vertices by topological order (or reversed topological order).

In each query to Selection$_P(A,B)$, all vertices in $A$ can reach all vertices in $B$, because they all go through $v$. For any pair of reachable vertices $s \in S, t \in T$, if they go through any pivot vertex, then the pair is queried to Selection$_P$. Otherwise it is left to the end, and checked by exhaustive search on all pairs of reachable vertices.

The calls to Selection$_P$ correspond to non-overlapping all-one combinatorial rectangles in the reachability matrix. This is because the graph $G$ is a multitree. For each call to Selection$_P$, the rectangle size is at least $M^\alpha \times M^\alpha$. Thus the total time for all the Selection$_P$ calls is $O(M^2/t(M^\alpha))$ by Claim 8.

Each time we remove a pivot vertex $v$, there will be no more paths from set $A$ to set $B$, for otherwise there would be two distinct paths connecting the same pair of vertices. Thus,
removing a $v$ decreases the total number of weighted-pairs\(^4\) of reachable vertices by at least $M^{\alpha} \times M^{\alpha}$. There are $M \times M$ weighted-pairs of vertices, so the total weight (and thus the total number) of pivot vertices like $v$ is at most $(M \times M)/(M^{\alpha} \times M^{\alpha}) = M^{2-2\alpha}$.

Each time we find a pivot vertex $v$, we update the total weighted size of descendants for all its ancestors, and update the total weighted size of ancestors for all its descendants. Because it has at least $M^{\alpha}$ ancestors and $M^{\alpha}$ descendants, the value decrease on each affected vertex is at least $M^{\alpha}$. So each vertex has decreased its ancestors/descendants values for at most $M/M^{\alpha} = M^{1-\alpha}$ times. In other words, each vertex can be an ancestor/descendant of at most $M^{1-\alpha}$ pivot vertices. The total time to deal with all ancestors/descendants of all pivot vertices in the while loop is in $O(M \cdot M^{1-\alpha}) = O(M^{2-\alpha})$.

Finally, after the while loop, there are no vertices with both more than $M^{\alpha}$ ancestors and $M^{\alpha}$ descendants. In this case, by a weighted version of Lemma 7 (See the full version), the number of weighted-pairs of reachable vertices is bounded by $M \cdot M^{\alpha} \cdot M^{\alpha} = M^{1+2\alpha}$. So the total time to deal with these paths is $O(M^{1+2\alpha})$.

Thus the total running time is $O(M^2/t(M^{\alpha}) + M^{2-\alpha} + M^{1+2\alpha})$. By choosing $\alpha$ and $\gamma$ to be appropriate constants, we get subquadratic running time.

If $t(M) = M^{\epsilon}$, then by choosing $\alpha = 1/(2 + \epsilon)$, we get running time $M^{2-\epsilon/(2+\epsilon)}$.

### 3 Application to Least Weight Subpath

In this section we will prove Theorem 3. The reduction from LWSP\(_C\) to StaticLWS\(_C\) uses the same structure as the reduction from Path\(_P\) to Selection\(_P\) in the proof of Theorem 1 shown in Section 2. Because in LWSP we only consider DAGs, there are no strongly connected components in the graph.

Process LWSP\(_G\)(\(G, F_0\)) computes values of $F$ on initial values $F_0$ defined on all vertices of $G$. On a given LWSP\(_C\) problem, we will reduce it to an asymmetric variation of StaticLWS\(_C\). Process StaticLWS\(_C\)(\(A, B, F_A\)) computes all the values of function $F_B$ defined on domain $B$, given all the values of $F_A$ defined on domain $A$, such that $F_B(b) = \min_{a \in A}[F_A(s) + e_{a,b}]$. Let $N_A$ and $N_B$ be the total weighted size of $A$ and $B$ respectively. It is easy to see that if StaticLWS\(_C\) on $|N_A| = |N_B|$ is in time $N_A^3/t(N_A)$, then StaticLWS\(_C\) on general $A, B$ is in time $O(N_A \cdot N_B/t(\min(N_A, N_B)))$.

We also define process CutLWSP\(_C\)(\(S, T, F_S\)), which computes all the values of $F_T$ defined on domain $T$, given all the values of $F_S$ on domain $S$, where $F_T(t) = \min_{s \in S, s \rightarrow t}[F_S(s) + e_{s,t}]$.

The reduction algorithm is adapted from the reduction from Path\(_P\) to Selection\(_P\). LWSP\(_C\) is analogous to Path\(_P\), StaticLWS\(_C\) is analogous to Selection\(_P\), and CutLWSP\(_C\) is analogous to CutPath\(_P\). In Path\(_P\), we divide the graph into two halves, recursively call Path\(_P\) on the subgraphs, and use CutPath\(_P\) to deal with paths from one side of the graph to the other side. Similarly in LWSP\(_C\), we divide the graph into two halves, recursively compute function $F$ on the source side of the graph, then based on these values we call CutPath\(_P\) to compute the initial values of function $F$ on the sink side of the graph, and finally we recursively call LWSP\(_C\) on the sink side of the graph. In CutPath\(_P\), we first identify large all-one rectangles in the reachability matrix, and then use Selection\(_P\) to solve them, and finally we go through all reachable pairs of vertices that are not covered by these rectangles. Similarly, in LWSP\(_C\), we will use the similar method to identify large all-one rectangles in the reachability matrix and use StaticLWS\(_C\) to solve them, and finally we go through all reachable pairs of vertices and update $F$ on each of them.

---

\(^4\) The number of weighted-pairs is defined to be the sum of $w(u) \cdot w(v)$ for all pairs of reachable vertices $u \leftrightarrow v$. 
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The algorithm LWSP\(_C\) is similar as Path\(_P\) (Algorithm 1), and is defined in Algorithm 3. Initially, we let \(F(v) \leftarrow 0\) for all \(v \in V_0\), and let \(F(v) \leftarrow +\infty\) for all \(v \notin V_0\). We run LWSP\(_C\)(\(G, F_0\)) on the whole graph.

The algorithm CutLWSP\(_C\)(\(S, T, F_S\)) is adapted from CutPath\(_P\) (Algorithm 2), with the following changes:
1. In the beginning, \(F_T(t)\) is initialized to \(\infty\) for all \(t \in T\).
2. Each query to Selection\(_F\)(\(A, B\)) in CutPath\(_P\) is replaced by
   a. Compute \(F_B\) on domain \(B\) by StaticLWSP\(_C\)(\(A, B, F_S\)).
   b. For each vertex \(b\) in \(B\), let \(F_T(b)\) be the minimum of the original \(F_T(b)\) and \(F_B(b)\).
3. Whenever processing a pair of vertices \(s, t\) such that \(s\) is can reach \(t\) in either the preprocessing phase or the final exhaustive search phase, we let \(F_T(t) \leftarrow F_S(s) + c_{s,t}\) if \(F_S(s) + c_{s,t} < F_T(t)\).
4. In the end, the process returns \(F_T\), the target function on domain \(T\).

The proof of correctness will be shown in the full version. The time complexity of this reduction algorithm follows from the argument of Section 2.

## Open problems

One open problem is to study Path\(_P\) and LWSP\(_C\) on general DAGs. Also, we would like to consider the case where the graph is not sparse, where we can use \(O(MN)\) as the baseline time complexity instead of \(O(M^2)\).
It would also be desirable to study the fine-grained complexity of the DAG versions of other quadratic time solvable dynamic programming problems, e.g. the Longest Common Subsequence problem.

References


Here we list the main problems studied in this paper.

**LWS\(_C\):** Given elements \(x_1, \ldots, x_n\) and value \(F(0) = 0\), compute
\[
F(j) = \min_{0 \leq i < j} \left[ F(i) + c_{i,j} \right]
\]
for all \(j \in \{1, \ldots, n\}\).

**StaticLWS\(_C\):** Given elements \(x_1, \ldots, x_{2n}\) and values of \(F(i)\) on all \(i \in \{1, \ldots, n\}\), compute
\[
F(j) = \min_{i \in \{1, \ldots, n\}} \left[ F(i) + c_{i,j} \right]
\]
for all \(j \in \{n + 1, \ldots, 2n\}\).
**LWSP<sub>C</sub>:** Given graph \( G = (V, E) \) and starting vertex set \( V_0 \subseteq V \), compute on each \( v \in V \), the value of \( F(v) \), where
\[
F(v) = \begin{cases} 
\min(0, \min_{u \in V}[F(u) + c_{u,v}]), & \text{for } v \in V_0 \\
\min_{u \in V}[F(u) + c_{u,v}], & \text{for } v \notin V_0 
\end{cases}
\]

**CutLWSP<sub>C</sub>:** On DAG \( G \) with a cut \((S, T)\) where edges are only directed from \( S \) to \( T \), given the values of function \( F_S \) on \( S \), for all \( t \in T \) compute \( F_T(t) = \min_{s \in S \setminus \{t\}}[F_S(s) + c_{s,t}] \).

**Selection<sub>P</sub>:** On two sets \( X, Y \), decide whether \((\exists x \in X)(\exists y \in Y) P(x, y)\).

**Path<sub>P</sub>:** On graph \( G = (V, E) \), decide whether \((\exists x \in V)(\exists y \in V) [TC_E(x, y) \land P(x, y)]\).

**ListPath<sub>P</sub>:** On graph \( G = (V, E) \), for all \( x \in V \), decide whether \((\exists y \in V) [TC_E(x, y) \land P(x, y)]\).

**CutPath<sub>P</sub>:** On graph \( G = (V, E) \) with cut \((S, T)\) where edges only direct from \( S \) to \( T \), decide whether \((\exists x \in S)(\exists y \in T) [TC_E(x, y) \land P(x, y)]\).

**PathFO<sub>3</sub>:** Class of Path<sub>P</sub> problems such that \( P \) is of form \( \exists z \psi(x, y, z) \) or \( \forall z \psi(x, y, z) \), where \( \psi \) is a quantifier-free logical formula.

**ListPathFO<sub>3</sub>:** Class of ListPath<sub>P</sub> problems such that \( P \) is of form \( \exists z \psi(x, y, z) \) or \( \forall z \psi(x, y, z) \), where \( \psi \) is a quantifier-free logical formula.

### B Problem examples

We give a list of problems that can be considered as instances of LWSP<sub>C</sub> or Path<sub>P</sub>.

**Trip Planning (LWSP version of Airplane Refueling)** On a DAG where vertices represent cities and edges are roads, we wish to find a path for a vehicle, along which we wish to find a sequence of cities where the vehicle can rest and add fuel so that the cost is minimized. The cost of traveling between cities \( x \) and \( y \) is defined by cost \( c_{x,y} \). \( c_{x,y} \) can be defined in multiple ways, e.g. \( c_{x,y} \) is cost(y) if \( dist(x, y) \leq M \) and \( \infty \) otherwise. \( dist(x, y) \) is the distance between \( x, y \) that can be computed by the positions of \( x, y \). \( M \) is the maximal distance the vehicle can travel without resting. \( cost(y) \) is the cost for resting at position \( y \).

**Longest Subset Chain on graphs (LWSP version of Longest Subset Chain)** On a DAG where each vertex corresponds to a set, we want to find a longest chain in a path of the graph such that each set is a subset of its successor. Here \( c_{x,y} \) is \(-1 \) if \( S_x \) is a subset of \( S_y \), and \( \infty \) otherwise.

**Multi-currency Coin Change (LWSP version of Coin Change)** Consider there are two different currencies, so there are two sets of coins. We need to find a way to get value \( V_1 \) for currency \#1 and value \( V_2 \) for currency \#2, so that the total weight of coins is minimized. Each pair of values \( v_1 \in \{0, \ldots, V_1\} \) and \( v_2 \in \{0, \ldots, V_2\} \) can be considered as a vertex. We connect vertex \((v_1, v_2)\) to \((v_1', v_2')\) iff \( v_1' = v_1 + 1 \) or \( v_2' = v_2 + 1 \). The whole graph is a grid, and we wish to find a subsequence of a path from \((0, 0)\) to \((V_1, V_2)\) so that the cost is minimized. The cost is defined by \( C((v_1, v_2), (v_1', v_2')) = w_{v_1,v_1'} - w_{v_2,v_2'} \), and \( C((0, 0), (v_1, v_2)) = w_1,v_1 - v_1 \) where \( w_{i,j} \) is the weight of a coin of value \( j \) from currency \#i.

**Pretty Printing with alternative expressions (LWSP version of Pretty Printing)** The Pretty Printing problem is to break a paragraph into lines, so that each line have roughly the same length. If a line is too long or too short, then there is some cost depending on the line length. The goal of the problem is to minimize the cost. For some text, it is hard to print pretty. For example, if there are long formulas in the text, then sometimes its line gets too wide, but if we move the formula into the next line, the original line has too few words. One solution for this issue is to use alternate
wording for the sentence, to rephrase a part of a sentence to its synonym. These sentences have different lengths, and formulas in some of them will be displayed better than others. These different ways can be considered as different paths in a graph, and we wish to find one sentence that has the minimal Pretty Printing cost.

A Path instance Say we have a set of words, and we want to find a word chain (a chain of words so that the last letter of the previous word is the same as the first letter of the next word) so that the first word and the last word satisfy some properties, e.g. they do not have similar meanings, they have the same length, they don’t have the same letters on the same positions, etc. Each word corresponds to a vertex in the graph. For words that can be consecutive in a word chain, we add an edge to the words.
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1 Introduction

Solving systems of linear equations and inequalities constitutes an algorithmic task of fundamental importance. The data that is used in these systems though may be subject to inaccuracies and uncertainties, and therefore may lead to systems which are infeasible. Another source of infeasibility may be modeling errors, or simply incompatibility of constraints. Infeasibility itself allows for little conclusions; for a large system of millions of inequalities, infeasibility may stem from a very small subset of data. A natural question is therefore to...
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detect the smallest number of changes which must be made to a given system in order to make it feasible. The analysis of infeasible linear systems has been extensively investigated [1, 2, 4, 11, 12, 13, 28, 31]; we refer to the book by Chinneck [13] for an overview.

Formally, the **Minimum Feasibility Blocker** (MinFB) problem takes as input a system $S$ of linear inequalities $Ax \leq b$ and asks for a smallest subset $I$ such that $S \setminus I$ is feasible. As $I$ “blocks” the feasibility of $S$, we refer to $I$ as a feasibility blocker; we avoid calling $I$ a “solution”, to avoid confusion with the solution of the linear system $S \setminus I$. Further note that instead of removing the set $I$ of inequalities, we can equivalently perturb the right-hand sides $b_I$ of the inequalities in $I$; that is, we can increase the $b$-values of inequalities in $I$ to a value such that the perturbed system becomes feasible. Of course, when talking about feasibility, we have to specify over which field, and our choice here is the field $\mathbb{Q}$. Over this field, MinFB is NP-hard [33]; as the feasibility of a linear system can be tested in polynomial time (e.g., by the ellipsoid method [24]) the MinFB problem is NP-complete. Thus, there is a simple XP-algorithm testing every possible feasibility blocker of size at most $k$. Due to its importance, the MinFB problem has been thoroughly investigated from several different viewpoints, including approximation algorithms [1, 28], polyhedral combinatorics [31], heuristics [11], mixed-integer programming [15], and hardness of approximation [2].

Here we take a new perspective on the MinFB problem, based on parameterized complexity. In parameterized complexity, the problem input of size $n$ is additionally equipped with one or more integer parameters $k$ and one measures the problem complexity in terms of both $n$ and $k$. The goal is to solve such instances by fixed-parameter algorithms, which run in time $f(k) \cdot n^{O(1)}$ for some computable function $f$. The motivation is that fixed-parameter algorithms can be practical for small parameter values $k$ even for inputs of large size $n$, provided that the function $f$ exhibits moderate growth. This contrasts them with algorithms that require time $n^{f(k)}$, which cannot presumed to be practical for large input sizes $n$. To show that such impractical run times are best possible, a common approach is to show the problem to be W[1]-hard; a standard hypothesis in parameterized complexity is that no W[1]-hard problem admits a fixed-parameter algorithm. For background on parameterized complexity, we refer to the book by Cygan et al. [18].

For the MinFB problem, arguably the most natural parameter is the minimum size $k$ of a feasibility blocker $I$. The motivation for this choice of parameter is that in applications, we are interested in small feasibility blockers $I$; e.g., Chakravarti [9] argues that a feasibility blocker “with too large a cardinality may be hard to comprehend and may not be very useful for post-infeasibility analysis.” Guillemot [25] explicitly posed the question of resolving the parameterized complexity of MinFB; he conjectured that the problem is fixed-parameter tractable parameterized by the size of a minimum feasibility blocker for matrices with at most 2 non-zero entries per row.

Another motivation for our approach comes from the fact that MinFB captures one of the most important problems in parameterized complexity, namely Directed Feedback Arc Set (DFAS): given a digraph $G$, decide if $G$ admits a directed feedback arc set of size at most $k$, which is a set $F$ such that $G - F$ is an acyclic digraph (DAG). It was a long-standing open question whether DFAS admits a fixed-parameter algorithm parameterized by the size $k$ of the smallest directed feedback arc set, until Chen et al. [10] gave an algorithm with run time $4^k k! n^{O(1)}$. The currently fastest algorithm for DFAS runs in time $4^k k! \cdot O(n + m)$, and is due to Lokshtanov et al. [29]. It is not difficult to give a parameter-preserving reduction from DFAS to MinFB: for every arc $(u, v)$ of the digraph $G$ that serves as input to DFAS we add the inequality $x_u - x_v \leq -1$ to the linear system $Ax \leq b$. Directed feedback arc sets $F$
of $G$ are then mapped to feasibility blockers of the same size by removing the constraints corresponding to arcs in $F$, and vice-versa. Note that the constraint matrix $A$ arising this way is totally unimodular, and each row has exactly two non-zero entries, one +1 and one −1. Totally unimodular matrices $A$ whose every row has at most two non-zero entries, one +1 and one −1, are known as difference constraints; testing feasibility of systems of difference constraints has been investigated extensively [32, 35] due to their practical relevance most notably in temporal reasoning. It is therefore interesting to know whether the more general MinFB problem also admits a fixed-parameter algorithm for parameter $k$, even for special cases like totally unimodular matrices $A$ (where testing feasibility is easy).

Another case of interest for MinFB is when the constraint matrix $A$ has bounded treewidth, where the treewidth of $A$ is defined as the treewidth of the bipartite graph that originates from assigning one vertex to every row and every column of $A$ and connecting any two vertices by an edge whose corresponding entry in $A$ is non-zero. Fomin et al. [21] gave a fast algorithm for MinFB with constraint matrices of bounded treewidth for the setting $k = 0$, i.e. checking for feasibility without deleting any constraints. At the same time, Bonamy et al. [8] showed that DFAS – a special case of MinFB – is fixed-parameter tractable parameterized by the treewidth of the underlying undirected graph of the input digraph. So the questions arise whether Fomin et al.’s algorithm can be extended to arbitrary values of $k$, or whether Bonamy et al.’s algorithm can be extended from DFAS to MinFB.

One of the main currently unresolved questions around DFAS is whether it admits a polynomial compression. That is, one seeks an algorithm that, given any directed graph $G$ and integer $k$, in polynomial time computes an instance $I$ of a decision problem $\Pi$ whose size is bounded by some polynomial $p(k)$, such that $G$ admits a feedback arc set of size at most $k$ if and only if $I$ is a “yes”-instance of $\Pi$. The question for a polynomial compression has been stated numerous times as an open problem [5, 19, 17, 30]; from the algorithms by Chen et al. [10] and Lokshtanov et al. [29] only an exponential bound on the size of $I$ follows.

On the other hand, parameterized complexity provides tools such as cross-composition to rule out the existence of such polynomials $p(k)$ modulo the non-collapse of the polynomial hierarchy; we refer to Bodlaender et al. [6] for background. Given the elusiveness of this problem, we approach the (non-)existence of polynomial compression for DFAS from the angle of the more general MinFB problem.

1.1 Our results

We first show that the MinFB problem is strictly more general than DFAS, even for totally unimodular matrices, assuming that FPT $\neq W[1]$.

Theorem 1. The MinFB problem is $W[1]$-hard parameterized by the minimum size $k$ of a feasibility blocker, even for difference constraints and right-hand sides $b \in \{\pm 1\}^m$.

Theorem 1 therefore disproves (assuming FPT $\neq W[1]$) the conjecture of Guillemot [25] that finding the minimum number of unsatisfied equations or inequalities is fixed-parameter tractable for linear systems with at most two variables per equation or inequality.

Given this strong parameterized intractability result, we resort to identifying tractable fragments (or classes of instances) of MinFB. In particular, we look for algorithms which

---

The algorithm of Bonamy et al. [8] is stated for the vertex deletion problem, but it can be modified to work for DFAS as well. Note that the standard reduction from DFAS to the vertex deletion problem which preserves the solution size does not necessarily result in a digraph whose underlying undirected graph has bounded treewidth even if the DFAS instance has this property.
solve fragments of MinFB which capture the fundamental DFAS problem. As relevant parameters, we identify the number $b_+$ of positive entries in the right-hand side vector $b$, as well as the number $b_-$ of negative entries in $b$. This choice comes from the fact that the case of $b_+ = 0$ generalizes the DFAS problem, whereas the case of $b_- = 0$ is always feasible as the all-0 vector is a trivial solution for a system of the form $Ax \leq b$.

Our positive algorithmic results for these parameters are as follows:

- **Theorem 2.** There is an algorithm that solves MinFB for systems $S$ of $m$ difference constraints over $n$ variables and right-hand sides $b \in \{\pm 1\}^m$ in time $2^{O((k^3 + b_+ + k \log b_+)^2)} n^{O(1)}$.

- **Theorem 3.** There is an algorithm that solves MinFB for systems $S$ of $m$ difference constraints over $n$ variables and right-hand sides $b \in \{\pm 1\}^m$ in time $(k + 1)(b_-)^{k+1}O(nm)$.

Armed with these fixed-parameter algorithms for parameters $k + b_+$ and $k + b_-$, it is time to consider the question of polynomial compressions for those tractable fragments of MinFB. Such polynomial compression would be particularly interesting, as it could be a step towards obtaining a polynomial compression for DFAS (where $b_+ = 0$); so a polynomial compression for MinFB for parameter $k$ or $k + b_+$, even for node-arc incidence matrices, would imply a polynomial compression for DFAS (as the reduction from DFAS to MinFB does not increase the parameter).

Interestingly, we can actually rule out a polynomial compression for MinFB parameterized by $k + b_-$:

- **Theorem 4.** Assuming $\text{NP} \not\subseteq \text{coNP}/\text{poly}$, MinFB does not admit a polynomial compression when parameterized by $k + b_-$ even for systems $A$ of difference constraints and right-hand sides $b \in \{\pm 1\}^m$.

The most intriguing open question arising from this result is whether our hardness result can be strengthened to rule out a polynomial compression for MinFB parameterized by $k + b_+$.

As mentioned, Fomin et al. [21] give an algorithm that solves MinFB for constraint matrices of bounded treewidth for $k = 0$. And Bonamy et al. [8] give an algorithm that solves the special case of MinFB known as DFAS for constraint matrices of bounded treewidth. Here we show that, somewhat surprisingly, MinFB is NP-hard even for constraint matrices of constant pathwidth (which are a subclass of matrices with constant treewidth).

- **Theorem 5.** The MinFB problem is NP-hard even for constraint matrices of pathwidth 6.

Due to space constraints, proofs of statements marked by (⋆) are deferred to the full version of this paper.

### 1.2 Related work

In fundamental work, Arora, Babai, Stern and Sweedyk [2] considered the problem of removing a smallest set of equations to make a given system of linear equations feasible over $\mathbb{Q}$. They gave strong inapproximability results, showing that finding any constant-factor approximation is NP-hard. Berman and Karpinski [4] gave the first (randomized) polynomial-time algorithm with sublinear approximation ratio for this problem.

Giannopolous, Knauer and Rote [22] considered the “dual” of MinFB from a parameterized point of view: namely, in MAXFS we ask for a largest subsystem of an $n$-dimensional linear system $S$ which is feasible over $\mathbb{Q}$. They showed that deciding whether a feasible subsystem of at least $\ell$ inequalities in $S$ exists is $\text{W}[1]$-hard parameterized by $n + \ell$, even when $S$ consists of equations only.
For systems of equations over finite fields, finding minimum feasibility blockers has been considered from a parameterized perspective. In particular, over the binary field $\mathbb{F}_2$, Crowston et al. [16] prove W[1]-hardness even if each equation has exactly three variables and every variable appears in exactly three equations; they further give a fixed-parameter algorithm for the case where each equation has at most two variables.

2 Preliminaries

Throughout, we work with finite and loop-less directed graphs $G$, whose vertex set we denote by $V(G)$ and arc set by $A(G)$. For a vertex $v \in V(G)$, denote by $\delta^-(v)$ the incoming arcs of $v$, i.e., arcs of the form $(w, v)$ for some $w \in V(G)$. Likewise, denote by $\delta^+(v)$ the outgoing arcs of $v$. A walk $W$ in $G$ is a sequence of vertices $W = (v_0, v_1, \ldots, v_\ell)$ such that $(v_i, v_{i+1}) \in A(G)$ for $i = 0, \ldots, \ell - 1$. We call $\ell$ the length of the walk. A walk is closed if $v_0 = v_\ell$. If all vertices are distinct we call the walk a path, if all except $v_0$ and $v_\ell$ are distinct we call it a cycle. For two walks $W, R$ where the last vertex of $W$ equals the first vertex of $R$, let $W \circ R$ be the concatenation of $W$ and $R$, which is the sequence of all vertices in $W$ followed by all vertices in $R$ except the first. Our directed graphs $G$ often come with arc weights $w : A(G) \to Q$; the weight of a cycle $C$ in $G$ is then equal to the sum of its arc weights. In that spirit, we call a cycle negative (non-negative, positive) if its weight is negative (non-negative, positive). A shortest path or cycle is a path or cycle of minimum length. Note that “shortest” does not refer to the weight of a cycle.

For our hardness results we will use two different kinds of hardness. The first one is W[1]-hardness which under the standard assumption W[1] $\neq$ FPT implies that there is no fixed-parameter tractable algorithm for problems of this type. The other hardness considers compression: A polynomial compression of a language $L$ into a language $Q$ is a polynomial-time computable mapping $\Phi : \Sigma^* \times \mathbb{N} \rightarrow \Sigma^*$, $\Phi((x, k)) \mapsto y$ such that $(x, k) \in L \iff y \in Q$ and $|y| \leq k^{O(1)}$ for all $(x, k) \in \Sigma^* \times \mathbb{N}$. Many natural parameterized problems do not admit polynomial compressions, under the hypothesis that $\text{NP} \subsetneq \text{coNP/poly}$.

Both types of hardness can be transferred to other problems by “polynomial parameter transformations”, which were first proposed by Bodlaender et al. [7].

Definition 6. Let $\Sigma$ be an alphabet. A polynomial parameter transformation (PPT) from a parameterized problem $\Pi \subseteq \Sigma^* \times \mathbb{N}$ to a parameterized problem $\Pi' \subseteq \Sigma^* \times \mathbb{N}$ is a polynomial-time computable mapping $\Phi : \Sigma^* \times \mathbb{N} \rightarrow \Sigma^* \times \mathbb{N}, (x, k) \mapsto (x', k')$, such that $k' = k^{O(1)}$, and $(x, k) \in \Pi \iff (x', k') \in \Pi'$ for all $(x, k) \in \Sigma^* \times \mathbb{N}$. Two parameterized problems are parameter-equivalent if there are PPTs in both directions and the transformations additionally fulfill that $k' = k$.

Note that polynomial parameter transformations are transitive. Further, a PPT from $\Pi$ to $\Pi'$ together with a polynomial compression for $\Pi'$ yields a polynomial compression for $\Pi$. This can be used to rule out polynomial compressions:

Proposition 7 ([27]). Let $\Pi, \Pi'$ be parameterized problems. If there is a polynomial parameter transformation from $\Pi$ to $\Pi'$ and $\Pi$ admits no polynomial compression, then neither does $\Pi'$.

Next, we formally define the MinFB problem. Here and throughout the rest of the paper, we denote by $a_{i,\bullet}$ the $i^{th}$ row of the matrix $A$. 
MINIMUM FEASIBILITY BLOCKER (MinFB)

Input: A coefficient matrix $A \in \mathbb{Q}^{m \times n}$, a right-hand side vector $b \in \mathbb{Q}^m$ and an integer $k$.

Task: Find a set $\mathcal{I} \subseteq \{1, \ldots, m\}$ of size at most $k$ such that $(a_i \cdot x \leq b_i)_{i \in \{1, \ldots, m\} \setminus \mathcal{I}}$ is feasible for some $x \in \mathbb{Q}^n$.

By multiplying rows of $A$ and the corresponding entries of $b$ with $(-1)$ the MinFB problem also covers in a parameter equivalent way the case where some inequalities are of the type $a_i \cdot x \geq b_i$ if there is no sign restriction on the entries of $A$ and $b$.

Furthermore, equations of the form $a_i \cdot x = b_i$ can be written as the two inequalities $a_i \cdot x \leq b_i$ and $-a_i \cdot x \leq -b_i$ (equivalent to $a_i \cdot x \geq b_i$). In a feasible solution $x^*$ ignoring such an equation, at most one of the above inequalities is violated. Thus, the MinFB problem with equations can be reduced to the formulation of the MinFB as formulated above without changing the parameter. Conversely though, MinFB as presented above in general cannot be expressed by the MinFB problem having only equations. However, if we allow additionally inequalities with only one variable or require all variables to be non-negative, those are representable by adding slack variables and (if necessary) splitting variables into two non-negative parts $x_i^+$ and $x_i^−$.

For a graph $H$, a tree decomposition (path decomposition) is a pair $(T, \mathcal{B})$ where $T$ is a tree (path) and $\mathcal{B}$ a collection of bags $B_v \subseteq V(H)$, each bag corresponding to some node $v \in V(T)$. The bags have the property that for any edge of $H$ both its endpoints appear in some common bag in $\mathcal{B}$, and for each vertex $v \in V(H)$ the bags containing $v$ form a subtree of $T$. The width of $(T, \mathcal{B})$ is defined as the largest bag size of $\mathcal{B}$ minus one. The treewidth (pathwidth) of $H$ is the minimum width over all tree (path) decompositions of $H$.

3 Parameterized Intractability of Minimum Feasibility Blocker

In this section we show $W[1]$-hardness of the MinFB problem by giving a reduction from the BOUNDED EDGE DIRECTED $(s, t)$-CUT problem. This problem takes as input a digraph $G$, vertices $s, t$, and integers $k, \ell \in \mathbb{N}$, and asks for a set $X \subseteq E(G)$ of size at most $k$ such that $G - X$ contains no $s$-$t$-paths of length at most $\ell$. Golovach and Thilikos [23] proved its parameterized intractability for parameter $k$:

► Proposition 8 ([23]). BOUNDED EDGE DIRECTED $(s, t)$-CUT is $W[1]$-hard when parameterized in $k$ even for the special case where $G$ is a DAG.

The BOUNDED EDGE DIRECTED $(s, t)$-CUT was also considered by Fluschnik et al. [20]. They showed that BOUNDED EDGE DIRECTED $(s, t)$-CUT does not admit a kernel of size polynomial in $k$ and $\ell$, assuming $\textbf{NP} \not\subseteq \textbf{coNP/poly}$, even for acyclic input digraphs. In fact, their construction allows for a stronger result, ruling out a polynomial compression:

► Proposition 9 ([20]). Assuming $\textbf{NP} \not\subseteq \textbf{coNP/poly}$, BOUNDED EDGE DIRECTED $(s, t)$-CUT does not admit a polynomial compression in $k + \ell$ even when $G$ is a DAG.

To get to the MinFB problem, we first consider as an intermediate step the DIRECTED SMALL CYCLE TRANSVERSAL problem: given a directed graph $G$ and integers $k, \ell$, the task is to find a set $X \subseteq E(G)$ of size at most $k$ such that $G - X$ contains no cycles of length at most $\ell$. Fluschnik et al. [20] showed that DIRECTED SMALL CYCLE TRANSVERSAL does not admit a kernel of size polynomial in $k$ and $\ell$, unless $\textbf{NP} \subseteq \textbf{coNP/poly}$. Again their result can be strengthened to not admitting a polynomial compression. They further observed that
Directed Small Cycle Transversal admits a simple branching algorithm that runs in time $O(\ell^k \cdot n \cdot (n + m))$. Here we argue that a dependence on both parameters $k$ and $\ell$ is necessary for fixed-parameter tractability:

- **Lemma 10.** There is a polynomial parameter transformation from Bounded Edge Directed (s, t)-Cut in DAGs with parameter $k$ (parameter $\ell$, parameter $k+\ell$) to Directed Small Cycle Transversal with parameter $k$ (resp. $\ell$, resp. $k+\ell$).

  This even holds if Directed Small Cycle Transversal is restricted to instances where there are vertices $s, t \in V(G)$ such that all cycles of $G$ consist of an s-t-path and an arc of the form $(t, s)$.

**Proof.** Let $(G, s, t, k, \ell)$ be a Bounded Edge Directed (s, t)-Cut instance where $G$ is a DAG. As $G$ is a DAG, it admits a topological ordering $v_1, \ldots, v_{|V(G)|}$ of its vertices, so that there are no arcs $(v_i, v_j)$ for $j < i$. Without loss of generality, let $v_1 = s$ and $v_{|V(G)|} = t$, as vertices before $s$ or after $t$ in a topological ordering are never part of any s-t-path.

We now create a digraph $G'$ from $G$ by adding $k + 1$ parallel arcs $a_1, \ldots, a_{k+1}$ from $t$ to $s$. Then every cycle in $G'$ consists of an s-t-path and an arc $a_i$, as $G$ was acyclic. Set $\ell' = \ell + 1$. Then $(G', k, \ell')$ is an instance of Directed Small Cycle Transversal. The above transformation can be done in polynomial time and the parameter increases by at most one (depending on whether $\ell$ is part of the parameter).

It remains to show that $(G', k, \ell')$ is a “yes”-instance of Directed Small Cycle Transversal if and only if $(G, s, t, k, \ell)$ is a “yes”-instance of Bounded Edge Directed (s, t)-Cut.

- For the forward direction, let $X'$ be a solution to $(G', k, \ell')$. Consider $X = X' \setminus \{a_1, \ldots, a_{k+1}\}$. For sake of contradiction, suppose that $G - X$ contains an s-t-path $P$ of length at most $\ell$. As $|X'| \leq k$, it can not contain all arcs $a_i$. Without loss of generality, $a_1 \not\in X'$. Then $P$ followed by $a_1$ is a cycle in $G' - X'$ of length at most $\ell + 1 = \ell'$ – a contradiction to $X'$ being a solution to $(G', k, \ell')$.

- For the reverse direction, let $X$ be a solution to $(G, s, t, k, \ell)$. Then $X$ is also a solution to $(G', k, \ell')$ by the following argument. Suppose, for sake of contradiction, that $G' - X$ contains a cycle $C$ of length at most $\ell'$. By the structure of $G'$, $C$ consists of an s-t-path $P$ in $G - X$ and an arc $a_i$. Then $|P| = |C| - 1 \leq \ell$, contradicting that $X$ is a solution to $(G, k, \ell)$.

Now we introduce another cycle deletion problem, this time on arc-weighted digraphs.

---

**Lemma 11.** There is a PPT from Directed Small Cycle Transversal on instances where every cycle uses an arc of type $(t, s)$ when parameterized by $k$ (by $k + \ell$) to Negative DFAS parameterized by $k$ (resp. $k + w_-$, where $w_-$ is the number of arcs with negative weight); this even holds in the case where $w : A(G) \rightarrow \{\pm 1\}$.

**Proof.** We start with a Directed Small Cycle Transversal instance $(G, k, \ell)$ as described in the lemma. Let $a_1, \ldots, a_p$ be the arcs of the form $(t, s)$. For any $p \geq k + 1$ there is always an arc which survives the deletion of some arc set of at most $k$ elements. So we can assume $p \leq k + 1$ as deleting superfluous arcs does not change the solution. Set $A_{+1} = A(G) \setminus \{a_1, \ldots, a_p\}$. Now replace the $a_i$ by mutually disjoint (except for $s$ and $t$)
paths $P_i$ of length $\ell$. Call the resulting directed graph $G'$ and let $A_{-1} = \bigcup_{i=1}^p A(P_i)$. Finally, define $w(a) = 1$ for $a \in A_{+1}$ and $w(a) = -1$ for $a \in A_{-1}$. As $A(G') = A_{-1} \cup A_{+1}$, the function $w : A(G') \to \{-1, +1\}$ is well defined.

The instance $(G', w, k)$ has the required form. Also the transformation can be made in polynomial time. As $k$ remains unchanged and $w_\infty = |A_{-1}| = \ell \cdot p \leq \ell \cdot (k + 1)$ is bounded by a polynomial in $k + \ell$, the parameter restrictions of PPTs are fulfilled. It remains to prove that $(G', w, k)$ is a “yes”-instance of Negative DFAS if and only if $(G, k, \ell)$ is a “yes”-instance of Directed Small Cycle Transversal.

For the forward direction, let $X'$ be a solution of $(G', w, k)$. Let $X$ be the set where every arc of $X'$ which is part of some $P_i$ is replaced by $a_i$ (and duplicates are removed). Clearly, $|X| \leq |X'| \leq k$. Suppose there is a cycle $C$ of length at most $\ell$ in $G - X$. Then $C$ contains a unique arc $a_j$. Let $C'$ be the cycle in $G'$ resulting from the replacement of $a_j$ by $P_j$ in $C$. Then $C'$ is also in $G' - X'$ by choice of $X$ and contains at most $\ell - 1$ arcs in $A_{+1}$ and $\ell$ arcs in $A_{-1}$. This yields the contradiction $w(C') = |A(C') \cap A_{+1}| - |A(C') \cap A_{-1}| \leq \ell - 1 - \ell = -1$.

For the reverse direction, let $X$ be a solution of $(G, k, \ell)$. Let $X'$ the set $X$ where every arc $a_i$ is replaced by the first arc of $P_i$. By definition of $G'$, $X' \subseteq A(G')$ and $|X'| = |X| \leq k$ holds. Now suppose there is a cycle $C'$ in $G' - X'$ with $w(C') < 0$. As the paths $P_i$ are mutually disjoint (except the end vertices) every inner vertex of each $P_i$ has in-degree and out-degree one. Thus, if there is an arc of some $P_i$ inside $C'$ the whole path $P_i$ is. Replace each such $P_i$ by $a_i$ to obtain a cycle $C$. By construction of $G'$ and $X'$, this cycle $C$ is in $G - X$. Each cycle in $G$ and therefore also $C$ contains exactly one arc of $a_i$. Therefore, $C'$ contains exactly one path $P_i$ and from $0 > w(C') = |A(C') \cap A_{+1}| - |A(C') \cap A_{-1}| = |A(C') \cap A_{+1}| - \ell$ we get that $|A(C') \cap A_{+1}| \leq \ell - 1$. As $|A(C') \cap A_{+1}|$ is integral we can sharpen the bound to $|A(C') \cap A_{+1}| \leq \ell - 1$. By $A(C) = (A(C') \cap A_{+1}) \cup \{a_i\}$, we get that $|A(C)| = |A(C') \cap A_{+1}| + 1 \leq \ell - 1$ - a contradiction.

Proof. Let $(G, w, k)$ be a Negative DFAS problem instance, and let $n = |V(G)|$ and $m = |A(G)|$. Fix an arbitrary order $v_1, \ldots, v_n$ of the vertices of $G$ and $a_1, \ldots, a_m$ of the arcs of $G$. As matrix $A$ we take the incidence matrix of $G$ which is defined as matrix $A = (a_{i,j}) \in \mathbb{R}^{m \times n}$ with entries $a_{i,j} = +1$ for $a_i \in \delta^-(v_j)$, $a_{i,j} = -1$ for $a_i \in \delta^+(v_j)$, and $a_{i,j} = 0$ otherwise. Furthermore, let $b_i = w(a_i)$. The resulting tuple $(A, b, k)$ is an instance of the MinFB problem with $A$ being a matrix of difference constraints.

The construction is bijective by the following reverse construction: Define a directed graph on $n$ vertices $v_1, \ldots, v_n$, then for every constraint $a_i \cdot x \leq b_i$ add an arc as follows: Let $j^-$ be the unique index with $a_{i,j^-} = -1$, and let $j^+$ be the unique index with $a_{i,j^+} = +1$. Add an arc $a = (v_{j^+}, v_{j^-})$ with weight $w(a) = b_i$ to the current digraph. Let $G'$ be the resulting digraph after all arcs are added. Then $(G, w, k)$ is the constructed Negative DFAS instance. It is easy to verify that this indeed reverses the first construction.

Now we want to compare solutions of both problems. Intuitively, deleted constraints and arcs have an one to one correspondence, but we will formally prove the equivalence here.

For this we need the notion of “feasible potentials”. A feasible potential (with respect to $G$ and $w$) is a function $\pi : V(G) \to \mathbb{Q}$ such that, for every arc $a = (x, y) \in A(G)$, the following inequality holds: $w(a) - \pi(x) + \pi(y) \geq 0$. It is well-known that a weighted digraph has a feasible potential if and only if it has no cycle of negative weight (see, for example, the book of Schrijver [34, Theorem 8.2]).
In the following, for each $X \subseteq A(G)$ denote by $X_T$ the corresponding indices of the constraints and vice-versa. Then the following equivalences hold:

$(G - X, w)$ contains no negative cycles with respect to $w$.
$\iff (G - X, w)$ has a feasible potential $\pi : V(G) \to \mathbb{Q}$.
$\iff$ There is some $\pi : V(G) \to \mathbb{Q}$ such that $\pi(u) \leq \pi(v) + w(\alpha)$ for all $\alpha = (u, v) \in A(G) \setminus X$.
$\iff$ There is some $x \in \mathbb{Q}^{V(G)}$ such that $x_u - x_v \leq w(\alpha)$ for all $\alpha = (u, v) \in A(G) \setminus X$.
$\iff$ There is some $x \in \mathbb{Q}^n$ such that $a_i \cdot x \leq b_i$ for all $i \in \{1, \ldots, m\} \setminus X_T$.

Furthermore, as $X$ and $X_T$ have the same cardinality, the last statement is equivalent to the statement that $X$ is a solution to $(G, w, k)$ if and only if $X_T$ is a solution to $(A, b, k)$.

Concatenating all reductions above, we obtain the following corollary:

**Corollary 13.** There is a PPT from Bounded Edge Directed $(s, t)$-Cut parameterized by $k$ (in $k + \ell$) to MinFB parameterized by $k$ (in $k + b_\ell$). This even holds for instances of MinFB where $A$ is a system of difference constraints and $b \in \{\pm 1\}^m$.

This corollary yields our two hardness results:

**Proof of Theorem 1.** With Proposition 7 we can use the W[1]-hardness of Bounded Edge Directed $(s, t)$-Cut from Proposition 8 and the PPT from Corollary 13 to get the W[1]-hardness of MinFB. Also the structure of the instance follows from this.

**Proof of Theorem 4.** This follows by combining Proposition 9 and Corollary 13 with the help of Proposition 7. The structure of the MinFB instance follows as in Theorem 1.

## 4 Fixed-parameter Algorithms for Systems of Difference Constraints

In this section we develop fixed-parameter algorithm for MinFB for constraint matrices $A$ of difference constraints and right-hand sides $b \in \{\pm 1\}^m$. Our first algorithm takes as parameters the number $k$ of constraints that must be deleted from $A$ to make the system feasible and the number $w_-$ of negative entries in the $b$-vector; our second algorithm takes as parameters $k$ and the number $w_+$ of positive entries in $b$. The naming convention for $w_+, w_-$ stems from Theorem 12 and the 1-to-1 correspondence between $b$ and $w$.

Recall that the DFAS problem corresponds to the case when $w_+ = 0$, as in this case all arcs have negative weight. In fact, our algorithm makes oracle calls to an algorithm for the more general problem SUBSET DFAS, in which we are given a digraph $G$, an arc set $U \subseteq A(G)$ and an integer $k$, and seek a set $X \subseteq A(G)$ of at most $k$ arcs that intersects each cycle containing some arc of $U$. The SUBSET DFAS problem was shown to be fixed-parameter tractable for parameter $k$ by Chitnis et al. [14].

**Proposition 14 ([14]).** SUBSET DFAS is solvable in time $2^{O(k^3)} \cdot n^{O(1)}$.

For both algorithms we need a subroutine finding a shortest negative cycle $C$ in a given digraph. Recall that shortest is defined in terms of number of arcs. Negative cycles can be found with the Moore-Bellman-Ford algorithm (cf. Bang-Jensen and Gutin [3, Sect. 2.3.4]), which runs in time $O(nm)$. That algorithm can be modified to find a shortest negative cycle of length at most $\ell$ in time $O(tnm)$; such modification is well-known or at least an easy exercise.

**Lemma 15** ($\star$). There is an algorithm that, given a digraph $G$, arc weights $w : A(G) \to \mathbb{Q}$ and an integer $\ell \in \mathbb{N}$, in time $O(tnm)$ either finds a shortest negative cycle $C$ of length at most $\ell$ in $G$, or decides that none exists.
We give a simple algorithm for resolving infeasibility of linear systems. We are now ready to give our fixed-parameter algorithm for the Negative DFAS problem with \( w : A(G) \rightarrow \{-1,1\} \). We give a simple algorithm for the Negative DFAS problem with \( w : A(G) \rightarrow \{-1,1\} \), parameterized by \( k \) and \( b_\rightarrow \). Pseudocode of the algorithm can be found in Algorithm 1. The algorithm first guesses the negative arcs in the solution and then recursively branches on the positive arcs of a negative cycle (as long as such a cycle exists). The algorithm keeps track of the already deleted arcs in the set \( S_0 \).

\[ \textbf{Algorithm 1} \text{ SimpleNegativeCycleDeletion.} \]

\begin{verbatim}
\textbf{Input}: A digraph } G, \text{ arc weights } w : A(G) \rightarrow \mathbb{Q} \text{ and } k \in \mathbb{N}.
\textbf{Output}: A set } S \subseteq A(G) \text{ of at most } k \text{ arcs such that } G - S \text{ has no negative cycles or } \textbf{false} \text{ if no such set exists.}

1. \textbf{for every } k_- \in \mathbb{Z}_{\geq 0} \text{ with } k_- + k_+ = k \textbf{ do}
2. \hspace{1em} \textbf{for every subset } S_- \text{ of } w^{-1}(-1) \subseteq A(G) \text{ with } |S_-| = k_- \textbf{ do}
3. \hspace{2em} S_0 = S_-
4. \hspace{1em} \textbf{while } G - S_0 \text{ contains a negative cycle } C \text{ and } |S_0| \leq k \textbf{ do}
5. \hspace{2em} Branch on adding an arc } a \in A(C) \text{ with } w(a) = 1 \text{ to } S_0.
6. \hspace{1em} \textbf{if } |S_0| \leq k \textbf{ then}
7. \hspace{2em} \textbf{return } S_0.
8. \textbf{return } \textbf{false}.
\end{verbatim}

4.1 Few negative right-hand sides

We are now ready to give our fixed-parameter algorithm for MinFB for constraint matrices \( A \) of difference constraints and right-hand sides \( b \in \{\pm 1\}^m \), parameterized by the size \( k \) of the deletion set and the number \( b_- \) of negative entries in \( b \). For the rest of this subsection we will use Theorem 12 and only work on the Negative DFAS problem with \( w : A(G) \rightarrow \{\pm 1\} \).

Theorem 12 and only work on the Negative DFAS problem with \( w : A(G) \rightarrow \{\pm 1\} \), parameterized by \( k \) and \( b_- \). Pseudocode of the algorithm can be found in Algorithm 1. The algorithm first guesses the negative arcs in the solution and then recursively branches on the positive arcs of a negative cycle (as long as such a cycle exists). The algorithm keeps track of the already deleted arcs in the set \( S_0 \).

\begin{lemma}
Algorithm 1 is correct and runs in time \((k + 1)w_-^{k+1}O(nm)\).
\end{lemma}

\begin{proof}
The algorithm works in three steps: The first \textbf{for} loop guesses how many of the deleted arcs have weight \(-1\) with the variable \( k_- \). The second \textbf{for} loop then iterates over every \((k_-)\)-element subset of these arcs. The last procedure then tries to fix the negative cycle by only deleting arcs of weight \(+1\).

As we enumerate all choices of \( k_- \) and the subsets of negative arcs we only need to argue correctness for the last procedure. The procedure only returns a value other than “false” if this value is a solution. So we only need to argue that if there is a solution we will find it. So let \( S \) be a solution and \( S_0 \) contain all \( k_- \)-arcs of weight \(-1\) in \( S \). We get \( S_0 \) by correct guessing of the \textbf{for} loops. If \( S_0 = S \), then \( |S_0| \leq k \) and the graph \( G - S_0 \) will contain no negative cycle, so we correctly return \( S_0 \). Otherwise, there is a negative cycle \( C \) in \( G - S_0 \). By choice of \( S_0 \) there must be an arc \( a \in A(C) \cap S \) with weight \(+1\). Branching on all possible choices in line 5, one of the branches must have found the right arc and added it to \( S_0 \). Thus, in each recursive call we find an additional element of \( S \) until \( S_0 = S \).

For the runtime, the first main observation to be made is that any negative cycle \( C \) has length at most \( 2w_- - 1 \). Furthermore, at most \( w_- - 1 \) arcs of it can have weight \(+1\). Therefore, we can check by Lemma 15 for the existence of a negative cycle in time \( O(w_-nm) \) and iterate over all arcs with weight \(+1\) in a cycle in time \( O(w_-) \). As \( S_0 \)'s size increases by one with each branching and we stop (correctly) if \(|S_0| > k\) at most \( k - k_- \) recursive calls are made by the branching. Thus, the runtime of the inner branching procedure for fixed \( S_- \) is at most \((w_-)^{k-k_-+1}O(nm)\). The inner \textbf{for} loop enumerates, for a fixed value of \( k_- \), at most \( w_-^{k_-} \) sets \( S_- \). This \textbf{for} loop is executed \( k + 1 \) many times by the outer \textbf{for} loop. So the algorithm runs in time \((k + 1)w_-^{k_-} \cdot (w_-)^{k-k_-+1}O(nm) = (k + 1)(w_-)^{k+1}O(nm)\).
\end{proof}
Proof of Theorem 3. By Theorem 12 we can construct, in polynomial time, an instance of \textsc{Negative DFAS} that has the same parameters $k + w_-$, and such that the original instances is a “yes”-instance if and only if the constructed instance is. Lemma 16 then allows us to solve this instance in the claimed time.

4.2 Few positive right-hand sides

In the second part of this section we will study \textsc{Negative DFAS} with weight functions $w : A(G) \rightarrow \{\pm 1\}$ when parameterized by $k$ and $w_+$. The main observation for our algorithm is made in the following lemma:

\begin{lemma} (⋆). Let $G$ be a digraph with arc weights $w : A(G) \rightarrow \{\pm 1\}$. Then either $G$ has a negative cycle of length at most $2(w_+)^2 + 2w_+$, or every negative cycle $C$ has some arc $a \in A(G)$ that lies only on negative cycles of $G$.

This lemma forms the basis of our algorithm, Algorithm 2. First, the algorithm checks for negative cycles with up to $2(w_+)^2 + 2w_+$ arcs. It then guesses the arc contained in a solution like in our first algorithm, Algorithm 1. Afterwards, we are left with a digraph without small cycles. We now identify the set $U$ of arcs which are not part of a non-negative cycle. Then, for any solution $S$ to \textsc{Negative DFAS}, $G - S$ may not contain a cycle on which an arc of $U$ lies, as such a cycle would be negative by definition of $U$. Likewise, any negative cycle in $G$ has some arc in $U$ by the previous lemma. Thus, it remains to solve an instance of \textsc{Subset DFAS} for input $(G, U, k)$.

\begin{algorithm}[!h]
\caption{NegativeCycleDeletion.}
\begin{algorithmic}[1]
\State \textbf{Input :} A digraph $G$ with arc weights $w : A(G) \rightarrow \mathbb{Q}$ and $k \in \mathbb{N}$.
\State \textbf{Output:} A set $S \subseteq A(G)$ of at most $k$ arcs such that $G - S$ has no negative cycle, or false if no such set exists.
\State 1 \textbf{if} $k < 0$ then
\State 2 \quad return false.
\State 3 \textbf{if} there is some negative cycle $C$ of length at most $2(w_+)^2 + 2w_+$ in $G$ then
\State 4 \quad Branch on deleting an arc of $C$ and try to solve with $k - 1$.
\State 5 \textbf{else}
\State 6 \quad Identify the set $U$ of all arcs which do not lie on a non-negative cycle.
\State 7 \quad return SubsetDirectedFeedbackArcSet $(G, U, k)$.
\end{algorithmic}
\end{algorithm}

Before we can prove correctness and runtime we have to show how we can detect the set $U$ of all arcs which lie only on negative cycles. We first argue that this problem is \textsc{NP}-hard even for weights $w : A(G) \rightarrow \{\pm 1\}$. To this end, we provide a reduction from the \textsc{Hamiltonian $s$-$t$-Path} problem, which for a digraph $H$ and vertices $s, t \in V(H)$ asks for an $s$-$t$-path in $H$ visiting each vertex of $H$ exactly once. Its \textsc{NP}-hardness was shown by Karp [26]. The reduction works as follows: Take the original digraph $H$ and two vertices $s, t \in V(H)$ which we want to test for the existence of an Hamiltonian path starting in $s$ and ending in $t$. Add a path $P$ of length $n - 1$ from $t$ to $s$ to the graph. Assign weight $+1$ to each arc of $H$, and weight $-1$ to each arc of $P$. Then an arc of $P$ lies on a cycle of non-negative length if and only if there is an Hamiltonian $s$-$t$-path in $H$.

However, for this construction of weights $w$ we have $w_+ \in \Omega(n)$. We will now show that the task is indeed fixed-parameter tractable when parameterized by $w_+$. For that, the main observation is that every non-negative cycle has length at most $2w_+$. We now consider the
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Weighted $\ell$-Path problem: given a digraph $G$ with arc weights $w : A(G) \to \mathbb{Q}$ and numbers $W \in \mathbb{Q}, \ell \in \mathbb{N}$, the task is to find a path of length exactly $\ell$ and weight at least $W$ in $G$. Zehavi [36] gave a fast algorithm for Weighted $\ell$-Path, based on color-coding techniques.

Proposition 18 ([36]). Weighted $\ell$-Path can be solved in time $2^{O(\ell)} \cdot O(m \log n)$ on digraphs with $n$ vertices and $m$ arcs.

So given an arc $a = (s, t)$ one can enumerate all path sizes $\ell$ from 1 to $2w_a - 1$ and ask whether there is a $t$-$s$-path of length $\ell$ of weight at least $-w(a)$. This way one can detect a non-negative cycle containing $a$.

Corollary 19. Let $G$ be a digraph, let $w : A(G) \to \{\pm 1\}$ and $(s, t) \in A(G)$. Then one can detect in time $2^{O(w_+)} \cdot m \log n$ if $a = (s, t)$ is part of some non-negative cycle $C$.

Finally, to argue the correctness and runtime of Algorithm 2, we prove the following:

Lemma 20 (*). Algorithm 2 is correct and runs in time $2^{O(k^3 + w_+ + k \log w_+)} \cdot n^{O(1)}$.

Proof of Theorem 2. By Theorem 12 we can construct, in polynomial time, an instance of Negative DFAS that has the same parameters $k + w_-$, and such that the original instances is a “yes”-instance if and only if the constructed instance is. Lemma 20 then allows us to solve this instance in the claimed time. Regarding the run time, note that $m \leq (k + 1)n^2 \in 2^{O(\log k)} \cdot n^{O(1)}$.\vspace{1em}

5 \hspace{1em} NP-Hardness for Incidence Matrices of Constant Pathwidth

In this section we show that MinFB is NP-hard even for constraint matrices $A$ whose pathwidth is bounded by 6. By this we mean that the non-parameterized variant of MinFB (where $k$ is part of the input) is NP-hard. To this end, we reduce Partition to Negative DFAS in digraphs whose underlying undirected graph has pathwidth at most 6. Recall that Partition is the problem of finding, in a set $A = \{a_1, \ldots, a_n\}$ of positive integers, a subset $A'$ so that $\sum_{a_i \in A'} a_i = \sum_{a_i \in A\setminus A'} a_i$ or decide that no such set exists. Equivalently, let $A = \sum_{i=1}^n a_i$ and reformulate the Partition problem as that of finding a subset $A'$ such that $A' + A \setminus A'$ each sum up to $a_1^2$. Karp [26] showed that Partition is NP-complete.

Starting from an instance $A = \{a_1, \ldots, a_n\} \in \mathbb{N}^n$ of Partition, we now construct a Negative DFAS instance consisting of a digraph $G$ with arc weights $w : A(G) \to \mathbb{Z}$ and some $k \in \mathbb{N}$. Afterwards, we argue why $(G, w, k)$ has a solution if and only if $A$ has one.

For every number $a_i \in A$ construct a gadget $G_i$ as follows (see Fig. 1): Let $V^{(i)} = \{s_i^{(j)}, x_i^{(j)}, y_i^{(j)}, z_i^{(j)}, t_i^{(j)} \mid j \in \{0, 1\}\}$ be the vertex set of $G_i$. We have three different kinds of arcs forming the arc set: the first arc set $A_1^{(i)} = \{(s_i^{(j)}, y_i^{(j)}), (y_i^{(j)}, z_i^{(j)}) \mid j = 0, 1\}$ contains the arcs we will consider for deletion later. The arc weight of all arcs $a \in A_1^{(i)}$ is 0.

The second arc set $A_2^{(i)} = \{(z_i^{(j)}), (y_i^{(j)}, x_i^{(j)}, x_i^{(1-j)}), (z_i^{(j)}), (y_i^{(j)}, x_i^{(1-j)}) \mid j = 0, 1\}$ enforces the deletion of arcs form the first arc set by inducing negative cycles. Also, these arcs are the only arcs between vertices with different superscripts. The weight of each arc $a \in A_2^{(i)}$ is $-1$.

Finally, the arcs $A_3^{(i)} = \{(s_i^{(j)}, x_i^{(j)}), (s_i^{(j)}, y_i^{(j)}), (y_i^{(j)}, t_i^{(j)}), (z_i^{(j)}, t_i^{(j)}) \mid j = 0, 1\}$ connect the vertices $s_i^{(j)}$ and $t_i^{(j)}$ to the rest of the graph. The arc weights are as follows:

\[
\begin{align*}
w(s_i^{(j)}, x_i^{(j)}) &= 0, \\
w(z_i^{(j)}, t_i^{(j)}) &= 0,
\end{align*}
\]

\[
\begin{align*}w(s_i^{(j)}, y_i^{(j)}) &= A + 1 + a_i, \\
w(y_i^{(j)}, t_i^{(j)}) &= A + 1.
\end{align*}
\]
The whole gadget $G_i$ is then defined as $\langle V^{(i)}, A^{(1)}_i \cup A^{(2)}_i \cup A^{(3)}_i \rangle$. The proof of soundness of the reduction and the path decomposition of $G$ of width 6 is omitted from this version of the paper due to space constraints.

Overall, we get that Negative DFAS is \textbf{NP}-hard in graphs of pathwidth 6. Applying Theorem 12 to this result completes the proof of Theorem 5.

6 Discussion

We considered the fundamental MinFB problem from the perspective of parameterized complexity. Our results include a general parameterized intractability result (\textbf{W}[1]-hardness) even for totally unimodular matrices and parameter solution size, as well as fixed-parameter algorithms for totally unimodular matrices when the additional parameter of number of positive/negative right-hand sides is taken into account. It would be interesting to know whether the run times of our algorithms can be improved to $2^{O(k)} \cdot n^{O(1)}$.

We also ruled out the existence of a polynomial compression for combined parameter $k+w_+$, assuming that \textbf{coNP} $\not\subseteq$ \textbf{NP}/\textbf{poly}. It remains a challenging open problem whether DFAS admits a polynomial compression for parameter $k$, and whether our perspective from the more general MinFB problem can help with that.
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1 Introduction

Clustering deals with grouping the elements of a data set based on some similarity measure between them. As a general computational procedure, clustering is fundamental in several scientific fields including machine learning, information retrieval, bioinformatics, data compression, and pattern recognition (see [7, 68, 70]). In many such applications, data sets are organized and/or represented by graphs that naturally express relations between entities. A graph clustering problem asks for a partition of the vertices of a graph into vertex sets, called clusters, so that each cluster enjoys some desirable characteristics of “density” or “good interconnectivity”, while having few edges between the clusters (see [12, 63] for related surveys).

Parameterizations of graph clustering problems. As a general problem on graphs, graph clustering has many variants. Most of them depend on the density criterion that is imposed on the clusters and, in most of the cases, they are NP-complete. However, in many real-world instances, one may expect that the number of edges between clusters is much smaller than the size of the graph. This initiated the research for parameterized algorithms for graph clustering problems. Here the aim is to investigate when the problem is FPT (Fixed Parameter
Clustering to Given Connectivities

Tractable), when parameterized by the number $k$ of edges between clusters, i.e. it admits a $f(k) \cdot n^{O(1)}$ step algorithm, also called FPT-algorithm (see [21,27,30,59] for textbooks on parameterized algorithms and the corresponding parameterized complexity class hierarchy). More general parameterizations may also involve $k$ edit operations to the desired cluster property.

In the most strict sense, one may demand that all vertices in a cluster are pair-wise connected, i.e., they form a clique. This corresponds to the Cluster Deletion problem and its more general version Cluster Editing where we ask for the minimum edge additions or deletions that can transform a graph to a collection of cliques. Cluster Editing was introduced by Ben-Dor, Shamir, and Yakhini in [6] in the context of computational biology and, independently, by Bansal, Blum, and Chawla [5] motivated by machine learning problems related to document clustering (see also [65]). Algorithmic research on these problems and their variants is extensive, see [1–3,28,35,65]. Moreover their standard parameterizations are FPT and there is a long list of improvements on the running times of the corresponding FPT-algorithms [10,11,13,14,17,18,29,39,41,62].

In most practical cases, in a good clustering, it is not necessary that clusters induce cliques. This gives rise to several difference measures of density or connectivity. In this direction, Heggernes et al., in [46], introduced the $(p,q)$-Cluster Graph Recognition problem where clusters are cliques that may miss at most $p$ edges (also called $\gamma$-quasi cliques) [60,61]). This problem was generalized in [56], where, given a function $\mu$ and a parameter $p$, each cluster $C$ should satisfy $\mu(C) \leq p$, and was proved to be FPT for several instantiations of $\mu$. In [47], Hüffner et al. introduced the Highly Connected Deletion problem, where each cluster $C$ should induce a highly connected graph (i.e., have edge connectivity bigger than $|C|/2$ – see also [45,48]) and proved that this problem is FPT. Algorithmic improvements and variants of this problem where recently studied by Bliznets and Karpov in [9]. In [42], Guo et al. studied the problems s-Defective Clique Editing, Average-s-Plex Deletion, and $\mu$-Clique Deletion where each cluster $S$ is demanded to be a clique missing $s$ edges, a graph of average degree at least $|C| - s$, or a graph with average density $s$, respectively (the two first variants are FPT, while this is not expected for the last one). In [64] clusters are of diameter at most $s$ (s-clubs), in [4,43,58,67] every vertex of a cluster should have an edge to all but at most $s - 1$ other vertices of it (s-plexes). In [32], Fomin et al. considered the case where the number of clusters to be obtained is exactly $p$ and proved that this version is also in FPT. Other Parameterizations of Cluster Editing where introduced and shown to be FPT in [8,15,25,53,69]).

Our results. Here we adopt connectivity as a general density criterion for the clusters (following the line of [9,48]). We study a general variant of graph clustering where we prespecify both the number of clusters (as done in [32]) but also the connectivities of the graphs induced by them. Actually we consider the edge weighted version of the problem where the weighted edge connectivity $\lambda^w(G)$ of an edge weighted graph $G$ is defined as the minimum weight of an edge cut (see Section 2 for formal definitions).

**Clustering to Given Weighted Connectivities (CGWC)**

**Input:** A weighted graph $G$ with an edge weight function $w: E(G) \rightarrow \mathbb{N}$, a $t$-tuple $\Lambda = \langle \lambda_1, \ldots, \lambda_t \rangle$, where $\lambda_i \in \mathbb{N} \cup \{+\infty\}$ for $i \in \{1, \ldots, t\}$ and $\lambda_1 \leq \ldots \leq \lambda_t$, and a nonnegative integer $k$.

**Task:** Decide whether there is a set $F \subseteq E(G)$ with $w(F) \leq k$ such that $G - F$ has $t$ connected components $G_1, \ldots, G_t$ where each $\lambda^w(G_i) \geq \lambda_i$ for $i \in \{1, \ldots, t\}$.

(It is convenient to allow $\lambda_i = +\infty$, because we assume that the (weighted) connectivity of the single-vertex graph is $+\infty$. )
The above problem can be seen as a generalization of the well-known $t$-Cut problem, asking for a partition of a graph into exactly $t$ nonempty components such that the total number of edges between the components is at most $k$. Indeed, this problem is CGWC for unit weights and $\lambda_1 = \ldots = \lambda_t = 1$. As it was observed by Goldschmidt and Hochbaum in [36], $t$-Cut is NP-hard if $t$ is a part of the input. This immediately implies the NP-hardness of CGWC. Therefore, we are interested in the parameterized complexity of the problem. The main results of Goldschmidt and Hochbaum [36] is that $t$-Cut can be solved in time $O(n^{t^2})$, that is, the problem is polynomial for any fixed $t$. In other words, $t$-Cut belongs in the parameterized complexity class XP when parameterized by $t$. This results was shown to be tight in the sense that we cannot expect an FPT algorithm for this problem unless the basic conjectures of the Parameterized Complexity theory fail by Downey et al. who proved in [26] that the problem is W[1]-hard when parameterized by $t$. The situation changes if we parameterize the problem by $k$. By the celebrated result of Kawarabayashi and Thorup [49], $t$-Cut is FPT when parameterized by $k$.

In this paper, we prove that CGWC is FPT when parameterized by $k$. For our proofs we follow the recursive understanding technique introduced by Chitnis et al. [19] (see also [40]) combined with the random separation technique introduced by Cai, Chan and Chan in [16]. Already in [19], Chitnis et al. demonstrated that this technique is a powerful tool for the design of FPT-algorithms for various cut problems. This technique was further developed by Cygan et al. in [23] for proving that the Minimum Bisection problem is FPT (see also [33,37,52,57] for other recent applications of this technique on the design of FPT-algorithms). Nevertheless, we stress that for CGWC the application for the recursive understanding technique becomes quite nonstandard and demands additional work due to the fact that neither $t$ nor the connectivity constraints $\lambda_1, \ldots, \lambda_t$ are restricted by any constant or any function of the parameter $k$ (we stress that the general meta-algorithmic framework of [57] is not directly applicable to our problem and in the conclusion section (Section 5) we provide some discussion on how to tackle this). Towards dealing with the diverse connectivities, we deal with special annotated/weighted versions of the problem and introduce adequate connectivity mimicking encodings in order to make recursive understanding possible.

**Paper organization.** Due to space constraints, we only give high level descriptions of our results. In Section 2, we give definitions that are used throughout the paper. In Section 3, we sketch our algorithm for the basic case where the input graph is connected. For this, we introduce all concepts and results that support the applicability of the recursive understanding technique. We stress that, at this point, the connectivity assumption is important as this makes it easier to control the diverse connectivities of the clusters. In Section 4, we briefly explain how we deal with the general non-connected case. The algorithm in the general case is based on a series of observations on the way connectivities are distributed in the connected components of $G$. In Section 5, we briefly discuss alternative approaches for CGWC and further directions of research. The details and complete proofs could be found in the full version of the paper [38].

## 2 Preliminaries

We consider finite undirected simple graphs. We use $n$ to denote the number of vertices and $m$ the number of edges of the considered graphs unless it creates confusion. For disjoint subsets $A, B \subseteq V(G)$, $E(A, B)$ denotes the set of edges with one end-vertex in $A$ and the second in $B$. A set of edges $S \subseteq E(G)$ of a connected graph $G$ is an (edge) separator if $G - S$
is disconnected. For two disjoint subsets $A, B \subseteq V(G)$, $S \subseteq E(G)$ is an $(A, B)$-separator if $G - S$ has no $(u, v)$-path with $u \in A$ and $v \in B$. Recall (see, e.g., [24]) that if $S$ is an inclusion minimal $(A, B)$-separator, then $S = E(A', B')$ for some partition $(A', B')$ of $V(G)$ with $A \subseteq A'$ and $B \subseteq B'$.

Let $k$ be a positive integer. A graph $G$ is (edge) $k$-connected if for every $S \subseteq E(G)$ with $|S| \leq k - 1$, $G - S$ is connected, that is, $G$ has no separator of size at most $k - 1$. Since we consider only edge connectivity, whenever we say that a graph $G$ is $k$-connected, we mean that $G$ is edge $k$-connected. Similarly, whenever we mention a separator, we mean an edge separator.

For technical reasons, it is convenient for us to work with edge weighted graphs. Let $G$ be a graph and let $w : E(G) \to \mathbb{N}$ be an (edge) weight function. Whenever we say that $G$ is a weighted graph, it is assumed that an edge weight function is given and we use $w$ to denote weights throughout the paper. For a set of edges $S$, $w(S) = \sum_{e \in S} w(e)$.

For disjoint subsets $A, B \subseteq V(G)$, $w_G(A, B) = w(E(A, B))$. We say that $G$ is weight $k$-connected if for every $S \subseteq E(G)$ with $w(S) \leq k - 1$, $G - S$ is connected. We denote by $\lambda^w(G)$ the weighted connectivity of $G$, that is, the maximum value of $k$ such that $G$ is weight $k$-connected; we assume that every graph is weight 0-connected and for the single-vertex graph $G$, $\lambda^w(G) = +\infty$. For disjoint subsets $A, B \subseteq V(G)$, $\lambda^w_{AB}(A, B) = \min\{w(S) \mid S \text{ is an } (A, B)\text{-separator}\}$. We say that an $(A, B)$-separator $S$ is minimum if $w(S) = \lambda^w_{AB}(A, B)$. For two vertices $u, v \in V(G)$, $\lambda^w_{uv} = \lambda^w((u), (v))$ and we assume that $\lambda^w(u, u) = +\infty$. Similarly, for a set $A$ and a vertex $v$, we write $\lambda^w_{A}(A, v)$ instead of $\lambda^w_{A}(A, \{v\})$. Clearly, $\lambda^w(G) = \min\{\lambda^w_{uv}(u, v) \mid u, v \in V(G)\}$. We can omit the subscript if it does not create confusion.

Let $U \subseteq V(G)$. We say that the weighted graph $G'$ is obtained from $G$ by the weighted contraction of $U$ if it is constructed as follows: we delete the vertices of $U$ and replace the set by a single vertex $u$ that is made adjacent to every $v \in V(G) \setminus U$ adjacent to a vertex of $U$ and the weight of $uv$ is defined as $\sum_{x \in E(G), x \in U} w(xv)$. Note that we do not require $G[U]$ to be connected. For an edge $uv$, the weighted contraction of $uv$ is the weighted contraction of the set $\{u, v\}$.

### 3 Clustering to Given Weighted Connectivities for connected graphs

In this section we show that CGWC is FPT when parameterized by $k$ if the input graph is connected. We prove the following theorem that is used as the main building block for the general case.

**Theorem 1.** There exist some computable function $f : \mathbb{N} \to \mathbb{N}$, such that CGWC can be solved in time $f(k) \cdot n^{O(1)}$ if the input graph is connected.

The remaining part of the section contains the sketch of the proof of this theorem. In Subsection 3.1 we give some additional definitions and state auxiliary results. Then in Subsection 3.2 we sketch the proof itself.

#### 3.1 Auxiliary results

To solve CGWC for connected graphs, we use the recursive understanding technique introduced by Chitnis et al. in [19]. Therefore, we need notions that are specific to this technique and some results established by Chitnis et al. [19]. Note that we adapt the definitions and the statements of the results for the case of edge weighted graphs.
Weighted good edge separations. Let $G$ be a connected weighted graph with an edge weight function $w:E(G)\to \mathbb{N}$. Let also $p$ and $q$ be positive integers. A partition $(A, B)$ of $V(G)$ is called a $(q, p)$-good edge separation if
- $|A| > q$ and $|B| > q$,
- $w(A, B) \leq p$,
- $G[A]$ and $G[B]$ are connected.

It is said that $G$ is $(q, p)$-unbreakable if for any partition $(A, B)$ of $V(G)$ such that $w(A, B) \leq p$, it holds that $|A| \leq q$ or $|B| \leq q$.

We use the following variant of Lemma 7 of [19] that is more convenient for our purposes. For the unweighted case, this variant was stated in [31].

**Lemma 2.** There exists a deterministic algorithm that, given a weighted connected graph $G$ along with positive integers $p$ and $q$, in time $2^{\mathcal{O}\left(\min(p,q)\log(p+q)\right)} \cdot n^3 \log n$ either finds a $(q, p)$-good edge separation or correctly concludes that $G$ is $(pq, p)$-unbreakable.

Mimicking connectivities by cut reductions. Let $r$ be a nonnegative integer. A pair $(G, x)$, where $G$ is a graph and $x = (x_1, \ldots, x_r)$ is an $r$-tuple of distinct vertices of $G$ is called an $r$-boundaried graph or simply a boundaried graph. Respectively, $x = (x_1, \ldots, x_r)$ is a boundary. Note that a boundary is an ordered set. Hence, two $r$-boundaried graphs that differ only by the order of the vertices in theirs boundaries are distinct. Still, we can treat $x$ as a set when the ordering is irrelevant. Observe also that a boundary could be empty. Slightly abusing notation, we may say that $G$ is a $(r)$-boundaried graph assuming that a boundary is given. We say that $(G, x)$ is a properly boundaried graph if the vertices of $x$ are pairwise nonadjacent and each component of $G$ contains at least one vertex of $x$.

Two $r$-boundaried weighted graphs $(G_1, x^{(1)})$ and $(G_2, x^{(2)})$, where $x^{(h)} = (x^{(h)}_1, \ldots, x^{(h)}_r)$ for $h = 1, 2$, are isomorphic if there is an isomorphism of $G_1$ to $G_2$ that maps each $x^{(1)}_i$ to $x^{(2)}_i$ for $i \in \{1, \ldots, r\}$ and each edge is mapped to an edge of the same weight.

Let $(G_1, x^{(1)})$ and $(G_2, x^{(2)})$ be $r$-boundaried graphs with $x^{(h)} = (x^{(h)}_1, \ldots, x^{(h)}_r)$ for $h = 1, 2$, and assume that $(G_2, x^{(2)})$ is a properly boundaried graph. We define the boundary sum $(G_1, x^{(1)}) \oplus_b (G_2, x^{(2)})$ (or simply $G_1 \oplus_b G_2$) as the (non-boundaried) graph obtained by taking disjoint copies of $G_1$ and $G_2$ and identifying $x^{(1)}_i$ and $x^{(2)}_i$ for each $i \in \{1, \ldots, r\}$. Note that the definition is not symmetric as we require that $(G_2, x^{(2)})$ is a properly boundaried graph and we have no such a restriction for $x^{(1)}_i$.

Let $X = (X_1, \ldots, X_p)$ and $Y = (Y_1, \ldots, Y_q)$ be two partitions of a set $Z$. We define the product $X \times Y$ of $X$ and $Y$ as the partition of $Z$ obtained from $\{X_i \cap Y_j \mid 1 \leq i \leq p, 1 \leq j \leq q\}$ by the deletion of empty sets. For partitions $X^1, \ldots, X^r$ of $Z$, we denote their consecutive product as $\prod_{i=1}^r X^i$.

Let $(H, x)$ be a connected properly $r$-boundaried weighted graph. Let $p$ be a positive integer or $\infty$. Slightly abusing notation we consider here $x$ as a set. We construct the partition $Z$ of $V(H)$ as follows. For $X \subseteq x$, denote $\overline{X} = x \setminus X$.

- For all distinct pairs $\{X, \overline{X}\}$ for nonempty $X \subseteq x$, find a minimum weight $(X, \overline{X})$-separator $S_X = E(Y^1_X, Y^2_X)$ where $(Y^1_X, Y^2_X)$ is a partition of $V(H)$, $X \subseteq Y^1_X$ and $\overline{X} \subseteq Y^2_X$.
- For every $v \in V(H) \setminus x$, find a minimum weight $(x, \{v\})$-separator $S(v)$. Find $v^* \in V(H) \setminus x$ such that $w(S(v^*)) = \min\{w(S(v)) \mid v \in V(H) \setminus x\}$ and let $S(v^*) = E(Y^1_X, Y^2_X)$ where $(Y^1_X, Y^2_X)$ is a partition of $V(H)$ and $x \subseteq Y^1_X$. 

\[ \text{IPEC 2019} \]
Construct the following partition of $V(H)$:

$$
Z = (Z_1, \ldots, Z_h) = \left( \bigcap_{\text{distinct } (x, x')} (Y_{1x}^1, Y_{1x}^2) \right) \times (Y_{2x}^1, Y_{2x}^2) \times \{(x_1, \ldots, x_r, V(H) \setminus x)\}. \quad (1)
$$

We construct $H'$ by performing the weighted contraction of the sets of $Z$. Then for each edge $uv$ of $H'$ with $w(uv) > p$, we set $w(uv) = p$, that is, we truncate the weights by $p$. Notice that because the partition $(\{x_1, \ldots, x_r\}, V(H) \setminus x)$ is participating the product defining $Z$, we have that $\{x\} \in Z$ for each $x \in x$, that is, the elements of the boundary are not contracted, and this is the only purpose of this partition in (1). We say that $H'$ is obtained from $(H, x)$ by the cut reduction with respect to $p$. Note that $H'$ is not unique as the construction depends on the choice of separators. It could be observed that we construct a mimicking network representing cuts of $H$ [44, 50] (see also [51]).

We extend this definition for disconnected graphs. Let $(H, x)$ be a properly $r$-boundaried weighted graph and let $p$ be a positive integer or $+\infty$. Denote by $H_1, \ldots, H_s$ the components of $H$ and let $x^i = x \cap V(H_i)$ for $i \in \{1, \ldots, s\}$. Consider the boundaried graphs $(H'_i, x^i)$ obtained from $(H_i, x)$ by cut reduction with respect to $p$ for $i \in \{1, \ldots, s\}$. We say that $(H'_i, x^i)$, that is obtained by taking the union of $(H'_i, x^i)$ for $i \in \{1, \ldots, s\}$, is obtained by the cut reduction with respect to $p$.

The crucial property of $H'$ is that it keeps the separators of $H$ that are essential for the connectivity.

**Lemma 3.** Let $(H, x)$ be a properly $r$-boundaried weighted graph, and let $p \in \mathbb{N} \cup \{+\infty\}$ and $t \in \mathbb{N}$. Let also $(F, y)$ be an $r$-boundaried weighted graph, and let $G = (F, y) \oplus_b (H, x)$. Then for an $r$-boundaried weighted graph $H'$ obtained from $H$ by the cut reduction with respect to $p$ and $t$ positive integers $\lambda_1, \ldots, \lambda_t \leq p$ it holds that $G$ has exactly $t$ components and they have the connectivities $\lambda_1, \ldots, \lambda_t$ respectively if and only if the same holds for $G' = (F, y) \oplus_b (H', x)$, that is, $G'$ has $t$ components and they have the connectivities $\lambda_1, \ldots, \lambda_t$ respectively.

It is also important to observe that it holds that $|V(H')| \leq 2^{2^{r-1}} + r$, that is, the size of an $r$-boundaried weighted graph obtained by cut reduction is bounded by a function of $r$.

For positive integers $r$ and $s$, we define $H_{r,s}$ as the family of all pairwise nonisomorphic properly $r$-boundaried weighted graphs $(G, x)$ with at most $2^{2^{r-1}} + r$ vertices where the weights of edges are in $\{1, \ldots, s\}$ and for every component $C$ of $G$ with $V(C) \setminus x \neq \emptyset$, there is a vertex $v \in V(C) \setminus x$ such that $\lambda^x(x, v) \leq s$. We also formally define $H_{0,s}$ as the set containing the empty graph. Note that $|H_{r,s}| \leq (s + 1)^{2^{2^{r-1}}}$ and $H_{r,s}$ can be constructed in time $2^{2^{2^{r-1}} \log s}$.

**Variants of CGWC.** To apply the recursive understanding technique, we also have to solve a special variant of CGWC tailored for recursion. To define it, we first introduce the following variant of the problem. The difference is that a solution should be chosen from a given subset of edges.

**Annotated CGWC**

**Input:** A weighted graph $G$ with an edge weight function $w : E(G) \to \mathbb{N}$, $L \subseteq E(G)$, a $t$-tuple $\Lambda = (\lambda_1, \ldots, \lambda_t)$, where $\lambda_i \in \mathbb{N} \cup \{+\infty\}$ for $i \in \{1, \ldots, t\}$ and $\lambda_1 \leq \ldots \leq \lambda_t$, and a nonnegative integer $k$.

**Task:** Decide whether there is a set $F \subseteq L$ with $w(F) \leq k$ such that $G \setminus F$ has $t$ connected components $G_1, \ldots, G_t$ where each $\lambda^x(G_i) \geq \lambda_i$ for $i \in \{1, \ldots, t\}$. 
Clearly, if $L = E(G)$, then Annotated CGWC is CGWC. Let $(G, w, L, \Lambda, k)$ be an instance of Annotated CGWC. We say that $F \subseteq L$ with $w(F) \leq k$ such that $G - F$ has $t$ connected components $G_1, \ldots, G_t$ where each $\lambda^w(G_i) \geq \lambda_i$ for $i \in \{1, \ldots, t\}$ is a solution for the instance.

Now we define Border A-CGWC.

**Border A-CGWC**

**Input:** A weighted $r$-boundaried connected graph $(G, x)$ with an edge weight function $w: E(G) \rightarrow \mathbb{N}$, $L \subseteq E(G)$, a $t$-tuple $\Lambda = (\lambda_1, \ldots, \lambda_t)$, where $\lambda_i \in \mathbb{N} \cup \{+\infty\}$ for $i \in \{1, \ldots, t\}$ and $\lambda_1 \leq \ldots \leq \lambda_t$, and a nonnegative integer $k$ such that $r \leq 4k$ and $k \geq t - 1$.

**Task:** For each weighted properly $r$-boundaried graph $(H, y) \in \mathcal{H}_{r, 2k}$ and each $\hat{\Lambda} = (\hat{\lambda}_1, \ldots, \hat{\lambda}_s) \subseteq \Lambda$, find the minimum $0 \leq \hat{k} \leq k$ such that $((G, x) \oplus_k (H, y), w, L, \hat{\Lambda}, \hat{k})$ is a yes-instance of Annotated CGWC and output a solution $F$ for this instance or output $\emptyset$ if $\hat{k}$ does not exist.

Slightly abusing notation, we use $w$ to denote the weights of edges of $G$ and $H$. Notice that Border A-CGWC is neither decision nor optimization problem, and its solution is a list of subsets of $L$. Observe also that a solution of Border A-CGWC is not necessarily unique. Still, for any two solutions, that is, lists $L_1$ and $L_2$ of subsets of $L$, the following holds: for each weighted properly $r$-boundaried graph $(H, y) \in \mathcal{H}_{r, 2k}$ and each $\Lambda = (\lambda_1, \ldots, \lambda_s) \subseteq \Lambda$, the lists $L_1$ and $L_2$ contain the sets of the same weight. To solve Annotated CGWC, it is sufficient to solve Border A-CGWC for $r = 0$. If the output contains nonempty set for $\Lambda = \Lambda$, we have a yes-instance of Annotated CGWC. If the output contains empty set for this $\Lambda$, we should verify additionally whether $\emptyset$ is a solution, that is, whether $\Lambda = \{\lambda_1\}$ and $\lambda^w(G) \geq \lambda_1$. To apply the recursive understanding technique, we first solve Border A-CGWC for $(q, 2k)$-unbreakable graphs for some appropriate value of $q$ and then use this result for the general case of Border A-CGWC.

**Restricted BFS subgraphs.** Let $G$ be a graph, $u \in V(G)$, and let $r$ be a positive integer. We construct the subgraph $B_r(u)$ using a modified breadth-first search algorithm. Recall that in the standard breadth-first search algorithm (see, e.g., [20]) starting from $u$, we first label $u$ by $\ell(u) = 0$ and put $u$ into a queue $Q$. Then we iterate as follows: if $Q$ is nonempty, then take the first vertex $v$ in the queue and for every unlabeled neighbor $y$, assign $\ell(y) = \ell(x) + 1$ and put $y$ into $Q$. We start in the same way by assigning $u$ the label $\ell(u) = 0$ and putting $u$ into $Q$. Then while $Q$ is nonempty and the first element $x$ has the label $\ell(x) \leq r - 1$, we consider arbitrary chosen $\min\{r, \delta_G(x)\}$ vertices $y \in N_G(x)$, assign to unlabeled vertices $y$ the label $\ell(y) = \ell(x) + 1$ and put them into $Q$. The graph $B_r(u)$ is the subgraph of $G$ induced by the labeled vertices $v$ with $\ell(v) \leq r$. We say that $B_r(x)$ is an $r$-restricted BFS subgraph of $G$. Note that such a subgraph is not unique.

### 3.2 Sketch of the proof of Theorem 1

First, we construct an algorithm for Border A-CGWC for connected $(q, 2k)$-unbreakable graphs. The crucial step is to solve Annotated CGWC.

**Lemma 4.** Annotated CGWC can be solved and a solution can be found (if exists) in time $2^{O(qk + k \log(qk))} \cdot n^{O(1)}$ for connected $(q, 2k)$-unbreakable graphs.
Sketch of the proof. Let \((G, w, L, \Lambda, k)\) be an instance of Annotated CGWC where \(G\) is a connected \((q, 2k)\)-unbreakable graph. Let also \(\Lambda = \{\lambda_1, \ldots, \lambda_t\}\), \(\lambda_1 \leq \ldots \leq \lambda_t\). Clearly, the problem is easy if \(t = 1\) and the problem is trivial if \(t > k + 1\), because a connected graph \(G\) can be separated into at most \(k + 1\) components by at most \(k\) edge deletions. Let \(2 \leq t \leq k + 1\). If \(|V(G)| < 3q\), we solve Annotated CGWC using brute force. From now we assume that \(|V(G)| > 3q\).

Suppose that \((G, w, L, \Lambda, k)\) is a yes-instance of Annotated CGWC and let \(F \subseteq L\) be a solution. Let \(G_1, \ldots, G_t\) be the components of \(G - F\) and \(\lambda^*(G_i) \geq \lambda_i\) for \(i \in \{1, \ldots, t\}\). Using that \(G\) is a \((q, 2k)\)-unbreakable graph, we show that there is a component \(G_i\) with at least \(q + 1\) vertices and the total number of vertices in the other components is at most \(q\). We say that \(G_i\) is a big component and call the other components small. For each \(i \in \{1, \ldots, t\}\), we verify whether there is a solution \(F\) where \(\lambda_i\) is the connectivity constraint for the big component of \(G - F\).

Assume that \(\lambda_i > k\). We show that in this case \(V(G_i)\) is an inclusion maximal set of vertices \(X\) of \(G\) with the property that for every two vertices \(u, v \in X\), \(\lambda^*_G(u, v) \geq k + 1\). We use this to find the big component and then find other clusters by brute force.

From now we assume that \(\lambda_i \leq k\). To deal with this case we apply the random separation technique introduced by Cai, Chan and Chan in [16]. To avoid dealing with randomized algorithms, we use the Lemma 1 of [19]. Assume again that \((G, w, L, \Lambda, k)\) is a yes-instance of Annotated CGWC, \(F \subseteq L\) is a solution, and \(G_1, \ldots, G_t\) are the components of \(G - F\) where \(G_i\) is the big component. Let \(A = \bigcup_{j \in \{1, \ldots, t\} \setminus \{i\}} V(G_j)\). Recall that \(|A| \leq q\). Let also \(X \subseteq V(G_i)\) be the set of vertices of \(G_i\) that have neighbors in \(A\). Note that \(|X| \leq k\).

For each \(u \in X\), we consider a \((q + \lambda_i)\)-restricted BFS subgraph \(B(u) = B_{q+\lambda_i}(u)\) of \(G_i\). Let \(B = \bigcup_{u \in X} V(B(u))\). We have that \(|V(B(u))| = 2^{O((q+k)\log(q+k))}\) since \(\lambda_i \leq k\). Hence, \(|B| = 2^{O((q+k)\log(q+k))}\). Note also that \(|B| \leq q + 1\). We say that a set \(S \subseteq V(G)\) is \((A, B)\)-good or, simply, good if \(B \subseteq S\) and \(A \cap S \neq \emptyset\). By Lemma 1 of [19], we can construct in time 
\[2^{O((q+k)\log(q+k))}\]\(n\) a family \(S\) of at most 
\[2^{O((q+k)\log(q+k))}\]\(n\) subsets of \(V(G)\) such that if \((G, w, L, \Lambda, k)\) is a yes-instance and \(A\) and \(B\) exist for some solution, then \(S\) contains an \((A, B)\)-good set.

We construct such a family \(S\), and for each \(S \in S\), we look for \(F \subseteq L\) such that the following holds:

(i) \(w(F) \leq k\),
(ii) \(G - F\) has \(t\) components \(G_1, \ldots, G_t\) such that each \(G_j\) is weight \(\lambda_j\)-connected and \(|V(G_j)| > q\), and
(iii) \(S \subseteq V(G_i)\).

We describe the algorithm that produces the YES answer if \(S\) is good and, moreover, if the algorithm outputs YES, then \((G, w, L, \Lambda, k)\) is a yes-instance of Annotated CGWC. Note that the algorithm can output the false NO answer if \(S\) is not a good set. Nevertheless, because for an yes-instance of Annotated CGWC, we always have a good set \(S \in S\), we have that \((G, w, L, \Lambda, k)\) is a yes-instance if and only if the algorithm outputs YES for at least one \(S \in S\).

The algorithm uses the following property of \((A, B)\)-good sets.

\textbf{Claim (A).} If \(S\) is an \((A, B)\)-good set, then for each component \(H\) of \(G - S\), either \(V(H) \subseteq V(G_i)\) or \(V(H) \cap V(G_i) = \emptyset\).

We apply a number of reduction rules that either increase the set \(S\) or conclude that \(S\) is not good and stop. Each rule increasing \(S\) is applied exhaustively. For each rule, we show
that it is safe in the sense that if we increase $S$, then if the original $S$ was good, then the obtained set is good as well, and if we conclude that the original $S$ is not good, then this is a correct conclusion and, therefore, we can return NO and stop. We underline that whenever we return NO in the rules, this means that we discard the current choice of $S$.

Due to the size of $B$, we get the following rule.

**Reduction Rule 3.1.** If $|S| \leq q$, then return NO and stop.

Denote by $H_1, \ldots, H_s$ the components of $G - S$. Applying Claim A we obtain the next rules.

**Reduction Rule 3.2.** For every $j \in \{1, \ldots, s\}$, if $E(V(H_j), S) \setminus L \neq \emptyset$ or $w(V(H_j), S) \geq k + 1$ or $|V(H_j)| > q$, then set $S = S \cup V(H_j)$.

**Reduction Rule 3.3.** If there is $u \in S$ adjacent to a vertex of $H_j$ for some $j \in \{1, \ldots, s\}$ and there is a connected set $Z \subseteq S$ such that a) $u \in Z$, b) $|Z| \leq q$, c) $w(Z, S \setminus Z) \leq \lambda_i - 1$, then set $S = S \cup V(H_j)$.

To apply the last rule, we use the result of Fomin and Villanger [34] that allows to list all the sets $Z$ satisfying a)–c) in time $2^{O(k \log(q+k))} \cdot n$ because $\lambda_i \leq k$. We apply Reduction Rule 3.3 recomputing the components of $G - S$ after each modification of $S$. Then we again use the result of Fomin and Villanger [34] to apply the next rule.

**Reduction Rule 3.4.** If there is a connected set $Z \subseteq S$ such that $|Z| \leq q$ and $w(Z, V(G) \setminus Z) \leq \lambda_i - 1$, then set return NO and stop.

Assume that we do not stop while executing Reduction Rule 3.4. We use the following claim to identify the components of $G - S$ whose vertices, definitely, are not in the big cluster.

**Claim (B).** If $S$ is an $(A, B)$-good set, then if for a component $H$ of $G - S$, there is $v \in V(H)$ such that $\lambda^w(v, S) < \lambda_i$, then $V(H) \cap V(G) = \emptyset$.

Let $H_1, \ldots, H_s$ be the components of $G - S$. We set

$I = \{j \in \{1, \ldots, s\} \mid$ there is $v \in V(H_j)$ such that $w(v, S) < \lambda_i\}$.

**Reduction Rule 3.5.** If $|\bigcup_{j \in I} V(H_j)| > q$ or $w(\bigcup_{j \in I} V(H_j), S) > k$, then return NO and stop.

**Claim (C).** For any $J \subseteq \{1, \ldots, s\}$ such that $I \subseteq J$ and $w(\bigcup_{j \in J} V(H_j), S) \leq k$, the graph $G' = G - \bigcup_{j \in J} V(H_j)$ is weight $\lambda_i$-connected.

By applying Reduction Rules 3.1–3.5, we either increase $S$ or stop. Now we have to find an $F \subseteq L$ such that (i)–(iii) are fulfilled and, by applying Claims A and B, we impose two additional constraints:

**(iv)** for every $j \in \{1, \ldots, s\} \setminus I$, either $V(H_j) \not\subseteq V(G_i)$ or $V(H_j) \cap V(G_i) = \emptyset$,

**(v)** for every $j \in I$, $V(H_j) \cap V(G_i) = \emptyset$.

Note that by Claim C, we automatically obtain that $\lambda^w(G_i) \geq \lambda_i$ if (i), (iii)–(v) are fulfilled. Also because of Reduction Rule 3.1, we have that $|V(G_i)| > q$ if (iii) holds. Hence, we can replace (ii) by the relaxed condition:

**(ii)** $G - F$ has $t$ components $G_1, \ldots, G_t$ such that $G_j$ is weight $\lambda_j$-connected for $j \in \{1, \ldots, t\}$, $j \neq i$.

We find $F$, if such a set exists, by a dynamic programming algorithm that sorts the vertices of $G - S$ staring with the components with indices in $I$. ▶
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Using Lemma 4, we construct the algorithm for BORDER A-CGWC for connected $(q, 2k)$-unbreakable graphs.

**Lemma 5.** BORDER A-CGWC can be solved in time $2^{3 \cdot 2^O(k)} \cdot n^{O(1)}$ for connected $(q, 2k)$-unbreakable graphs.

Now we construct an algorithm for BORDER A-CGWC and this result implies Theorem 1.

**Lemma 6.** BORDER A-CGWC can be solved in time $f(k) \cdot n^{O(1)}$.

Sketch of the proof. We construct a recursive algorithm for BORDER A-CGWC. Let $(G, x, w, L, \Lambda, k)$ be an instance of BORDER A-CGWC. Recall that $(G, x)$ is an $r$-boundaried connected graph and $r \leq k$. Recall also that $\Lambda$ contains at most $k + 1$ elements.

We define the constants $p$ and $q$ that are used throughout the proof as follows:

$$p = 2k^2 k^1 (2k + 1)^{\frac{\alpha(2^k)}{2^{k+1}}} + 4k$$

We are going to use $q$ as a part of the unbreakability threshold.

We apply Lemma 2 and in time $2^{O(k \log(q+k))} \cdot n^3 \log n$ either find a $(q, 2k)$-good edge separation $(A, B)$ of $G$ or conclude that $G$ is $(2kq, 2k)$-unbreakable.

If $G$ is $(2kq, 2k)$-unbreakable, we apply Lemma 5 and solve the problem in time $2^{3 \cdot 2^O(k)} \cdot n^{O(1)}$.

Assume from now that we are given a $(q, 2k)$-good edge separation $(A, B)$ of $G$.

Since $|x| \leq 4k$ and the vertices of $x$ are separated between $A$ and $B$, either $A$ or $B$ contains at most $2k$ vertices of $x$. Assume without loss of generality that $|A \cap x| \leq 2k$. Let $T$ be the set of end-vertices of the edges of $E(A, B)$ in $A$. Clearly, $|T| \leq 2k$. We form a new $\hat{r}$-tuple $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_r)$ of vertices $A$ from the vertices of $(A \cap x) \cup T$; note that $\hat{r} \leq 4k$. We consider $G = G[A]$ as the $\hat{x}$-boundaried graph. We set $\hat{L} = L \cap E(G)$. This way, we obtain the instance $(\hat{G}, \hat{x}, w, \hat{L}, \Lambda, k)$ of BORDER A-CGWC.

Now we solve BORDER A-CGWC for $(\hat{G}, \hat{x}, w, \hat{L}, \Lambda, k)$.

If $|V(\hat{G})| \leq 2^q$, we can simply use brute force. If $|V(\hat{G})| > 2^q$, we recursively solve BORDER A-CGWC for $(\hat{G}, \hat{x}, w, \hat{L}, \Lambda, k)$ by calling our algorithm for the instance that has lesser size, because $|V(\hat{G})| \leq |V(G)| - q$.

By solving BORDER A-CGWC for $(\hat{G}, \hat{x}, \hat{L}, \Lambda, k)$, we obtain a list $\mathcal{L}$ of sets where each element is either $\emptyset$ or $F \subseteq \hat{L}$ that is a solution for the corresponding instance of ANNOTATED CGWC for some $(H, y) \in \mathcal{H}_{r,2k}$, $\hat{\Lambda} \subseteq \Lambda$ and $\hat{k} \leq k$. Denote by $M$ the union of all the sets in $\mathcal{L}$. Clearly, $M \subseteq \hat{L}$.

We define $L^* = (L \setminus \hat{L}) \cup M$. Since $M \subseteq \hat{L}$, $L^* \subseteq L$. We show that the instances $(G, x, w, L, \Lambda, k)$ and $(G, x, w, L^*, \Lambda, k)$ are essentially equivalent by proving the following claim by making use of Lemma 3.

**Claim (A).** For every weighted properly $r$-boundaried graph $(H, y) \in \mathcal{H}_{r,2k}$, every $\hat{\Lambda} = \{\hat{\lambda}_1, \ldots, \hat{\lambda}_n\} \subseteq \Lambda$ and every nonnegative integer $\hat{k} \leq k$, $((G, x) \oplus_k (H, y), w, L, \hat{\Lambda}, k)$ is a yes-instance of ANNOTATED CGWC if and only if $((G, x) \oplus_k (H, y), w, L^*, \hat{\Lambda}, k)$ is a yes-instance of ANNOTATED CGWC.

By Claim A we obtain that every solution of $(G, x, w, L^*, \Lambda, k)$ is a solution of $(G, x, w, L, \Lambda, k)$, and there is a solution of $(G, x, w, L, \Lambda, k)$ that is a solution of $(G, x, w, L^*, \Lambda, k)$. Therefore, it is sufficient for us to solve $(G, x, w, L^*, \Lambda, k)$.

Let $Z \subseteq A$ be the set of end-vertices of the edges of $M$ and the vertices of $\hat{x}$. Because $\hat{r} \leq 4k$, $\mathcal{H}_{\hat{r},2k} \leq (2k + 1)^{\frac{\alpha(2^k)}{2^{k+1}}}$. Since $t \leq k + 1$, there are at most $2^{k+1}$ subtuples $\hat{\Lambda}$ of $\Lambda$. 

For each \((H, y) \in \mathcal{H}_{r, 2k}\) and \(\hat{\Lambda} \subseteq \Lambda\), the solution \(\mathcal{L}\) of Border A-CGWC for \((\hat{G}, \hat{x}, \hat{L}, \Lambda, k)\) contains a set \(F\) of size at most \(k\). This implies that

\[ |M| \leq 2k^{k+1}(2k+1)^{(2^{2k-1}+4k)} \]

Because \(|\hat{x}| \leq 4k\), we obtain that

\[ |Z| \leq 2|M| + 4k \leq 2k2^{k+1}(2k+1)^{(2^{2k-1}+4k)} + 4k = p \quad (3) \]

for \(p\) defined in (2).

Let \(U = A \setminus Z\). We define \(Q = G - U\). Let also \(R\) be the graph with the vertex set \(A\) and the edge set \(E(G[A]) \setminus E(G[Z])\). We order the vertices of \(Z\) arbitrarily and consider \(Z\) to be \(|Z|\)-tuple of the vertices of \(Q\) and \(R\). Observe that \((R, Z)\) is a properly \(|Z|\)-boundaried graph as \(G[A]\) is connected. Since \(V(F) \cap V(R) = Z\), we have that \(G = (Q, Z) \oplus_b (R, Z)\).

Let \((R^*, Z)\) be the boundaried graph obtained from \((R, Z)\) by the cut reduction with respect to \(+\infty\). We define \(G^* = (Q, Z) \oplus_b (R^*, Z)\). Note that \(L^* \subseteq E(Q) \subseteq E(G^*)\). We show that we can replace \(G\) by \(G^*\) in the considered instance \((G, x, w, L^*, \Lambda, k)\) of Border A-CGWC by making use of Lemma 3.

\(\triangleright\) Claim (B). For every weighted properly \(r\)-boundaried graph \((H, y) \in \mathcal{H}_{r, 2k}\), every \(\hat{\Lambda} = (\hat{\lambda}_1, \ldots, \hat{\lambda}_s) \subseteq \Lambda\) and every nonnegative integer \(\hat{k} \leq k\), a set \(F \subseteq L^*\) is a solution for the instance \(((G, x) \oplus_b (H, y), w, L^*, \hat{\Lambda}, \hat{k})\) if and only if \(F\) is a solution for \(((G^*, x) \oplus_b (H, y), w, L^*, \hat{\Lambda}, \hat{k})\).

By Claim B, to solve Border A-CGWC for \((G, x, w, L^*, \Lambda, k)\), it is sufficient to solve the problem for \((G^*, x, w, L^*, \Lambda, k)\). Observe that \(|V(G^*)| = |B| + |V(R^*)|\). Because \((R^*, Z)\) is obtained by the cut reduction, we can show that \(|V(R^*)| \leq 2^{2^{|Z|-1}} + |Z|\). Using (3), we have that

\[ |V(R^*)| \leq 2^{2^{|Z|-1}} + p = q \]

for \(q\) defined in (2). Recall that \(|A| > q\) since \((A, B)\) is a \((q, 2k)\)-good edge separation of \(G\). Therefore,

\[ |V(G^*)| = |B| + |V(R^*)| \leq |B| + q < |A| + |B| = |V(G)|. \]

We use this and solve Border A-CGWC for \((G^*, x, w, L^*, \Lambda, k)\) recursively by applying our recursive algorithm for the instance with the input graph of smaller size. \(\triangleright\)

### 4 The algorithm for Clustering to Given Weighted Connectivities

In this section we extend the result obtained in Section 3 and show that CGWC is \(\text{FPT}\) when parameterized by \(k\) even if the input graph is disconnected. Let \(\alpha = \langle \alpha_1, \ldots, \alpha_t \rangle\) where \(\alpha_i \in \mathbb{N} \cup \{+\infty\}\) for \(i \in \{1, \ldots, t\}\) and \(\alpha_1 \leq \ldots \leq \alpha_t\). We call the variate of \(\alpha\) the set of distinct elements of \(\alpha\) and denote it by \(\text{var}(\alpha)\). Let also \(\beta = \langle \beta_1, \ldots, \beta_s \rangle\) where \(\beta_i \in \mathbb{N} \cup \{+\infty\}\) for \(i \in \{1, \ldots, s\}\) and \(\beta_1 \leq \ldots \leq \beta_s\). We write \(\alpha \preceq \beta\) if \(\alpha_i \leq \beta_i\) for \(i \in \{1, \ldots, t\}\).

\(\triangleright\) Theorem 7. CGWC can be solved in time \(f(k) \cdot n^{O(1)}\).
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Sketch of the proof. Let \((G, w, \Lambda, k)\) be an instance CGWC, \(\Lambda = \langle \lambda_1, \ldots, \lambda_t \rangle\).

We find the components of \(G\) and compute their weighted connectivities using the algorithm of Stoer and Wagner [66] for finding minimum cuts. Assume that \(G_1, \ldots, G_s\) are the components of \(G\) and \(\lambda^w(G_1) \leq \ldots \leq \lambda^w(G_s)\). If \(s > t\), then \((G, w, \Lambda, k)\) is a trivial no-instance. If \(s < t - k\), then \((G, w, \Lambda, k)\) is no-instance, because by deleting at most \(k\) edges it is possible to obtain at most \(k\) additional components. In all these cases we return the corresponding answer and stop. From now we assume that \(t - k \leq s < t\). We exhaustively apply the following reduction rule based on the observation that a component of high connectivity cannot be split.

▶ Reduction Rule 4.1. If there is \(i \in \{1, \ldots, s\}\) such that \(\lambda^w(G_i) > k\), then find the maximum \(j \in \{1, \ldots, t\}\) such that \(\lambda^w(G_j) \geq \lambda_j\) and set \(G = G - V(G_i)\) and \(\Lambda = \Lambda \setminus \{\lambda_i\}\).

To simplify notations, assume that \(G\) with its components \(G_1, \ldots, G_s\) and \(\Lambda = \langle \lambda_1, \ldots, \lambda_t \rangle\) is obtained from the original input by the exhaustive application of Reduction Rule 4.1. Note that we still have that \(t - k \leq s < t\). It may happen that \(s = 0\), that is, \(G\) became empty after the application of the rule. In this case \((G, w, \Lambda, k)\) is a trivial no-instance, and we return \texttt{NO} and stop. Assume that \(s \geq 1\). Observe that we obtain that \(\lambda^w(G_i) \leq k\) for \(i \in \{1, \ldots, s\}\), because Reduction Rule 4.1 cannot be applied any more. If \(|\text{var}(\Lambda)| > 3k\), then it could be shown that we have a no-instance of the problem. Respectively, we return \texttt{NO} and stop. Assume that \(|\text{var}(\Lambda)| \leq 3k\), that is, the variety of \(\Lambda\) is bounded. We use this to construct the \texttt{FPT} Turing reduction of the problem to the special case when \(\lambda^w(C) = \lambda \leq k\) for every component \(C\) of the input graph \(G\). For this special case, we solve CGWC by constructing the \texttt{FPT} Turing reduction of CGWC based on Theorem 1 to the \texttt{MINIMUM COST MATCHING} problem that then can be solved in polynomial time by, e.g, the Hungarian method [54, 55].

5 Conclusion

We proved that CLUSTERING TO GIVEN CONNECTIVITIES is \texttt{FPT} when parameterized by \(k\). We obtained this result by making use of the recursive understanding technique [19]. The drawback of this approach is that the dependence of the running time on the parameter is huge and it seems unlikely that using the same approach one could avoid towers of the exponents similar to the function in Theorem 7. In particular, we do not see how to avoid using mimicking networks (see [44, 50] for the definitions and lower and upper bounds for the size of such networks) whose sizes are double-exponential in the number of terminals.

It can be observed that if we wish to prove just the existence of a (non-constructive) \texttt{FPT}-algorithm for CGWC, we can use a slightly different approach based on the meta-algorithmic result of Lokshtanov et al. [57] which applies to problems that can be expressed in Counting Monadic Second Order Logic (CMSOL).

▶ Proposition 8 ([57]). Let \(\psi\) be a CMSOL sentence. For all \(c \in \mathbb{N}\), there exists \(s \in \mathbb{N}\) such that if there exists an algorithm that decides whether \(G \models \psi\) on \((s, c)\)-unbreakable graphs in time \(f(|\psi|) \cdot n^{O(1)}\) then there exists an algorithm that decides whether \(G \models \psi\) on general graphs in time \(f(|\psi|) \cdot n^{O(1)}\).

We can use Proposition 8 to obtain a weaker version of Theorem 1 where the function \(f\) is not any more computable. Notice that we cannot express in CMSOL the connectivity lower bounds imposed by the \(t\)-tuple \(\Lambda = \langle \lambda_1, \ldots, \lambda_t \rangle\) directly, because the values of \(\lambda_i\) are not bounded by any function of the parameter \(k\). Hence, we have to go around of this issue. Let
Let $I = (G, w, \Lambda, k)$ be an instance of CGWC. We consider a partition $S = \{S_1, \ldots, S_q\}$ of $V(G)$ such that two vertices $x,y$ belong in the same set if and only if $\lambda^w(x,y) \geq k + 1$. Clearly, $S$ can be computed in polynomial time. A key observation is that if $\lambda^w(G[S_i]) \geq k + 1$, then either $G[S_i]$ is one of the clusters of a solution or $G[S_i]$ is a part of a cluster of a solution whose weighted edge connectivity is at most $k$. For each $i \in \{1, \ldots, q\}$ where $\lambda^w(G[S_i]) \geq k + 1$, we contract all vertices in $S_i$ to a single vertex and, in the contracted graph $G'$, we assign to this new vertex a weight equal to $\lambda^w(G[S_i])$. We also assign the weight $+\infty$ to the rest of the vertices of $G'$. Recall now that when $G$ is connected, $\Lambda = \langle \lambda_1, \ldots, \lambda_t \rangle$ has at most $k + 1$ different values for a yes-instance and for each $i \in \{1, \ldots, t\}$ we set up a set $R_i$ that contains all vertices of $G'$ that have weight at least $\lambda_i$. We now consider the structure $\alpha = (G', R_1, \ldots, R_t)$ and a generalization of the connected version of CGWC where the input has a structure $\alpha$ instead of a connected graph and where, in the question of the new problem, we additionally demand that $V(G_i) \subseteq R_i$, $i \in \{1, \ldots, t\}$ and also we ask $\lambda^w(G_i) \geq \lambda_i$ only when $\lambda_i \leq k$, while we demand that $|V(G_i)| = 1$ when $\lambda_i \geq k + 1$. We call this new problem Generalized-CGWC and we observe that $I = (G, w, \Lambda, k)$ is a yes-instance of CGWC if and only if $I' = ((G', R_1, \ldots, R_t), w, \Lambda, k)$ is a yes-instance of Generalized-CGWC. It is now possible to verify that Generalized-CGWC can be expressed using CMSOL for every fixed value of $k$ and given $\Lambda$ as there are no unbounded connectivities to encode. To apply Proposition 8, we have to solve Generalized-CGWC on unbreakable graphs and this can be done similarly to the proof of Lemma 4. Therefore, we can derive the existence of an FPT-algorithm for CGWC on connected graphs and further extend this to general graphs using the reduction of Section 4.

We would like to underline that due to the plug-in of Proposition 8, the alternative approach provided by the above discussion does not provide any computable function bounding the parametric dependence of the running time. Under the light of such an alternative, the algorithm described in Section 3 appears to be “less huge” that it might appear by first sight. This is the main reason why we chose to use a more direct approach in our results. In fact Lemma 6 may be seen as a “constructive detour” to Proposition 8.

The natural question would be to ask whether we can get a better running time using different techniques. This question is interesting even for some special cases of CGC when the connectivity constraints are bounded by a constant or are the same for all components. From the other side, it is natural to ask about lower bounds on the running time. For an FPT parameterized problem, it is natural to ask whether it admits a polynomial kernel. We observe that it is unlikely that CGWC has a polynomial kernel even if there are no weights and the maximum connectivity constraint is one, because it was shown by Cygan et al. in [22] that already $t$-Cut parameterized by the solution size $k$ has no polynomial kernel unless $\text{NP} \subseteq \text{coNP} / \text{poly}$. Another direction of research is to consider vertex connectivities instead of edge connectivities.
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Abstract

A matching cut is a partition of the vertex set of a graph into two sets $A$ and $B$ such that each vertex has at most one neighbor in the other side of the cut. The Matching Cut problem asks whether a graph has a matching cut, and has been intensively studied in the literature. Motivated by a question posed by Komusiewicz et al. [IPEC 2018], we introduce a natural generalization of this problem, which we call $d$-Cut: for a positive integer $d$, a $d$-cut is a bipartition of the vertex set of a graph into two sets $A$ and $B$ such that each vertex has at most $d$ neighbors across the cut. We generalize (and in some cases, improve) a number of results for the Matching Cut problem. Namely, we begin with an NP-hardness reduction for $d$-Cut on $(2d+2)$-regular graphs and a polynomial algorithm for graphs of maximum degree at most $d+2$. The degree bound in the hardness result is unlikely to be improved, as it would disprove a long-standing conjecture in the context of internal partitions. We then give FPT algorithms for several parameters: the maximum number of edges crossing the cut, treewidth, distance to cluster, and distance to co-cluster. In particular, the treewidth algorithm improves upon the running time of the best known algorithm for Matching Cut. Our main technical contribution, building on the techniques of Komusiewicz et al. [IPEC 2018], is a polynomial kernel for $d$-Cut for every positive integer $d$, parameterized by the distance to a cluster graph. We also rule out the existence of polynomial kernels when parameterizing simultaneously by the number of edges crossing the cut, the treewidth, and the maximum degree. Finally, we provide an exact exponential algorithm slightly faster than the naive brute force approach running in time $O^*(2^n)$.
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1 Introduction

A cut of a graph $G = (V, E)$ is a bipartition of its vertex set $V(G)$ into two non-empty sets, denoted by $(A, B)$. The set of all edges with one endpoint in $A$ and the other in $B$ is the edge cut, or the set of crossing edges, of $(A, B)$. A matching cut is a (possibly empty) edge cut that is a matching, that is, such that its edges are pairwise vertex-disjoint. Equivalently,
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(A, B) is a matching cut of G if and only if every vertex is incident to at most one crossing edge of (A, B) [7, 15], that is, it has at most one neighbor across the cut.

Motivated by an open question posed by Komusiewicz et al. [18] during the presentation of their article, we investigate a natural generalization that arises from this alternative definition, which we call d-cut. Namely, for a positive integer \( d \geq 1 \), a d-cut is a cut \( (A, B) \) such that each vertex has at most \( d \) neighbors across the partition, that is, every vertex in A has at most \( d \) neighbors in B, and vice-versa. Note that a 1-cut is a matching cut. As expected, not every graph admits a d-cut, and the d-CUT problem is the problem of deciding, for a fixed integer \( d \geq 1 \), whether or not an input graph \( G \) has a d-cut.

When \( d = 1 \), we refer to the problem as MATCHING CUT. Graphs with no matching cut first appeared in Graham’s manuscript [15] under the name of indecomposable graphs, presenting some examples and properties of decomposable and indecomposable graphs, leaving their recognition as an open problem. In answer to Graham’s question, Chvátal [7] proved that the problem is \( \text{NP} \)-hard for graphs of maximum degree at least four and polynomially solvable for graphs of maximum degree at most three; in fact, as shown by Moshi [24], every graph of maximum degree three and at least eight vertices has a matching cut.

Chvátal’s results spurred a lot of research on the complexity of the problem [1, 5, 18–21, 25]. In particular, Bonsma [5] showed that MATCHING CUT remains \( \text{NP} \)-hard for planar graphs of maximum degree four and for planar graphs of girth five; Le and Randerath [21] gave an \( \text{NP} \)-hardness reduction for bipartite graphs of maximum degree four; Le and Le [20] proved that MATCHING CUT is \( \text{NP} \)-hard for graphs of diameter at least three, and presented a polynomial-time algorithm for graphs of diameter at most two. Beyond planar graphs, Bonsma’s work [5] also proves that the matching cut property is expressible in monadic second order logic and, by Courcelle’s Theorem [8], it follows that MATCHING CUT is \( \text{FPT} \) when parameterized by the treewidth of the input graph; he concludes with a proof that the problem admits a polynomial-time algorithm for graphs of bounded cliquewidth.

Kratsch and Le [19] noted that Chvátal’s original reduction also shows that, unless the Exponential Time Hypothesis [16] (\( \text{ETH} \)) fails\(^1\), there is no algorithm solving MATCHING CUT in time \( 2^{o(n)} \) on \( n \)-vertex input graphs. Also in [19], the authors provide a first branching algorithm, running\(^2\) in time \( O^*(2^{n/2}) \), a single-exponential \( \text{FPT} \) algorithm when parameterized by the vertex cover number \( \tau(G) \), and an algorithm generalizing the polynomial cases of line graphs [24] and claw-free graphs [5]. Kratsch and Le [19] also asked for the existence a single-exponential algorithm parameterized by treewidth. In response, Aravind et al. [1] provided a \( O^*(12^{\omega(G)}) \) algorithm for MATCHING CUT using nice tree decompositions, along with \( \text{FPT} \) algorithms for other structural parameters, namely neighborhood diversity, twin-cover, and distance to split graph.

The natural parameter – the number of edges crossing the cut – has also been considered. Indeed, Marx et al. [23] tackled the STABLE CUTSET problem, to which MATCHING CUT can be easily reduced via the line graph, and through a breakthrough technique showed that this problem is \( \text{FPT} \) when parameterized by the maximum size of the stable cutset. Recently, Komusiewicz et al. [18] improved on the results of Kratsch and Le [19], providing an exact exponential algorithm for MATCHING CUT running in time \( O^*(1.3803^n) \), as well as \( \text{FPT} \) algorithms parameterized by the distance to a cluster graph and the distance to a co-cluster graph, which improve the algorithm parameterized by the vertex cover number, since both parameters are easily seen to be smaller than the vertex cover number. For the distance

\(^1\) The \( \text{ETH} \) states that 3-SAT on \( n \) variables cannot be solved in time \( 2^{o(n)} \); see [16] for more details.

\(^2\) The \( O^*(\cdot) \) notation suppresses factors that are bounded by a polynomial in the input size.
to cluster parameter, they also presented a quadratic kernel; while for a combination of treewidth, maximum degree, and number of crossing edges, they showed that no polynomial kernel exists unless \( \text{NP} \subseteq \text{coNP}/\text{poly} \).

A problem closely related to \( d\text{-Cut} \) is that of \textsc{Internal Partition}, first studied by Thomassen [28]. In this problem, we seek a bipartition of the vertices of an input graph such that every vertex has at least as many neighbors in its own part as in the other part. Such a partition is called an \textit{internal partition}. Usually, the problem is posed in a more general form: given functions \( a, b : V(G) \to \mathbb{Z}_+ \), we seek a bipartition \((A, B)\) of \( V(G) \) such that every \( v \in A \) satisfies \( \deg_A(v) \geq a(v) \) and every \( u \in B \) satisfies \( \deg_B(u) \geq b(u) \), where \( \deg_A(v) \) denotes the number of neighbors of \( v \) in the set \( A \). Such a partition is called an \((a, b)\)-\textit{internal partition}.

Originally, Thomassen asked in [28] whether for any pair of positive integers \( s, t \), a graph \( G \) with \( \delta(G) \geq s + t + 1 \) has a vertex bipartition \((A, B)\) with \( \delta(G[A]) \geq s \) and \( \delta(G[B]) \geq t \), where \( \delta(H) \) is the minimum degree of \( H \). Stiebitz [27] answered that, in fact, for any graph \( G \) and any pair of functions \( a, b : V(G) \to \mathbb{Z}_+ \) satisfying \( \deg(v) \geq a(v) + b(v) + 1 \) for every \( v \in V(G) \), \( G \) has an \((a, b)\)-internal partition; see [17,22] for follow-up results. It is conjectured that, for every positive integer \( r \), there exists some constant \( n_r \) for which every \( r \)-regular graph with more than \( n_r \) vertices has an internal partition \([2,10]\) (the conjecture for \( r \) even appeared first in [26]). The cases \( r \in \{3,4\} \) have been settled by Shaﬁque and Dutton [26]; the case \( r = 6 \) has been verified by Ban and Linial [2]. This latter result implies that every 6-regular graph of sufﬁciently large size has a 3-cut.

**Our results.** We aim at generalizing several of the previously reported results for \textsc{Matching Cut}. First, we show in Section 2, by using a reduction inspired by Chvátal’s [7], that for every \( d \geq 1 \), \( d\text{-Cut} \) is \textsc{NP}\text{-hard} even when restricted to \((2d + 2)\)-regular graphs and that, if \( \Delta(G) \leq d + 2 \) (the maximum degree of \( G \)) finding a \( d\text{-cut} \) can be done in polynomial time. The degree bound in the \textsc{NP}\text{-hardness} result is unlikely to be improved: if we had an \textsc{NP}\text{-hardness} result for \( d\text{-Cut} \) restricted to \((2d + 1)\)-regular graphs, this would disprove the conjecture about the existence of internal partitions on \( r\)-regular graphs \([2,10,26]\) for \( r \) odd, unless \( P = \text{NP} \). We conclude the section by giving a simple exact exponential algorithm that, for every \( d \geq 1 \), runs in time \( O^*\left(c_d^2\right) \) for some constant \( c_d < 2 \), hence improving over the trivial brute-force algorithm running in time \( O^*(2^n) \).

We then proceed to analyze the problem in terms of its parameterized complexity. Section 3 begins with a proof, using the treewidth reduction technique of Marx et al. [23], that \( d\text{-Cut} \) is \textsc{FPT} parameterized by the maximum number of edges crossing the cut. Afterwards, we present a dynamic programming algorithm for \( d\text{-Cut} \) parameterized by treewidth running in time \( O^*(2^\text{tw}(G)(d + 1)^{2\text{tw}(G)}) \); in particular, for \( d = 1 \) this algorithm runs in time \( O^*(8^{\text{tw}(G)}) \) and improves the one given by Aravind et al. [1] for \textsc{Matching Cut}, which runs in \( O^*(12^{\text{tw}(G)}) \) time. By employing the cross-composition framework of Bodlaender et al. [4] and using a reduction similar to the one in [18], we show that, unless \( \text{NP} \subseteq \text{coNP}/\text{poly} \), there is no polynomial kernel for \( d\text{-Cut} \) parameterized simultaneously by the number of crossing edges, the maximum degree, and the treewidth of the input graph. We then present a polynomial kernel and an \textsc{FPT} algorithm when parameterizing by the distance to cluster, denoted by \( d\text{c}(G) \). This polynomial kernel is our main technical contribution, and it is strongly inspired by the technique presented by Komusiewicz et al. [18] for \textsc{Matching Cut}. Finally, we give an \textsc{FPT} algorithm parameterized by the distance to co-cluster, denoted by \( \text{dc}(G) \). These results imply the existence of a polynomial kernel for \( d\text{-Cut} \) parameterized by the vertex cover number \( \tau(G) \). We present in Section 4 our concluding remarks and some open questions.
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We use standard notation from graph theory and parameterized complexity; see [9,11–13] for any undefined terminology. Due to space limitations, the proofs of the results marked with ‘(*)’ can be found in the full version of this article, permanently available at https://arxiv.org/abs/1905.03134. Some basic preliminaries can also be found there.

1.1 Preliminaries

We use standard graph-theoretic notation, and we consider simple undirected graphs without loops or multiple edges; see [11] for any undefined terminology. When the graph is clear from the context, the degree (that is, the number of neighbors) of a vertex \( v \) is denoted by \( \deg(v) \), and the number of neighbors of a vertex \( v \) in a set \( A \subseteq V(G) \) is denoted by \( \deg_A(v) \). The minimum degree, the maximum degree, the line graph, and the vertex cover number of a graph \( G \) are denoted by \( \delta(G) \), \( \Delta(G) \), \( L(G) \), and \( \tau(G) \), respectively. For a positive integer \( k \geq 1 \), we denote by \( [k] \) the set containing every integer \( i \) such that \( 1 \leq i \leq k \).

We refer the reader to [9,12] for basic background on parameterized complexity, and we recall here only some basic definitions. A parameterized problem is a language \( L \subseteq \Sigma^* \times \mathbb{N} \). For an instance \( I = (x,k) \in \Sigma^* \times \mathbb{N} \), \( k \) is called the parameter. A parameterized problem is fixed-parameter tractable (FPT) if there exists an algorithm \( A \), a computable function \( f \), and a constant \( c \) such that given an instance \( I = (x,k) \), \( A \) (called an FPT algorithm) correctly decides whether \( I \in L \) in time bounded by \( f(k) \cdot |I|^c \).

A fundamental concept in parameterized complexity is that of kernelization; see [13] for a recent book on the topic. A kernelization algorithm, or just kernel, for a parameterized problem \( \Pi \) takes an instance \( (x,k) \) of the problem and, in time polynomial in \( |x| + k \), outputs an instance \( (x',k') \) such that \( |x'|, k' \leq g(k) \) for some function \( g \), and \((x,k) \in \Pi \) if and only if \((x',k') \in \Pi \). The function \( g \) is called the size of the kernel and may be viewed as a measure of the “compressibility” of a problem using polynomial-time preprocessing rules. A kernel is called polynomial (resp. quadratic, linear) if the function \( g(k) \) is a polynomial (resp. quadratic, linear) function in \( k \). A breakthrough result of Bodlaender et al. [3] gave the first framework for proving that certain parameterized problems do not admit polynomial kernels, by establishing so-called composition algorithms. Together with a result of Fortnow and Santhanam [14] this allows to exclude polynomial kernels under the assumption that \( \text{NP} \not\subseteq \text{coNP/poly} \), otherwise implying a collapse of the polynomial hierarchy to its third level [29].

2 NP-hardness, polynomial cases, and exact exponential algorithm

In this section we focus on the classical complexity of the \( d \)-Cut problem, and on exact exponential algorithms.

Chvátal [7] proved that MATCHING CUT is \( \text{NP} \)-hard for graphs of maximum degree at least four. In the next theorem, whose proof is inspired by the reduction of Chvátal [7] from 3-UNIFORM HYPERGRAPH BICOLORING, we prove the \( \text{NP} \)-hardness of \( d \)-Cut for \((2d + 2)\)-regular graphs. In particular, for \( d = 1 \) it implies the \( \text{NP} \)-hardness of MATCHING CUT for 4-regular graphs, which is a strengthening of Chvátal’s [7] hardness proof.

**Theorem 1 (⋆).** For every integer \( d \geq 1 \), \( d \)-Cut is \( \text{NP} \)-hard even when restricted to \((2d + 2)\)-regular graphs.

The graphs constructed by Theorem 1 are neither planar nor bipartite, but they are regular, a result that we were unable to find in the literature for MATCHING CUT. Note that every planar graph has a \( d \)-cut for every \( d \geq 5 \), so only the cases \( d \in \{2,3,4\} \) remain open,
as the case $d = 1$ is known to be NP-hard [5]. Concerning graphs of bounded diameter, Le and Le [20] prove the NP-hardness of MATCHING CUT for graphs of diameter at least three by reducing MATCHING CUT to itself. It can be easily seen that the same construction given by Le and Le [20], but reducing $d$-CUT to itself, also proves the NP-hardness of $d$-CUT for every $d \geq 1$.

**Corollary 2.** For every integer $d \geq 1$, $d$-CUT is NP-hard for graphs of diameter at least three.

We leave as an open problem to determine whether there exists a polynomial-time algorithm for $d$-CUT for graphs of diameter at most two for every $d \geq 2$, as it is the case for $d = 1$ [20].

We now turn to cases that can be solved in polynomial time. Our next result is a natural generalization of Chvátal’s algorithm [7] for MATCHING CUT on graphs of maximum degree three.

**Theorem 3.** For any graph $G$ and integer $d \geq 1$ such that $\Delta(G) \leq d + 2$, it can be decided in polynomial time if $G$ has a $d$-cut. Moreover, for $d = 1$ any graph $G$ with $\Delta(G) \leq 3$ and $|V(G)| \geq 8$ has a matching cut, for $d = 2$ any graph $G$ with $\Delta(G) \leq 4$ and $|V(G)| \geq 6$ has a 2-cut, and for $d \geq 3$ any graph $G$ with $\Delta(G) \leq d + 2$ has a $d$-cut.

Theorems 1 and 3 present a “quasi-dichotomy” for $d$-cut on graphs of bounded maximum degree. Specifically, for $\Delta(G) \in \{d + 3, \ldots, 2d + 1\}$, the complexity of the problem remains unknown. However, we believe that most, if not all, of these open cases can be solved in polynomial time; see the discussion in Section 4.

To conclude this section, we present a simple exact exponential algorithm which, for every $d \geq 1$, runs in time $O^*(c_d^n)$ for some constant $c_d < 2$. For the case $d = 1$, the currently known algorithms [18,19] exploit structures that appear to get out of control when $d$ increases, and so has a better running time than the one described below.

**Theorem 4.** For every fixed integer $d \geq 1$ and $n$-vertex graph $G$, there is an algorithm that solves $d$-CUT in time $O^*((c_d)^n)$, for some constant $1 < c_d < 2$.

### 3 Parameterized algorithms and kernelization

In this section we focus on the parameterized complexity of $d$-CUT. More precisely, in Section 3.1 we consider as the parameter the number of edges crossing the cut and in Section 3.2 the distance to cluster (in particular, we provide a quadratic kernel). The FPT algorithms parameterized by treewidth and the distance to co-cluster can be found in the full version of the paper.

Before proceeding, we introduce the notion of monochromatic sets.

**Definition 5.** A set of vertices $X \subseteq V(G)$ is said to be monochromatic if, for any $d$-cut $(A,B)$ of $G$, $X \subseteq A$ or $X \subseteq B$. A subgraph $H$ of $G$ is monochromatic if $V(H)$ is monochromatic.

#### 3.1 Crossing edges

In this section we consider as the parameter the maximum number of edges crossing the cut. In a nutshell, our approach is to use as a black box one of the algorithms presented by Marx et al. [23] for a class of separation problems. Their fundamental problem is $G$-MINCUT, for a fixed class of graphs $G$, which we state formally, along with their main result, below.
Finding Cuts of Bounded Degree

**Theorem 6** (Theorem 3.1 in [23]). If $G$ is a decidable and hereditary graph class, $G$-MinCut is FPT.

To be able to apply Theorem 6, we first need to specify a graph class to which, on the line graph, our separators correspond. We must also be careful to guarantee that the removal of a separator in the line graph leaves non-empty components in the input graph. To accomplish the latter, for each $v \in V(G)$, we add a private clique of size $2d$ adjacent only to it, choose one arbitrary vertex $v'$ in each of them. The algorithm asks, for each pair $v', u'$, whether or not a "special" separator of the appropriate size between $v'$ and $u'$ exists. We assume henceforth that these private cliques have been added to the input graph $G$. For each integer $d \geq 1$, we define the graph class $G_d$ as follows.

**Definition 7.** A graph $H$ belongs to $G_d$ if and only if its maximum clique size is at most $d$.

Note that $G_d$ is clearly decidable and hereditary for every integer $d \geq 1$.

**Lemma 8** (*). $G$ has a $d$-cut separating $v'$ and $u'$ if and only if the line graph of $G$ has a vertex separator belonging to $G_d$ that separates $e_v$ and $e_u$, where $e_v$ corresponds to the edge $vv' \in E(G)$ and $e_u$ to the edge $uu' \in E(G)$.

**Theorem 9.** For every $d \geq 1$, there is an FPT algorithm for $d$-Cut parameterized by $k$, the maximum number of edges crossing the cut.

**Proof.** For each pair of vertices $s, t \in V(G)$ that do not belong to the private cliques, our goal is to find a subset of vertices $S \subseteq V(L(G))$ of size at most $k$ that separates $s$ and $t$ such that $L(G)[S] \in G_d$. This is precisely what is provided by Theorem 6, and the correctness of this approach is guaranteed by Lemma 8. Since we perform a quadratic number of calls to the algorithm given by Theorem 6, our algorithm still runs in FPT time.

As to the running time of the FPT algorithm given by Theorem 9, the treewidth reduction technique of [23] relies on the construction of a monadic second order logic (MSOL) expression and Courcelle’s Theorem [8] to guarantee fixed-parameter tractability, and therefore it is hard to provide an explicit running time in terms of $k$.

### 3.2 Kernelization and distance to cluster

The proof of the following theorem consists of a simple generalization to every $d \geq 1$ of the construction given by Komusiewicz et al. [18] for $d = 1$.

**Theorem 10.** For any fixed $d \geq 1$, $d$-Cut does not admit a polynomial kernel when simultaneously parameterized by $k$, $\Delta$, and $\text{tw}(G)$, unless $\text{NP} \subseteq \text{coNP}/\text{poly}$.

**Proof.** We show that the problem cross-composes into itself. Start with $t$ instances $G_1, \ldots, G_t$ of $d$-Cut. First, pick an arbitrary vertex $v_i \in V(G_i)$, for each $i \in [t]$. Second, for $i \in [t - 1]$, add a copy of $K_{2d}$, call it $K(i)$, every edge between $v_i$ and $K(i)$, and every edge between $K(i)$ and $v_{i+1}$. This concludes the construction of $G$, which for $d = 1$ coincides with that presented by Komusiewicz et al. [18].
Suppose that \((A, B)\) is a \(d\)-cut of some \(G_i\) and that \(v_i \in A\). Note that \((V(G) \setminus B, B)\) is a \(d\)-cut of \(G\) since the only edges in the cut are those between \(A\) and \(B\). For the converse, take some \(d\)-cut \((A, B)\) of \(G\) and note that every vertex in the set \(\{v_i\} \cup \bigcup_{i \in [n-1]} \{v_i \cup K(i)\}\) is contained in the same side of the partition, say \(A\). Since \(B \neq \emptyset\), there is some \(i\) such that \(B \cap V(G_i) \neq \emptyset\), which implies that there is some \(i\) (possibly more than one) such that \((A \cap V(G_i), B \cap V(G_i))\) must be a \(d\)-cut of \(G_i\).

That the treewidth, maximum degree, and number of edges crossing the partition are bounded by \(n\), the maximum number of vertices of the graphs \(G_i\), is a trivial observation.

We now proceed to show that \(d\)-\textsc{Cut} admits a polynomial kernel when parameterizing by the distance to cluster parameter, denoted by \(dc\). A cluster graph is a graph such that every connected component is a clique; the distance to cluster of a graph \(G\) is the minimum number of vertices we must remove from \(G\) to obtain a cluster graph. Our results are heavily inspired by the work of Komusiewicz et al. \cite{komusiewicz2016exponential}. Indeed, most of our reduction rules are natural generalizations of theirs. However, we need some extra observations and rules that only apply for \(d \geq 2\), such as Rule 8.

We denote by \(U = \{U_1, \ldots, U_t\}\) a set of vertices such that \(G - U\) is a cluster graph, and each \(U_i\) is called a monochromatic part or monochromatic set of \(U\), and we will maintain the invariant that these sets are indeed monochromatic. Initially, we set each \(U_i\) as a singleton. In order to simplify the analysis of our instance, for each \(U_i\) of size at least two, we will have a private clique of size \(2d\) adjacent to every vertex of \(U_i\), which we call \(X_i\). The merge operation between \(U_i\) and \(U_j\) is the following modification: delete \(X_i \cup X_j\), set \(U_i\) as \(U_i \cup U_j\), \(U_j\) as empty, and add a new clique of size \(2d\), \(X_{i,j}\), which is adjacent to every element of the new \(U_i\). We say that an operation is safe if the resulting instance is a YES instance if and only if the original instance was.

\textbf{Observation 1.} If \(U_i \cup U_j\) is monochromatic, merging \(U_i\) and \(U_j\) is safe.

It is worth mentioning that the second case of the following rule is not needed in the corresponding rule in \cite{komusiewicz2016exponential}; we need it here to prove the safeness of Rules 7 and 8.

\textbf{Reduction Rule 1.} Suppose that \(G - U\) has some cluster \(C\) such that

1. \((C, V(G) \setminus C)\) is a \(d\)-cut,
2. \(|C| \leq 2d\) and there is \(C' \subseteq C\) such that \((C', V(G) \setminus C')\) is a \(d\)-cut.

Then output YES.

After applying Rule 1, for every cluster \(C\), \(C\) has some vertex with at least \(d + 1\) neighbors in \(U\), or there is some vertex of \(U\) with at least \(d + 1\) neighbors in \(C\). Moreover, note that no cluster \(C\) with at least \(2d + 1\) vertices can be partitioned in such a way that one side of the cut is composed only by a proper subset of vertices of \(C\), i.e., \(C\) is monochromatic.

The following definition is a natural generalization of the definition of the set \(N^2\) given by Komusiewicz et al. \cite{komusiewicz2016exponential}. Essentially, it enumerates some of the cases where a vertex, or set of vertices, is monochromatic, based on its relationship with \(U\). However, there is a crucial difference that keeps us from achieving equivalent bounds both in terms of running time and size of the kernel, and which makes the analysis and some of the rules more complicated than in \cite{komusiewicz2016exponential}. Namely, for a vertex to be forced into a particular side of the cut, it must have at least \(d + 1\) neighbors in that side; moreover, a vertex of \(U\) being adjacent to \(2d\) vertices of a cluster \(C\) implies that \(C\) is monochromatic. Only if \(d = 1\), i.e., when we are dealing with matching cuts, the equality \(d + 1 = 2d\) holds. This gap between \(d + 1\) and \(2d\) is the main difference between our kernelization algorithm for general \(d\) and the one shown in \cite{komusiewicz2016exponential} for \textsc{Matching Cut}, and the main source of the differing complexities we obtain. In particular,
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for $d = 1$ the fourth case of the following definition is a particular case of the third one, but this is not true anymore for $d \geq 2$. Figure 1 illustrates the set of vertices introduced in Definition 11.

▶ **Definition 11.** For a monochromatic part $U_i \subseteq U$, let $N^{2d}(U_i)$ be the set of vertices $v \in V(G) \setminus U$ for which at least one of the following holds:

1. $v$ has at least $d + 1$ neighbors in $U_i$.
2. $v$ is in a cluster $C$ of size at least $2d + 1$ in $G - U$ such that there is some vertex of $C$ with at least $d + 1$ neighbors in $U_i$.
3. $v$ is in a cluster $C$ of $G - U$ and some vertex in $U_i$ has $2d$ neighbors in $C$.
4. $v$ is in a cluster $C$ of $G - U$ of size at least $2d + 1$ and some vertex in $U_i$ has $d + 1$ neighbors in $C$.

![Figure 1](Figure1.png) The four cases that define membership in $N^{2d}(U_i)$ for $d = 2$, from left to right.

▶ **Observation 2.** For every monochromatic part $U_i$, $U_i \cup N^{2d}(U_i)$ is monochromatic.

The next rules aim to increase the size of monochromatic sets. In particular, Rule 2 translates the transitivity of the monochromatic property, while Rule 3 identifies a case where merging the monochromatic sets is inevitable.

▶ **Reduction Rule 2.** If $N^{2d}(U_i) \cap N^{2d}(U_j) \neq \emptyset$, merge $U_i$ and $U_j$.

▶ **Reduction Rule 3.** If there there is a set of $2d + 1$ vertices $L \subseteq V(G)$ with two common neighbors $u, u'$ such that $u \in U_i$ and $u' \in U_j$, merge $U_i$ and $U_j$.

**Proof of safeness of Rule 3.** Suppose that in some $d$-cut $(A, B)$, $u \in A$ and $u' \in B$, this implies that at most $d$ elements of $L$ are in $A$ and at most $d$ are in $B$, which is impossible since $|L| = 2d + 1$.

We say that a cluster is small if it has at most $2d$ vertices, and big otherwise. Moreover, a vertex in a cluster is ambiguous if it has neighbors in more than one $U_i$. A cluster is ambiguous if it has an ambiguous vertex, and fixed if it is contained in some $N^{2d}(U_i)$.

▶ **Observation 3.** If $G$ is reduced by Rule 1, every big cluster is ambiguous or fixed.

**Proof.** Since Rule 1 cannot be applied, every cluster $C$ has either one vertex $v$ with at least $d + 1$ neighbors in $U$ or there is some vertex of a set $U_i$ with $d + 1$ neighbors in $C$. In the latter case, by applying the fourth case in the definition of $N^{2d}(U_i)$, we conclude that $C$ is fixed. In the former case, either $v$ has $d + 1$ neighbors in the same $U_i$, in which case $C$ is fixed, or its neighborhood is spread across multiple monochromatic sets, and so $v$ and, consequently, $C$ are ambiguous.
Our next goal is to bound the number of vertices outside of $U$.

► **Reduction Rule 4.** If there are two clusters $C_1, C_2$ contained in some $N^{2d}(U_i)$, then add every edge between $C_1$ and $C_2$.

**Proof of safeness of Rule 4.** It follows directly from the fact that adding edges between vertices of a monochromatic set preserves the existence of a $d$-cut.

The next lemma follows from the pigeonhole principle and exhaustive application of Rule 4.

► **Lemma 12.** If $G$ has been reduced by Rules 1 through 4, then $G$ has $O(|U|)$ fixed clusters.

► **Reduction Rule 5.** If there is some cluster $C$ with at least $2d + 2$ vertices such that there is some $v \in C$ with no neighbors in $U$, remove $v$ from $G$.

**Proof of safeness of Rule 5.** That $G$ has a $d$-cut if and only if $G - v$ has a $d$-cut follows directly from the hypothesis that $C$ is monochromatic in $G$ and the fact that $|C \setminus \{v\}| \geq 2d + 1$ implies that $C \setminus \{v\}$ is monochromatic in $G - v$.

By Rule 5, we now have the additional property that, if $C$ has more than $2d + 1$ vertices, all of them have at least one neighbor in $U$. The next rule provides a uniform structure between a big cluster $C$ and the sets $U_i$ such that $C \subseteq N^{2d}(U_i)$.

► **Reduction Rule 6.** If a cluster $C$ has at least $2d + 1$ elements and there is some $U_i$ such that $C \subseteq N^{2d}(U_i)$, remove all edges between $C$ and $U_i$, choose $u \in U_i$, $\{v_1, \ldots, v_{d+1}\} \subseteq C$ and add the edges $\{uv_j\}_{j \in [d+1]}$ to $G$.

**Proof of safeness of Rule 6.** Let $G'$ be the graph obtained after the operation is applied. If $G$ has some $d$-cut $(A, B)$, since $U_i \cup N^{2d}(U_i)$ is monochromatic, no edge between $U_i$ and $C$ crosses the cut, so $(A, B)$ is also a $d$-cut of $G'$. For the converse, take a $d$-cut $(A', B')$ of $G'$. Since $C$ has at least $2d + 1$ vertices and there is some $u \in U_i$ such that $|N(u) \cap C| = d + 1$, $C \subseteq N^{2d}(U_i)$ in $G'$. Therefore, no edge between $C$ and $U_i$ crosses the cut and $(A', B')$ is also a $d$-cut of $G$.

We have now effectively bounded the number of vertices in big clusters by a polynomial in $U$, as shown below.

► **Lemma 13.** If $G$ has been reduced by Rules 1 through 6, then $G$ has $O(d|U|^2)$ ambiguous vertices and $O(d|U|^2)$ big clusters, each with $O(d|U|)$ vertices.

**Proof.** To show the bound on the number of ambiguous vertices, take any two vertices $u \in U_i$, $u' \in U_j$. Since we have $\binom{|U_i|}{2}$ such pairs, if we had at least $(2d + 1)\binom{|U_i|}{2}$ ambiguous vertices, by the pigeonhole principle, there would certainly be $2d + 1$ vertices in $V \setminus U$ that are adjacent to one pair, say $u$ and $u'$. This, however, contradicts the hypothesis that Rule 3 has been applied, and so we have $O(d|U|^2)$ ambiguous vertices.

The above discussion, along with Lemma 12 and Observation 3, imply that the number of big clusters is $O(d|U|^2)$. For the bound on their sizes, take some cluster $C$ with at least $2d + 2$ vertices. Due to the application of Rule 5, every vertex of $C$ has at least one neighbor in $U$. Moreover, there is at most one $U_i$ such that $C \subseteq N^{2d}(U_i)$, otherwise we would be able to apply Rule 2.

Suppose first that there is such a set $U_i$. By Rule 6, there is only one $u \in U_i$ that has neighbors in $C$; in particular, it has $d + 1$ neighbors. Now, every $v \in U_j$, for every $j \neq i$, has at
most $d$ neighbors in $C$, otherwise $C \subseteq N^{2d}(U_j)$ and Rule 2 would have been applied. Therefore, we conclude that $C$ has at most $(d + 1) + \sum_{u \in U \setminus U_i} |N(u) \cap C| \leq (d + 1) + d|U| \in \mathcal{O}(d|U|)$ vertices.

Finally, suppose that there is no $U_i$ such that $C \subseteq N^{2d}(U_i)$. A similar analysis from the previous case can be performed: every $u \in U_i$ has at most $d$ neighbors in $C$, otherwise $C \subseteq N^{2d}(U_i)$ and we conclude that $C$ has at most $\sum_{v \in U} |N(v) \cap C| \leq d|U| \in \mathcal{O}(d|U|)$ vertices.

We are now left only with an unbounded number of small clusters. A cluster $C$ is simple if it is not ambiguous, that is, if for each $v \in C$, $v$ has neighbors in a single $U_i$. Otherwise, $C$ is ambiguous and, because of Lemma 13, there are at most $\mathcal{O}(d|U|^2)$ such clusters. For a simple cluster $C$ and a vertex $v \in C$, we denote by $U(v)$ the monochromatic part of $U$ to which $v$ is adjacent.

> **Reduction Rule 7.** If $C$ is a simple cluster with at most $d + 1$ vertices, remove $C$ from $G$.

**Proof of safeness of Rule 7.** Let $G' = G - C$. Suppose $G$ has a $d$-cut $(A, B)$ and note that $A \notin C$ and $B \notin C$ since Rule 1 does not apply. This implies that $(A \setminus C, B \setminus C)$ is a valid $d$-cut of $G'$. For the converse, take a $d$-cut $(A', B')$ of $G'$, define $C_A = \{v \in C \mid U(v) \subseteq A\}$, and define $C_B$ similarly; we claim that $(A' \cup C_A, B' \cup C_B)$ is a $d$-cut of $G$. To see that this is the case, note that each vertex of $C_A$ (resp. $C_B$) has at most $d$ edges to $C_B$ (resp. $C_A$) and, since $C$ is simple, $C_A$ (resp. $C_B$) has no other edges to $B'$ (resp. $A'$).

After applying the previous rule, every cluster $C$ not yet analyzed has size $d + 2 \leq |C| \leq 2d$ which, in the case of the MATCHING CUT problem, where $d = 1$, is empty. To deal with these clusters, given a $d$-cut $(A, B)$, we say that a vertex $v$ is in its natural assignment if $v \cup U(v)$ is in the same side of the cut; otherwise the vertex is in its unnatural assignment. Similarly, a cluster is unnaturally assigned if it has an unnaturally assigned vertex, otherwise it is naturally assigned.

> **Observation 4.** Let $C$ be the set of all simple clusters with at least $d + 2$ and no more than $2d$ vertices, and $(A, B)$ a partition of $V(G)$. If there are $d|U| + 1$ edges $uv$, $v \in C \in C$ and $u \in U$, such that $uv$ is crossing the partition, then $(A, B)$ is not a $d$-cut.

**Proof.** Since there are $d|U| + 1$ edges crossing the partition between $C$ and $U$, there must be at least one $u \in U$ with $d + 1$ neighbors in the other set of the partition.

> **Corollary 14.** In any $d$-cut of $G$, there are at most $d|U|$ unnaturally assigned vertices.

Our next lemma limits how many clusters in $C$ relate in a similar way to $U$; we say that two simple clusters $C_1, C_2$ have the same pattern if they have the same size $s$ and there is a total ordering of $C_1$ and another of $C_2$ such that, for every $i \in [s]$, $v_i^1 \in C_1$ and $v_i^2 \in C_2$ satisfy $U(v_i^1) = U(v_i^2)$. Essentially, clusters that have the same pattern have neighbors in exactly the same monochromatic sets of $U$ and the same multiplicity in terms of how many of their vertices are adjacent to a same monochromatic set $U_i$. Note that the actual neighborhoods in the sets $U_i$’s do not matter in order for two clusters to have the same pattern. Figure 2 gives an example of a maximal set of unnaturally assigned clusters; that is, any other cluster with the same pattern as the one presented must be naturally assigned, otherwise some vertex of $U$ will violate the $d$-cut property. As shown by the following Lemma, we may discard clusters that must be naturally assigned, as we can easily extend the kernel’s $d$-cut, if it exists, to include them.
Lemma 15. Let $C^* \subseteq C$ be a subfamily of simple clusters, all with the same pattern, with $|C^*| > d|U| + 1$. Let $C$ be some cluster of $C^*$, and $G' = G - C$. Then $G$ has a $d$-cut if and only if $G'$ has a $d$-cut.

Proof. Since by Rule 1 no subset of a small cluster is alone in a side of a partition and, consequently, $U$ intersects both sides of the partition, if $G$ has a $d$-cut, so does $G'$. For the converse, let $(A', B')$ be a $d$-cut of $G'$. First, by Corollary 14, we know that at least one of the clusters of $C^* \setminus \{C\}$, say $C_n$, is naturally assigned. Since all the clusters in $C^*$ have the same pattern, this guarantees that any of the vertices of a naturally assigned cluster cannot have more than $d$ neighbors in the other side of the partition.

Let $(A, B)$ be the bipartition of $V(G)$ obtained from $(A', B')$ such that $u \in C$ is in $A$ (resp. $B$) if and only if $U(u) \subseteq A$ (resp. $U(u) \subseteq B$); that is, $C$ is naturally assigned. Define $C_A = C \cap A$ and $C_B = C \cap B$. Because $|C| = |C_n|$ and both belong to $C^*$, we know that for every $u \in C_A$, it holds that $|N(u) \cap C_B| \leq d$; moreover, note that $N(u) \cap (B \setminus C) = \emptyset$. A symmetric analysis applies to every $u \in C_B$. This implies that no vertex of $C$ has additional neighbors in the other side of the partition outside of its own cluster and, therefore, $(A, B)$ is a $d$-cut of $G$.

The safeness of our last rule follows directly from Lemma 15.

Reduction Rule 8. If there is some pattern such that the number of simple clusters with that pattern is at least $d|U| + 2$, delete all but $d|U| + 1$ of them.

Lemma 16. After exhaustive application of Rules 1 through 8, $G$ has $O(d|U|^{2d})$ small clusters and $O(d^2|U|^{2d+1})$ vertices in these clusters.

Proof. By Rule 7, no small cluster with less than $d+2$ vertices remains in $G$. Now, for the remaining sizes, for each $d+2 \leq s \leq 2d$, and each pattern of size $s$, by Rule 8 we know that the number of clusters with $s$ vertices that have the same pattern is at most $d|U| + 1$. Since we have at most $|U|$ possibilities for each of the $s$ vertices of a cluster, we end up with $O(|U|^{s})$ possible patterns for clusters of size $s$. Summing all of them up, we get that we have $O(|U|^{2d})$ patterns in total, and since each one has at most $d|U| + 1$ clusters of size at most $2d$, we get that we have at most $O(d^2|U|^{2d+1})$ vertices in those clusters.
The exhaustive application of all the above rules and their accompanying lemmas are enough to show that indeed, there is a polynomial kernel for $d$-Cut when parameterized by distance to cluster.

**Theorem 17.** When parameterized by distance to cluster $\text{dc}(G)$, $d$-Cut admits a polynomial kernel with $O(d^2 \cdot \text{dc}(G)^d)$ vertices that can be computed in $O(d^4 \cdot \text{dc}(G)^d(n + m))$ time.

**Proof.** The algorithm begins by finding a set $U$ such that $G - U$ is a cluster graph. Note that $|U| \leq 3\text{dc}(G)$ since a graph is a cluster graph if and only if it has no induced path on three vertices: while there is some $P_3$ in $G$, we know that at least one its vertices must be removed, but since we don’t know which one, we remove all three; thus, $U$ can be found in $O(\text{dc}(G)(n + m))$ time. After the exhaustive application of Rules 1 through 8, by Lemma 13, $V(G) \setminus U$ has at most $O(d^2 \cdot \text{dc}(G)^d)$ vertices in clusters of size at least $2d + 1$. By Rule 7, $G$ has no simple cluster of size at most $d + 1$. Ambiguous clusters of size at most $2d$, again by Lemma 13, also comprise only $O(d^2 \cdot \text{dc}(G)^2)$ vertices of $G$. Finally, for simple clusters of size between $d + 2$ and $2d$, Lemmas 15 and 16 guarantee that there are $O(d^2 \cdot \text{dc}(G)^{d+1})$ vertices in small clusters and, consequently, this many vertices in $G$.

As to the running time, first, computing and maintaining $N^{2d}(U_i)$ takes $O(d \cdot \text{dc}(G)n)$ time. Rule 1 is applied only at the beginning of the kernelization, and runs in $O(2^{2d}(n + m))$ time. Rules 2 and 3 can both be verified in $O(d \cdot \text{dc}(G)^2(n + m))$ time, since we are just updating $N^{2d}(U_i)$ and performing merge operations. Both are performed only $O(\text{dc}(G)^2)$ times, because we only have this many pairs of monochromatic parts. The straightforward application of Rule 4 would yield a running time of $O(n^2)$. However, we can ignore edges that are interior to clusters and only maintain which vertices belong together; this effectively allows us to perform this rule in $O(n)$ time, which, along with its $O(n)$ possible applications, yields a total running time of $O(n^2)$ for this rule. Note that, when outputting the instance itself, we must write the edges explicitly; this does not change the final complexity of the algorithm, as each of the $O(\text{dc}(G)^{d+1})$ clusters has $O(d \cdot \text{dc}(G))$ vertices. Rule 5 is directly applied in $O(n)$ time; indeed, all of its applications can be performed in a single pass. Rule 6 is also easily applied in $O(n + m)$ time. Moreover, it is only applied $O(\text{dc}(G))$ times, since, by Lemma 13, the number of fixed clusters is linear in $\text{dc}(G)$; furthermore, we may be able to reapply Rule 6 directly to the resulting cluster, at no additional complexity cost. The analysis for Rule 7 follows the same argument as for Rule 5. Finally, Rule 8 is the bottleneck of our kernel, since it must check each of the possible $O(\text{dc}(G)^{2d})$ patterns, spending $O(n)$ time for each of them. Each pattern is only inspected once because the number of clusters in a pattern can no longer achieve the necessary bound for the rule to be applied once the excessive clusters are removed.

In the next theorems, we provide FPT algorithms for $d$-Cut parameterized by distance to cluster and distance to co-cluster, respectively. Both are based on dynamic programming, with the first being considerably simpler than the one given by Komusiewicz et al. [18] for $d = 1$, which applies four reduction rules and encodes the problem in a 2-SAT formula. However, for $d = 1$ our algorithm is slower, namely $O^*(4^{\text{dc}(G)})$ compared to $O^*(2^{2\text{dc}(G)})$. Observe that the minimum distance to cluster and co-cluster sets can be computed in time $1.9^{\text{dc}(G)} \cdot O(n^2)$ and $1.9^{2\text{dc}(G)} \cdot O(n^2)$, respectively [6]. Thus, in the proofs of Theorems 18 and 19, we can safely assume that we have these sets at hand.

**Theorem 18 (\textit{d}).** For every integer $d \geq 1$, there is an algorithm that solves $d$-Cut in time $O(4^d(3d + 1)^{\text{dc}(G)}2^{2\text{dc}(G)}\text{dc}(G)n^2)$.
Theorem 19 (*). For every integer $d \geq 1$, there is an algorithm solving $d$-Cut in time $O(32d^{2\sigma(G)}(d+1)^{\sigma(G)} + d^d \sigma(G) + d^2)n^2)$.}

Using Theorems 18 and 19, and the relation $\tau(G) \geq \max\{dc(G), \sigma(G)\}$ \cite{18}, we obtain the following corollary.

Corollary 20. For every $d \geq 1$, $d$-Cut parameterized by vertex cover is in FPT.

4 Concluding remarks

We presented a series of algorithms and complexity results; many questions, however, remain open. For instance, all of our algorithms have an exponential dependency on $d$ on their running times. While we believe that such a dependency is an intrinsic property of $d$-cut, we have no proof for this claim. Similarly, the existence of a uniform polynomial kernel parameterized by the distance to cluster, i.e., a kernel whose degree does not depend on $d$, remains an interesting open question.

Also in terms of running time, we expect the constants in the base of the exact exponential algorithm to be improvable. However, exploring small structures that yield non-marginal gains as branching rules, as done by Komusiewicz et al. \cite{18} for $d=1$ does not seem a viable approach, as the number of such structures appears to rapidly grow along with $d$.

The distance to cluster kernel is hindered by the existence of clusters of size between $d+2$ and $2d$, an obstacle that is not present in the MATCHING CUT problem. Aside from the extremal argument presented, we know of no way of dealing with them. We conjecture that it should be possible to reduce the total kernel size from $O(d^2dc(G)^{2d+1})$ to $O(d^2dc(G)^{2d})$, matching the size of the smallest known kernel for MATCHING CUT \cite{18}.

We also leave open to close the gap between the polynomial and NP-hard cases in terms of maximum degree. We showed that, if $\Delta(G) \leq d + 2$ the problem is easily solvable in polynomial time, while for graphs with $\Delta(G) \geq 2d + 2$, it is NP-hard. But what about the gap $d + 3 \leq \Delta(G) \leq 2d + 1$? After some effort, we were unable to settle any of these cases. In particular, we are interested in 2-Cut, which has a single open case: $\Delta(G) = 5$. After some weeks of computation, we found no graph with more than 18 vertices and maximum degree five that had no 2-cut, in agreement with the computational findings of Ban and Linial \cite{2}. Interestingly, all graphs on 18 vertices without a 2-cut are either 5-regular or have a single pair of vertices of degree 4, which are actually adjacent. In both cases, the graph is maximal in the sense that we cannot add edges to it while maintaining the degree constraints. We recall the initial discussion about INTERNAL PARTITION; closing the gap between the known cases for $d$-Cut would yield significant advancements on the former problem.

Finally, the smallest $d$ for which $G$ admits a $d$-cut may be an interesting additional parameter to be considered when more traditional parameters, such as treewidth, fail to provide FPT algorithms by themselves. Unfortunately, by Theorem 1, computing this parameter is not even in XP, but, as we have shown, it can be computed in FPT time under many different parameterizations.
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1 Overview

For a hypergraph $H$ and an enumeration of its vertices $V(H)$, also referred to as linear arrangement, the cutwidth is the smallest integer $k$ such that for every position $i$ between 1 and $|V(H)| - 1$ there are at most $k$ hyperedges with one endpoint among the first $i$ and the other among the last $|V(H)| - i$ vertices of the arrangement. Finding orderings with small cutwidth for hypergraphs naturally occurs directly in various applications, probably the most classical one being VLSI design [6]. Also, there are problems for which a vertex ordering with small cutwidth can be used to obtain a provably good processing order for heuristic approaches, such as SAT [15]. We want to emphasise that a model using hypergraphs, as opposed to graphs, is necessary in these scenarios among others, as graphs do not capture all dependencies correctly.

If one wants to find an ordering with smallest possible cutwidth, this is the classical Minimum Cut Linear Arrangement Problem which is known to be NP-hard, even on graphs with maximum vertex degree 3 [7]. However, if one considers a bound $k$ on the maximum allowed cutwidth as a parameter, one can decide in linear time if a linear ordering of a hypergraph is possible such that the bound is not exceeded [14]. The known proof is non-constructive in the sense that it does not infer a way to construct such a linear ordering in linear time. The asymptotically fastest constructive algorithm given in literature [8] is not even FPT (fixed parameter tractable) as the runtime complexity lies in $O(n^k + 3k + 3)$ where $n$ is the number of vertices of the given hypergraph.

This Work. We give a linear time constructive algorithm.

A key observation is that the fixed bound also bounds the pathwidth of the incidence graph of the hypergraph. This allows to compute a path decomposition of the incidence graph in linear time using the result of Bodlaender [1], and then to dynamically compute a solution along the path decomposition. This approach has been successfully applied to a number of problems. An overview of the general method for the slightly more general notion of tree decompositions, as well as some examples for classical problems for which it was used, can be found e.g. in [3, Chapter 7]. In particular, the method has also been used to give a
linear time algorithm for the problem we consider restricted to graphs [11]. We extend the crucial ideas of this algorithm.

We will construct a linear ordering by successively inserting vertices into it as long as the cutwidth bound is satisfied and successively take into consideration more and more of the hyperedges when checking whether the cutwidth bound is satisfied. It is reasonable that if one takes this approach, after a vertex and all its incident hyperedges have been completely processed the position of this vertex is no longer interesting as it has no further impact on yet to be processed vertices and hyperedges. Similarly if a hyperedge and all its vertices have been processed the hyperedge will not play a role when extending the incomplete linear ordering. The first statement can be strengthened using the fact that only the positions of the outermost vertices of each hyperedge are necessary to compute the cutwidth of a linear ordering: After a vertex has been processed and the positions of the left- and rightmost vertices with respect to the incomplete linear ordering of each incident hyperedge are known, the vertex will not play a role when extending the incomplete linear ordering. A path decomposition of the incidence graph implies some order of processing the vertices and hyperedges such that no more than width-of-the-decomposition-many vertices and hyperedges are relevant in the way described above at the same time.

Structure. We start by giving a formal definition of our problem and an overview over previous research in Section 2. In Section 3, we introduce the pathwidth of the incidence graph of a hypergraph, and prove that a bound on the cutwidth induces a bound on it. We also work to obtain a path decomposition that has convenient structural properties for our dynamic programming approach. Section 4 is dedicated to problem specific arguments: In Section 4.1 we prove that it is sufficient to consider linear arrangements that are constructed in a certain way along the path decomposition. The idea is the same that was used for graphs [11]. It utilises the notion of so called typical sequences. Using the results of the previous sections, we formulate a dynamic program that works on path decompositions of incidence graphs and allows us to present our main result in Section 4.2. In Section 5 we indicate a possibility to lift the algorithm to a more general setting.

2 Formal Introduction and Preliminary Observations

We start with a hypergraph $H = (V, E)$. That is $V$ is some finite set and $E$ contains subsets of vertices, possibly with multiplicities, i.e. we allow parallel hyperedges.

\begin{definition}
A linear arrangement of a hypergraph $H$ is a bijection $\varphi : V(H) \leftrightarrow \{1, \ldots, |V(H)|\}$. The cutwidth of a linear arrangement $\varphi$ at position $i \in \mathbb{N}$ is defined as $cw(\varphi, i) = |\{e \in E(H) \mid \exists v, w \in e \quad \varphi(v) \leq i < \varphi(w)\}|$. The cutwidth of a linear arrangement $\varphi$ is defined as $cw(\varphi) = \max_{i \in \mathbb{N}} cw(\varphi, i)$. The cutwidth of a hypergraph $H$ is defined as $cw(H) = \min_{\varphi \text{ linear arrangement of } H} cw(\varphi)$.
\end{definition}

If one is interested in the cutwidth of hypergraphs, one can neglect all hyperedges in $H$ that contain less than two vertices, as such hyperedges do not contribute to the cutwidth of any linear arrangement of $H$. From now on we will assume that $\forall e \in E(H), |e| \geq 2$ for our input hypergraph $H$ and refer to this assumption as hyperedge cardinality assumption. Note that any hypergraph $H'$ can be transformed to satisfy this condition in time in $O(|E(H')|)$ by deleting all hyperedges that are too small.
We present a linear time algorithm, running in time in $O(|V(H)|)$ that solves $k$-CWLA. If one drops the condition on the hyperedge cardinalities, this directly implies an algorithm that runs in time in $O(|E(H)| + |V(H)|)$.

### 2.1 Known Results

The best algorithm given in literature for $k$-CWLA runs in time in $O(|V(H)|^{k^2 + 3k + 3})$ [8] and relies on complicated dynamic programming on a linear arrangement which is iteratively extended. There is an FPT-algorithm for constructing path decompositions of polymatroids with bounded width. Concretely:

**Theorem 2** ([4]). Let $F$ be a fixed finite field. Given $n$ subspaces of $F^r$ for some $r$ and a parameter $k$, in time in $O(rn^2 + n^3)$, we can either find an enumeration $V_1, V_2, \ldots, V_n$ of the subspaces, such that $\dim((V_1 + \ldots + V_i) \cap (V_{i+1} + \ldots + V_n)) \leq k$ for all $i \in \{1, \ldots, n-1\}$, or decide that no such enumeration exists, where each $V_i$ is given by its spanning set of $d_i$ vectors and $m = \sum_{i=1}^n d_i$.

One can write $k$-CWLA in a way that this theorem is applicable by setting $F = E(H)$ and the subspaces to be the $|V(H)|$ subspaces spanned by the hyperedges incident to each of the vertices of $H$. Then one obtains a $O(|E(H)|^5 + |V(H)|^3)$ (or $O(|E(H)|^3 + |V(H)|^3)$ using the same observations as we do in Section 2.2) algorithm to solve $k$-CWLA. Thus this approach yields a runtime which is not linear in the size of the hypergraph. Also, as it is not specifically adapted to the problem at hand but rather general, if one wants to understand the algorithmic details, it is comparatively complicated and probably impractical. We also remark that the algorithm presented in this paper, leaves scope for extending to a more general setting (see Section 5).

The corresponding decision problem to $k$-CWLA however, i.e. deciding if the cutwidth of a hypergraph is smaller than $k$ without outputting a corresponding linear arrangement, is known to be solvable in time in $O(|V(H)| + |E(H)|)$. This was proved in [14]. The given algorithm is non-constructive and uses an adaptation of the analogue of the Myhill-Nerode theorem for coloured graphs to work on the incidence graph of hypergraphs. If one restricts the problem to hypergraph instances for which the hyperedge cardinality assumption holds, as we do, one can use the same observations that we will make in Section 2.2 to obtain an algorithm that runs in $O(|V(H)|)$. In [13] van Bevern restates the open problem of constructing a linear arrangement with $k$-bounded cutwidth if possible in linear time and points out the importance of such an algorithm for practical purposes. It is also worth noting that the comparatively heavy machinery used to obtain the decision result leads to a high dependency of the complexity on $k$, and obstructs combinatorial properties of a solution.

For $k$-CWLA restricted to graphs a linear time algorithm is known [11]. Our algorithm for hypergraphs uses and extends the crucial ideas of this algorithm.

### 2.2 The Vertex Degree Property

**Lemma 3.** Let $H$ satisfy the hyperedge cardinality assumption. If for any $v \in V(H)$ we have that $|\{e \in E(H) \mid v \in e\}| > 2k$ then $cw(H) > k$. 

---

**Table:**

| Instance | Hypergraph $H = (V, E)$ such that $\forall e \in E(H) \ |e| \geq 2$ |
|----------|---------------------------------------------------------------|
| Task     | Find a linear arrangement $\varphi$ of $H$ with $cw(\varphi) \leq k$ or decide that $cw(H) > k$. |
Lemma 3 motivates considering the vertex degree property of a hypergraph \( H \) which \( H \) satisfies if \( \forall \, v \in V(H) \) \(|\{ e \in E(H) \mid v \in e \}| \leq 2k \). Obviously, if \( H \) satisfies the vertex degree property, \( |E(H)| \in \mathcal{O}(|V(H)|) \).

When claiming runtime in \( \mathcal{O}(|V(H)|) \), we need to make clear how we assume \( H \) to be given as input. Note that in general the analogue of an incidence matrix for hypergraphs does not allow to check the vertex degree property in linear time. However a natural analogue of an adjacency list for hypergraphs, in which we list for each vertex the hyperedges it is incident to, can easily be seen to allow the following:

\( \blacktriangleright \) Remark 4.

\( \begin{align*}
&= \text{Checking if } H \text{ satisfies the vertex degree property in time in } \mathcal{O}(|V(H)|), \\
&= \text{and if } H \text{ satisfies the vertex degree property, checking the membership of a given vertex in a given hyperedge in constant time.}
\end{align*} \)

### 3 Path Decompositions of Incidence Graphs

The cutwidth of a hypergraph relates to the pathwidth of its incidence graph, in two ways: Firstly this parameter is bounded by the cutwidth and secondly its boundedness allows the decomposition of the hypergraph given as instance in a way that is useful for our algorithm.

We will elaborate on the properties that make the decomposition useful in Section 4 and for now focus on the definition of the parameter, proving the fact that it is bounded by cutwidth and showing that there is a decomposition of our hypergraph with certain properties.

\( \blacktriangleright \) Definition 5. The incidence graph \( G_1(H) \) of \( H \) is given by \( V(G_1(H)) = \{v_u \mid u \in V(H)\} \cup \{v_e \mid e \in E(H)\} \) and \( E(G_1(H)) = \{\{v_u, v_e\} \mid u \in e\} \).

For a thorough description of our algorithm, we need the following technical statement that allows us to transform our input into easily accessible information about the incidence graph in linear time. The proof is not difficult.

\( \blacktriangleright \) Lemma 6. Let \( H \) be a hypergraph that has the vertex degree property. The following can be computed in time in \( \mathcal{O}(|V(H)|) \) from our representation of \( H \):

\( \begin{align*}
&= \text{The representation of } G_1(H) \text{ by its adjacency list;}
&= \text{for each } x \in V(G_1(H)), \text{ type}(x) \in \{\text{`vertex'}, \text{`hyperedge'}\} \text{ with}
\end{align*} \)

\( \text{type}(x) = \begin{cases} 
\text{`vertex'} & \text{if } x \in \{v_u \in G_1(H) \mid u \in V(H)\} \\
\text{`hyperedge'} & \text{if } x \in \{v_e \in G_1(H) \mid e \in E(H)\} \end{cases} \);

\( \begin{align*}
&= \text{for each } x \in \{v_u \in V(G_1(H)) \mid u \in V(H)\} \text{ a lookup table for the corresponding } u \in V(H).
\end{align*} \)

The following definition was introduced by Robertson and Seymour [10]. It is a specialisation of the notion of tree decomposition and treewidth. Both have been studied in various contexts, one being as foundation for dynamic parameterised algorithms [3, Chapter 7].

\( \blacktriangleright \) Definition 7. A path decomposition of a graph \( G = (V, E) \) is a sequence \((X_1, \ldots, X_s)\) with \( X_i \subseteq V(G) \) such that

\( \begin{align*}
&= \forall e \in E(G) \exists \, 1 \leq i \leq s \text{ such that } e \subseteq X_i; \text{ and}
&= \forall v \in V(G) \exists \, 1 \leq i \leq j \leq s \text{ such that } v \in X_k \Leftrightarrow i \leq k \leq j.
\end{align*} \)

The width of a path decomposition \((X_1, \ldots, X_s)\) is defined as \( \text{width}((X_1, \ldots, X_s)) = \max_{1 \leq i \leq s} |X_i| - 1 \). The pathwidth of a graph \( G \) is defined as minimum width of a path decomposition of \( G \), i.e. \( \text{pw}(G) = \min_{(X_1, \ldots, X_s)} \text{width}((X_1, \ldots, X_s)) \). The \( X_i \) are called the bags of the path decomposition.
Theorem 8. Let $H$ satisfy the hyperedge cardinality assumption. If $\text{cw}(H) \leq k$ then $\text{pw}(G_1(H)) \leq k$.

Proof. Let $\varphi$ be a linear arrangement of $H$ with $\text{cw}(\varphi) \leq k$ and define for $i = 1, \ldots, |V(H)|$

\[ X_{2i-1} = \{ v_e | \exists v, w \in e \quad \varphi(v) < i \leq \varphi(w) \} \cup \{ v_{\varphi^{-1}(i)} \} \]

\[ X_{2i} = \{ v_e | \exists 2, v \in e \quad \varphi(v) \leq i < \varphi(w) \} \cup \{ v_{\varphi^{-1}(i)} \}. \]

\[ X_{2i-1} \cup X_{2i} \]

It is easy to verify that this defines a path decomposition of $G_1(H)$ with width at most $k$.

The boundedness of pathwidth in connection with the following well-known result will allow us to find a path decomposition of the incidence graph with bounded width in linear time.

Theorem 9 ([1]). Given some graph $G$, it can be decided in time in $\mathcal{O}(|V(G)|)$ if $\text{pw}(G) \leq k$ and if this is the case a path decomposition $(X_1, \ldots, X_s)$ of $G$ with width at most $k$ and $s \in \mathcal{O}(|V(G)|)$ can be computed in time in $\mathcal{O}(|V(G)|)$.

The remainder of this section is dedicated to transforming the path decomposition we obtain from Theorem 9 into a more convenient form. The first step is standard.

Definition 10. A path decomposition $(X_1, \ldots, X_s)$ is nice if for all $1 \leq i \leq s$ it holds that $|X_i \triangle X_{i-1}| = 1$. (We artificially set $X_0 = \emptyset$.) Then for every $X_i$ one of the following holds:

\( |X_i \setminus X_{i-1}| = 1\), then call $X_i$ introduce bag. We say $x$ with $\{ x \} = X_i \setminus X_{i-1}$ is introduced.

\( |X_{i-1} \setminus X_i| = 1\), then call $X_i$ forget bag. We say $x$ with $\{ x \} = X_{i-1} \setminus X_i$ is forgotten.

Lemma 11 ([2]). A path decomposition $(X_1, \ldots, X_s)$ of a graph $G$ can be transformed into a nice path decomposition $(X'_1, \ldots, X'_s)$ of $G$ in time in $\mathcal{O}(s \cdot \text{width}((X_1, \ldots, X_s)))$ without increasing the width and with $s' \in \mathcal{O}(s \cdot \text{width}((X_1, \ldots, X_s)))$.

The fact that we also need to handle hyperedges leads to some additional technicalities. For this reason we will want to use a nice path decomposition with an additional restriction, which we call extra niceness, in our dynamic program.

Definition 12. A path decomposition $(X_1, \ldots, X_s)$ of an incidence graph $G_1(H)$ is extra nice if it is nice and for all $e \in E(H)$ there is some $u \in e$ such that $v_u$ appears in the path decomposition before $v_e$, i.e. $\forall e \in E(H) \quad \min_{v_e \in X_e} \min_{u \in e} i < \min_{v_u \in X_u} i$.

Just like path decompositions can be efficiently be transformed into nice path decompositions, it is easy to modify nice path decompositions of an incidence graph to obtain extra nice path decompositions efficiently.

Lemma 13. Let $H$ satisfy the hyperedge cardinality assumption and have the vertex degree property. A nice path decomposition $(X_1, \ldots, X_s)$ of $G_1(H)$ can be transformed into an extra nice path decomposition $(X'_1, \ldots, X'_s)$ of $G_1(H)$ in time in $\mathcal{O}(s \cdot \text{width}((X_1, \ldots, X_s))^2)$ without increasing the width.

The results of this section applied in series prove the following theorem:

Theorem 14. Given a hypergraph $H$ that satisfies the hyperedge cardinality assumption and has the vertex degree property it can be decided in time in $\mathcal{O}(|V(H)|)$ if $\text{pw}(G_1(H)) \leq k$ and, if this is the case, an extra nice path decomposition $(X_1, \ldots, X_s)$ of $G_1(H)$ with width at most $k$ and $s \in \mathcal{O}(|V(H)|)$ can be computed in time in $\mathcal{O}(|V(H)|)$.

After the observations in this section we may assume to have an extra nice path decomposition $(X_1, \ldots, X_s)$ of $G_1(H)$ with $s \in \mathcal{O}(|V(H)|)$ and $\text{width}((X_1, \ldots, X_s)) \leq k$. 
4 A Linear Time Algorithm for $k$-CWLA

Using our path decomposition we will dynamically construct a linear arrangement with bounded cutwidth, working on hypergraphs $H_i$ that grow along the path decomposition and are contained in $H$ in a certain sense.

Definition 15. For a hypergraph $H$ and some $W \subseteq V(H)$ and $F \subseteq E(H)$ the trimmed subhypergraph of $H$ induced by $W$ and $F$ is defined as $H[W,F]$ with vertex set $V(H[W,F]) = W$ and hyperedge set $E(H[W,F]) = \{ e \cap W \mid e \in F \}$. We call a hypergraph $H'$ trimmed subhypergraph of $H$ if there are $W \subseteq V(H)$ and $F \subseteq E(H)$ such that $H' = H[W,F]$.

Definition 16. For a linear arrangement $\varphi$ of $H = (V,E)$ and some $H' = (V',E')$ trimmed subhypergraph of $H$ define the restriction of $\varphi$ to $H'$, $\varphi|_{H'}$, to be the unique linear arrangement of $H'$ such that $\forall v, w \in V(H') \quad \varphi(v) \leq \varphi(w) \Leftrightarrow \varphi|_{H'}(v) \leq \varphi|_{H'}(w)$.

Correspondingly, if $\psi$ is a linear arrangement of $H = (V,E)$ and $\varphi$ is the restriction of $\psi$ to some $H' = (V',E')$ where $V' \subseteq V$ and $E' = \{ e \cap V' \mid e \in E'' \}$ where $E'' \subseteq E$, then $\psi$ is an extension of $\varphi$. For a vertex $v \in V(H) \setminus V(H')$ and $1 \leq p < |V(H')|$, we say that $v$ is inserted into position $p$ of $\varphi$ by $\psi$, if $\psi(v) \in \{ \psi(\varphi^{-1}(p)), \ldots, \psi(\varphi^{-1}(p + 1)) \}$, and that $v$ is inserted into position $0$ or $\varphi$ by $\psi$ if $\psi(v) < \psi(\varphi^{-1}(1))$, and into position $|V(H')|$ of $\varphi$ by $\psi$ if $\psi(v) > \psi(\varphi^{-1}(|V(H')|))$.

Remark 17. Note that restrictions are indeed well-defined as a linear arrangement of $V(H)$ infers a unique linear arrangement of any subset of $V(H)$.

We are interested specifically in the following trimmed subhypergraphs of $H$, along which we will later iteratively extend our linear arrangement.

Definition 18. For $1 \leq i \leq s$ define $H_i = H[\{ u \in V(H) \mid v_u \in \bigcup_{i \leq j \leq s} X_j \}, \{ e \in E(H) \mid v_e \in \bigcup_{i \leq j \leq i} X_j \}]$, and $H_0 = (\emptyset, \emptyset)$.

Assume to be at stage $1 \leq i \leq s$ when traversing the path decomposition, and let $\varphi$ be a linear arrangement of $H_i$ that we want to extend. The vertices of $H$ that are represented in $X_i$, as well as the outermost vertices of (possibly trimmed) hyperedges that are represented in $X_i$, are of particular interest. This is due to the fact that, by the properties of a path decomposition, these are the vertices that may be important in a certain sense, when updating information about $\varphi$ to extensions that include parts of the hypergraph that are still to be encountered. We formalise this intuition in the following definition and characterising remark.

Definition 19. We say a vertex $v \in V(H_i)$ is unimportant after $\varphi$ if

- all hyperedges of $H$, incident to $v$ are considered in $E(H_i)$, i.e. $\forall e \in E(H) \quad v \in e \Rightarrow e \cap V(H_i) \subseteq E(H_i)$; and

- no hyperedge of $H$, containing vertices from $V(H_i)$, as well as $V(H) \setminus V(H_i)$, has any $v$ as left- or rightmost vertex in $\varphi$, i.e.

\[ \forall e \in E(H) \quad e \cap V(H_i) \neq \emptyset \land e \cap (V(H) \setminus V(H_i)) \neq \emptyset \Rightarrow \arg\min_{w \in e \cap V(H_i)} \varphi(w) \neq v \land \arg\max_{w \in e \cap V(H_i)} \varphi(w) \neq v. \]

Let $1 \leq i \leq s$ and $\varphi$ be a linear arrangement of $H_i$. The set of vertices distinguished by $\varphi$ is the set $\{ u \in V(H) \mid v_u \in X_i \} \cup \{ \arg\min_{w \in e \cap V(H_i)} \varphi(w), \arg\max_{w \in e \cap V(H_i)} \varphi(w) \mid v_e \in X_i \}$.
Remark 20. Note that by the properties of a path decomposition in particular all vertices in $V(H_i) \setminus \{u \in V(H) \mid v_u \in X_i\}$ \{ $\frac{\arg\max \phi(u)}{\arg\max \phi(u) \mid v_u \in X_i}$ \} are unimportant (w.r.t. the size of the hypergraph) linear arrangements at each stage. We give the details in Section 4.1 and use these results in Section 4.2 to give a linear time algorithm for $k$-CWLA.

### 4.1 Identifying Partial Linear Arrangements

We use the same idea as in [11] to give a condition under which two linear arrangements of $H_i$ for some $i \in \{1, \ldots, s\}$ either can both, or can both not be extended to a complete linear arrangement of $H$ satisfying the cutwidth bound. More specifically we consider the relative order of distinguished vertices in such linear arrangements and where exactly, vertices that are yet to be encountered may be inserted. In certain cases we will be able to shift vertices that are not distinguished and are strewn between vertices distinguished by $\phi$ between two distinguished vertices that are consecutive w.r.t. $\phi$ without increasing the cutwidth.

Lemma 21. Let $1 \leq i \leq s$ and $\phi$ be a linear arrangement of $H_i$. Assume there are $p$ and $q \in \mathbb{N}$ such that

1. $\text{cw}(\phi, p) = \min_{0 \leq j \leq q} \text{cw}(\phi, p + j)$ and $\text{cw}(\phi, p + q) = \max_{0 \leq j \leq q} \text{cw}(\phi, p + j)$; and
2. $\phi^{-1}(p + 1), \ldots, \phi^{-1}(p + q)$ are unimportant after $\phi$.

Let $\psi$ be a linear arrangement of $H$ that extends $\phi$. Obtain $\psi'$ from $\psi$ by shifting for each $1 \leq j \leq q$ the vertices from in between $\phi^{-1}(p + j)$ and $\phi^{-1}(p + j + 1)$ to in between $\phi^{-1}(p)$ and $\phi^{-1}(p + 1)$ and otherwise maintaining the same relative ordering as given by $\psi$. Formally the described $\psi'$ is defined by:

$$
\psi'(v) = \begin{cases} 
\psi(v) - \tilde{j} & \text{if } \psi(\phi^{-1}(p + \tilde{j})) < \psi(v) < \psi(\phi^{-1}(p + \tilde{j} + 1)) \\
\psi(\phi^{-1}(p + q + 1)) - (q + 1 - \tilde{j}) & \text{if } v = \phi^{-1}(p + \tilde{j}) \text{ for some } 1 \leq \tilde{j} \leq q \\
\psi(v) & \text{otherwise}
\end{cases}
$$

Then $\text{cw}(\psi') \leq \text{cw}(\psi)$.

Remark 22. See Figure 1 for an illustration of how $\phi$, $\psi$ and $\psi'$ relate.

Proof. Note that if $j \notin \{\phi(\phi^{-1}(p + 1)), \ldots, \phi(\phi^{-1}(p + q + 1))\}$ by construction of $\psi'$ it holds that $\forall v \in V(H) \phi(v) \leq j \iff \psi'(v) \leq j$. So for all such $j$ we have $\text{cw}(\psi, j) = \text{cw}(\psi', j)$. It remains to consider positions between $\phi(\phi^{-1}(p + 1))$ and $\phi(\phi^{-1}(p + q + 1)) - 1$. For $\tilde{j} \in \{\phi(\phi^{-1}(p + 1)), \ldots, \phi(\phi^{-1}(p + 2))\}$ we will find $j \in \mathbb{N}$ such that $\text{cw}(\psi', j') \leq \text{cw}(\psi, j)$.

We distinguish two cases according to the cases considered in the definition of the value of $\psi'$ at $\phi^{-1}(j')$:

Case 1: $\phi(\phi^{-1}(p + \tilde{j})) < \phi'(\phi^{-1}(j')) < \phi(\phi^{-1}(p + \tilde{j} + 1))$ for some $1 \leq \tilde{j} \leq q$.

One can set $j = \phi'(\phi^{-1}(j'))(= \tilde{j}' + \tilde{j})$ (see Figure 1, red), and use the fact that $\phi^{-1}(p + 1), \ldots, \phi^{-1}(p + q)$ are unimportant after $\phi$, and the fact that $\text{cw}(\phi, p) \leq \text{cw}(\phi, p + j)$ to show $\text{cw}(\psi', j') \leq \text{cw}(\psi, j)$.

Case 2: $\phi'(\phi^{-1}(j')) = \phi^{-1}(p + j)$ for some $1 \leq \tilde{j} \leq q$. One can set $j = \phi'(\phi^{-1}(p + j))$ (see Figure 1, blue), and use the fact that $\phi^{-1}(p + 1), \ldots, \phi^{-1}(p + q)$ are unimportant after $\phi$, and the fact that $\text{cw}(\phi, p + \tilde{j}) \leq \text{cw}(\phi, p + q)$ to show $\text{cw}(\psi', j') \leq \text{cw}(\psi, j)$.

\hspace{1cm}
One can show an analogous result for the smallest cutwidth being at the largest position:

**Lemma 23.** Let $1 \leq i \leq s$ and $\varphi$ be a linear arrangement of $H_i$. Assume there are $p$ and $q \in \mathbb{N}$ such that

(i) $\text{cw}(\varphi, p + q) = \min_{0 \leq j \leq q} \text{cw}(\varphi, p + j)$ and $\text{cw}(\varphi, p) = \max_{0 \leq j \leq q} \text{cw}(\varphi, p + j)$; and

(ii) $\varphi^{-1}(p + 1), \ldots, \varphi^{-1}(p + q)$ are unimportant after $\varphi$.

Let $\psi$ be a linear arrangement of $H$ that extends $\varphi$. Obtain $\psi'$ from $\psi$ by shifting for each $0 \leq j \leq q$ the vertices from in between $\varphi^{-1}(p + j)$ and $\varphi^{-1}(p + j + 1)$ to in between $\varphi^{-1}(p + q)$ and $\varphi^{-1}(p + q + 1)$ and otherwise maintaining the same relative ordering as given by $\psi$. Then $\text{cw}(\psi') \leq \text{cw}(\psi)$.

Lemma 21 and Lemma 23 yield:

**Lemma 24.** Let $1 \leq i \leq s$ and $\varphi$ be a linear arrangement of $H_i$.

1. If $p \in \{1, \ldots, |V(H_i)| - 1\}$ is a position, $\varphi^{-1}(p + 1)$ is not a vertex distinguished by $\varphi$, and $\text{cw}(\varphi, p) = \text{cw}(\varphi, p + 1)$, then there is a linear arrangement $\psi'$ of $H$ that extends $\varphi$ such that $\text{cw}(\psi') = \psi_{\text{extension of } \varphi \text{ to } H} \text{cw}(\psi)$, and no vertex is inserted into position $p + 1$ of $\varphi$ by $\psi'$.

2. If $q \geq 2$ and $p \in \{1, \ldots, |V(H_i)| - 1 - q\}$ is a position, for all $1 \leq j \leq q$, $\varphi^{-1}(p + j)$ is not a vertex distinguished by $\varphi$, and $\min_{0 \leq j \leq q} \text{cw}(\varphi, p + j) = \text{cw}(\varphi, p + j)$ and $\max_{0 \leq j \leq q} \text{cw}(\varphi, p + j) = \text{cw}(\varphi, p + q)$ or vice versa, then there is a linear arrangement $\psi'$ of $H$ that extends $\varphi$ such that $\text{cw}(\psi') = \psi_{\text{extension of } \varphi \text{ to } H} \text{cw}(\psi)$, and no vertex is inserted into any of the positions $p + 1, \ldots, p + q - 1$ of $\varphi$ by $\psi'$.

**Proof.** Apply Lemma 21 or Lemma 23 to $\psi$ and the relevant positions, where $\psi$ is any linear arrangement of $H$ that extends $\varphi$ and achieves minimal cutwidth among these. □

This immediately relates to so called typical sequences. Such sequences were introduced and studied in [2] (and implicitly in [5]) where it was shown that there are boundedly many as well as that they have bounded length. These bounds will be important for us later on.

**Definition 25.** For a sequence of natural numbers $n_1 \ldots n_t$, its **typical sequence**, $\tau(n_1 \ldots n_t)$, arises from $n_1 \ldots n_t$ by performing the following operations until neither of them is applicable anymore:

- Removing consecutive repetitions of entries; or
- removing subsequences $n_{i_2} \ldots n_{i_{u-1}}$, with $u \geq 3$
  and $\min_{0 \leq j \leq u} n_{i_j} = n_i$ and $\max_{0 \leq j \leq u} n_{i_j} = n_i$, or vice versa.

A sequence of natural numbers is **typical** if it is the typical sequence of some sequence.
Note that for a sequence \( n_1 \ldots n_t \), its typical sequence can be computed by going through the sequence repeatedly and performing the two operations until no longer possible. As the operations necessarily shorten the sequence, this can be done in time in \( \mathcal{O}(t^2) \).

- **Lemma 26 ([2, Lemma 3.5])**. There are no more than \( \frac{5}{3} 2^{2k} \) different typical sequences whose entries are bounded by \( k \).

- **Lemma 27 ([2, Lemma 3.3(ii)])**. A typical sequence whose entries are bounded by \( k \) has length at most \( 2k - 1 \).

By iterating Lemma 21 and Lemma 23 and making the additional observation that we never shift vertices into a position of \( \varphi \) whose cutwidth is removed in the typical sequences of the cutwidths between distinguished vertices, we can refine Lemma 24 to:

- **Lemma 28**. Let \( 1 \leq i \leq s \) and \( \varphi \) be a linear arrangement of \( H_i \). Then there is a linear arrangement \( \varphi' \) of \( H \) that extends \( \varphi \) such that \( cw(\varphi') = \min_{\psi : \text{extension of } \varphi} cw(\psi) \), and for \( q \geq 1 \) and a position \( p \in \{1, \ldots, |V(H_i)_t| - 1 - q\} \) such that \( \varphi^{-1}(p) \) and \( \varphi^{-1}(p + q + 1) \) are distinguished by \( \varphi \), all \( \varphi^{-1}(p + j) \) are not distinguished by \( \varphi \), no vertex is inserted into any position \( p' \) of \( \varphi \) such that \( cw(\varphi, p') \) is removed in \( \tau(cw(\varphi, p) \ldots cw(\varphi, p + q)) \) by \( \varphi' \).

- **Definition 29**. For a linear arrangement \( \varphi \) of \( H_i \) with \( 1 \leq i \leq s \), \( p \in \{1, \ldots, |V(H_i)| - 1\} \) is a typical insertion position of \( \varphi \), if it is a position into which an extension of \( \varphi \) to \( H \) as described in Lemma 28 inserts vertices. \( 0 \) and \( |V_i| \) are always typical insertion positions of \( \varphi \). I.e. \( p \) is a typical insertion position of \( \varphi \) if \( p \) is not removed in \( \tau(cw(\varphi, \max_{p' : p < p'} (p')) \ldots cw(\varphi, \min_{p' : p > p'} (p'))) \). We define insertion-typical linear arrangements inductively: The empty linear arrangement of \( H_0 \) is insertion-typical. For \( 1 \leq i + 1 \leq s \), a linear arrangement is a insertion-typical linear arrangement of \( H_{i+1} \) if it arises from an insertion-typical linear arrangement of \( H_i \) by insertion of the at most one introduced vertex into a typical insertion position of this linear arrangement.

- **Remark 30**. Let \( 1 \leq i \leq s \) and \( \varphi \) be a linear arrangement of \( H_i \). Because, by definition, there is always a maximum value entry of \( n_1 \ldots n_t \) in \( \tau(n_1 \ldots n_t) \), there is a typical insertion position \( p \in \{1, \ldots, |V(H_i)| - 1\} \) such that \( cw(\varphi) = cw(\varphi, p) \).

- **Remark 31**. An insertion-typical linear arrangement with cutwidth at most \( k \) has at most \( (2k - 1)^2 \in \mathcal{O}(k^2) \) typical insertion positions. This follows from the fact that at most \( 2k \) vertices are distinguished by a linear arrangement between every two consecutive of which, by Lemma 27, the cutwidths at typical insertion positions form a sequence of length \( \leq 2k - 1 \).

- **Remark 32**. Let \( 1 \leq i \leq s \) and \( \varphi \) be an insertion-typical linear arrangement of \( H_i \) with a typical insertion position \( p \) of \( \varphi \). Then \( p' = \max\{q \in \{0, \ldots, |V(H_{i-1})| \mid \varphi^{-1}(q) \leq p\} \) is a typical insertion position of \( \varphi|_{H_{i-1}} \). Otherwise, assume \( cw(\varphi|_{H_{i-1}}, p') \) to be removed in the typical sequence of the cutwidths among which the cutwidth at \( p' \) is considered. Because vertices in \( V(H_i) \setminus V(H_{i-1}) \) are only inserted into typical insertion positions of \( \varphi|_{H_{i-1}} \) by \( \varphi \), hyperedges that are considered in \( H_i \) but not in \( H_{i-1} \) only contain vertices that are distinguished by \( \varphi|_{H_{i-1}} \), the cutwidth increase is uniform for the cutwidths among which the cutwidth at \( p' \) is considered when moving from \( \varphi|_{H_{i-1}} \) to \( \varphi \). This contradicts \( p \) being a typical insertion position of \( \varphi \).

- **Theorem 33**. If \( cw(H) \leq k \), then there is an insertion-typical linear arrangement \( \psi \) of \( H \) such that \( cw(\varphi) \leq k \).
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Proof. Let \( \psi \) witness \( \text{cw}(H) \leq k \). \( \psi|_{H_0} \) is trivially insertion-typical. By applying Lemma 28 to \( \psi|_{H_0} \) and \( \psi \) we can modify \( \psi \) in a way that \( \psi|_{H_1} \) is insertion-typical while maintaining the same restriction to \( H_0 \) and the cutwidth bound of \( k \). (This first step is somewhat pathological, since no actual modification is needed.)

Similarly we can use Lemma 28 on the restriction of this modified \( \psi \) to \( H_1 \) and this modified \( \psi \) to obtain a \( \psi \) with an insertion-typical restriction to \( H_2 \) while maintaining the same restriction to \( H_1 \), and hence also to \( H_0 \), and the cutwidth bound of \( k \). Iterating this procedure up to \( s \) proved the statement.

4.2 The Dynamic Programming Procedure

Theorem 33 allows us to consider only insertion-typical linear arrangements along the path decomposition. In the following, we describe a dynamic program to construct linear arrangements of the trimmed subhypergraphs induced by the extra nice path decomposition while enforcing a bound of \( k \) on their cutwidth. As is usual for algorithms processing path decompositions, we first define our records (i.e. the information stored about each partial solution), what they look like for the initial (empty) stage and how to infer a complete solution from the record at the last stage. Then we describe how to update these records when encountering introduce- and forget bags respectively.

The records. For \( 1 \leq i \leq s \) our record consists of the following for each insertion-typical linear arrangement \( \varphi \) of \( H_i \) with cutwidth at most \( k \):

- The working information, which is the weak order \( \prec_\varphi \) on \( \{u \in V(H) \mid v_u \in X_i \} \cup \{(e, \text{left}), (e, \text{right}) \mid e \in E(H) \land v_e \in X_i \} \) and the cutwidths of \( \varphi \) at each typical insertion position, that is given in the following way:
  - for \( v, w \in \{u \in V(H) \mid v_u \in X_i \} \), \( v \prec_\varphi w \), iff \( \varphi(v) < \varphi(w) \);
  - for \( v \in \{u \in V(H) \mid v_u \in X_i \} \), \( v \prec_\varphi (e, \text{left}) \), iff \( \varphi(v) < \min_{w \in e \cap V(H_i)} \varphi(w) \) (analogously for (e, right) and \( \max_{w \in e \cap V(H_i)} \varphi(w) \));
  - for \( v \in \{u \in V(H) \mid v_u \in X_i \} \) and a typical insertion position \( p \in \{1, \ldots, |V(H_i)| - 1 \} \), \( v \prec_\varphi \text{cw}(\varphi, p) \), iff \( \varphi(v) < p \);
  - for \( (e, \text{left}) \) and a typical insertion position \( p \in \{1, \ldots, |V(H_i)| - 1 \} \), \( v \prec_\varphi \text{cw}(\varphi, p) \), iff \( \min_{w \in e \cap V(H_i)} \varphi(w) < p \) (analogously for (e, right) and \( \max_{w \in e \cap V(H_i)} \varphi(w) \));
  - for typical insertion positions \( p \) and \( q \), \( \text{cw}(\varphi, p) \prec_\varphi \text{cw}(\varphi, q) \), if \( p < q \).

- The solution information, which in turn consists of
  - a map \( \text{pos} : (\text{cw}(\varphi, p))_p \) a typical insertion position of \( \varphi \) \( \rightarrow \{0, \ldots, |V(H_i)|\} \), that associates each cutwidth value which is stored in the working information to the typical insertion position at which it is attained;
  - a pointer \( \text{prec} \) to the entry in the record at the preceding stage, that corresponds to \( \varphi|_{H_{i-1}} \);
  - and, if \( X_i \) introduces \( v_u \) for some \( u \in V(H) \), the solution information also specifies \( \text{ins} \in \{0, \ldots, |V(H_{i-1})|\} \) to be \( \text{cw}(\varphi|_{H_{i-1}}, p) \) where \( p \) is the typical insertion position of \( \varphi|_{H_{i-1}} \) which \( u \) is inserted into by \( \varphi \).

Then the initial record (for \( i = 0 \)) is given by a single cutwidth value 0 as working information, and the single cutwidth value 0 in the working information is mapped to position 1 by \( \text{pos} \).

If the record at stage \( s \) is empty then there is no insertion-typical linear arrangement of \( H_s = H \) with cutwidth at most \( k \). In this case we output that no linear arrangement of \( H \) satisfying cutwidth bound \( k \) exists. By Theorem 33 this means \( \text{cw}(H) > k \). Otherwise there is an entry in the record at stage \( s \) which corresponds to an insertion-typical linear
arrangement of \( H \) with (using Remark 30) cutwidth at most \( k \), hence in particular a solution to \( k\text{-CWLA} \). We can retrace this linear arrangement using the solution information: Starting the entry in the record at stage \( i \), iteratively traverse the entries corresponding to the restriction at the preceding stage by using the \( \text{prec} \)-pointers in every step. Concurrently save all encountered \( \text{ins} \) in reverse order. By definition, the \( j \)-th element of the resulting sequence \( \pi = \pi_1 \ldots \pi_{|V(H)|} \) describes the position of the vertex \( v \in V(H) \) such that \( v_w \) is the \( j \)-th of \( \{ v_w \mid w \in V(H) \} \) that is introduced in our path decomposition, relative to the \( j-1 \) first such vertices. This allows us to reconstruct the linear arrangement, e.g. as a linked list of vertices of \( H \), representing the order in which it enumerates \( V(H) \): For \( j = 1, \ldots, |V(H)| \) Set the \( j \)-th introduced vertex to be between the \( \pi_j \)-th and (\( \pi_j +1 \))-th element of the list constructed so far. As inserting into a linked list, takes constant time, the construction runs in time linear in the number of bags of the path decomposition, which in turn is linear in the size of the incidence graph because it is nice.

In the following we describe how to update records when encountering introduce- and forget bags respectively. Proofs for correctness can be given by technical, but straightforward inductions on the stage, using the properties of a nice path decomposition and Remarks 30 and 32. It is also easy to check, using the bound from Remark 31 that the runtime of each of the given procedures lies in \( O(k^3) \).

**Introduce bag.** Let \( 1 \leq i \leq s \), assume to have the record for stage \( i \) and that \( X_{i+1} \) is a bag that introduces \( v \in G_1(H) \). We do a case distinction on the type of \( v \):

\( v = v_w, \) for some \( w \in V(H) \). A insertion-typical linear arrangement of \( H_{i+1} \) arises from an insertion-typical linear arrangement of \( H_i \) by inserting \( w \) into a typical insertion position of that linear arrangement. By induction hypothesis, there is an entry in the record at stage \( i \) for such a linear arrangement \( \varphi \) which also contains all cutwidths at typical insertion positions of \( \varphi \) in form of the \( \text{dom}(\varphi) \setminus \{ \varphi \} \setminus V(H_i) \). So, for every entry of the record at stage \( i \) which corresponds to \( \varphi \), and for each element \( c e, \varphi \) \in \( \text{dom}(\varphi) \setminus \{ \varphi \} \setminus V(H_i) \), create an entry of the record at stage \( i+1 \) that corresponds to the linear arrangement \( \varphi' \) arising from \( \varphi \) by inserting \( w \) into position \( \text{pos}(c) \) of \( \varphi \). The working- and solution information for this entry can be obtained in the following way: Obviously \( \text{prec} \) points to the entry for \( \varphi \) and \( \text{ins} = \text{pos}(c) \).

Define \( \varphi \) on \( \text{dom}(\varphi) \setminus \{ e \} \cup \{ c_{\text{left}}, c_{\text{right}}, w \} \) by setting \( x <_{\varphi'} y \) whenever \( x, y \in \text{dom}(\varphi) \) and \( x <_{\varphi} y; x <_{\varphi'} y \) if \( x \in \{ c_{\text{left}}, c_{\text{right}}, w \}, y \in \text{dom}(\varphi) \) and \( c <_{\varphi} y; \) and \( c_{\text{left}} <_{\varphi'} w <_{\varphi'} c_{\text{right}} \). Intuitively, in this way we fix the correct relative position of \( w \) in \( \varphi \). The position corresponding to \( c \) is split up by the insertion of \( w \) into that position.

For every \( e \in \{ f \in E(H) \mid v_f \in X_{i+1} \} = \{ f \in E(H) \mid v_f \in X_i \} \), if \( w \in e \) and \( w <_{\varphi'} (e, \text{left}) \), increment every cutwidth value \( d \) with \( w <_{\varphi'} d <_{\varphi'} (e, \text{left}) \) by one, and set \( (e, \text{left}) <_{\varphi'} x \) if \( w <_{\varphi'} x \), i.e., \( (e, \text{left}) =_{\varphi'} w \). Similarly, if \( w \in e \) and \( (e, \text{right}) <_{\varphi'} w \), we increment every cutwidth value \( d \) with \( (e, \text{right}) <_{\varphi'} d <_{\varphi'} w \) by one, and set \( (e, \text{right}) <_{\varphi'} x \) if \( w <_{\varphi'} x \), i.e., \( (e, \text{right}) =_{\varphi'} w \). – Intuitively, in this way we increment the cutwidth values at positions at which a hyperedge contributes to the cutwidth value only after taking \( w \) into account. If, at any point, we surpass \( k \) by these incrementations, we abort and do not add the entry to the record, as it corresponds to a linear arrangement violating the cutwidth bound.

For every \( d \in \text{dom}(\varphi) \setminus V(H_{i+1}) \setminus \{ c_{\text{left}}, c_{\text{right}} \} \), \( \text{pos} \) remains the same, if \( d <_{\varphi'} c_{\text{left}} \), and is increased by one otherwise. We also set \( \text{pos}(c_{\text{left}}) \) to be the evaluation of the old \( \text{pos} \) of \( c \) and \( \text{pos}(c_{\text{right}}) = \text{pos}(c_{\text{left}}) + 1 \). – Intuitively this means we shift the positions in a way to make space for the newly split position, that was created by the insertion of \( w \).

Finally, note that after these modifications our information might include cutwidths at positions that are no longer typical insertion positions (e.g. because the cutwidth values around a position changed). To amend this, we can apply the typical sequence operator \( \tau \) to
sequences of cutwidth values that are between the remaining elements of \( \text{dom}(\prec_\varphi) \cap \{ u \in V(H) \mid v_u \in X_1 \} \cup \{ (e, \text{left}), (e, \text{right}) \mid e \in E(H) \land v_e \in X_i \} \) and delete the cutwidths removed by this operation from the domains of \( \prec_\varphi \) and \( \text{pos} \).

\( v = v_e \) for some \( e \in E(H) \). An insertion-typical linear arrangement of \( H_{i+1} \) is by definition also an insertion-typical linear arrangement of \( H_i \). So, for every entry of the record at stage \( i \) which corresponds to some \( \varphi \) we create an entry of the record at stage \( i + 1 \) also corresponding to \( \varphi \). We need to adapt the working- and solution information to take \( e \) into account in the cutwidths of \( \varphi \): Let \( \text{prec} \) point to the entry corresponding to \( \varphi \) in the record at stage \( i \). Because of the extra niceness of our path decomposition there is at least one vertex of \( e \) represented in \( X_{i+1} \). Let \( v \) be the \( \prec_\varphi \)-minimal, and \( v' \) to be the \( \prec_\varphi \)-maximal \( w \in e \cap \{ w \in V(H) \mid v_w \in X_{i+1} \} \) (\( v = v' \) is possible). Set \((e, \text{left}) \prec_\varphi x \) if \( v < \prec_\varphi x \), i.e. \((e, \text{left}) = \varphi; v \)' and set \((e, \text{right}) \prec_\varphi x \) if \( v' < \prec_\varphi x \), i.e. \((e, \text{right}) = \varphi; v' \)' Intuitively, we find the outermost vertices of \( e \) and set the markers \((e, \text{left}) \) and \((e, \text{right}) \) correspondingly. Leave \( \prec_\varphi \) and \( \text{pos} \) unchanged.

Increment all cutwidth values \( c \in \text{dom}(\prec_\varphi) \) with \((e, \text{left}) \prec_\varphi c \prec_\varphi (e, \text{right}) \) by one. – Intuitively this corresponds to counting \( e \) in all cutwidth values, to which it contributes when it is considered. If we surpass \( k \) as a cutwidth value by these incrementations, we abort and do not add the entry to the record, as it corresponds to a linear arrangement violating the cutwidth bound. Because this incrementation actually only changes the cutwidth values uniformly for a sequence of cutwidths between distinguished vertices, the typical insertion positions remain unchanged by the consideration of \( e \).

**Forget bag.** Let \( 1 \leq i \leq s \), assume to have the record for stage \( i \) and that \( X_{i+1} \) is a bag that forgets \( v \in G_1(H) \). By definition, in this situation, an insertion-typical linear arrangement of \( H_{i+1} \) is also an insertion-typical linear arrangement of \( H_i \). Moreover the cutwidth values of any such linear arrangement do not change when moving from \( H_i \) to \( H_{i+1} \). Thus, we only have to remove elements from the domain of \( \prec_\varphi \) after forgetting \( v \) and make exactly the same amendments described in the last paragraph of the case of a bag introducing \( v_w \) with \( w \in V(H) \), because the removal of certain distinguished vertices might lead to fewer typical insertion positions. For the first step, we remove \( w \) from the domain of \( \prec_\varphi \), if \( v = v_w \), and remove \((e, \text{left}) \) and \((e, \text{right}) \) from the domain of \( \prec_\varphi \), if \( v = v_e \).

As presented, the dynamic program solves \( \kappa\text{-CWLA} \), given a path decomposition of width at most \( k \), in time in \( \mathcal{O}(|V(H)| \cdot \text{b} \cdot k^3) \), where \( \text{b} \) is a bound on the largest number of insertion-typical linear arrangements with cutwidth at most \( k \) at a stage. However, at closer inspection, we realise that during the dynamic program solution information is only used to update solution information, and never working information. What is more, solution information is never used to check the cutwidth bound, i.e. to exclude potential linear arrangements, but solely to reconstruct a solution, after a successful traversal of the path decomposition. This implies that actually two insertion-typical linear arrangements with cutwidth at most \( k \) can be either both or both not be extended to such a linear arrangement of \( H \) if they imply the same solution information. Thus during the algorithm, we only need to add an entry to a record at stage \( i \), if there is no entry with the same solution information already. With this additional argument the runtime of the algorithm lies in \( \mathcal{O}(|V(H)| \cdot \omega \cdot k^3) \), where \( \omega \) is the number of possibilities for working information of an insertion-typical linear arrangement with cutwidth at most \( k \). We can bound \( \omega \) by \( (2k)! \cdot (\frac{8}{2^k})^{2k-1} \) using Lemma 26 and the bounded width of the path decomposition.
Thus we obtain a linear time algorithm for $k$-CWLA, by first checking the vertex degree property, in case of a positive answer computing an extra nice tree decomposition and, in case of success applying the described dynamic program, and outputting $cw(H) > k$ if any stage fails.

**Theorem 34.** $k$-CWLA can be solved in time in $O(|V(H)|)$ and $O^*(2^{O(k^2)})$.

### 5 Future Work – Using a Tree Decomposition of the Incidence Graph

One can show that the cutwidth of a hypergraph is equal to the product of its maximum vertex degree and the pathwidth of its incidence graph. Hence our algorithm immediately infers an algorithm for solving the MINIMUM CUT LINEAR ARRANGEMENT PROBLEM in FPT-time parameterised by the maximum vertex degree and the pathwidth of its incidence graph. Reductions in literature show that dropping the restriction on the incidence pathwidth results in NP-hardness [9, Corollary 2.10], and can easily be modified to show the same for dropping the restriction on the maximum vertex degree [9, slight modification of the proof of Lemma 2.4]. (It is not difficult to see that graphs of bounded path- or treewidth also have bounded incidence path- or treewidth respectively.) In this sense, the algorithm is tight.

However the natural question arises, whether incidence pathwidth can be generalised to incidence treewidth. This has been successfully achieved for the analogous algorithm for $k$-CWLA restricted to graphs [12], and also seems possible for hypergraphs. The idea is, to extend the given dynamic program to also be able to handle tree decompositions of the incidence graph, by specifying the behaviour at join bags. In this situation partial linear arrangements for each trimmed subhypergraph corresponding to a bag immediately below the join bag have to “interleave”. The number of possibilities for them to do so, is linear in the size of the hypergraph, however we can argue as in Section 4.1 that only interleaving at typical insertion positions of the respective partial linear arrangements needs to be considered.

### References
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Abstract

The class of even-hole-free graphs is very similar to the class of perfect graphs, and was indeed a cornerstone in the tools leading to the proof of the Strong Perfect Graph Theorem. However, the complexity of computing a maximum independent set (MIS) is a long-standing open question in even-hole-free graphs. From the hardness point of view, MIS is W[1]-hard in the class of graphs without induced 4-cycle (when parameterized by the solution size). Halfway of these, we show in this paper that MIS is FPT when parameterized by the solution size in the class of even-hole-free graphs. The main idea is to apply twice the well-known technique of augmenting graphs to extend some initial independent set.

1 Introduction

Given a (finite, simple, undirected) graph \( G = (V, E) \) we say that a subset of vertices \( I \subseteq V \) is independent if every two vertices in \( I \) are non-adjacent. The maximum independent set problem is the problem of finding an independent set of maximum cardinality in a given graph \( G \). This problem is NP-hard even for planar graphs of degree at most three [5], unit disk graphs [3], and \( C_4 \)-free graphs [1]. To see that the independent set problem is NP-hard in the class of \( C_4 \)-free graphs, one can use the following observation by Poljak [10]. Namely, \( \alpha(G') = \alpha(G) + 1 \) where the graph \( G' \) is obtained from \( G \) by replacing a single edge with a \( P_4 \) (i.e., subdividing it twice). By replacing every edge with a \( P_4 \) we obtain a graph that has girth at least nine, and thus MIS is NP-hard for \( C_4 \)-free graphs. Similarly, MIS is NP-hard for the class of graphs with girth at least \( l \), where \( l \in \mathbb{N} \) is fixed.

On the contrary, when the input is restricted to some particular class of graphs the problem can be solved efficiently. Examples of such classes are bipartite graphs [8], chordal...
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graphs [6] and claw-free graphs [9, 11]. The maximum independent set problem is also polynomially solvable when the input is restricted to the class of perfect graphs using the ellipsoid method [7], but it remains an open question to find a combinatorial algorithm\(^1\) in this case. In fact, we do not even have a combinatorial FPT algorithm for the maximum independent set problem on perfect graphs.

Closely related to the class of perfect graphs is the class of even-hole-free graphs. The class of even-hole-free graphs was introduced as a class structurally similar to the class of Berge graphs. We say that a graph is Berge if and only if it is odd-hole-free and odd-antihole-free, i.e., \(\{C_5, C_7, \overline{C_7}, C_9, \overline{C_9}, \ldots\}\)-free\(^2\). The similarity follows from the fact that by forbidding \(C_4\), we also forbid all antiholes on at least 6 vertices. Hence, an even-hole-free graph does not contain an antihole on at least 6 vertices, i.e., it is \(\{C_4, C_6, \overline{C_6}, C_8, \overline{C_8}, \ldots\}\)-free. It should be noted that techniques obtained in the study of even-hole-free graphs were successfully used in the proof of the Strong Perfect Graph Theorem. A decomposition theorem, an algorithm for the maximum weighted clique problem and several other polynomial algorithms for classical problems in subclasses of even-hole-free graphs can be found in survey [12].

We denote by \(\alpha(G)\) the maximum cardinality of an independent set in a graph \(G\). In this paper we consider a parameterized version of the problem, that is we consider the following decision problem.

<table>
<thead>
<tr>
<th>INDEPENDENT SET:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph (G).</td>
</tr>
<tr>
<td><strong>Parameter:</strong> (k).</td>
</tr>
<tr>
<td><strong>Output:</strong> TRUE if (\alpha(G) \geq k) and FALSE otherwise.</td>
</tr>
</tbody>
</table>

We say that a problem is fixed parameter tractable (FPT) parameterized by the solution size \(k\), if there is an algorithm running in time \(O(f(k)n^c)\) for some function \(f\) and some constant \(c\). More generally, a problem is fixed parameter tractable with respect to the parameter \(k\) (e.g. solution size, tree-width, ...) if for any instance of size \(n\), it can be solved in time \(O(f(k)n^c)\) for some fixed \(c\). Usually, we consider whether a problem is FPT if the problem is already known to be NP-hard. In that case, the function \(f\) is not in any way bounded by a polynomial. In other words, for fixed parameter tractable problems, the difficulty is not in the input size, but rather in the size of the solution (parameter). In general, the INDEPENDENT SET problem is not fixed-parameter tractable (parameterized by the size of solution) unless \(W[1]=\text{FPT}\) or informally, we believe that there is no FPT algorithm for the problem [4]. Recently, it has been shown that MIS is \(W[1]\)-hard for \(C_4\)-free graphs [2]. Even stronger, the same paper proves that MIS is \(W[1]\)-hard in any family of graphs defined by finitely many forbidden induced holes.

While the exact complexity of the maximum independent set problem is still open for the class of even-hole-free graphs, we present a step forward by showing that there is an FPT algorithm for the problem.

Main idea

Our algorithm is based on the augmentation technique. More precisely, in order to compute a solution of size \(k+1\), we compute disjoint solutions of size \(k\). The main property we use is that the union of two independent sets in an even-hole-free graph induces a forest. The

---

1 The term combinatorial algorithm is used for an algorithm that does not rely on the ellipsoid method.

2 Berge graphs are exactly perfect graphs by the Strong Perfect Graph Theorem.
key-point of our algorithm is that if $W, X$ are disjoint solutions of size $k$, and $Y$ is some (unknown) solution of size $k + 1$, then the two trees induced by $X \cup Y$ and $W \cup Y$ are very constrained. This leads to a reduction to the chordal graph case, where MIS is tractable by dynamic programming.

Preliminaries

We consider finite, simple, and undirected graphs. For a graph $G = (V, E)$ we write $uv \in E$ for an edge $\{u, v\} \in E(G)$, in this case $u$ and $v$ are adjacent. For a vertex $v \in V(G)$ we denote by $N_G(v) = \{u \in V : uv \in E\}$ the neighborhood of $v$ and for $W \subseteq V$, we define $N_G(W) = \cup_{w \in W} N_G(w) \setminus W$. We drop the subscript when it is clear from the context. Let $S \subseteq V$. We say that $S$ is complete to $W$ if every vertex in $S$ is adjacent to every vertex in $W$. The induced subgraph $G[W]$ is defined as the graph $H = (W, E \setminus (W \times W))$ where $(W \times W)$ is the set of all unordered pairs in $W$. For a set $A$ we denote by $A^2$ the set of all ordered pairs with elements in $A$. The graph $G[V \setminus W]$ is denoted $G \setminus W$ and when $W = \{w\}$ we write $G \setminus w$.

A subset of vertices is called a clique if all the vertices are pairwise adjacent. A chordless cycle on at least four vertices is called a hole. A hole is even (resp. odd) if it contains an even (resp. odd) number of vertices. A path is a graph obtained by deleting one vertex of a chordless cycle. A path with endvertices $u, v$ is called a $u,v$-path. Given a path $Z$ and two of its vertices $v, u$ we denote by $vZu$ the smallest subpath of $Z$ containing $v$ and $u$. An in-arborescence is an orientation of a tree in which every vertex apart one (the root) has outdegree one.

2 Reduction steps and augmenting graphs

Our main goal is to show that the following problem is FPT.

<table>
<thead>
<tr>
<th>Independent Set in Even-Hole-Free Graphs (ISEHF):</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An even-hole-free graph $G$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $k$.</td>
</tr>
<tr>
<td><strong>Output:</strong> An independent set of size $k$ if $\alpha(G) \geq k$ and false otherwise.</td>
</tr>
</tbody>
</table>

We define a simpler version of the ISEHF problem where we know more about the structure of $G$. Later, we show that it suffices to find an FPT algorithm for the simpler version.

<table>
<thead>
<tr>
<th>Transversal Independent Set in Even-Hole-Free Graphs (TISEHF):</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An even-hole-free graph $G$ and a partition of $V(G)$ into cliques $X_1, \ldots, X_k$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $k$.</td>
</tr>
<tr>
<td><strong>Output:</strong> An independent set of size $k$ if $\alpha(G) \geq k$ and false otherwise.</td>
</tr>
</tbody>
</table>

Note that in TISEHF, an independent set of size $k$ must intersect every clique on exactly one vertex, i.e., it must traverse all cliques.

**Lemma 1.** The ISEHF problem is FPT if and only if the TISEHF problem is FPT.

**Proof.** Note that the only if implication is obvious, so we assume that we already have an FPT algorithm $A$ for TISEHF, and provide one for ISEHF. We claim that it suffices to exhibit an algorithm $B$ running in time $g(k)n^c$ which takes as input the pair $(G, k)$ and either outputs an independent set of size $k$ or a cover of $V(G)$ by $2^{k-1} - 1$ cliques. Indeed, one
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then just has to apply algorithm $\mathcal{A}$ to every possible choice of $k$ disjoint cliques induced by the $2^{k-1} - 1$ cliques which are output by $\mathcal{B}$. We describe $\mathcal{B}$ inductively on $k$: If $k = 2$, then $G$ is either a clique, or contains two non-adjacent vertices $x, y$. When $k > 2$, we compute two non-adjacent vertices $x, y$ (or return the clique $G$). We now apply $\mathcal{B}$ to the graph induced by the set $X$ of non-neighbors of $x$: we either get an independent set of size $k - 1$ (in which case we are done by adding $x$) or cover $X$ by $2^{k-2} - 1$ cliques. We apply similarly $\mathcal{B}$ to the set $Y$ of non-neighbors of $y$. Note that $X \cup Y$ covers all vertices of $G$ except the common neighbors $N$ of $x$ and $y$. Since $G$ is $C_4$-free, $N$ is a clique, and therefore we have constructed a cover of $V(G)$ by $2(2^{k-2} - 1) + 1$ cliques.

We turn to our main result. In the rest of this section we further reduce the problem to a graph together with two particular trees. Section 3 defines the notion of bi-trees and shows how two trees interact under certain conditions. Then, in Section 4, we prove that bi-trees arising from even-hole-free graphs satisfy these conditions and conclude the algorithm.

\textbf{Theorem 2.} The TISEHF problem is FPT.

\textbf{Proof.} We assume that we have already shown that there is an algorithm $\mathcal{A}$ which solves TISEHF($G, j$) in time $O(f(j)n^3)$ for every $j \leq k$. Our goal is to extend this by showing that $f(k + 1)$ exists. Our input is a partition of $G$ into cliques $X_1, \ldots, X_k, X_{k + 1}$ (which we call parts) and we aim to either find an independent set intersecting all parts or show that none exists. In what follows, we assume that an independent set $Y = \{y_1, \ldots, y_k, y_{k + 1}\}$ intersecting all parts exists, and whenever a future argument will end up with a contradiction, this will always be a contradiction to the existence of $Y$, and thus our output will implicitly be false.

The first step is to apply $\mathcal{A}$ to $X_1, \ldots, X_k$ to compute an independent set $W = \{w_1, \ldots, w_k\}$. If it happens that $W \cap Y = \emptyset$, we guess which $w_i$ belongs to $Y$ and run $\mathcal{A}$ on the $k$ remaining parts in which we have deleted all neighbors of $w_i$. This costs $k$ calls to TISEHF($G, k$) which is in our budget. So we may assume that $W$ is disjoint from $Y$, and even stronger that no vertex of $W$ belongs to an independent set of size $k + 1$, since one of the previous $k$ calls would have detected it. Moreover, since there is no even hole, $W \cup Y$ induces a forest $T_1$. Note that no vertex of $W$ is isolated in $T_1$ since the parts are cliques. Note also that $T_1$ cannot have a leaf $w_i$ in $W$, since $w_i$ would belong to an independent set of size $k + 1$ by exchanging it with $y_i$. Thus every vertex of $W$ has degree at least two in $T_1$. Since the number of edges of $T_1$ is at most $2k$, we have that every vertex of $W$ has degree 2 and $T_1$ is a tree.

As there is only $h(k)$ possible choices for the structure of $T_1$, we call $h(k)$ branches of computations for each of these choices of $T_1$. This means that in each call, we only keep the vertices of the parts $X_i$ which corresponds to the possible neighborhoods of vertices of $W$. For instance, in the call corresponding to a tree $T_1$ in which $w_1$ is adjacent to $y_1$ and $y_2$, we delete all neighbors of $w_1$ in parts $X_1, \ldots, X_{k + 1}$ and delete all non-neighbors of $w_1$ in $X_2$ (no further cleaning is needed in $X_1$ since it is a clique). Therefore, we assume that every vertex of $W$ is complete to exactly two parts (including its own) and non-adjacent to others. Moreover, we define a white tree on vertex set $\{1, \ldots, k + 1\}$ by having an edge between $i$ and $j$ if there exists a vertex $w$ of $W$ which is complete to $X_i$ and $X_j$. We will refer to this vertex $w$ as $w_{i,j}$. In what follows, we do not consider anymore that the vertices of $W$ belong to the parts $X_j$ and rather see them as external vertices of our problem. Thus, since we are free to rename the parts, we can assume that $k + 1$ is a leaf of the white tree.

This is the crucial point of the algorithm, we have obtained a more structured input, but unfortunately we could not directly take advantage of it to conclude the main theorem,
Instead, we apply again algorithm $A$ to $X_1, \ldots, X_k$ to compute a second independent set $X = \{x_1, \ldots, x_k\}$ (if such an $X$ does not exist, we thus return FALSE as $Y$ cannot exist).

As done previously, we may assume that $X$ is disjoint from $Y$, the tree $T_2$ spanned by $X \cup Y$ can also be guessed, and the degrees of vertices of $X$ in $T_2$ is two (see Figure 1, down-left). We now interpret $T_2$ in a slightly different way: we root $T_2$ at $y_{k+1}$ and orient all the edges toward the root. By doing so, every edge $\{x_i, y_i\}$ gives the arc $y_i x_i$ while the unique neighbor $y_{i(i)}$ of $x_i$ which is different from $y_i$, gives the arc $x_i y_{i(i)}$. We now further clean the parts $X_j$ as follows: for every $x_i$, we delete all neighbors of $x_i$ in $X_j$ for $j \neq i, r(i)$, and we delete all non-neighbors of $x_i$ in $X_{r(i)}$. We now have two trees which endow our parts: the white tree and the red in-arborescence defined on vertex set $\{1, \ldots, k + 1\}$ by the arc set $\{ir(i) : i = 1, \ldots, k\}$. Our tool is now ready: the correlation between these two trees will provide an $O(k \cdot n^3)$ time algorithm to compute $Y$, or show that $Y$ does not exist. We now turn to a special section devoted to bi-trees, i.e., trees defined on the same set of vertices under some structural constraints.

3 Bi-trees

Let $V$ be a set of vertices. A bi-tree is a triple $T = (V, A, E)$ where $E \subseteq \binom{V}{2}$ is a set of edges such that $(V, E)$ is a tree and $A \subseteq V^2$ is a set of arcs such that $(V, A)$ is an in-arborescence. For convenience, we view edges of $(V, E)$ as white edges, and arcs of $(V, A)$ as red arcs.

A separation of a bi-tree is a triple $(v, X, Y)$ such that:

- $V$ is partitioned into nonempty sets $\{v\}$, $X$ and $Y$,
- no white edge has an end in $X$ and an end in $Y$, and
- no red arc has an end in $X$ and an end in $Y$.

When the sets $X$ and $Y$ are clear from the context, we will simply say that $v$ is a separation. Note that if $(v, X, Y)$ is a separation of a bi-tree $(V, E, A)$, then $(X \cup \{v\}, A \cap (X \cup \{v\})^2, E \cap (X \cup \{v\}))$ is the bi-tree induced by $T \setminus Y$. Observe that if the root is not in $X$, then $T \setminus Y$ is rooted at $v$.

Let $T = (V, A, E)$ be a bi-tree and $a, b, v$ be three distinct vertices of $V$. Let $P_{ab}$ be a white path from $a$ to $b$, of length one or two. Let $P_{av}$ be a directed red path, from $a$ to $v$, of length at least one. Let $P_{bv}$ be a directed red path, from $b$ to $v$, of length at least one. We suppose that the three paths are internally vertex disjoint (meaning that if a vertex is in at least two of the paths, then it must be $a$, $b$ or $v$). Three such paths are said to form an obstruction directed to $v$.

Let $T = (V, A, E)$ be a bi-tree and $a, b, c, d$ be four distinct vertices of $V$. Let $P_{ab}$ be a white path from $a$ to $b$, $P_{bc}$ be a red path which is directed from $b$ to $c$ or from $c$ to $b$, $P_{cd}$ be a white path from $c$ to $d$ and $P_{da}$ be a red path which is directed from $d$ to $a$ or from $a$ to $d$. Suppose that at least one of $P_{ab}$, $P_{cd}$ has length exactly one and that the four paths are internally vertex disjoint. Four such paths are said to form an alternating obstruction.

A bi-path is a bi-tree $T = (V, A, E)$ on at least two vertices with an ordering $v_1, \ldots, v_n$ of $V$ and an integer $t$ such that:

- $A = \{v_1 v_2, \ldots, v_{n-t} v_n\}$,
- $v_1 v_n \in E$,
- $1 \leq t \leq n - 1$,
- if $t \geq 2$, then $\{v_1 v_2, \ldots, v_1 v_t\} \subseteq E$, and
- if $t \leq n - 2$, then $\{v_{t+1} v_n, \ldots, v_{n-1} v_n\} \subseteq E$.
Lemma 3. A bi-tree $T = (V, A, E)$ on at least two vertices, with no separation, no directed obstruction and no alternating obstruction is a bi-path.

Proof. Case 1: $(V, A)$ contains some vertex with in-degree at least 2.

We choose such a vertex $v$ as close as possible to the root $r$ of $(V, A)$. Since $(V, A)$ is an in-arborescence, $(V, A) \setminus v$ has at least $m \geq 2$ in-components $A_1, \ldots, A_m$ and possibly one out-component $B$. By the choice of $v$, every vertex of $B$ has in-degree exactly 1. Therefore $(B \cup \{v\}, A \cap (B \cup \{v\}))$ is a directed red path from $v$ to $r$, that we call $Z$. We now state and prove two claims.

Claim 4. For any $1 \leq i < j \leq m$, there is no white edge with one end in $A_i$ and one end in $A_j$.

Proof. Indeed, such an edge would yield an obstruction directed to $v$.

Claim 5. For every $1 \leq i \leq m$, there exists a white edge with one end in $A_i$ and one end in $B$ (so, in particular, $B$ exists).

Proof. For otherwise, Claim 4 implies that $(v, A_i, V \setminus (A_i \cup \{v\}))$ is a separation.

Let $P = v, \ldots, z$ be the shortest white path such that $z \in B$ where all internal vertices of $P$ are in $A_1 \cup \cdots \cup A_m$ ($P$ has possibly length 1). By Claim 4, $P$ contains vertices from at most one component, say possibly $A_2$, among $A_1, \ldots, A_m$. By Claim 5, there exists a vertex $x \in A_1$ with a white neighbor $w$ in $B$. Let $Q$ be the directed red path from $x$ to $v$.

If $w$ is an internal vertex of $vZz$ then the edge $xw$, the directed path $wZz$, the path $P$, and the directed path $Q$ form an alternating obstruction. If $w$ is a vertex of $zZr$ different from $z$, then the edge $xw$, the directed path $zZw$, the path $P$, and the directed path $Q$ form an alternating obstruction. If follows that $w = z$.

If $P$ has length greater than 1, then in particular $z$ has a white neighbor $y$ in $A_2$. Now, the white path $xyz$ and the in-components $A_1$ and $A_2$ yield an obstruction directed to $v$. So, $P$ has length 1. Consider, by Claim 5, a vertex $y'$ in $A_2$ with a neighbor in $B$. The previous argument, with $A_1$ and $A_2$ interchanged, shows that $y'$ is adjacent to $z$ (just as we proved that $x$ is adjacent to $z$). Again, the white path $xyzy'$ and the red in-components $A_1$ and $A_2$ yield an obstruction directed to $v$.

Case 2: Every vertex in $(V, A)$ has in-degree at most 1.

Since $(V, A)$ is an in-arborescence, it follows that $(V, A)$ is a directed path. Hence, there exists an ordering $v_1, \ldots, v_n$ of the vertices of $T$ such that $A = \{v_1v_2, \ldots, v_{n-1}v_n\}$.

Suppose that there exists a white edge $v_iv_j$ with $1 < i < j < n$. Then there exists a white edge $v_{i'}v_k$ between $\{v_1, \ldots, v_{i-1}\}$ and $\{v_{i+1}, \ldots, v_n\}$ for otherwise $(v_1, \{v_1, \ldots, v_{i-1}\}, \{v_{i+1}, \ldots, v_n\})$ is a separation. If $k < j$ there is an alternating obstruction, and also if $k > j$. It follows that $k = j$. We proved that there exists a white edge $v_{i'}v_j$, with $i' < i$. By a symmetric argument, we can prove that there exists $j' > j$ and a white edge $v_jv_{j'}$. Now, the white edges $v_{i'}v_j, v_{i'}v_{j'}$ and the red paths $v_{j'}v_{i'}$ and $v_{j'}v_{i'}$ form an alternating obstruction.

Thus there is no white edge $v_iv_j$ with $1 < i < j < n$. Hence, every white edge is incident to $v_1$ or to $v_n$. If there exist two white edges $v_1v_j$ and $v_iv_n$ with $1 < i < j < n$, there is an alternating obstruction, again a contradiction. Hence, if we define $t$ as the greatest integer in $\{2, \ldots, n-1\}$ such that $v_t$ is adjacent to $v_1$ in $(V, E)$ (with $t = 1$ if $v_1$ has no white neighbor among $v_2, \ldots, v_{n-1}$), we have that $v_t$ has no white neighbor among $\{v_2, \ldots, v_{t-1}\}$. Since every vertex has a white neighbor, it follows that $v_1$ is white-complete (complete in $(V, E)$).
to \{v_2, \ldots, v_t\} \text{ (when } t \geq 2\text{). For the same reason, } v_n \text{ is white-complete to } \{v_{t+1}, \ldots, v_{n-1}\} \text{ (when } t \leq n - 2\).

If \( t > 1 \) and \( v_tv_n \) is a white edge, then \( (v_t, \{v_1, \ldots, v_{t-1}\}, \{v_{t+1}, \ldots, v_n\}) \) is a separation. So, if \( t > 1 \) then \( v_tv_n \) is a white edge, and also if \( t = 1 \).

Given two bi-trees \( T_1, T_2 \) and a vertex \( v \) of \( T_1 \), we denote by \( (T_1, v, T_2) \) the bi-tree obtained by \text{gluing} \( T_2 \) at \( v \) on \( T_1 \), i.e., by identifying the root of \( T_2 \) with \( v \). A \text{bi-spider} is a bi-tree which is obtained by iteratively gluing bi-paths at the root vertex (see Figure 1, right; a bi-spider is induced by the set \( \{1, 3, 4, 7, 5\} \)). Alternatively, a bi-spider is a bi-tree with no directed obstruction and no alternating obstruction, which is either a bi-path or has only the root as a separation vertex.

Let \( T \) be a bi-tree with no directed obstruction and no alternating obstruction. Note that the previous lemma asserts that \( T \) can be obtained by iteratively gluing bi-paths. Indeed, a separation \( v \) which is chosen as far as possible from the root must isolate a bi-path.

Consider a vertex \( v \) of a bi-tree \( T \). Since \( T \) can be obtained by iteratively gluing bi-paths, if \( v \) is not a separation then it is a vertex in \( T \) which is not used in gluing. Thus, the following property holds for \( T \): every vertex \( v \) which is not the root is either a separation vertex, a leaf of the white tree, or a leaf of the red in-arborescence. We use it to obtain the following result:

\begin{itemize}
  \item \textbf{Corollary 6.} A bi-tree \( T = (V, A, E) \) on at least two vertices, with no directed obstruction and no alternating obstruction is either a bi-spider, or admits a separation \((v, X, Y)\) such that
  \begin{enumerate}
    \item \( T \setminus Y \) is a bi-spider,
    \item \( v \) is either a leaf of the red in-arborescence induced by \( T \setminus X \) or a leaf of the white tree induced by \( T \setminus X \).
  \end{enumerate}
\end{itemize}

\textbf{Proof.} If \( T = (V, A, E) \) is not a bi-spider, it has a separation \((v, X, Y)\) distinct from the root, and we assume that among all choices, \( v \) is chosen as far as possible from the root \( r \) of the red in-arborescence. W.l.o.g., we assume that \( Y \) contains \( r \). Then \( T \setminus Y \) is a bi-tree rooted at \( v \) which can only admit \( v \) as a separation. Hence, \( T \setminus Y \) is a bi-spider. Assume moreover that \( Y \) is chosen minimum by inclusion for this property (equivalently, \( T \setminus Y \) is a maximum bi-spider rooted at \( v \)). We claim that \( v \) is not a separation in bi-tree \( T \setminus X \). If \( v \) is a separation in \( T \setminus X \) isolating a bi-path, then we have a contradiction to the minimality of \( Y \). If \( v \) is a separation not isolating a bi-path, then we have a contradiction to the choice of \( v \). Hence, \( T \setminus X \) is a bi-tree in which \( v \) is not a separation. Since \( v \) is not the root either, it follows that \( v \) is a white leaf or a red leaf in \( T \setminus X \).

\begin{itemize}
  \item \textbf{Note 7.} A separation isolating a bi-spider with the properties (a) and (b) can be found efficiently. In particular, we find a separation \((v, X, Y)\) isolating a path and then take the maximal (inclusion-wise) set \( X \) such that \( T \setminus Y \) is still a bi-spider.
\end{itemize}

\section{The end of the proof}

We now resume our proof of Theorem 2 as follows. Lemma 8 shows that the bi-trees arising from even-hole-free graphs do not have the obstructions. Hence, we can use the results from Section 3 where we proved that a bi-tree is either a bi-spider or has a separation isolating a bi-spider. Lemma 9 gives an algorithm for the problem when the underlying bi-tree is a bi-spider. When the bi-tree is obtained by gluing bi-spiders, Lemma 13 proves that combining the partial solutions for each of the bi-spiders produces a valid solution.
The Independent Set Problem Is FPT for Even-Hole-Free Graphs

Let us recall the hypothesis of Theorem 2 (see Figure 1):
1. The set of vertices of $G$ is partitioned into $k + 1$ cliques $X_1, \ldots, X_{k+1}$ and an additional set $W$ consisting of $k$ vertices $w_{a_1b_1}, \ldots, w_{a_kb_k}$.
2. Every $w_{a_ib_i}$ is completely joined to the two parts $X_{a_i}$ and $X_{b_i}$ and has no neighbor in the other parts.
3. The set of pairs $E = \{a_i, b_i\} : i = 1, \ldots, k$, seen as edges on the vertex set $V = \{1, \ldots, k + 1\}$, forms a white tree in which $k + 1$ is a leaf.
4. Every $X_i$, with $1 \leq i \leq k$ contains a particular vertex $x_i$.
5. The set $\{x_1, \ldots, x_k\}$ is an independent set.
6. For every vertex $x_i$, there is some $r(i) \neq i$ such that $x_i$ is completely joined to $X_{r(i)} \setminus x_{r(i)}$ (which is just $X_{r(i)}$ when $r(i) = k + 1$).
7. The vertex $x_i$ is non-adjacent to every vertex of $X_j$, when $j \neq i$ or $j \neq r(i)$.
8. The set of ordered pairs $A = \{(i, r(i)) : i = 1, \ldots, k\}$, seen as arcs on the vertex set $V = \{1, \ldots, k + 1\}$, forms a red in-arborescence rooted at $k + 1$.

We then have a bi-tree $T = (V, E, A)$ on the vertex set $V = \{1, \ldots, k + 1\}$. Furthermore, we want to decide if every part $X_i$, with $1 \leq i \leq k + 1$ contains a particular vertex $y_i$ distinct from $x_i$ and such that the set of these $y_i$’s forms an independent set.

**Lemma 8.** If $G$ has no even holes and a set $Y$ exists, then $T = (V, E, A)$ has no directed obstruction and no alternating obstruction.

**Proof.** Let us assume that we have a directed obstruction, i.e., we have three distinct vertices $a, b, v$ of $V$, a white path $P_{av}$ from $a$ to $b$ of length one or two, a directed red path $P_{aw}$ of the form $a = a_0, a_1, \ldots, a_r = v$, and a directed red path $P_{bv}$ of the form $b = b_0, b_1, \ldots, b_s = v$. 

![Figure 1](image-url) Up-left: Graph $G$. Down-left: Set of $y_i$’s. Up-right: White tree. Middle-right: Red in-arborescence. Down-right: Decomposition of bi-tree into bi-paths.
Our goal is to exhibit an even hole in \( G \). The path \( P_{ab} \) is either \( ab \) or \( acb \) and corresponds in \( G \) to the path \( P_1 \) which is either \( x_a, w_{ab}, x_b \) or \( x_a, w_{ac}, y_c, w_{cd}, x_b \). The path corresponding to \( P_{uv} \) is \( P_2 = x_{ua}, y_{a1}, x_{a2}, \ldots, y_{av} \) and the path corresponding to \( P_{bc} \) is \( P_3 = x_{b0}, y_{b1}, x_{b2}, \ldots, y_{bo} \). Note that \( C = P_1 \cup P_2 \cup P_3 \) is an even length cycle. Moreover, since each \( x_j \) in \( C \) is complete to only one class \( X_j \) apart from its own, there is no chord in \( C \), a contradiction.

Let us assume that we have an alternating obstruction on four distinct vertices \( a, b, c, d \) of \( V \). Two cases arise depending on the direction of the two red paths. When their directions are the same, we have a white path \( P_{ab} \) from \( a \) to \( b \), a red path \( P_{bc} \) directed from \( b \) to \( c \), a white path \( P_{cd} \) from \( c \) to \( d \), and a red path \( P_{da} \) directed from \( d \) to \( a \). By definition of alternating obstruction the four paths are internally vertex disjoint. Assuming that \( P_{ab} \) is of the form \( a = a_0, a_1, \ldots, a_r = b \), we consider in \( G \) the corresponding path \( P_1 = x_{a0}, w_{a0a1}, y_{a1}, w_{a1a2}, y_{a2}, w_{a2a3}, \ldots, x_{ar} \). Assuming that \( P_{bc} \) is of the form \( b = b_0, b_1, \ldots, b_s = c \), we consider in \( G \) the corresponding path \( P_2 = x_{b0}, y_{b1}, x_{b2}, \ldots, y_{bs} \). Assuming that \( P_{da} \) is of the form \( a = d_0, d_1, \ldots, d_a = d \), we consider in \( G \) the corresponding path \( P_3 = x_{d0}, y_{d1}, x_{d2}, \ldots, y_{da} \). Finally, if \( P_{cd} \) is of the form \( c = e_0, e_1, \ldots, e_t = d \), we consider in \( G \) the corresponding path \( P_4 = y_{e0}, w_{e0e1}, y_{e1}, \ldots, w_{et}, y_{et} \).

When the red paths are in the opposite direction; we have a white path \( P_{ab} \) from \( a \) to \( b \), a red path \( P_{bc} \) directed from \( b \) to \( c \), a white path \( P_{cd} \) from \( c \) to \( d \), and a red path \( P_{da} \) directed from \( d \) to \( a \). Again, the four paths are internally vertex disjoint. Assuming that \( P_{ab} \) is of the form \( a = a_0, a_1, \ldots, a_r = b \), we consider in \( G \) the corresponding path \( P_1 = y_{a0}, w_{a0a1}, y_{a1}, w_{a1a2}, y_{a2}, w_{a2a3}, \ldots, x_{ar} \). Assuming that \( P_{bc} \) is of the form \( b = b_0, b_1, \ldots, b_s = c \), we consider in \( G \) the corresponding path \( P_2 = x_{b0}, y_{b1}, x_{b2}, \ldots, y_{bs} \). Assuming that \( P_{da} \) is of the form \( d = d_0, d_1, \ldots, d_a = a \), we consider in \( G \) the corresponding path \( P_3 = x_{d0}, y_{d1}, x_{d2}, \ldots, y_{da} \). Finally, if \( P_{cd} \) is of the form \( c = e_0, e_1, \ldots, e_t = d \), we consider in \( G \) the corresponding path \( P_4 = y_{e0}, w_{e0e1}, y_{e1}, \ldots, w_{et}, y_{et} \).

Note that both \( P_1, P_3 \) are even length paths, and \( P_2, P_4 \) are odd length. Consequently \( C = P_1 \cup P_2 \cup P_3 \cup P_4 \) is an even length cycle. Moreover, no chord can arise so \( C \) is an even hole, a contradiction.

By Corollary 6, the bi-tree \( T = (V, E, A) \) is either a bi-spider, or has a separation \( i \) isolating a bi-spider. We first conclude in the case of bi-spiders.

**Lemma 9.** If \( T \) is a bi-spider then there is an \( O(n^3) \) time algorithm which computes \( Y \) or shows that \( Y \) does not exist.

**Proof.** Recall that a bi-spider is a graph obtained by iteratively gluing bi-paths at the root vertex. Denote with \( T_1, \ldots, T_l \) the bi-paths glued at the root vertex \( k + 1 \) to obtain \( T \). Moreover, assume that the in-arborescence \( T_j \) is a directed path \( j_1, \ldots, j_s = k + 1 \) for \( 1 \leq j \leq l \). Since each \( T_j \) is a bi-path, there is a vertex \( w_{j_1,j_2} \) and for some value \( j \in \{2, \ldots, s\} \) (if any) we have the vertices \( \{w_{j_1,j_2}, \ldots, w_{j_1,j_s}\} \) and \( \{w_{j_1,j+1,j_2}, \ldots, w_{j_1,j+1,j_s}\} \) (see Figure 2).
We decide if $Y$ exists in two phases. First, for every $1 \leq j \leq l$ we find the set $Y_{j1}$ of all vertices $y_{j1}$ which are contained in an independent set of size $t_j$ intersecting $X_{j1}, \ldots, X_{jt_j}$. (Intuitively, $Y_{j1}$ is the set of vertices which can be extended to an independent set traversing $X_{j1}, \ldots, X_{jt_j}$, i.e., all the parts that have a common white neighbor with $y_{j1}$ except $X_{k+1}$.) Clearly, if $Y_{j1}$ is empty for some $j$ then the set $Y$ does not exist.

Secondly, we find the set $Y_{k+1}$ of vertices $y_{k+1}$ which are contained in an independent set of size $k = \sum_{j=1}^{l} t_j$ intersecting $Y_{j1}$ and $X_{jt_j+1}, \ldots, X_{jt_j-1}$ for all $1 \leq j \leq l$. (Intuitively, $Y_{k+1}$ is the set of vertices which can be extended to an independent set traversing all the parts that have a common white neighbor with $y_{k+1}$.) Again, if $Y_{k+1}$ is empty then the set $Y$ does not exist.

We first assume that we have the sets $Y_{j1}$’s and $Y_{k+1}$ and show how to conclude the lemma in this case. Later, we show that the sets are easy to find. Let $y_{k+1} \in Y_{k+1}$ and let $J = \{y_{k+1}\} \cup \bigcup_{j=1}^{l} \{y_{jt_j+1}, \ldots, y_{jt_j-1}\}$ be an independent set of size $k = \sum_{j=1}^{l} t_j$ intersecting all $Y_{j1}$ and $X_{jt_j+1}, \ldots, X_{jt_j-1}$. For each $1 \leq j \leq l$, denote with $I_j = \{y_{jt_j+1}, \ldots, y_{jt_j-1}\}$ an independent set which contains $y_{j1}$ and intersects $X_{jt_j+1}, \ldots, X_{jt_j}$. Observe that the set $Y = J \cup \bigcup_{j=1}^{l} I_j$ intersects each part of the graph. It suffices to prove the following claim.

\textbf{$\triangleright$ Claim 10.} $J \cup \bigcup_{j=1}^{l} I_j$ is also an independent set.

\textbf{Proof.} For the sake of contradiction suppose otherwise. We consider two cases. Either there is an edge with one end in $J$ and the other end in $I_j$ for some $j$, or there is an edge with ends in $I_j$ and $I_i$ for some $1 \leq i < j \leq l$. Let us deal with them respectively.

The mentioned edge is of the form $y_{ip}, y_{iq}$ where $p \leq t_j$ and $t_i < q$ (possibly $j = i$) by definition of $I_j$ and $J$. Choose smallest such $p$. Observe that $p \neq 1$ since $y_{j1}$ is a vertex of both $J$ and $I_j$. If $i_q \neq k + 1$ then

$$y_{jp}, x_{jp-1}, \ldots, y_{j2}, x_{j1}, w_{j1,j1} (= w_{j1,k+1}), y_{k+1}, w_{k+1,i_q}(= w_{is,i_q}), y_{iq}$$

is a cycle of even length. Moreover, the cycle is induced by the choice of $p$ and since $\{y_{j2}, \ldots, y_{jp}\}$ is an independent set, a contradiction. An analogous situation arises if $i_q = k + 1$.

Now, we deal with the second case where there is an edge $y_{jp}, y_{iq}$ where $p \leq t_j$, $q \leq t_i$ and $j \neq i$. Choose largest such $q$. It might happen that $p = 1$ or $q = 1$, but not both since $y_{j1}, y_{j1} \in J$. Without loss of generality, $p \neq 1$. Then

$$y_{jp}, x_{jp-1}, \ldots, y_{j2}, x_{j1}, w_{j1,j1} (= w_{j1,k+1}), y_{k+1}, x_{is-1}, y_{is-1}, \ldots, x_{iq}, y_{iq}$$

is an even cycle. By the previous case there is no edge between $y_{k+1}$ and $I_j \cup I_i$. Moreover, by the choice of $q$, we deduce that the even cycle is induced, a contradiction.

It remains to show how to find the sets $Y_{j1}$’s and $Y_{k+1}$. For the rest of the proof we only use the white tree. Observe that it suffices to prove the following (by setting $p = j1$ for all $j$ and then $p = k + 1$).

\textbf{$\triangleright$ Claim 11.} Let $y_p \in X_p$ and let $G'$ be the graph induced by $X_p$ such that $pi$ is an edge in the bi-tree $T$. Remove neighbors of $y_p$ in $G'$. Then $G'$ is chordal.

\textbf{Proof.} For a contradiction, assume that $H$ is an odd hole in $G'$. Each part of $G'$ is a clique and, thus, contains at most two vertices of $H$. Therefore, there exist an induced path on three vertices $y_a, y_b, y_c$ of $H$, with $y_a, y_b, y_c$ in different parts $X_a, X_b, X_c$. By construction there are vertices $w_{pa}, w_{pb}$ and $w_{pc}$. Then $y_p, w_{pa}, y_a, y_b, y_c, w_{pc}$ induces an even hole in $G$, a contradiction. Since $G$ is even-hole-free so is $G'$. Hence $G'$ is hole-free.
Now, for each $j$, we can check if $y_j$ is in $T_{j}$ by finding a maximum independent set in $G' = G[\bigcup_{i=2}^{j} X_i] \setminus N(y_j)$. The latter can be done in $O(n^2)$ since $G'$ is chordal [6]. Then, we can check if $y_{k+1}$ is in $T_{k+1}$ by finding a maximum independent set in $G' = G[\bigcup_{i=2}^{j} Y_i \cup \bigcup_{i=j+1}^{k+1} X_i] \setminus N(y_{k+1})$. This can be done in $O(n^2)$ since $G'$ is chordal. The overall running time follows since each part is used exactly once in some $G'$. ▶

In fact, the previous algorithm gives a stronger result:

**Corollary 12.** When $T$ is a bi-spider, there is an $O(n^3)$ time algorithm which computes all vertices $y_{k+1}$ which belong to an independent set of size $k + 1$.

We now deal with the case when $i$ is a separation isolating a bi-spider. By Corollary 6, bi-tree $T$ admits a separation $(i, B, C)$ isolating a bi-spider $T \setminus C$ such that $i$ is either a red leaf or a white leaf in $T \setminus B$. Recall that the vertex $k + 1$ is a leaf of the white tree, hence, as a separation, $i$ is not equal to $k + 1$. In particular, the vertex $x_i$ exists. Moreover, since $T \setminus C$ is a bi-spider it follows that $k + 1 \in C$. As before, assuming the set $Y$ exists, we obtain the following lemma.

**Lemma 13.** There is no edge from some $y_j$ with $j \in B \setminus i$ to some vertex $u \in X_s$ with $s \in C$.

**Proof.** We denote by $r$ the root of $T$. As argued above $r \in C (r = k + 1)$. For the sake of contradiction suppose that there is an an edge $yu$.

Let us consider bi-spider $T \setminus C$. There is a red path $j = j_0, \ldots, j_a = i$ in $(V, A)$ which can be turned into an induced path $P_0 = y_{j_0}, x_{j_0}, y_{j_1}, x_{j_1}, \ldots, y_{j_a}, x_{j_a}$ in $G$ from $y_{j_0}$ to $x_i$ with odd length. There is also a white path $j = b_0, \ldots, b_d = i$ in $(V, E)$ which can be turned into an induced path $P_1 = y_{b_0}, w_{b_0b_1}, y_{b_1}, w_{b_1b_2}, \ldots, w_{b_d}, x_{b_d}$ in $G$ from $y_{b_0}$ to $x_i$ with even length. Now, in order to conclude the lemma it suffices to find a $u, x_i$ path $P$ such that $P_P_0$ and $P P_1$ induce cycles. Then, since $P_0$ and $P_1$ are of different parity a contradiction arises. In the rest of the proof we show how to find $P$.

First, observe that since $T \setminus C$ contains a white subtree, $u$ is non-adjacent to $y_i$ or to any $y_q$ where $q \in B$ and $q \neq j$ since it would yield an even hole (there is an even path between any two different vertices $y_p, y_q$). Hence, $u$ is adjacent to $y_j$ and non-adjacent to all other vertices in $P_0$ and $P_1$.

By Corollary 6, $i$ is either a red leaf or a white leaf in $T \setminus B$. We consider two cases.

**Case 1:** $i$ is a red leaf. Then there is a (an undirected) red path $i = i_0, \ldots, i_s = s$ in $T \setminus B$, which can be turned into an induced path $P = x_{i_0}, y_{j_1}, x_{i_1}, \ldots, x_{i_s-1}, u$ in $G$ from $x_{i_0}$ to $u$. By construction, this path is induced. Moreover, since $i$ is a red leaf in $T \setminus B$ it follows that $y_{i_1} \neq y_i$. Therefore, both $P P_0$ and $P P_1$ induce cycles, i.e., there is no chord with one end in $P$ and the other in $P_0$ or $P_1$.

Note that the same argument holds whenever the red path $i = i_0, \ldots, i_s = s$ does not contain $y_i$. Hence, the only remaining case is when $i$ is on the red directed path from $s$ to $r$ in $T \setminus B$. Denote with $Q$ the directed red $sr$ path in $T \setminus B$.

**Case 2:** $i$ is a white leaf and $i \in Q$. Let $Q' = iQr$ be subpath of $Q$ starting at $i$ and ending at $r$. Since $i$ is not a separation of $T \setminus B$, there exists a white path $s = s_0, \ldots, s_t$ connecting $s$ and $Q'$. Moreover, the path does not contain $i$. We choose the shortest such $s, Q'$ path. This path can be turned into an induced path $P_2 = u, w_{s_0}, s_1, w_{s_1}, s_2, \ldots, s_{t-1}, s_t, y_{s_t}$ in $G$ with endpoints $u$ and $y_{s_t}$. By the above, $y_i \notin P_2$ and also no vertex $w_{s_i}$ is used in $P_2$.

Consider the directed path $iQs_t (iQs_0)$. Denote it as $i = i_0, i_1, \ldots, i_t = s_t$. It can be turned into an induced path $P_3 = x_{i_0}, y_{i_1}, \ldots, y_{i_t}$ in $G$ with endpoints $x_{i_0}$ and $y_{i_t}$. Then $P_2, P_3$
is a \( u, x_i \) path in \( G \). The concatenation \( P_2 P_3 \) might not be an induced path, but we can shorten it to obtain an induced \( u x_i \) path \( P \) in \( G \). Now, it can be checked that \( P P_0 \) and \( P P_1 \) induce cycles since \( P \) does not use \( y_i \) or any of the vertices \( w_i \).

We are now ready to show that there is an \( O(k \cdot n^3) \) time algorithm which computes \( Y \) when \( T = (V, E, A) \) is a bi-tree. If \( T \) is a bi-spider, we are done by Lemma 9. Otherwise, by Corollary 6, there is a separation \((i, B, C)\) which isolates a bi-spider \( T \setminus C \). By Lemma 13, one can delete all vertices \( y_j \in X_j \) for \( j \in B \setminus i \) with a neighbor \( u \in X_k \) for \( k \notin B \), and this reduction is sound since no candidate \( y_j \) can have such an edge. Now, by Corollary 12, one can compute in \( O(n^3) \) time the set \( X'_i \subseteq X_i \) of vertices, each of which extends, in the bi-spider \( T \setminus C \), to an independent set of size \(|B|\). From the bi-spider \( T \setminus C \), we only keep these vertices \( X'_i \). Observe that the number of parts has now decreased by at least one. We repeat this process until we either construct \( X'_{k+1} \) or conclude that this set is empty. If \( X'_{k+1} \neq \emptyset \), then we can reconstruct the set \( Y \). The total time is \( O(k \cdot n^3) \).

---
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1 Introduction

Feedback Vertex Set (FVS) is a problem of finding the minimum-size vertex deletion set to make the input graph a forest, which is one of the Karp’s 21 NP-complete problems [18]. It is known that this problem is fixed-parameter tractable (FPT) parameterized by the solution size $k$ [2,10]; i.e., we can find a deletion set of size $k$ in $O^*(f(k))$ time for some function $f$. FVS is one of the most comprehensively studied problems in the field of parameterized algorithms, and various FPT algorithms using different approaches have been developed, including short-cycle branching [11], highest-degree branching [4], iterative-compression branching [5,6,20], LP-guided branching [16,17], cut-and-count dynamic programming [7], and random sampling [1].

The current fastest deterministic FPT algorithm for FVS is a branching algorithm combined with the iterative compression technique [20] which runs in $O^*(3.619^k)$ time. When allowing randomization, the current fastest one is a cut-and-count dynamic programming algorithm [7] which runs in $O^*(3^k)$ time. In this paper, we give a faster deterministic algorithm which runs in $O^*(3.460^k)$ time. As explained below, this study is strongly motivated by

\footnote{The $O^*(\cdot)$ notation hides factors polynomial in $n$. Note that for FVS, any $O(f(k) n^{O(1)})$-time FPT algorithms can be improved to $O(f(k) k^{O(1)} + k^{O(1)} n)$ time by applying a linear-time polynomial-size kernel [15] as a preprocess. We can therefore focus only on the $f(k)$ factor when comparing the running time.}
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Parameterized Algorithms and Computational Experiments (PACE) challenge and its follow-up empirical evaluation by Kiljan and Pilipczuk [19]. Instead of designing a new theoretically fast algorithm, we analyze the theoretical worst-case running time of an empirically fast algorithm that has been developed through the PACE challenge and the empirical evaluation, and we show that this algorithm is not only empirically fast but also theoretically fast.

PACE challenge is an annual programming challenge started in 2016. Due to the importance of FVS in the field, FVS was selected as the subject of track B in the first PACE challenge [9]. Although in theoretical studies, the current fastest algorithm is the randomized cut-and-count dynamic programming, the result of the challenge suggests that branching is the best choice in practice. This is not so surprising; because the theoretical analysis of branching algorithms is difficult, the proved upper bound of the running time is not so tight, and moreover, the worst-case instances for branching algorithms are usually very rare in practice.

Among seven submissions to the PACE challenge, top six submissions used branching algorithms; the first used an LP-guided branching; the second and third used branching on highest-degree vertices; the fourth and sixth used branching combined with iterative compression; and the fifth used branching on short cycles. In the branching algorithms, we recursively solve the problem by picking a vertex \( v \) and branching into two cases: deleting \( v \) (the case when \( v \) is contained in the solution) or making \( v \) undeletable (the case when \( v \) is not contained in the solution). Because a forest has average degree less than one, in order to obtain a solution of size \( k \), the graph must contain \( k \) high-degree deletable vertices. Based on this observation, in addition to the pruning by the LP lower bound, the first-place solver by Imanishi and Iwata [14] used the following degree-based pruning heuristic:

\[ \text{Lemma 1 ([14]).} \quad \text{Given a graph } G = (V, E) \text{ and a set of undeletable vertices } F \subseteq V, \text{ let } v_1, v_2, \ldots \text{ be the vertices of } V \setminus F \text{ in the non-decreasing order of the degrees } d(v_i) \text{ in } G. \text{ If } k \leq |V \setminus F| \text{ and } |E| - \sum_{i=1}^{k} d(v_i) \geq |V| - k \text{ holds, there is no feedback vertex set } S \subseteq V \setminus F \text{ of size } k. \]

The follow-up empirical evaluation [19] shows that the use of the degree-based pruning is much more important than the choice of branching rules. By combining with the degree-based pruning, the performances of the LP-guided branching [16], the highest-degree branching [4], and the iterative-compression branching [20], are all significantly improved, and among them, the highest-degree branching slightly outperforms the others. Cao [4] showed that one can stop the highest-degree branching at depth \( 3k \) by using a degree-based argument, and therefore the running time is \( O(8^k) \). On the other hand, the theoretically proved running time of other branching algorithms (without the degree-based pruning) are \( O^*(4^k) \) for the LP-guided branching [16] and \( O^*(3.619^k) \) for the iterative-compression branching [20]. These affairs motivated us to refine the analysis of the highest-degree branching with the degree-based pruning.

In our analysis, instead of bounding the depth of the search tree as Cao [4] did, we design a new measure to bound the size of the search tree. The measure is initially at most \( k \) and we show that the measure drops by some amount for each branching. In contrast to the standard analysis of branching algorithms, our measure has a negative term and thus can have negative values; however, we show that we can immediately apply the degree-based pruning for all such cases. A simple analysis already leads to an \( O^*(4^k) \)-time upper bound which significantly improves the \( O^*(8^k) \)-time upper bound obtained by Cao [4]. We then apply the computer-aided measure-and-conquer analysis [12] and improve the upper bound to \( O^*(3.460^k) \).
Algorithm 1: Highest-degree branching algorithm with a degree-based pruning.

1: if $k < 0$ then return No.
2: if $G$ is a forest then return Yes.
3: Apply reduction rules $1–6$.
4: Apply the degree-based pruning.
5: Apply the highest-degree branching.

1.1 Organization

Section 2 describes the highest-degree branching algorithm with the degree-based pruning. In Section 3, we analyze the running time of the algorithm. We first give a simple analysis in Section 3.1 and then give a computer-aided measure-and-conquer analysis in Section 3.2. While the correctness of the simple analysis can be easily checked, we need to verify thousands of inequalities to check the correctness of the measure-and-conquer analysis. The source code of a program to verify the inequalities is available at https://github.com/wata-orz/FVS_analysis.

2 Algorithm

Because our algorithm may introduce multiple edges connecting the same pair of vertices, we deal with multi-graphs. Note that a double edge is also considered as a cycle. Let $G = (V, E)$ be a multi-graph. We define the degree $d(u)$ of vertex $u$ as the total multiplicity of edges incident to $u$. For subset $U \subseteq V$, $G[U] = (U, E[U])$ denotes the induced subgraph, where $E[U]$ is the subset of $E$ whose two endpoints are in $U$. For $U \subseteq V$, the contraction of $U$ into a new vertex $u$ is the following operation. We first introduce a new vertex $u$. For each edge $vw \in E$ with $v \in U$ and $w \notin U$, we insert an edge $uw$ of the same multiplicity (if $uw$ has been already inserted, its multiplicity is increased by the multiplicity of $vw$). Finally, we delete $U$ and its incident edges from the graph. Note that the contraction does not change degrees of vertices in $V \setminus U$.

Algorithm 1 describes our algorithm. An input to our branching algorithm is a tuple $(G, F, k)$ consisting of a multi-graph $G = (V, E)$, a set of undeletable vertices $F \subseteq V$ such that $G[F]$ forms a forest, and an integer $k$. Our task is to find a subset of vertices $S \subseteq V \setminus F$ such that $|S| \leq k$ and $G[V \setminus S]$ contains no cycles. For convenience, we use $D$ to denote $\max_{v \in V \setminus F} d(v)$ when $G$ and $F$ are clear from the context (when using $D$, $V \setminus F$ is ensured to be non-empty). If $k < 0$, we return No, and if $G$ is a forest, we return Yes. Otherwise, we apply reduction rules, the degree-based pruning rule, and the highest-degree branching rule. In the following, we give details of each rule with proof of correctness.

Our algorithm uses exactly the same set of reduction rules used in the empirical evaluation by Kiljan and Pilipczuk [19] listed below in the given order (i.e., rule $i$ is applied only when none of the rules $j$ with $j < i$ are applicable). Recall that $D$ denotes $\max_{v \in V \setminus F} d(v)$.

- **Reduction Rule 1.** If there exists a vertex $u$ of degree at most one, delete $u$.

- **Reduction Rule 2.** If there exists a vertex $u \notin F$ such that $G[F \cup \{u\}]$ contains a cycle, delete $u$ and decrease $k$ by one.

- **Reduction Rule 3.** If there exists a vertex $u$ of degree two, add an edge connecting the two neighbors of $u$, and then delete $u$. 
Reduction Rule 4. If there exists an edge $e$ of multiplicity more than two, reduce its multiplicity to two.

Reduction Rule 5. If there exists a vertex $u \notin F$ incident to a double edge $uw$ with $d(w) \leq 3$, delete $u$ and decrease $k$ by one.

Reduction Rule 6. If $D \leq 3$, solve the problem in polynomial time by a reduction to the linear (co-graphic) matroid parity [5,20].

Note that, in reduction rules 1 and 3, the vertex $u$ might be in $F$, and in such a case, the reductions also delete $u$ from $F$. The first four reduction rules are standard and have been used in branching FPT algorithms [4–6,11,20], the random sampling FPT algorithm [1], and also polynomial kernels [3,15] for $FVS$. Reduction rule 5 was used in the Imanishi–Iwata solver [14] and the empirical evaluation [19], and its correctness can be proved as follows. Because there is a double edge $uw$, any feedback vertex set must contain at least one of $u$ and $w$. Because $w$ has at most one edge other than the double edge $uw$, every cycle containing $w$ also contains $u$. Therefore, there always exists a minimum feedback vertex set containing $u$. Reduction rule 6 was introduced by Cao, Chen, and Liu[5] and then was simplified by Kociumaka and Pilipczuk [20].

Lemma 2. After applying the reductions, the following conditions hold.
1. $G$ has minimum degree at least three.
2. No double edges are incident to $F$.
3. $D \geq 4$.
4. For any vertex $v \notin F$, $G − v$ has minimum degree at least two.

Proof. The first three conditions clearly hold. We show the fourth condition. Suppose that in $G − v$, a vertex $u$ has degree at most one. Because $u$ has degree at least three in $G$, the set of incident edges to $u$ in $G$ must be a double-edge $uv$ and a single-edge $uw$ for another vertex $w$. If $u \notin F$, we can apply reduction rule 5, which is a contradiction. If $u \in F$, the double edge $uv$ is incident to $F$ in $G$, which is also a contradiction. Therefore, when no reductions are applicable, $G − v$ contains no such vertex $u$. ◀

If none of the reductions are applicable, we apply the following pruning rule.

Pruning Rule. If $kD < \sum_{v \in F} (d(v) - 2)$, return NO.

The correctness of the pruning rule follows from the following lemma.

Lemma 3. If the minimum degree of $G$ is at least two and $kD < \sum_{v \in F} (d(v) - 2)$ holds, there is no feedback vertex set $S \subseteq V \setminus F$ of size at most $k$.

Proof. Suppose that there is a feedback vertex set $S \subseteq V \setminus F$ of size at most $k$. We have

$$kD − \sum_{v \in F} (d(v) − 2) \geq \sum_{v \in S} d(v) − \sum_{v \in V \setminus S} (d(v) − 2)$$

$$= \sum_{v \in S} d(v) − \sum_{v \in V \setminus S} d(v) + 2|V \setminus S|$$

$$= 2|E[S]| − 2|E[V \setminus S]| + 2|V \setminus S|$$

$$\geq −2|E[V \setminus S]| + 2|V \setminus S|.$$

Because $G − S$ is a forest, this must be non-negative. ◀
Note that this pruning is different from the degree-based pruning (Lemma 1) used in the Imanishi–Iwata solver [14] and the empirical evaluation [19]; however, as the following lemma shows, this pruning is applicable only if the original degree-based pruning is applicable. Therefore, we can use the same analysis against the original degree-based pruning. We use this weaker version because it is sufficient for our analysis. We leave whether the stronger version helps further improve the analysis as future work.

Lemma 4. For a subset $F \subseteq V$, let $v_1, v_2, \ldots$ be the vertices of $V \setminus F$ in the non-increasing order of the degrees $d(v_i)$ in $G$. If $k \leq |V \setminus F|$ and the minimum degree of $G$ is at least two, $kd(v_1) < \sum_{v \in F} (d(v) - 2)$ implies $|E| - \sum_{i=1}^k d(v_i) \geq |V| - k$.

Proof. Let $X = \{v_1, \ldots, v_k\}$ and assume that $kd(v_1) < \sum_{v \in F} (d(v) - 2)$ holds. We have
\[
2 \left(|V| - k - |E| + \sum_{v \in X} d(v)\right) = \sum_{v \in X} d(v) - \left(2|E| - \sum_{v \in X} d(v) - 2(|V| - k)\right)
= \sum_{v \in X} d(v) - \sum_{v \in V \setminus X} (d(v) - 2)
\leq kd(v_1) - \sum_{v \in F} (d(v) - 2) < 0.
\]

Finally, when none of the reduction rules nor the pruning rule are applicable, we apply the highest-degree branching rule.

Branching Rule. Pick a vertex $u \in V \setminus F$ of the highest degree $D$. Let $U$ be the set of neighbors of $u$ that are contained in $F$ and let $G'$ be the graph obtained by contracting $U \cup \{u\}$ into a new vertex $u'$. We branch into two cases: $(G - u, F, k - 1)$ and $(G', F - U + u', k)$.

We pick a vertex $u \in V \setminus F$ of the highest degree $D$ and branch into two cases: whether $u$ is contained in the solution or not. In the former case, we delete $u$ and decrease $k$ by one, and in the latter case, we make $u$ undeletable by inserting it into $F$. Because no feedback vertex set $S \subseteq V \setminus F$ can delete edges inside $F$, if $u$ has neighbors $U$ in $F$, we can safely contract $U \cup \{u\}$. We use the contraction for simplicity of analysis; instead of using the number of connected components of $G[F]$, we can simply use $|F|$. Note that, by using an additional reduction rule, we can ensure that $F'$ forms an independent set; however, we do not use it because our analysis do not require such a strong condition.

Proposition 5. Algorithm 1 correctly solves FVS.

3 Analysis

For parameters $0 \leq \alpha \leq 1$ and $(\beta_d)_{d=0}^\infty$ satisfying $0 = \beta_0 = \beta_1 = \beta_2 \leq \beta_3 \leq \beta_4 \leq \cdots$, we define
\[
\mu(G, F, k) := k - \frac{\alpha}{D} \sum_{v \in F} (d(v) - 2) + \sum_{v \in F} \beta_d(v).
\]

Initially, the algorithm is called with $F = \emptyset$, and we have $\mu(G, \emptyset, k) = k$.

Lemma 6. If none of the reduction rules 1–6 nor the pruning rule are applicable for an input $(G, F, k)$, then $\mu(G, F, k) \geq 0$ holds.
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\[ \mu(G, F, k) = (1 - \alpha)k + \frac{\alpha}{D} \left( kD - \sum_{v \in P} (d(v) - 2) \right) + \sum_{v \in P} \beta d(v) \geq 0. \]

Proof. If the pruning is not applicable, we have \( kD \geq \sum_{v \in F} (d(v) - 2) \). Hence we have

\[ \mu(G, F, k) = (1 - \alpha)k + \frac{\alpha}{D} \left( kD - \sum_{v \in F} (d(v) - 2) \right) + \sum_{v \in F} \beta d(v) \geq 0. \]

We now show that applying the reduction rules does not increase \( \mu \). We can easily see that \( D \) never increases by the reduction but may decrease; however, because such decrease leads to a smaller \( \mu \), we can analyze as if \( D \) is not changed by the reduction.

From condition 4 in Lemma 2 and the fact that contraction does not change degrees, the graph immediately after branching has minimum degree at least two. Hence, we apply reduction rule 1 only after applying reduction rules 2 or 5 (or against the initial instance, in which case, \( \mu \) does not increase because \( F \) remains empty).

\[ \textbf{Lemma 7.} \text{ Reduction rules 2 or 5, together with the subsequent applications of reduction rule 1, do not increase } \mu. \]

Proof. For convenience of analysis, when a vertex of degree one is generated, we immediately put it into \( F \). This does not affect the behavior of the algorithm because all such vertices will be deleted by reduction rule 1.

We first show that applying reduction rule 1 does not increase \( \mu \). When \( d(u) = 0 \), we have \( \mu(G - u, F - u, k) = \mu(G, F, k) - \frac{D}{2} \). When \( d(u) = 1 \), let \( v \) be the neighbor of \( u \). If \( v \in F \), we have \( \mu(G - u, F - u, k) = \mu(G, F, k) + \beta d(v) - 1 - \beta d(v) \leq \mu(G, F, k) \). If \( v \notin F \) and \( d(v) \geq 3 \), we have \( \mu(G - u, F - u, k) = \mu(G, F, k) - \frac{D}{2} \). If \( v \notin F \) and \( d(v) = 2 \), deleting \( u \) puts \( v \) into \( F \), and hence we have \( \mu(G - u, F - u + v, k) = \mu(G, F, k) \).

We next show that applying reduction rules 2 or 5 does not increase \( \mu \). Let \( P \) be the set of vertices in \( V \setminus (F \cup \{u\}) \) whose degree in \( G - u \) is one. Let \( q \) be the number (i.e., the total multiplicity) of edges between \( u \) and \( F \). Because \( P \) is a subset of neighbors of \( u \), we have \( |P| + q \leq d(u) \leq D \). Then, we have \( \mu(G - u, F \cup P, k - 1) \leq \mu(G, F, k) - 1 + \frac{D}{2}(|P| + q) \leq \mu(G, F, k) - 1 + \alpha \leq \mu(G, F, k) \).

Because reduction rule 3 deletes a vertex of degree two and does not change the degrees of other vertices, it does not change \( \mu \). Because reduction rule 4 is applied only when reduction rule 2 cannot be applied, it does not change the degrees of vertices in \( F \), and therefore it does not change \( \mu \).

Finally, we analyze the branching rule. Because contraction does not change degrees of other vertices, \( D \) never increases by the branching but may decrease. As we did in the analysis of the reduction rules, we analyze as if \( D \) does not change by the branching. Recall that \( U \) is the set of neighbors of \( u \) that are contained in \( F \). Let \( f := |U| \) and \( d := \{d_1, \ldots, d_f\} \) be the multiset of degrees of vertices in \( U \). The degree of \( u' \) is \( d' := D + \sum_{i=1}^{f} (d_i - 2) \). In the former case of the branching, we have

\[ \Delta_1(D, d) := \mu(G, F, k) - \mu(G - u, F, k - 1) \]

\[ = 1 - \frac{D}{D} + \sum_{i=1}^{f} (\beta_{d_i} - \beta_{d_i - 1}). \]
In the latter case, we have

\[ \Delta_2(D, d) := \mu(G, F, k) - \mu(G', F - U + u', k) \]

\[ = -\frac{\alpha}{D} \left( \sum_{i=1}^{f} (d_i - 2) - (d' - 2) \right) + \sum_{i=1}^{f} \beta d_i - \beta d' \]

\[ = \alpha - 2\frac{\alpha}{D} + \sum_{i=1}^{f} \beta d_i - \beta d'. \]

Now, we can prove the running time of the algorithm by induction on the height of the search tree as follows. Suppose that the number of leaves in the search tree is bounded by \( c \mu(G, F, k) \) for some \( c > 1 \) when the height is at most \( h \). After the branching, we can bound the total number of leaves by \( c \mu(G, F, k) - \Delta_1(D, d) + c \mu(G, F, k) - \Delta_2(D, d) \). Hence, in the induction step for \( h + 1 \), we need to show the inequality

\[ c \mu(G, F, k) - \Delta_1(D, d) + c \mu(G, F, k) - \Delta_2(D, d) \leq c \mu(G, F, k), \]

which is equivalent to

\[ c^{-\Delta_1(D, d)} + c^{-\Delta_2(D, d)} \leq 1. \]

Therefore, if \( c^{-\Delta_1(D, d)} + c^{-\Delta_2(D, d)} \leq 1 \) holds for any \((D, d)\) for some \( c > 1 \), the running time of the algorithm is bounded by \( O^*(c^k) \). We now optimize the parameters to minimize \( c \).

**The design of our measure**

We have reached to our measure by the following three steps.

**Step 1.** Let \( \text{gap} := kD - \sum_{v \in F} (d(v) - 2) \), i.e., the distance to the application of the pruning rule. By analyzing the branching rule, we observe that deleting \( u \) decreases \( k \) but may not decrease \( \text{gap} \), while making \( u \) undeletable does not change \( k \) but decreases \( \text{gap} \). Hence, by taking the convex combination \((1 - \alpha) \cdot k + \alpha \cdot \frac{1}{D} \text{gap}\), we can ensure that the measure always decreases. The coefficient \( \frac{1}{D} \) is for bounding the measure by \( k \).

**Step 2.** We observe that deleting \( u \) decreases \( \text{gap} \) if \( u \) has neighbors not in \( F \). When \( u \) has more than two neighbors in \( F \), making \( u \) undeletable decreases the size \( |F| \). Because \( |F| \) cannot be negative, the worst-case (when all the neighbors of \( u \) are contained in \( F \)) cannot occur frequently. Hence, by taking \( |F| \) into the measure, we can improve the analysis. This corresponds to the simple analysis presented in Section 3.1.

**Step 3.** We observe that applying reduction rule 3 against a vertex in \( F \) does not change \( \text{gap} \) but decreases \( |F| \). Deleting \( u \) in the branching rule decreases the degree of its neighbors, and if a neighbor is in \( F \), such a decrease leads to a future application of reduction rule 3. Hence, by using the sum of weights \( \sum_{v \in F} \beta d(v) \) depending on the degree instead of the size \( |F| = \sum_{v \in F} 1 \), we can improve the analysis. This corresponds to the computer-aided analysis presented in Section 3.2.
3.1 Simple Analysis

As a simple analysis whose correctness can be easily checked, we use \( \alpha = \log_4 \frac{5}{2} \approx 0.7075 \), \( \beta_d = \frac{1}{2} \log_4 \frac{3}{2} \approx 0.1462 \) for all \( d \geq 3 \), and \( c = 4 \). Note that, when applying the branching rule, \( D \geq 4 \) holds from Lemma 2. For these parameters, we have

\[
\begin{align*}
\exp(-\Delta_1(D,d)) &\leq 4^{-1+\frac{\beta_d}{2}\log_4 \frac{3}{2}} = \frac{1}{4} \left( \frac{8}{3} \right)^{\frac{\beta_d}{2}} \leq \frac{1}{4} \min \left( \frac{8}{3}, \left( \frac{8}{3} \right)^{\frac{\beta_d}{2}} \right), \\
\exp(-\Delta_2(D,d)) &= 4^{\left( \frac{\beta_d}{2} - 1 \right) \log_4 \frac{3}{2} + (1-f)\frac{\beta_d}{2}} \leq \left( \frac{3}{8} \right)^{\frac{1}{2}} \cdot \left( \frac{3}{2} \right)^{1-f}
\end{align*}
\]

We now show that \( \exp(-\Delta_1(D,d)) + \exp(-\Delta_2(D,d)) \leq 1 \) holds by the following case analysis.

\[
\begin{align*}
\exp(-\Delta_1(D,d)) + \exp(-\Delta_2(D,d)) &\leq \left\{ \begin{array}{ll}
\frac{1}{4} + \left( \frac{3}{8} \right)^{\frac{1}{2}} \cdot \left( \frac{3}{2} \right)^{\frac{1}{2}} = 1 & (f = 0), \\
\frac{1}{4} \left( \frac{8}{3} \right)^{\frac{1}{2}} + \left( \frac{3}{8} \right)^{\frac{1}{2}} & < 0.932 & (f = 1), \\
\frac{1}{4} \left( \frac{8}{3} \right)^{\frac{1}{2}} + \left( \frac{3}{8} \right)^{\frac{1}{2}} \cdot \left( \frac{2}{3} \right)^{\frac{1}{2}} & < 0.909 & (f = 2), \\
\frac{1}{4} \left( \frac{8}{3} \right)^{\frac{1}{2}} + \left( \frac{3}{8} \right)^{\frac{1}{2}} \cdot \left( \frac{2}{3} \right)^{\frac{1}{2}} & < 0.930 & (f = 3), \\
\frac{1}{4} \left( \frac{8}{3} \right)^{\frac{1}{2}} + \left( \frac{3}{8} \right)^{\frac{1}{2}} \cdot \left( \frac{2}{3} \right)^{\frac{1}{2}} = 1 & (f \geq 4).
\end{array} \right.
\end{align*}
\]

\textbf{Theorem 8.} Algorithm 1 solves FVS in \( O^*(4^D) \) time.

3.2 Measure-and-Conquer Analysis

We use the parameters \( \alpha = 0.922863 \), \( \beta \) shown in Table 1, and \( c = 3.460 \). These values are obtained by solving a convex optimization problem to minimize \( c \) under the constraints of \( \exp(-\Delta_1(D,d)) + \exp(-\Delta_2(D,d)) \leq 1 \) for any \( (D,d) \). For details of computer-aided measure-and-conquer analysis and how to solve it as a convex optimization problem, see [13, Chapter 2]. For \( d \geq \max := 30 \), we fix \( \beta_d = \beta_{\max} \). This is for bounding the number of vectors \( d \) we need to consider. The running time for solving the convex optimization problem depends on the choice of \( \max \), and we chose \( \max := 30 \) because increasing it to 50 did not improve the analysis, and when increasing it to 60, the optimization did not finish within an hour.

\textbf{Lemma 9.} \( \exp(-\Delta_1(D,d)) + \exp(-\Delta_2(D,d)) \leq 1 \) holds for any \( (D,d) \) with \( D \geq 4 \).

\textbf{Proof.} Suppose that \( d_j \geq 32 \) holds for some \( j \). Because \( \beta_d = \beta_{30} \) for all \( d \geq 30 \) and because \( d' = D + \sum_i (d_i - 2) \geq D + (d_j - 2) \geq 31 \) holds, decreasing \( d_j \) by one does not change \( \Delta_1(D,d) \) nor \( \Delta_2(D,d) \). Therefore, we can focus on the case of \( d_i \leq 31 \) for all \( i \). We now show that the inequality holds by induction on \( D \). When \( D = 4 \), we can verify that

\[
\exp(-\Delta_1(4,d)) + \exp(-\Delta_2(4,d)) \leq 1 \quad (\forall d)
\]

holds by naively enumerating all the possible configurations of \( d \). Assume that, for a fixed \( D \), the inequality holds for any \( (D-1,d) \). We show that the inequality also holds for any \( (D,d) \).
Therefore, we have

\[ \Delta_1(D, d) \geq \Delta_1(D - 1, d) \]

and

\[ \Delta_2(D, d) = \Delta_2(D - 1, d) - 2\frac{\alpha}{D} - \beta d + 2\frac{\alpha}{D - 1} + \beta d - 1, \]

where \( d' = D + \sum_{i=1}^{f} (d_i - 2) \). When \( d' > 31 \), we have \( \Delta_2(D, d) = \Delta_2(D - 1, d) - 2\frac{\alpha}{D} + 2\frac{\alpha}{D - 1} \geq \Delta_2(D - 1, d) \). When \( d' \leq 31 \), we can verify that our parameters satisfy

\[ -2\frac{\alpha}{D} - \beta d' + 2\frac{\alpha}{D - 1} + \beta d - 1 \geq 0 \quad (\forall (D, d') \text{ with } 5 \leq D \leq d' \leq 31). \quad (2) \]

Therefore, we have \( \Delta_2(D, d) \geq \Delta_2(D - 1, d) \). This shows that

\[ c^{-\Delta_1(D, d)} + c^{-\Delta_2(D, d)} \leq c^{-\Delta_1(D - 1, d)} + c^{-\Delta_2(D - 1, d)} \leq 1. \)

When \( f = D \), let \( d' := \{d_1, \ldots, d_{f-1}\} \). We have

\[ \Delta_1(D, d) = \Delta_1(D - 1, d') + \beta d_f - \beta d_f - 1 \geq \Delta_1(D - 1, d') \]

and

\[ \Delta_2(D, d) = \Delta_2(D - 1, d') - 2\frac{\alpha}{D} + 2\frac{\alpha}{D - 1} + \beta d_f - \beta d' + \beta d' - d_f - 2 \]

\[ \geq \Delta_2(D - 1, d') + \beta d_f - \beta d' + \beta d' - d_f - 2, \]

where \( d' = D + \sum_{i=1}^{f} (d_i - 2) \). When \( d' > 31 \), we have \( \beta d_f - \beta d' + \beta d' - d_f + 2 \geq \beta d_f - \beta d' + \beta d' - d_f + 2, \) and hence such a case can be reduced to the case when \( d' = 31 \). Because we can verify that our parameters satisfy

\[ \beta d_f - \beta d' + \beta d' - d_f + 2 \geq 0 \quad (\forall (d', d_f) \text{ with } 3 \leq d_f < d' \leq 31), \quad (3) \]

we have \( \Delta_2(D, d) \geq \Delta_2(D - 1, d') \). This shows that

\[ c^{-\Delta_1(D, d)} + c^{-\Delta_2(D, d)} \leq c^{-\Delta_1(D - 1, d')} + c^{-\Delta_2(D - 1, d')} \leq 1. \]

**Theorem 10.** Algorithm 1 solves FVS in \( O^*(3.460^k) \) time.
In this paper, we give the theoretical analysis to the empirically fast branching algorithm for FVS. The proved running time is the current fastest among deterministic algorithms. We conclude the paper by giving two open problems.

First, we do not think that our analysis is tight. Can we significantly improve the analysis? Especially, we are interested in whether we can achieve $O^*(4^k)$ time without using the reduction to the linear matroid parity to solve subcubic instances. When allowing randomization, a simple random sampling algorithm runs in $O^*(4^k)$ time \cite{1}. This random sampling algorithm also uses a degree-based argument but does not use the subcubic solver. Without the subcubic solver (i.e., $D \geq 3$ instead of $D \geq 4$), our analysis gives only $O^*(4.59^k)$. If this can be improved to $O^*(4^k)$, using the subcubic solver will further improve the running time.

Second, the proved running time is still far from actual running time against real-world instances. In this paper, we used the standard parameter of the solution size. Can we prove that the algorithm runs in FPT time for some parameter that is smaller in real-world instances. For example, VERTEX COVER and MULTIWAY CUT are known to be FPT parameterized by the gap between the solution size and LP lower bounds \cite{8,21}.
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Abstract
Let \( C \) and \( D \) be hereditary graph classes. Consider the following problem: given a graph \( G \in D \), find a largest, in terms of the number of vertices, induced subgraph of \( G \) that belongs to \( C \). We prove that it can be solved in \( 2^{o(n)} \) time, where \( n \) is the number of vertices of \( G \), if the following conditions are satisfied:

- the graphs in \( C \) are sparse, i.e., they have linearly many edges in terms of the number of vertices;
- the graphs in \( D \) admit balanced separators of size governed by their density, e.g., \( O(\Delta) \) or \( O(\sqrt{m}) \), where \( \Delta \) and \( m \) denote the maximum degree and the number of edges, respectively; and
- the considered problem admits a single-exponential fixed-parameter algorithm when parameterized by the treewidth of the input graph.

This leads, for example, to the following corollaries for specific classes \( C \) and \( D \):

- a largest induced forest in a \( P_t \)-free graph can be found in \( 2^{O(n^{2/3})} \) time, for every fixed \( t \); and
- a largest induced planar graph in a string graph can be found in \( 2^{O(n^{3/4})} \) time.
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1 Introduction

Many optimization problems in graphs can be expressed as follows: given a graph $G$, find a largest vertex set $A$ such that $G[A]$, the subgraph of $G$ induced by $A$, satisfies some property. Examples include Independent Set (the property of being edgeless), Feedback Vertex Set (the property of being acyclic), and Planarization (the property of being planar). Here, Feedback Vertex Set and Planarization are customarily phrased in the complementary form that asks for minimizing the complement of $A$: given $G$, find a smallest vertex set $X$ such that $G - X$ has the desired property. While all problems considered in this paper can be viewed in these two ways, for the sake of clarity we focus on the maximization formulation.

Formally, we shall consider the following Max Induced $C$-Subgraph problem. Fix a graph class $C$ that is hereditary, that is, closed under taking induced subgraphs. Then, given a graph $G$, the goal is to find a largest vertex subset $A$ such that $G[A] \in C$. Our focus is on exact algorithms for this problem with running time expressed in terms of $n$, the number of vertices of $G$. Clearly, as long as the graphs from $C$ can be recognized in polynomial time, the problem can be solved in $2^n \cdot n^{O(1)}$ time by brute-force; we are interested in non-trivial improvements over this approach.

The complexity of Max Induced $C$-Subgraph was studied as early as in 1980 by Lewis and Yannakakis [19], who proved that when the graph class $C$ does not contain all graphs, the problem is NP-hard. Recently, Komusiewicz [17] inspected the reduction of Lewis and Yannakakis and concluded that under the Exponential Time Hypothesis (ETH) one can even exclude the existence of subexponential-time algorithms for the problem, that is, ones with running time $2^{o(n)}$. While the result of Komusiewicz [17] excludes significant improvements in the running time, there is still room for improvement in the base of the exponent. Indeed, for various classes of graphs $C$, algorithms with running time $O((2 - \varepsilon)^n)$ for some $\varepsilon > 0$ are known; see e.g. [3, 12, 13, 14, 21] and the references therein.

Another direction, which is of main interest to us, is to impose more conditions on the input graphs $G$ in the hope of obtaining faster algorithms for restricted cases. Formally, we fix another hereditary graph class $D$ and consider Max Induced $C$-Subgraph where the input graph $G$ is additionally required to belong to $D$.

In this line of research, the class $C$ of edgeless graphs, which corresponds to the classical Max Independent Set (MIS) problem, has been extensively studied. Suppose $D$ is the class of $H$-free graphs, that is, graphs that exclude some fixed graph $H$ as an induced subgraph. As observed by Alekseev [1], the problem is NP-hard on $H$-free graphs unless $H$ is a path or a subdivision of the claw ($K_{1,3}$); the reduction of [1] actually excludes the existence of a subexponential-time algorithm under ETH in these cases. On the positive side, the maximal classes for which polynomial-time algorithms are known are the $P_6$-free graphs [15] and the fork-free graphs [20]. It would be consistent with our knowledge if MIS was polynomial-time solvable on $H$-free graphs whenever $H$ is a path or a subdivision of the claw.

It turns out that if we only aim at subexponential-time instead of polynomial-time algorithms, many more tractability results can be obtained for MIS, and usually they are also
much simpler conceptually. Bacsó et al. [2] showed that MIS can be solved in $2^{O(\sqrt{tn \log n})}$ time on $P_t$-free graphs, for every $t \in \mathbb{N}$. Very recently, Chudnovsky et al. [8] reported a $2^{O(\sqrt{n \log n})}$-time algorithm on long-hole-free graphs, which are graphs that exclude every cycle of length at least 5 as an induced subgraph. In the light of the results above, it is natural to ask whether structural assumptions on the class $\mathcal{D}$ from which the input is drawn, like e.g. $P_t$-freeness, can help in the design of subexponential-time algorithms for other maximum induced subgraph problems, beyond $\mathcal{C}$ being the class of edgeless graphs. This is precisely the question we investigate in this work.

**Our contribution.** We identify three properties that together provide a way to solve the Max Induced $\mathcal{C}$-Subgraph problem on graphs from $\mathcal{D}$ in subexponential time, where $\mathcal{C}$ and $\mathcal{D}$ are hereditary graph classes. They are as follows:

- The class $\mathcal{C}$ should consist of sparse graphs. To be specific, let us assume that every $n$-vertex graph from $\mathcal{C}$ has $O(n)$ edges.

- The class $\mathcal{D}$ may contain dense graphs, but they should admit balanced separators whose size is somehow governed by the density. To be specific, let us assume that every graph from $\mathcal{D}$ with maximum degree $\Delta$ has a balanced separator of size $O(\Delta)$, or that every graph from $\mathcal{D}$ with $m$ edges has a balanced separator of size $O(\sqrt{m})$.

- The Max Induced $\mathcal{C}$-Subgraph problem on graphs from $\mathcal{D}$ can be solved in $2^{O(k \log n)}$ time, where $w$ is the treewidth of the input graph. Here, notation $O(\cdot)$ hides polylogarithmic factors.

We show that if these conditions are simultaneously satisfied, then the Max Induced $\mathcal{C}$-Subgraph problem on graphs from $\mathcal{D}$ can be solved in $2^{O(n^{2/3})}$ time in the presence of balanced separators of size $O(\Delta)$ and in $2^{O(n^{3/4})}$ time for balanced separators of size $O(\sqrt{m})$. The precise statement and proof of this result can be found in Section 2.

The conditions on $\mathcal{C}$ look natural and are satisfied by various specific classes of interest, like forests (corresponding to Feedback Vertex Set) and planar graphs (corresponding to Planarization). On the other hand, the condition on $\mathcal{D}$ looks more puzzling. However, there are certain non-sparse classes of graphs where the existence of such balanced separators has been established. For instance, balanced separators of size $O(\Delta)$ are known to exist in $P_t$-free graphs for any fixed $t \in \mathbb{N}$ [2], and in long-hole-free graphs [8]. The existence of balanced separators of size $O(\sqrt{m})$ is known for string graphs, which are intersection graphs of arc-connected subsets of the plane, and more generally for intersection graphs of connected subgraphs in any proper minor-closed class [18]. All these observations yield a number of concrete corollaries to our main result, which are gathered in Section 3. In Section 4, we discuss some lower bounds: we show that if $\mathcal{C}$ is the class of forests (corresponding to the Feedback Vertex Set problem) and $\mathcal{D}$ is characterized by a single excluded induced subgraph, then under the Exponential Time Hypothesis one cannot hope for subexponential-time algorithms in greater generality than provided by our main result.

## 2 Main result

We use standard graph notation. We assume the reader’s familiarity with treewidth. We recall some notation for tree decompositions in Section 5, where it is actually needed.

For a graph $G$, a set $S \subseteq V(G)$ is a balanced separator if every connected component of $G - S$ has at most $\frac{n}{2} |V(G)|$ vertices. It is known that small balanced separators can be used to construct tree decompositions of small width, as made explicit in the following lemma.

**Lemma 1** ([11]). If every subgraph of a graph $G$ has a balanced separator of size at most $k$, then the treewidth of $G$ is $O(k)$.
Now, we are ready to state and prove our main result.

**Theorem 2.** Let $\mathcal{C}$ and $\mathcal{D}$ be classes of graphs that satisfy the following conditions:

- **(P1)** Every $n$-vertex graph from $\mathcal{C}$ has $O(n)$ edges.
- **(P2)** The class $\mathcal{D}$ is closed under taking induced subgraphs.
- **(P3)** Given a graph $G \in \mathcal{D}$ with $n$ vertices and treewidth $w$, one can find a largest set $A \subseteq V(G)$ such that $G[A] \in \mathcal{C}$ in $2^{O(w \cdot n^{\frac{1}{w}})}$ time.

Furthermore, let the class $\mathcal{D}$ satisfy one of the following conditions:

- **(P4a)** Every graph in $\mathcal{D}$ with maximum degree $\Delta$ has a balanced separator of size $O(\Delta)$, or
- **(P4b)** Every graph in $\mathcal{D}$ with $n$ vertices and maximum degree $\Delta$ has a balanced separator of size $O(\sqrt{n\Delta})$.

Then, given an $n$-vertex graph $G \in \mathcal{D}$, one can find a largest set $A \subseteq V(G)$ such that $G[A] \in \mathcal{C}$ in time

1. $2^{O(n^{2/3})}$, if $\mathcal{D}$ satisfies (P4a), or
2. $2^{O(n^{3/4})}$, if $\mathcal{D}$ satisfies (P4b).

**Proof.** Let a constant $\tau$ be defined as follows, depending on which of the two conditions is satisfied by $\mathcal{D}$:

$$
\tau = \begin{cases} 
1/3 & \text{if } \mathcal{D} \text{ satisfies (P4a)}, \\
1/4 & \text{if } \mathcal{D} \text{ satisfies (P4b)}. 
\end{cases}
$$

We devise a branching algorithm that finds a largest set $A \subseteq V(G)$ such that $G[A] \in \mathcal{C}$ in $2^{O(n^{1-\tau})}$ time. This matches the complexity bounds from the statement of the theorem.

Let $G \in \mathcal{D}$ be the input graph and $n$ be the number of its vertices. Consider a fixed solution $A$, that is, a largest set $A \subseteq V(G)$ such that $G[A] \in \mathcal{C}$. Let $A' \subseteq A$ be the set of vertices of degree greater than $n^{\tau}$ in $G[A]$. By property (P1), we have $|A'| = O(n/n^{\tau}) = O(n^{1-\tau})$.

The algorithm guesses the set $A'$ exhaustively, by trying all subsets of $V(G)$ of the appropriate sizes $O(n^{1-\tau})$, which results in $n^{O(n^{1-\tau})} = 2^{O(n^{1-\tau})}$ branches. Fix one such branch and assume, for the purpose of further description of the algorithm, that it corresponds to the true set $A'$ (i.e., the one obtained from the fixed solution $A$). Let $G' = G - A'$.

Suppose that $G'$ contains a vertex $v$ of degree at least $n^{2\tau}$. If $v \in A$, then $v$ has degree at most $n^{\tau}$ in $G[A]$ (since $v \notin A'$). The algorithm further guesses that $v \notin A$ and discards $v$ (one branch), or it guesses that $v \in A$ and discards all but at most $n^{\tau}$ neighbors of $v$ in $G'$ (at most $n^{n^{\tau}}$ branches). In the latter case, we do not fix the assumption that $v$ or any particular neighbor of $v$ belongs to $A$, so that the vertices that have survived this step can still be discarded in subsequent branching steps.

The step described above is repeated exhaustively. The overall number of branches generated in this way can be bounded as follows, where $k = |V(G')|$: 

$$
F(k) \leq F(k - 1) + n^{n^{\tau} \cdot F(k - (n^{2\tau} - n^{\tau}))} \\
\leq F(k - 2) + n^{n^{\tau} \cdot F(k - (n^{2\tau} - n^{\tau})) + n^{n^{\tau} \cdot F(k - (n^{2\tau} - n^{\tau}))}} \\
\leq \ldots \leq F(k - (n^{2\tau} - n^{\tau})) + (n^{2\tau} - n^{\tau}) \cdot n^{n^{\tau} \cdot F(k - (n^{2\tau} - n^{\tau}))} \\
= (n^{2\tau} - n^{\tau} + 1) \cdot n^{n^{\tau} \cdot F(k - (n^{2\tau} - n^{\tau}))} \\
\leq \left( (n^{2\tau} - n^{\tau} + 1) \cdot n^{n^{\tau}} \right)^{k/(n^{2\tau} - n^{\tau})} \\
\leq \left( (n^{2\tau} - n^{\tau} + 1) \cdot n^{n^{\tau}} \right)^{n/(n^{2\tau} - n^{\tau})} = n^{O(n^{1+2\tau})} = 2^{O(n^{1-\tau})}.
$$
Once the branching step can no longer be applied, we obtain an induced subgraph \( G'' \) of \( G' \) of maximum degree less than \( n^{2\tau} \). In the branch where all the choices have been made correctly (i.e., according to the fixed solution \( A' \)), \( G'' \) still contains all vertices from \( A \setminus A' \).

By property (P2), we have \( G'' \in \mathcal{D} \). Thus \( G'' \) satisfies either (P4a) or (P4b), which means that \( G'' \) has a balanced separator of size \( \mathcal{O}(n^{2/3}) \) in the former case or \( \mathcal{O}((n - n^{1/3})^2) = \mathcal{O}(n^{3/4}) \) in the latter case. In both cases, the size of the separator is \( \mathcal{O}(n^{1-\tau}) \). Moreover, by the same argument, balanced separators of that size also exist in every subgraph of \( G'' \). Therefore, by Lemma 1, we conclude that \( G'' \) has treewidth \( \mathcal{O}(n^{1-\tau}) \). Since \( |A'| \leq \mathcal{O}(n^{1-\tau}) \), it follows that the graph \( G[V(G'') \cup A'] \) also has treewidth \( \mathcal{O}(n^{1-\tau}) \).

We know that \( G[V(G'') \cup A'] \in \mathcal{D} \) and, in the branch where all choices have been made correctly, this graph contains the entire maximum-size solution \( A \). Now, we apply the procedure assumed in (P3) to the graph \( G[V(G'') \cup A'] \) and observe that in the correct branch it finds some maximum-size solution (possibly different from \( A \)). Let us point out that in this step it is not sufficient to consider only the graph \( G'' \), as the vertices from \( A' \) introduce some additional constraints on the solution we are looking for.

For the time complexity, the algorithm considers \( 2^{\mathcal{O}(n^{1-\tau})} \) branches and in each of them it executes the procedure assumed in (P3) in \( 2^{\mathcal{O}(n^{1-\tau})} \) time, which gives the total running time of \( 2^{\mathcal{O}(n^{1-\tau})} \).

\( \blacktriangleleft \) Remark 3. The condition (P1) in the statement of Theorem 2 can be relaxed to “every \( n \)-vertex graph from \( \mathcal{C} \) has \( \mathcal{O}(n^{2-\tau}) \) edges, for some constant \( \varepsilon > 0 \)”. Then, we can follow the same approach with the following modification: we choose \( \tau = 1 - \frac{3}{4} \varepsilon \) in case of (P4a) and \( \tau = 1 - \frac{3}{4} \varepsilon \) in case of (P4b), and replace the threshold for branching on high-degree vertices from \( n^{2\tau} \) to \( n^{2\tau + \varepsilon - 1} \). This way, we obtain algorithms with running time \( 2^{\mathcal{O}(n^{1-\tau/3})} \) for property (P4a) and \( 2^{\mathcal{O}(n^{1-\tau/3})} \) for property (P4b). This running time is subexponential for every \( \varepsilon > 0 \).

One can also imagine unifying properties (P4a) and (P4b) into the existence of a balanced separator of size \( \mathcal{O}(n^\alpha \Delta^\beta) \), for some constants \( \alpha, \beta \). However, then, one needs to be careful when choosing \( \tau \) so that it belongs to the interval \([0, 1]\). As we did not find concrete examples of interesting graph classes \( \mathcal{D} \) for which this approach would yield non-trivial results and which would not satisfy either (P4a) or (P4b), we refrain from discussing further details here.

### 3 Corollaries

In this section, we discuss possible classes \( \mathcal{C} \) and \( \mathcal{D} \) which satisfy the conditions of Theorem 2.

For some choices of \( \mathcal{C} \), we obtain well-studied computational problems:

1. for matchings, we obtain MAX INDUCED MATCHING,
2. for forests, we obtain MAX INDUCED FOREST, also known as FEEDBACK VERTEX SET,
3. for graphs of maximum degree \( d \), where \( d \) is fixed, we obtain MAX INDUCED DEGREE-\( d \) SUBGRAPH,
4. for planar graphs, we obtain MAX INDUCED PLANAR SUBGRAPH, also known as PLANARIZATION,
5. for graphs embeddable in \( \Sigma \), where the surface \( \Sigma \) is fixed, we obtain MAX INDUCED \( \Sigma \)-EMBEDDABLE SUBGRAPH,
6. for graphs of degeneracy at most \( d \), where \( d \) is fixed, we obtain MAX INDUCED \( d \)-DEGENERATE SUBGRAPH.

It is clear that all these classes satisfy property 1 of Theorem 2.

Given a graph of treewidth \( w \), its tree decomposition of width at most \( 4w + 3 \) can be computed in \( 2^{\mathcal{O}(w)} \cdot n^2 \) time (see e.g. [9, Section 7.6]). Therefore, for the purpose of verifying property 3, we can assume that a tree decomposition of width \( \mathcal{O}(w) \) is additionally provided.
Subexponential Algorithms Finding Large Sparse Subgraphs

on input. While \(2^{\tilde{O}(w)} \cdot n^{O(1)}\)-time algorithms are quite straightforward and well known for the first two problems on the list, this is not necessarily the case for the others. For MAX INDUCED DEGREE-\(d\) SUBGRAPH, an algorithm with running time \(2^{\tilde{O}(w)} \cdot n^{O(1)}\) can be easily derived from the meta-theorem of Pilipczuk \[22\]. Algorithms for MAX INDUCED PLANAR SUBGRAPH and, more generally, MAX INDUCED \(\Sigma\)-EMBEDDABLE SUBGRAPH, were provided by Kociumaka and Pilipczuk \[16\]. Finally, we give a suitable algorithm for MAX INDUCED \(d\)-DEGENERATE SUBGRAPH in Lemma 8 in Section 5.

It may be tempting to consider, as \(C\), the graphs with no even cycle \(C_{2k}\) (not necessarily induced), for some fixed integer \(k \geq 2\). This is because such graphs have \(O(n^{2-\Omega(1/k)})\) edges \[5\], and thus they satisfy the generalization of property 1 mentioned in Remark 3 for \(\varepsilon = \Omega(1/k)\). However, for these classes, property 3 turns out to be problematic: for any fixed \(\ell \geq 5\), there is no algorithm for a minimum set of vertices hitting all (non-induced) copies of \(C_{\ell}\) in a graph with treewidth \(w\) with running time \(2^{o(w^2)} \cdot n^{O(1)}\) unless the ETH fails \[22\] (this bound appears to be essentially tight, as the problem can be solved in \(2^{\tilde{O}(w^2)} \cdot n^{O(1)}\) time \[10\]). It is unclear whether the additional assumption that the input graph belongs to some class \(D\), considered here, can help.

Now, let us consider classes \(D\). Examples of classes satisfying property a in Theorem 2 come from forbidding some induced subgraphs. Bacsó et al. \[2\] proved that \(P_t\)-free graphs with maximum degree \(\Delta\) have treewidth \(O(\Delta \cdot t)\). Very recently, Chudnovsky et al. \[8\] observed that long-hole-free graphs, that is, graphs with no induced cycles of length at least 5, also have balanced separators of size \(O(\sqrt{m})\), where \(m\) is the number of edges. In fact, he proved a more general result that if \(M\) is a class of graphs excluding a fixed graph as a minor, then intersection graphs of connected subgraphs of graphs from \(M\) admit balanced separators of size \(O(\sqrt{m})\).

String graphs are precisely the intersection graphs of connected subgraphs of planar graphs.

Summing up, we obtain the following.

\[\text{Corollary 4. Each of the following problems can be solved in } 2^{O(n^{2/3})} \text{ time on } P_t\text{-free graphs (for every fixed } t) \text{ and in long-hole-free graphs, and in } 2^{O(n^{3/4})} \text{ time on string graphs:}
\]

1. MAX INDUCED MATCHING,
2. MAX INDUCED FOREST,
3. MAX INDUCED DEGREE-\(d\) SUBGRAPH, for every fixed \(d \in \mathbb{N}\),
4. MAX INDUCED PLANAR SUBGRAPH,
5. MAX INDUCED \(\Sigma\)-EMBEDDABLE SUBGRAPH, for every fixed surface \(\Sigma\),
6. MAX INDUCED \(d\)-DEGENERATE SUBGRAPH, for every fixed \(d \in \mathbb{N}\).

We note that subexponential-time algorithms for MAX INDUCED MATCHING and MAX INDUCED FOREST on string graphs were already known \[6\], even with a better running time than provided above. As we have argued, in Corollary 4, we can replace string graphs with intersection graphs of connected subgraphs of graphs from \(M\), where \(M\) is any class of graphs excluding a fixed graph as a minor; this is because the result of Lee \[18\] holds in that generality.

\section{Max Induced Forest in \(H\)-free graphs}

Our original motivation was the MAX INDUCED FOREST problem. In the previous section, we discussed a subexponential-time algorithm solving it on \(P_t\)-free graphs. We now show that as long as the considered class of inputs \(D\) is characterized by a single excluded induced
subgraph, that is, we investigate Max Induced Forest on $H$-free graphs for a fixed graph $H$, we cannot hope for more positive results. Namely, it turns out that if $H$ is not a linear forest (i.e., a collection of vertex-disjoint paths), the problem is unlikely to admit a polynomial-time or even a subexponential-time algorithm on $H$-free graphs. Specifically, we obtain the following dichotomy.

▶ Theorem 5. Let $H$ be a fixed graph.
1. If $H$ is a linear forest, then the Max Induced Forest problem can be solved in $2^{O(n^{2/3})}$ time on $H$-free graphs with $n$ vertices.
2. Otherwise, on $H$-free graphs, the Max Induced Forest problem is NP-complete and cannot be solved in $2^{o(n)}$ time unless the ETH fails.

Theorem 5 1 follows from Corollary 4, because every linear forest is an induced subgraph of some path. Statement 2 follows from a combination of arguments already existing in the literature. However, since the proof is simple, we include it for the sake of completeness.

We prove Theorem 5 2 in two steps. First, we consider graphs $H$ that contain a cycle or two branch vertices, that is, vertices of degree at least 3. In this case, we can apply the standard argument of subdividing every edge a suitable number of times, cf. [7, Theorem 3].

▶ Lemma 6. Let $H$ be a fixed graph that either contains a cycle or has a connected component with at least two branch vertices. Then Max Induced Forest is NP-complete on $H$-free graphs. Moreover, there is no algorithm solving Max Induced Forest in $2^{o(n)}$ time for $n$-vertex $H$-free graphs unless the ETH fails.

Proof. We reduce from Max Induced Forest in graphs with maximum degree 6; it is known that this problem is NP-complete and has no subexponential-time algorithm assuming ETH [9]. Let $G$ be a graph with $n$ vertices and maximum degree 6. Let $G^*$ be the graph obtained from $G$ by subdividing every edge $|V(H)|+1$ times. It is straightforward to observe that $G$ has an induced forest on $n-k$ vertices if and only if $G^*$ has an induced forest on $|G^*|-k$ vertices. Moreover, the number of vertices in $G^*$ is linear in $n$.

Finally, we show that $G^*$ is $H$-free. First, observe that if $H$ contains a cycle, then $H$ cannot be a subgraph of $G^*$, as the girth of $G^*$ is greater than $|V(H)|+1$. On the other hand, the distance between any two branch vertices in $G^*$ is at least $|V(H)|+1$, so $G^*$ does not contain $H$ as a subgraph in case $H$ has two branch vertices in the same connected component.

By Lemma 6, the only graphs $H$ for which we might hope for a polynomial-time or even a subexponential-time algorithm for Max Induced Forest on $H$-free graphs are collections of disjoint subdivided stars. To resolve this case, we will show that the problem remains hard for line graphs. Recall that the line graph $L(G)$ of a graph $G$ is the graph whose vertices are the edges of $G$ and where the adjacency relation corresponds to the relation of having a common endpoint in $G$.

Actually, Chiarelli et al. [7] reported that the hardness of Max Induced Forest on line graphs was observed by Speckenmeyer in his PhD thesis [23]. However, we were unable to find this result there. Therefore, we provide the easy proof, which boils down to essentially the same argument as in [7, Theorem 5].

▶ Lemma 7. Max Induced Forest is NP-complete on line graphs. Moreover, there is no algorithm solving Max Induced Forest in $2^{o(n)}$ time for $n$-vertex line graphs unless the ETH fails.
Proof. We reduce from the Hamiltonian Path problem, which is NP-complete and has no subexponential-time algorithm, even if the input graph has linearly many edges [9]. Let $G$ be a graph, which is the input instance of Hamiltonian Path.

First, note that any induced forest in $L(G)$ corresponds to a collection of vertex-disjoint paths in $G$. More formally, consider a set $E' \subseteq E(G)$, such that $L(G)[E']$ is a forest. We claim that the subgraph $G' = (V(G), E')$ of $G$ is a collection of vertex-disjoint paths. Suppose not. This means that $G'$ contains a vertex $v$ of degree at least 3 or a cycle $C$. In the former case, the edges incident to $v$ in $G'$ form a clique in $L(G)[E']$. In the latter case, the edges of the cycle $C$ form a cycle in $L(G)[E']$. In either case, we get a contradiction to the assumption that $L(G)[E']$ is a forest.

We claim that $G$ has a Hamiltonian path if and only if $L(G)$ has an induced forest on $n - 1$ vertices. Indeed, the $n - 1$ edges of a Hamiltonian path in $G$ induce a path (in particular, a forest) in $L(G)$. For the converse, suppose that $L(G)$ has an induced forest on at least $n - 1$ vertices. By the observation above, this induced forest corresponds to a collection of vertex-disjoint paths in $G$ with at least $n - 1$ edges in total. This is only possible if this collection consists of a single path of length $n - 1$, that is, a Hamiltonian path in $G$.

Finally, observe that the number of vertices of $L(G)$ is equal to the number of edges of $G$, which is linear in the number of vertices of $G$. \hfill \blacksquare

Recall that line graphs are claw-free, that is, they contain no induced copy of $K_{1,3}$. Thus Lemma 7 implies that if $H$ contains any star with at least 3 leaves, then Max Induced Forest remains NP-complete and has no subexponential-time algorithm on $H$-free graphs unless ETH fails. Theorem 5.2 follows from combining Lemma 6 and Lemma 7.

5 Largest induced degenerate subgraph in low-treewidth graphs

This section is devoted to the proof of the following result, which we used in Section 3.

Lemma 8. For every fixed $d \in \mathbb{N}$, there is an algorithm for Max Induced $d$-Degenerate Subgraph with running time $2^{O(n \log w)} \cdot n$, where $w$ is the treewidth of the input graph and $n$ is the number of its vertices.

Preliminaries on tree decompositions. First, we introduce some notation and terminology. A tree decomposition of a graph $G$ is a tree $T$ together with a mapping $\beta(\cdot)$ that assigns a bag $\beta(x)$ to each node $x$ of $T$ in such a way that the following conditions hold:

(T1) for each $u \in V(G)$, the set of nodes $x$ with $u \in \beta(x)$ induces a connected non-empty subtree of $T$; and

(T2) for each $uv \in E(G)$, there exists a node $x$ such that $\{u, v\} \subseteq \beta(x)$.  

The width of a tree decomposition $(T, \beta)$ is $\max_{x \in V(T)} |\beta(x)| - 1$, and the treewidth of a graph $G$ is the minimum width of a tree decomposition of $G$.  

Henceforth, all tree decompositions will be rooted: the underlying tree $T$ has a prescribed root vertex $r$. This gives rise a natural ancestor-descendant relation: we write $x \preceq y$ if $x$ is an ancestor of $y$ (where possibly $x = y$). Then, for a node $x$ of $T$, we define the component at $x$ as

$$\alpha(x) = \left( \bigcup_{y \preceq x} \beta(y) \right) \setminus \beta(x).$$

It easily follows from (T1) and (T2) that $N(\alpha(x)) \subseteq \beta(x)$ for every node $x$.

A nice tree decomposition is a normalized form of a rooted tree decomposition in which every node is of one of the following four kinds.
- **Leaf node**: a node $x$ with no children and with $\beta(x) = \emptyset$.
- **Introduce node**: a node $x$ with one child $y$ such that $\beta(x) = \beta(y) \cup \{u\}$ for some vertex $u \notin \beta(y)$.
- **Forget node**: a node $x$ with one child $y$ such that $\beta(x) = \beta(y) \setminus \{u\}$ for some vertex $u \in \beta(y)$.
- **Join node**: a node $x$ with two children $y$ and $z$ such that $\beta(x) = \beta(y) = \beta(z)$.

Moreover, we require that the root $r$ of the nice tree decomposition satisfies $\beta(r) = \emptyset$.

It is known that any given tree decomposition $(T, \beta)$ of width $k$ of an $n$-vertex graph $G$ can be transformed in $k^{O(1)} \cdot \max(n, |V(T)|)$ time into a nice tree decomposition of $G$ of width at most as large, see [9, Lemma 7.4]. Moreover, given an $n$-vertex graph $G$ of treewidth $w$, a tree decomposition of $G$ of width at most $5w + 4$ can be computed in $2^{O(w)} \cdot n$ time [4], and this tree decomposition has at most $n$ nodes. By combining these two results, for the proof of Lemma 8, we can assume that the input graph $G$ is supplied with a nice tree decomposition $(T, \beta)$ of width $k \leq 5w + 4$, where $w = \text{tw}(G)$. From now on, our goal is to design a suitable dynamic programming algorithm working on this decomposition with running time $2^{O(k \log k)} \cdot n = 2^{O(w \log w)} \cdot n$.

**Dynamic programming states.** The main idea behind our dynamic programming algorithm is to view the notion of degeneracy via vertex orderings, as expressed in the following fact.

**Lemma 9 (Folklore).** A graph $H$ is $d$-degenerate if and only if there is a linear ordering $\sigma$ of vertices of $H$ such that every vertex of $H$ has at most $d$ neighbors that are smaller in $\sigma$.

Hence, the problem considered in Lemma 8 can be restated as follows: find a largest set $A \subseteq V(G)$ that admits a linear ordering $\sigma$ in which every vertex of $A$ has at most $d$ neighbors in $G[A]$ that are smaller in $\sigma$. Intuitively, our dynamic programming will therefore keep track of the intersection of the bag with $A$, the restriction of $\sigma$ to this intersection; and how many smaller neighbors of each vertex from this intersection have been already forgotten.

We now proceed with formal details. For a node $x$ of $T$, a set $X \subseteq \beta(x)$, a linear ordering $\sigma$ of $X$, and a function $f : X \to \{0, \ldots, d\}$, we define $\Phi_x[X, \sigma, f] \in \mathbb{N}$ as follows. The value $\Phi_x[X, \sigma, f]$ is the maximum size of a set $Y \subseteq \sigma(x)$ such that $X \cup Y$ admits a linear ordering $\tau$ with the following properties: $\tau$ restricted to $X$ is equal to $\sigma$ and for every $a \in X$, there are at most $f(a)$ vertices $b \in Y$ that are adjacent to $a$ and smaller than $a$ in $\tau$. Note that other neighbors of a that belong to $X$ are not taken into consideration when verifying the quota imposed by $f(a)$. Note also that such a set $Y$ always exists, as $Y = \emptyset$ satisfies the criteria.

For a fixed node $x$, the total number of triples $(X, \sigma, f)$ as above is at most

$$2^{k+1} \cdot (k+1)! \cdot (d+1)^{k+1} \leq 2^{O(k \log k)}.$$

Hence, we now show how to compute the values $\Phi_x[X, \sigma, f]$ in a bottom-up manner, so that the values for a node $x$ are computed based on the values for the children of $x$ in $2^{O(k \log k)}$ time. The answer to the problem corresponds to the value $\Phi_r[\emptyset, \emptyset, \emptyset]$, where $r$ is the root of $T$. While $\Phi_r[\emptyset, \emptyset, \emptyset]$ is just the size of a largest feasible solution, an actual solution can be recovered from the dynamic programming tables using standard methods within the same complexity: for every computed value $\Phi_x[X, \sigma, f]$, we store the way this value was obtained, and then we trace back the solution from $\Phi_r[\emptyset, \emptyset, \emptyset]$ in a top-down manner.

**Transitions.** It remains to provide recursive formulas for the values of $\Phi_x[\cdot, \cdot, \cdot]$. We only present the formulas, while the verification of their correctness, which follows easily from the definition of $\Phi_x[\cdot, \cdot, \cdot]$, is left to the reader. As usual, we distinguish cases depending on the type of $x$. 

Leaf node } x \text{. Then we have only one value:}
\begin{align*}
\Phi_x[\emptyset, \emptyset, 0] &= 0.
\end{align*}

Introduce node } x \text{ with child } y \text{ such that } \beta(x) = \beta(y) \cup \{u\}. \text{ Then}
\begin{align*}
\Phi_x[X, \sigma, f] &= \begin{cases} 
\Phi_y[X, \sigma, f] & \text{if } u \notin X; \\
\Phi_y[X \setminus \{u\}, \sigma|_{X \setminus \{u\}}, f|_{X \setminus \{u\}}] & \text{if } u \in X.
\end{cases}
\end{align*}

Forget node } x \text{ with child } y \text{ such that } \beta(x) = \beta(y) \setminus \{u\}. \text{ Then we have}
\begin{align*}
\Phi_x[X, \sigma, f] &= \max \left( \Phi_y[X, \sigma, f], 1 + \max_{(\sigma', f') \in \mathcal{S}(X, \sigma, f)} \Phi_y[X \cup \{u\}, \sigma', f'] \right),
\end{align*}
where } \mathcal{S}(X, \sigma, f) \text{ is the set comprising the pairs } (\sigma', f') \text{ satisfying the following:}

- } \sigma' \text{ is a vertex ordering of } X \cup \{u\} \text{ whose restriction to } X \text{ is equal to } \sigma; \text{ and}
- } f' : X \cup \{u\} \rightarrow \{0, \ldots, d\} \text{ is such that for all } a \in X \text{ that are adjacent to } u \text{ and larger than } u \text{ in } \sigma', \text{ we have } f'(a) \leq f(a) - 1, \text{ and for all other } a \in X, \text{ we have } f'(a) \leq f(a).

Moreover, we require that } f'(u) \leq d - \ell, \text{ where } \ell \text{ is the number of vertices } a \in X \text{ that are adjacent to } u \text{ and smaller than } u \text{ in } \sigma'.

Join node } x \text{ with children } y \text{ and } z. \text{ Then}
\begin{align*}
\Phi_x[X, \sigma, f] &= \max_{f_y + f_z \leq f} \Phi_y[X, \sigma, f_y] + \Phi_z[X, \sigma, f_z],
\end{align*}
where } f_y + f_z \leq f \text{ means that } f_y(a) + f_z(a) \leq f(a) \text{ for each } a \in X.

It is straightforward to see that using the formulas above, each value } \Phi_x[X, \sigma, f] \text{ can be computed in } 2^{O(k \log k)} \text{ time based on the values computed for the children of } x. \text{ This completes the proof of Lemma 8.}
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Abstract
For any fixed graph $G$, the subgraph isomorphism problem asks whether an $n$-vertex input graph has a subgraph isomorphic to $G$. A well-known algorithm of Alon, Yuster and Zwick (1995) efficiently reduces this to the “colored” version of the problem, denoted $G$-$\text{SUB}$, and then solves $G$-$\text{SUB}$ in time $O(n^{(tw(G) + 1)})$, where $tw(G)$ is the treewidth of $G$. Marx (2010) conjectured that $G$-$\text{SUB}$ requires time $\Omega(n^{\kappa(G)\log tw(G)})$ and, assuming the Exponential Time Hypothesis, proved a lower bound of $\Omega(n^{\kappa(G)\log tw(G)})$ for a certain graph parameter $\kappa(G) = \Omega(tw(G)/\log tw(G))$. With respect to the size of AC$^0$ circuits solving $G$-$\text{SUB}$, Li, Razborov and Rossman (2017) proved an unconditional average-case lower bound of $\Omega(n^{\kappa(G)\log tw(G)})$ for a different graph parameter $\kappa(G) = \Omega(tw(G)/\log tw(G))$.

Our contributions are as follows. First, we show that $emb(G)$ is at most $O(\kappa(G))$ for all graphs $G$. Next, we show that $\kappa(G)$ can be asymptotically less than $tw(G)$; for example, if $G$ is a hypercube then $\kappa(G) = \Theta(tw(G)/\sqrt{\log tw(G)})$. Finally, we construct AC$^0$ circuits of size $O(n^{\kappa(G) + \text{const}})$ that solve $G$-$\text{SUB}$ in the average case, on a variety of product distributions. This improves an $O(n^{2\log n} + \text{const})$ upper bound of Li et al., and shows that the average-case complexity of $G$-$\text{SUB}$ is $n^{O(tw(G))}$ for certain families of graphs $G$ such as hypercubes.

1 Introduction
The subgraph isomorphism problem asks, given graphs $X$ and $G$, whether $X$ has a subgraph isomorphic to $G$. In the “colored” or “partitioned” version of the problem, each vertex of the larger graph $X$ comes with a “color” from the vertex set of $G$, and we ask whether $X$ has a subgraph that is isomorphic to $G$ with respect to this coloring. We denote the uncolored and colored subgraph isomorphism problems by $G$-$\text{SUB}_{\text{uncol}}(X)$ and $G$-$\text{SUB}(X)$, respectively.

Subgraph isomorphism is NP-complete (e.g. if $G$ is a clique or Hamiltonian cycle), so research has focused on algorithms for a variety of special cases in the context of parameterized complexity, surveyed in [12]. If $G$ is a fixed graph on $k$ vertices then $G$-$\text{SUB}_{\text{uncol}}$ is solvable in time $O(n^k)$ by brute force, where (here and throughout this section) $n$ is the order of the input graph. The color-coding algorithm of Alon, Yuster and Zwick [2] improves on this by efficiently reducing $G$-$\text{SUB}_{\text{uncol}}$ to $G$-$\text{SUB}$ and solving the latter in time $O(n^{tw(G)+1})$, where $tw(G)$ is the treewidth of the fixed graph $G$. 
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The exponent $tw(G)+1$ can sometimes be improved using fast matrix multiplication [14, 5], but no significantly faster algorithm is known for either the colored or uncolored subgraph isomorphism problem. The following was conjectured in [11]:

**Conjecture 1.1.** There is no class $G$ of graphs with unbounded treewidth, no algorithm $A$ that on inputs $G$ and $X$ solves $G$-SUB($X$), and no function $f$ such that if $G$ is in $G$ then $A$ runs in time $f(G)n^{tw(G)}$.

Marx [11] came close to proving Conjecture 1.1 assuming the Exponential Time Hypothesis (ETH) [9], which is the hypothesis that solving 3SAT on inputs runs in time $2^{o(n)}$ time. We state his result in terms of a parameter $emb(G)$ (short for “embedding”) which we will define in Section 4:

**Theorem 1.2 ([11]).** If there is a class $G$ of graphs with unbounded treewidth, an algorithm $A$ that on inputs $G$ and $X$ solves $G$-SUB($X$), and a function $f$ such that if $G$ is in $G$, then $A$ runs in time $f(G)n^{emb(G)}$, then ETH is false.

Marx [11] proved that $emb(G)$ is $\Omega(tw(G)/\log tw(G))$, so Theorem 1.2 comes within a logarithmic factor in the exponent of proving Conjecture 1.1. Our main result is a counterexample to an average-case analogue of Conjecture 1.1, in a sense that will be made precise in Section 3. Moreover, our result holds on circuits of depth depending only on $G$.

Li, Razborov and Rossman [10] proved that for fixed $G$, the average-case $AC^0$ complexity of $G$-SUB is between $n^{\kappa(G)-o(1)}$ and $n^{2\kappa(G)+\epsilon}$, where $\kappa(G)$ is a graph property defined in Section 3 and $\epsilon$ is an absolute constant. We tighten this gap, answering an open problem posed in [10]:

**Theorem 1.3.** There is a constant $c > 0$ such that for any fixed graph $G$, the average-case $AC^0$ complexity of $G$-SUB is at most $n^{\kappa(G)+c}$.

We observe that a similar result holds easily on Turing machines, using as a subroutine the sort-merge join algorithm from relational algebra. This involves sorting, which cannot be done in $AC^0$ [7], so our circuit instead uses hashing that relies on concentration of measure for subgraphs of random graphs.

It was also proved in [10] that $\kappa(G)$ is between $\Omega(tw(G)/\log tw(G))$ and $tw(G) + 1$, from which it follows that the worst-case complexity of $G$-SUB on bounded-depth circuits is at least $n^{\Omega(tw(G)/\log tw(G))}$. The question was posed in [10] of whether $\kappa(G)$ is $\Theta(tw(G))$; an affirmative answer would have implied that Conjecture 1.1 holds on bounded-depth circuits.

Our main result is a separation of $\kappa$ from treewidth. The Hamming graph $K^d_q$ has vertex set $\{1, \ldots, q\}^d$ and edges between every two vertices that differ in exactly one coordinate. It is already known that $K^d_q$ has treewidth $\Theta\left(q^d/\sqrt{d}\right)$ [4]. We prove the following:

**Theorem 1.4.** $\kappa(K^d_q)$ is $\Theta(q^d/d)$.

Thus, if $G$ is the hypercube graph $K^d_2$ for example, then $\kappa(G)$ is $\Theta\left(tw(G)/\sqrt{\log tw(G)}\right)$. It follows that an average-case analogue of Conjecture 1.1 is false if $G$ is taken to be the set of all hypercubes. We also prove the following (for arbitrary graphs $G$):

**Theorem 1.5.** $emb(G)$ is $O(\kappa(G))$.

---

1 In [10], the parameter $\kappa(G)$ was called $\kappa_{col}(G)$.
Because of Theorem 1.5, even if our upper bound generalizes to the worst case, it is still consistent with current knowledge (in particular Theorem 1.2) that ETH is true. Another consequence of Theorem 1.5 is that the lower bound from Theorem 1.2 holds unconditionally in AC^0.

It follows from Theorems 1.4 and 1.5 that if \( G \) is a hypercube then \( \text{emb}(G) \leq O(\kappa(G)) = o(tw(G)) \), so proving that Conjecture 1.1 holds under ETH cannot be done by proving that \( \text{emb}(G) \) is \( \Theta(tw(G)) \). In fact, this conclusion was already known: Alon and Marx [1] proved that if \( G \) is a 3-regular expander then \( \text{emb}(G) = \Theta(tw(G)/\log tw(G)) \). It was proved in [10] that if \( G \) is a 3-regular expander then \( \kappa(G) = \Theta(tw(G)) \), which makes our separation of \( \kappa \) from treewidth more surprising. On the other hand, we will see that Theorem 1.5 is asymptotically tight in the case of Hamming graphs.

We can make a similar statement regarding AC^0. Amano [3] observed that the coloring algorithm for G-SUB can be implemented by AC^0 circuits of size \( O(n^{tw(G)+1}) \) for fixed \( G \). Our separation of \( \kappa \) from treewidth implies that if Conjecture 1.1 holds in AC^0, then this cannot be proved using average-case complexity as defined here and in [10].

The paper is organized as follows. In Section 2 we introduce some notation and definitions. In Section 3 we define the average-case problem and \( \kappa(G) \), and give an \( O(n^{\kappa(G)}) \)-time algorithm for the average-case problem. In Section 4 we define \( \text{emb}(G) \) and prove that \( \text{emb}(G) = O(\kappa(G)) \). In Section 5 we prove that \( \kappa(K_d^n) = \Theta(q^d/d) \), and obtain as a corollary that \( \text{emb}(K_d^n) = \Theta(q^d/d) \) as well. We also summarize the proof of Chandran and Kavitha [4] that \( tw(K_d^n) = \Theta(q^d/\sqrt{d}) \). In Section 6 we prove our AC^0 upper bound.

## 2 Preliminaries

It will be convenient to define \( \tilde{O}(f(n)) = f(n) \log^{O(1)} n \). (This differs from the standard notation when \( f(n) = n^{o(1)} \).) Let \([k] = \{1, \ldots, k\} \) for \( k \in \mathbb{N} \).

We use \textbf{boldface} to denote random variables. The indicator variable \( \mathbb{I}(E) \) equals 1 if the event \( E \) occurs and 0 otherwise. Expected value is denoted \( \mathbb{E}[] \). An event occurs \textit{asymptotically almost surely (a.a.s.)} if it occurs with probability \( 1 - o(1) \) as \( n \) goes to infinity.

### 2.1 Graphs

All graphs we consider are simple and undirected, and may have isolated vertices. If \( G \) is a graph then let \( V(G) \) and \( E(G) \) denote its vertex and edge sets, with respective cardinalities \( v(G) \) and \( e(G) \). If \( u \) and \( v \) are adjacent vertices then we denote the edge connecting them by \( uv \) or \( vu \). A graph \( H \) is a subgraph of \( G \), denoted \( H \subseteq G \), if \( V(H) \subseteq V(G) \) and \( E(H) \subseteq E(G) \).

\begin{definition}[Colored subgraph isomorphism problem] For graphs \( G \) and \( X \), where \( X \) comes with a coloring \( \chi : V(X) \to V(G) \), the problem \( \text{G-SUB}(X) \) asks whether \( X \) has a subgraph \( G' \) such that \( \chi \) (restricted to \( V(G') \)) is an isomorphism from \( G' \) to \( G \). (Note that \( G' \) is not required to be an induced subgraph of \( X \).)
\end{definition}

For \( U \subseteq V(G) \) let \( G[U] \) be the induced subgraph of \( G \) on \( U \), and more generally let \( G[U_1, \ldots, U_k] = G[U_1 \cup \cdots \cup U_k] \). Let \( G - U = G[V(G) - U] \), and for \( H \subseteq G \) let \( G - H = G - V(H) \).

When the parent graph \( G \) is clear in context, let \( \deg(u) \) be the degree of a vertex \( u \), and for disjoint \( S, T \subseteq V(G) \) let \( e(S, T) \) be the number of edges between \( S \) and \( T \). Similarly, for vertex-disjoint graphs \( A \) and \( B \) let \( e(A, B) = e(V(A), V(B)) \).
Let $G \cap H$ be the graph with vertex set $V(G) \cap V(H)$ and edge set $E(G) \cap E(H)$, and define $G \cup H$ similarly. Note that $G \cap H$ may have isolated vertices even if $G$ and $H$ do not. If $A \subseteq B$ are graphs then let $[A, B] = \{H \mid A \subseteq H \subseteq B\}$, and let $[A, B]$ be the same interval without $A$, etc.

We denote by $K_k$ the complete graph on $k$ vertices, also called the $k$-clique. The graph $K_q^d$ has vertex set $[q]^d$, and two vertices are adjacent if and only if they differ in exactly one coordinate. Such graphs are called Hamming graphs. A special case is the $d$-dimensional hypercube $Q_d = K_2^d$; we will use $[0, 1]^d$ for its vertex set.

Finally, let $\text{ER}(n, p)$ be the Erdős-Rényi graph on $n$ vertices in which each possible edge exists independently with probability $p$.

### 3 The Average-Case Problem and the Parameter $\kappa(G)$

#### 3.1 Threshold Random Graphs

First we will define threshold weightings, which assign weights to the vertices and edges of a graph subject to certain constraints. Then we will define a family of random graphs for each threshold weighting. The content in this subsection is essentially all from [10].

**Definition 3.1.** A threshold weighting on a graph $G$ is a pair $(\alpha, \beta) \in [0, 1]^{V(G)} \times [0, 2]^{E(G)}$ with the following property. For $H \subseteq G$ let $\alpha(H) = \sum_{u \in V(H)} \alpha(u)$ and $\beta(H) = \sum_{e \in E(H)} \beta(e)$, and let $\Delta(H) = \alpha(H) - \beta(H)$. Then, $\Delta(H) \geq 0$ for all $H \subseteq G$, and $\Delta(G) = 0$. Let $\theta(G)$ be the set of threshold weightings on $G$.

We will often denote $\Delta = (\alpha, \beta)$ in a slight abuse of notation. (Since $\Delta(u) = \alpha(u)$ if $u$ is a single vertex, the pair $(\alpha, \beta)$ is uniquely determined by $\Delta$.) The requirement that $\alpha$ be nonnegative is redundant because it’s a special case of the requirement that $\Delta$ be nonnegative.

The requirement that $\beta \leq 2$ is also redundant because for every edge $uv$, $0 \leq \Delta(uv) = \alpha(u) + \alpha(v) - \beta(uv) \leq 2 - \beta(uv)$.

A trivial example is $(\alpha, \beta) = (0, 0)$, i.e. all vertices and edges have a weight of zero. The following example is more general:

**Example 3.2 (Markov Chains).** Let $M \in \mathbb{R}_{\geq 0}^{V(G) \times V(G)}$ be a column stochastic matrix (meaning each column sums to 1) such that if $M_{u,v} \neq 0$ then either $u = v$ or $uv \in E(G)$. Let $\alpha(u) = 1 - M_{u,u}$ for all $u$, and $\beta(uv) = M_{u,v} + M_{v,u}$ for all $uv \in E(G)$. Then for all $H \subseteq G$, $\Delta(H) = \sum_{uv \in V(H)} M_{u,v} \geq 0,$ \hspace{1cm} (1)

with equality if $H = G$. In fact, in the full paper we prove that every threshold weighting is equivalent to at least one Markov Chain.

The following threshold weighting will be especially important, and can be thought of as representing a uniform random walk on $G$:

**Definition 3.3.** If $G$ lacks isolated vertices then let $\Delta_\circ = (1, \beta_\circ) \in \theta(G)$ be the threshold weighting generated in Example 3.2 when $M_{u,v} = \mathbb{1}\{uv \in E(G)\}/\deg(v)$. That is, $\Delta_\circ = (\alpha, \beta)$, where $\alpha(u) = 1$ for all $u$ and $\beta(uv) = 1/\deg(u) + 1/\deg(v)$ for all $u \neq v$. If $G$ is $d$-regular then this simplifies to $\Delta_\circ = (1, \beta_\circ) = (1, 2/d)$.

Now we define threshold random graphs:
Definition 3.4. For $\Delta = (\alpha,\beta) \in \theta(G)$ let $X_{\Delta,n}$ be the graph with vertices $u_i$ for $u \in V(G)$ and $i \in [n^\beta(u)]$, and for $uv \in E(G)$, each edge $u_i v_j$ independently with probability $n^{-\beta(uv)}$. The graph $X_{\Delta,n}$ comes with the coloring to $G$ defined by $u_i \to u$.

For $H \subseteq G$ and $X$ in the support of $X_{\Delta,n}$, let $\text{Sub}_X(H)$ be the set of subgraphs $H' \subseteq X$ such that the aforementioned coloring (restricted to $V(H')$) is an isomorphism from $H'$ to $H$. We say that such a graph $H'$ is “$H$-colored”. Note that $\text{Sub}_X(H)$ can be identified with a subset of $\prod_{u \in V(H)}[n^\beta(u)]$.

Lemma 3.5. If $\Delta \in \theta(G)$ and $H \subseteq G$ then $E[|\text{Sub}_{X_{\Delta,n}}(H)|] = n^{\Delta(H)}(1 + o(1))$.

Proof. Let $(\alpha,\beta) = \Delta$. The set $\text{Sub}_{X_{\Delta,n}}(H)$ contains each of its $n^{\alpha(H)}$ possible elements with probability $n^{-\beta(H)}$, so the result follows from linearity of expectation. (The $1 + o(1)$ accounts for having to round $n^{\alpha(H)}$ to an integer.)

Lemma 3.5 motivates the requirements that $\Delta$ be nonnegative everywhere and that $\Delta(G) = 0$. Recall that the problem $G$-$\text{SUB}(X)$ asks whether $\text{Sub}_X(G)$ is the empty set. Since $\Delta(G)$ is required to be zero, it follows that $\text{Sub}_{X_{\Delta,n}}(G)$ has (approximately) one element on average, and the probability that $\text{Sub}_{X_{\Delta,n}}(G)$ is empty is known to be bounded away from 0 and 1 as $n$ goes to infinity [10].

3.2 The Parameter $\kappa(G)$ and an Algorithm for the Average Case

We now define $\kappa(G)$:

Definition 3.6 ([10]). Let $G$ be a graph with no isolated vertices. Let $\text{Seq}(G)$ be the set of union sequences, meaning sequences $(H_1, \ldots, H_k)$ of distinct subgraphs of $G$ such that $H_k = G$ and each $H_i$ is either an edge or the union of two previous graphs in the sequence. For $\Delta \in \theta(G)$ let $\kappa_\Delta(G) = \min_{S \in \text{Seq}(G)} \max_{H \in S} \Delta(H)$. Finally, let $\kappa(G) = \max_{\Delta \in \theta(G)} \kappa_\Delta(G)$.

To simplify the exposition, whenever we refer to $\kappa(G)$, the graph $G$ is implicitly assumed to lack isolated vertices. It was proved in [10] that for any fixed $G$, constant-depth circuits solving $G$-$\text{SUB}(X_{\Delta,n})$ a.a.s. require size at least $n^{\kappa_\Delta(G)}$ and at most $n^{2\kappa_\Delta(G) + c}$ (where $c$ is an absolute constant). The results about average-case complexity described in Section 1 are with respect to a $\Delta$ such that $\kappa_\Delta(G) = \kappa(G)$.

Theorem 3.7. The problem $G$-$\text{SUB}(X_{\Delta,n})$ can be solved in time $\tilde{O}(n^{\kappa_\Delta(G)})$ a.a.s. for any fixed $G$.

Proof. First we prove a weaker upper bound of $\tilde{O}(n^{2\kappa_\Delta(G)})$, in a manner analogous to the circuit from [10], and then we describe a modification (on Turing machines) that removes the factor of 2 from the exponent. In Section 6 we will remove the factor of 2 in $AC^0$ using a different approach.

Let $S$ be a union sequence such that $\kappa_\Delta(G) = \max_{H \in S} \Delta(H)$. For any $H \in S$, by Lemma 3.5 and Markov’s Inequality, $P(|\text{Sub}_{X_{\Delta,n}}(H)| > n^{\Delta(H)} \log n) \leq 1/ \log n$. (We will obtain a tighter bound of $P(|\text{Sub}_{X_{\Delta,n}}(H)| > \tilde{O}(n^{\Delta(H)})) \leq n^{-c(1)}$ in Section 6.1.) By a union bound it follows that if $X \sim X_{\Delta,n}$ then $\max_{H \in S} |\text{Sub}_X(H)| \leq \tilde{O}(n^{\kappa_\Delta(G)})$ a.a.s. Assume this condition holds for $X$. For each successive $H$ in $S$, compute $\text{Sub}_X(H)$ as follows. If $H$ is a single edge then this is trivial. Otherwise $H = A \cup B$ for some previous $A, B \in S$, in which case $\text{Sub}_X(H)$ is the set of $A \cup B$ such that $A \in \text{Sub}_X(A), B \in \text{Sub}_X(B)$ and the projections of $A$ and $B$ onto $[n]^V(A \cup B)$ are equal. Therefore $\text{Sub}_X(H)$ can be computed by brute force in time $\tilde{O}(|\text{Sub}_X(A)| \cdot |\text{Sub}_X(B)|) \leq \tilde{O}(n^{2\kappa_\Delta(G)})$. Finally, check whether $\text{Sub}_X(G)$ is empty.
We can save a quadratic factor by computing $\text{Sub}_X(H)$ from $\text{Sub}_X(A)$ and $\text{Sub}_X(B)$ as follows. (This is a case of the sort-merge join algorithm for computing the natural join of two relations, as defined in database theory [20].) Fix an efficiently computable total order on $[n]^{V(A\cap B)}$, e.g., interpret elements of $[n]^{V(A\cap B)}$ as $v(A\cap B)$-digit base-$n$ numbers in increasing order, and then define a partial order on $[n]^{V(A)} \cup [n]^{V(B)}$ by first projecting onto $[n]^{V(A\cap B)}$. Sort $\text{Sub}_X(A)$ and $\text{Sub}_X(B)$ in nondecreasing order, and for convenience add the symbol $\perp$ to the end of both sorted lists. Let $A$ and $B$ be the first elements of $\text{Sub}_X(A)$ and $\text{Sub}_X(B)$ respectively, and initialize an empty accumulator (which will ultimately equal $\text{Sub}_X(H)$). While $A \neq \perp$ and $B \neq \perp$, do the following. If $A < B$ then let $A$ be the next element of $\text{Sub}_X(A)$. If $B < A$ then let $B$ be the next element of $\text{Sub}_X(B)$. Otherwise, let $B' = B$, and while $B' \neq \perp$ and the projections of $A$ and $B'$ onto $[n]^{V(A\cap B)}$ are equal, add $A \cup B'$ to the accumulator and let $B'$ be the next element of $\text{Sub}_X(B)$. Then (once the procedure involving $B'$ has finished) let $A$ be the next element of $\text{Sub}_X(A)$.

Sorting $\text{Sub}_X(A)$ and $\text{Sub}_X(B)$ takes $O(|\text{Sub}_X(A)| + |\text{Sub}_X(B)|)$ comparisons, and then computing $\text{Sub}_X(H)$ takes $O(|\text{Sub}_X(A)| + |\text{Sub}_X(B)| + |\text{Sub}_X(H)|) \leq O(n^{\kappa(G)})$ time. ▶

We will use the following graph-theoretic properties of $\kappa(G)$:

▶ **Theorem 3.8** ([10]²). Let $G$ be a graph with no isolated vertices.
   (i) There exists $\Delta = (1, \beta) \in \Theta(G)$ (meaning $\Delta(u) = 1$ for all vertices $u$) such that $\kappa(G) = \kappa(\Delta(G))$.
   (ii) $\kappa(G) \geq v(G)b(G)/(3 \max_{u \in V(G)} \deg(u))$, where $b(G)$ is the edge expansion of $G$.
   (iii) If $G$ is a minor of some graph $H$ then $\kappa(G) \leq \kappa(H)$.

The following was observed in [10] as well:

▶ **Corollary 3.9.** If $G$ is a bounded-degree expander then $\kappa(G)$ is $\Theta(v(G))$.

**Proof.** Theorem 3.8(ii) implies that $\kappa(G)$ is $\Theta(v(G))$. Recall from Section 1 that $\kappa(G) \leq tw(G) + 1$ [10], and it is well known that $tw(G) + 1 \leq v(G)$. ▶

4 The Parameter $\text{emb}(G)$ and Proof that $\text{emb}(G)$ is $O(\kappa(G))$

Recall that $\text{emb}(G)$ is significant because of its role in Marx’s ETH-hardness result for $G$-SUB, namely Theorem 1.2.

▶ **Definition 4.1** ($\text{emb}(G)$). Let $G^{(q)}$ be the graph formed by replacing each vertex of $G$ with a $q$-clique, i.e. it has vertices $u_i$ for all $u \in V(G)$ and $i \in [q]$, and edges $u_iv_j$ for all $u_i \neq v_j$ such that either $u = v$ or $uv \in E(G)$. Let $\text{emb}(G)$ be the supremum of all $r > 0$ for which there exists $m_0 = m_0(G,r)$ such that if $H$ is any graph with $m \geq m_0$ edges and no isolated vertices, then $H$ is a minor of $G^{(\lceil m/r \rceil)}$, and furthermore a minor mapping from $H$ to $G^{(\lceil m/r \rceil)}$ can be computed in time $f(G)m^{O(1)}$ for some function $f$.

Although the requirement that such a minor mapping be efficiently computable is crucial in Theorem 1.2, none of the other results about $\text{emb}(G)$ that we reference or derive depend on this requirement, so we may safely ignore it going forward. The following example illustrates Definition 4.1:

---

² Specifically, Corollary 4.2, Theorem 4.9, and Theorem 5.1 of [10] correspond to Theorems 3.8(i) to 3.8(iii) respectively.
Example 4.2 (\(emb(K_k)\) [11]). Since \(K_k^{(\lceil m/r \rceil)} = K_{k[{m/r}]}\), any graph \(H\) with \(m\) edges is a minor of \(K_k^{(\lceil m/r \rceil)}\) if and only if \(v(H) \leq k[{m/r}]\). If \(H\) has no isolated vertices then \(H\) could have up to \(2m\) vertices, so \(2m \leq k[{m/r}]\). Therefore \(emb(K_k) = k/2\): it is sufficient for \(2m\) to be at most \(km/r\) (i.e. \(r \leq k/2\)), and no \(r > k/2\) satisfies \(2m \leq k[{m/r}]\) for arbitrarily large \(m\).

Remark. The name \(emb(G)\) comes from the fact that Marx [11] called a minor mapping from \(H\) to \(G^{(q)}\) an “embedding of depth \(q\)” from \(H\) into \(G\). Marx [11] used the notation \(G^{(q)}\), but the parameter \(emb(G)\) is new in the current paper, all results about \(emb(G)\) in [11, 1] having been stated in terms of embeddings of some depth.

The following is used in our proof that \(emb(G)\) is \(O(\kappa(G))\):

Lemma 4.3. \(\kappa(G^{(q)}) \leq q \max(\kappa(G), 2)\).

Proof Sketch. Given a threshold weighting \(\Delta\) on \(G^{(q)}\), collapsing each cluster of \(q\) vertices to a single “mega-vertex” induces a threshold weighting \(\Delta'\) on \(G\). Let \(S\) be an optimal union sequence for \(G\) with respect to \(\Delta'\), and project \(S\) back onto \(G^{(q)}\).

Now we prove that \(emb(G)\) is \(O(\kappa(G))\) (Theorem 1.5), using an argument similar to the proof by Marx [11] that \(emb(G)\) is \(O(tw(G))\):

Proof. Let \(r > 0\), and assume there exists an arbitrarily large 3-regular expander \(H\) that’s a minor of \(G^{(\lceil \kappa(H)/r \rceil)}\). Then by Corollary 3.9, Theorem 3.8(iii), and Lemma 4.3,

\[
e(H) = \Theta(v(H)) = \Theta(\kappa(H)) \leq O \left( \kappa \left( G^{(\lceil \kappa(H)/r \rceil)} \right) \right) \leq O (\kappa(G)e(H)/r),
\]

so \(r\) must be \(O(\kappa(G))\).

In [10] the question was posed of whether Theorem 1.2 holds with \(\kappa(G)\) in place of \(emb(G)\). By Theorem 1.5 this would be a stronger bound, which makes the question even more interesting. This problem is open even in the case of 3-regular expanders: recall from Section 1 that if \(G\) is a 3-regular expander then \(emb(G)\) is \(\Theta(tw(G)/\log tw(G))\) and \(\kappa(G)\) is \(\Theta(tw(G)) [1, 10]\).

The fact that \(\kappa(G)\) is \(\Omega(emb(G))\) gives an alternate proof, besides the one in [10], that \(\kappa(G)\) is \(\Omega(tw(G)/\log tw(G))\).

5 Separating \(\kappa\) from Treewidth

In Section 5.1 we prove that \(\kappa(K_k) = k/4 + O(1)\), which is a special case of the more general result that \(\kappa(K_q^d) = \Theta(q^d/d)\). We obtain tighter multiplicative constants in the case \(d = 1\), and it provides an opportunity to illustrate the main ideas of our proof in a simpler setting, but when reading the full paper it may be skipped without penalty. In Section 5.2 we prove that \(\kappa(K_q^d)\) is \(O(q^d/d)\) when \(q\) is even, which is sufficient to separate \(\kappa\) from treewidth. Again, this case is cleaner than the general case and conveys most of the intuition behind it. In an appendix in the full paper we prove that \(\kappa(K_q^d)\) is \(O(q^d/d)\) for all \(q\). In Section 5.3 we prove that \(\kappa(K_q^d)\) is \(\Omega(q^d/d)\) in two different ways, completing the proof that \(\kappa(K_q^d)\) is \(\Theta(q^d/d)\) (Theorem 1.4), and we obtain as a corollary that \(emb(K_q^d)\) is \(\Theta(q^d/d)\) as well. In Section 5.4 we summarize the proof of Chandran and Kavitha [4] that \(tw(K_q^d)\) is \(\Theta(q^d/\sqrt{d})\).
5.1 Proof that $\kappa(K_k) = k/4 + O(1)$

\textbf{Remark.} It was already observed in [10] that $\kappa(K_k)$ is $\Theta(k)$.

Rosman [16] proved that $\kappa_\Delta(K_k) \geq k/4$, so it suffices to prove the upper bound. By Theorem 3.8(i) it suffices to prove that $\kappa_\Delta(K_k) \leq k/4 + O(1)$ for an arbitrary $\Delta = (1, \beta) \in \theta(G)$. First we construct a sequence $U_1 \subseteq \cdots \subseteq U_k = V(K_k)$ such that $U_i$ is an $i$-element subset of $V(K_k)$, and $\beta(K_k[U_i]) \geq \beta_o(K_k[U_i])$ for all $i$. The set $U_k = V(K_k)$ satisfies this requirement because $\beta(K_k)$ and $\beta_o(K_k)$ are both equal to $k$. Given $U_i$, let $U_{i-1}$ be an $(i - 1)$-element subset of $U_i$, chosen uniformly at random. Each pair of elements in $U_i$ is included in $U_{i-1}$ with the same probability $p_i = (1 - 2/i)$, so it follows from linearity of expectation that

$$E[\beta(K_k[U_{i-1}])] = \sum_{e \in E(K_k[U_i])} \beta(e)p_i = p_i \beta(K_k[U_i]) \geq p_i \beta_o(K_k[U_i]) = E[\beta_o(K_k[U_{i-1}])].$$

Therefore there exists a fixed $U_{i-1}$ such that $\beta(K_k[U_{i-1}]) \geq \beta_o(K_k[U_{i-1}])$.

We construct a union sequence $S$ for $K_k$ as follows. Start by enumerating the edges, and then for $i$ from 1 to $k-1$, append $(K_k[U_i] \cup e_1, K_k[U_i] \cup e_1 \cup e_2, \ldots, K_k[U_{i+1}])$, where $e_1, e_2, \ldots$ are the edges between $U_i$ and $U_{i+1} - U_i$. Then,

$$\max_{H \in S} \Delta(H) \leq \max_i \Delta(K_k[U_i]) + 1 \leq \max_i \Delta_o(K_k[U_i]) + 1.$$

As observed in [16], it follows from Equation (1) that $\Delta_o(K_k[U_i]) = i(k - i)/k$, which is at most $k/4$ (when $i = k/2$). Therefore $\kappa_\Delta(K_k) \leq k/4 + 1$.

5.2 Proof that $\kappa(K_q^d) = O(q^d/d)$ if $q$ is Even

First we reduce this to the case $q = 2$. The graph $K_q^d$ is a subgraph of $Q_d^{(q/2)^d}$ (recall Definition 4.1), as explained in the full paper. By Theorem 3.8(iii) and Lemma 4.3, if $\kappa(Q_d)$ is $O(2^d/d)$ then

$$\kappa(K_q^d) \leq \kappa(Q_d^{(q/2)^d}) \leq O \left( \left( \frac{q}{2} \right)^d \kappa(Q_d) \right) \leq O \left( \left( \frac{q}{2} \right)^d \frac{q^d}{d} \right) = O(q^d/d).$$

Now we prove that $\kappa(Q_d)$ is $O(2^d/d)$, following some brief definitions and a high-level overview of the argument. Fix $d$. We identify each $u \in \{0, 1\}^d$ with $\sum_{i=0}^{d-1} u_i 2^i$. For $0 \leq a \leq 2^d$ let $G(a) = Q_d[0, \ldots, a-1]$. Recall that $\Delta_o = (1, \beta_o) = (1, 2/d)$ is a threshold weighting on $Q_d$ (Definition 3.3). Let $\mu = \max_{0 \leq a \leq 2^d} \Delta_o(G(a))$.

\textbf{Remark.} The intuition behind $\mu$ is as follows. The reader may note that $\kappa_{\Delta_o}(Q_d) \leq \mu + 1$, by reasoning analogous to that in Section 5.1. That is, for each vertex $u$ of $Q_d$ in increasing lexicographic order, add to an accumulator all edges $uv$ for which $v < u$. There is another union sequence captured by $\mu$ as well. If a subgraph $B \subseteq Q_d$ isomorphic to $Q_k$ for some $k$, then since $Q_k$ is isomorphic to $G(2^k)$ (and $\beta_o$ is uniform) it follows that $\Delta_o(B) \leq \mu$. Consider a depth-$d$ binary tree in which each node at depth $k$ is a subgraph of $Q_d$ isomorphic to $Q_{d-k}$ (in particular, the root is $Q_d$ and the leaves are vertices), and each interior node is the union of its two children along with some additional edges corresponding to a coordinate cut. This tree describes a union sequence $S$ for $Q_d$: recursively obtain the graphs $L$ and $R$ corresponding to the children of $Q_d$, and then take $L \cup R$ and add the missing edges. Note that $\max_{H \in S} \Delta_o(H) = 2 \max_{0 \leq k \leq d} \Delta_o(G(2^k)) \leq 2\mu$. 

24:8 Beating Treewidth
Analogous to Section 5.1, the upper bound is obtained by comparing $\kappa_\Delta(Q_d)$ to $\mu$ for each $\Delta$, and bounding $\mu$. For this purpose we will consider the two union sequences mentioned above, as well as hybrids of them.

In the full paper we prove that $\kappa(Q_d)$ is $O(\mu)$. It follows from Equation (1) that $\mu = \max_a \Delta_a(G(a)) = \max_a e(G(a), Q_d - G(a))/d$, and in the full paper we prove that $\max_a e(G(a), Q_d - G(a))$ is $O(2^\Delta)$.

5.3 Proof that $\kappa(K_q^d)$ is $\Omega(q^d/d)$ and $\text{emb}(K_q^d)$ is $\Theta(q^d/d)$

Alon and Marx [1, Theorem 4.3] proved that $\text{emb}(K_q^d)$ is $\Omega(q^d/d)$, and it follows from Theorem 1.5 that $\text{emb}(K_q^d) \leq O(\kappa(K_q^d)) \leq O(q^d/d)$. Therefore $\text{emb}(K_q^d)$ is $\Theta(q^d/d)$.

It is implicit in the above argument that $\kappa(K_q^d) \geq \Omega(\text{emb}(K_q^d)) \geq \Omega(q^d/d)$. In the full paper we present a second proof that $\kappa(K_q^d)$ is $\Omega(q^d/d)$, using Theorem 3.8(ii).

5.4 Proof that $tw(K_q^d)$ is $\Theta(q^d/\sqrt{d})$. Summarized

(See [4] for the full proof.) The proof that $tw(K_q^d)$ is $O\left(q^d/\sqrt{d}\right)$ reduces to the case $q = 2$ by reasoning analogous to that in the beginning of Section 5.2. For $k \leq d$ let $U_k$ be the set of vertices of $Q_d$ with exactly $k$ or $k - 1$ ones. The path $(U_1, \ldots, U_d)$ is a tree decomposition of $Q_d$ with width approximately $2\left(\frac{d^2}{d^2}\right)$, and by Stirling’s approximation this is $\Theta\left(\frac{d^2}{\sqrt{d}}\right)$.

For a graph $G$ let $\phi(G)$ be the minimum over all $U \subseteq V(G)$, $v(G)/4 \leq |U| \leq v(G)/2$ of the number of vertices in $V(G) - U$ with at least one neighbor in $U$. From a result of Robertson and Seymour [15] it follows that $tw(G) \geq \phi(G) - 1$, and from a result of Harper [6] it follows that $\phi(K_q^d) = \Omega\left(q^d/\sqrt{d}\right)$. (Also note the parallels between $tw(G) \geq \phi(G) - 1$ and Theorem 3.8(ii); interestingly, we’ve seen that both are tight to within a constant factor in the case of $K_q^d$)

6 AC0 Upper Bound

An AC0 circuit is a constant-depth circuit with polynomially many unbounded-fanin AND and OR gates and NOT gates. Fix a graph $G$ and threshold weighting $\Delta \in \Theta(G)$ for the remainder of this section. We prove the following, which is a more precise statement of Theorem 1.3:

▶ Theorem 6.1. There exists a constant-depth circuit with $n^{\kappa(\Delta(G)) + c}$ wires that solves $G$-SUB($X_{\Delta,n}$) with probability $1 - n^{o(1)}$, where $c > 0$ is an absolute constant.

Since in any circuit the number of gates is at most one plus the number of wires, the circuit from Theorem 6.1 has size $n^{\kappa_\Delta(G) + O(1)} \leq n^{\kappa(\Delta(G)) + O(1)}$. (In this discussion, all $\pm O(1)$ terms in an exponent are independent of $G$.) For comparison, it was proved in [10] (building on a line of previous work [16, 3, 17, 13]) that the average-case AC0 complexity of $G$-SUB($X_{\Delta,n}$) is between $n^{\kappa_\Delta(G) - o(1)}$ and $n^{2\kappa_\Delta(G) + O(1)}$. Another related result, regarding the uncolored $k$-clique problem, is that the average-case AC0 complexity of $K_k$-SUB_uncol (ER $(n, n^{-2/(k-1)})$) is at most $n^{k/4 + O(1)}$ [3, 18] ($\leq n^{\kappa(K_k) + O(1)}$ by Section 5.1). See [19] for a survey of the average-case circuit complexity of subgraph isomorphism more generally.

---

3 Compared to the tree decomposition from [4], this one is a simpler variant whose width is larger by up to a constant factor.
Definition 6.2. Let $X$ be in the support of $X_{\Delta,n}$, and let $U \subseteq G$ be an arbitrary graph (which we think of as a “universe”). Let $\text{Sub}_n(U)$ be the set of all possible elements of $\text{Sub}_{X_{\Delta,n}}(U)$; note that this can be identified with $\prod_{v \in V(U)}[n^{\omega(v)}]$. If $A \subseteq U$ and $A \in \text{Sub}_n(A)$ then let $A$ extend to $U$ in $X$ if there exists a graph $U \in \text{Sub}_{X}(U)$ (called a $U$-extension of $A$) such that $A \subseteq U$. (In context, $X$ or $X$ will be implicit.) Equivalently, $A$ could be required to be in $\text{Sub}_{X}(A)$ rather than $\text{Sub}_n(A)$ in the latter definition.

Let $\Delta^*_\text{U}(A) = \min_{A \subseteq H \subseteq U} \Delta(H)$. Let $X$ be good if for all graphs $U \subseteq G$ and $A \subseteq U$, and for all $A \in \text{Sub}_n(A)$ and vertices $v \in V(U) - V(A)$, there are $\tilde{O}(\min\{n^{\omega(U)} - \Delta^*_\text{U}(A)\})$ values of $i \in [n^{\omega(v)}]$ such that $A \cup v_i$ extends to $U$. (Recall our unconventional definition of $\tilde{O}()$ from Section 2, e.g. $\tilde{O}(1)$ denotes $\log^{O(1)} n$.) Finally, let an event occur with high probability (w.h.p.) if it occurs with probability $1 - n^{-\omega(1)}$.

We prove the following:

Theorem 6.3. The graph $X_{\Delta,n}$ is good w.h.p.

Observe that this is a substantially stronger concentration bound than the application of Markov’s Inequality in the proof of Theorem 3.7. In Section 6.1 we prove Theorem 6.3, and then in Section 6.2 we use this result to prove Theorem 6.1.

6.1 Proof of Theorem 6.3

First we derive some algebraic properties of the threshold weighting $\Delta$.

Lemma 6.4. If $A, B \subseteq G$ then $\Delta(A) + \Delta(B) = \Delta(A \cap B) + \Delta(A \cup B)$.

Proof. Each vertex or edge in one (resp. two) of $A$ and $B$ is also in (resp. two) of $A \cap B$ and $A \cup B$.

Definition 6.5. For $A \subseteq U \subseteq G$ let $\Gamma_U(A) = \bigcap\{H \in [A,U] \mid \Delta(H) = \Delta^*_U(A)\}$, and let $A$ be a $U$-base if $\Delta(A) = \Delta^*_U(A)$.

Throughout this subsection, $U$ will be an arbitrary subgraph of $G$ unless additional structure is imposed on it, and missing subscripts on $\Delta^*$ and $\Gamma$ default to $U$.

Lemma 6.6. If $A \subseteq U$ then $\Delta(\Gamma(A)) = \Delta^*(A)$ and $A \subseteq \Gamma(A)$.

Proof. It suffices to show that the set $S = \{H \in [A,U] \mid \Delta(H) = \Delta^*(A)\}$ is closed under intersection. Let $B, C \in S$. By the definition of $S$, Lemma 6.4, and the fact that $A \subseteq B \cup C$,

$$2\Delta^*(A) = \Delta(B) + \Delta(C) = \Delta(B \cap C) + \Delta(B \cup C) \geq \Delta(B \cap C) + \Delta^*(A),$$

so $\Delta(B \cap C) \leq \Delta^*(A)$. On the other hand, $\Delta(B \cap C) \geq \Delta^*(A)$ because $A \subseteq B \cap C$. Therefore $\Delta(B \cap C) = \Delta^*(A)$, so $B \cap C \in S$.

The proofs of the following two lemmas are of a similar flavor, and are included in the full paper.

Lemma 6.7. If $A \subseteq \Gamma(A) \subseteq U' \subseteq U$ then $\Gamma(A)$ is a $U'$-base.

Lemma 6.8. If $A \subseteq B \subseteq U$ then $\Gamma(A) \subseteq \Gamma(B)$.

We now analyze the concentration of $X_{\Delta,n}$, making liberal use of the fact that if $n^{O(1)}$ events occur with uniformly high probability then their conjunction also occurs w.h.p. by a union bound. For the rest of this subsection, “extensions” are with respect to an implicit $X \equiv X_{\Delta,n}$.
Lemma 6.9. If $A \subseteq U$ and $\Gamma_U(A) = U$ (i.e. $\Delta(H) > \Delta(U)$ for all $H \in [A,U]$) then the number of $U$-extensions of any $A \in \text{Sub}_n(A)$ is $\tilde{O}(1)$ w.h.p.

(The above conditions are equivalent because, by the definition of $\Gamma(A)$, we have $\Gamma(A) = U$ if and only if $U$ is the unique $H \in [A,U]$ that minimizes $\Delta(H)$.)

Proof Sketch. Here we prove the weaker claim that the lemma holds with “a.a.s.” in place of “w.h.p.” There are $\gamma_{\alpha(U) - \alpha(A)}$ possible $U$-extensions of $A$, each of which occurs with probability $n^{-\beta(U) + \beta(A)}$, so $A$ has $n^{\Delta(U) - \Delta(A)} U$-extensions in expection. Since $\Delta(U) < \Delta(A)$ by assumption, the result follows from Markov’s Inequality.

Lemma 6.10. If $A$ is a $U$-base then any $A \in \text{Sub}_n(A)$ has $\tilde{O}(n^{\Delta(U) - \Delta(A)})$ $U$-extensions w.h.p.

Proof Sketch. Again, if we replace “w.h.p.” with “a.a.s.” then the claim follows immediately from Markov’s Inequality. A similar lower bound is also proved in an appendix in the full paper.

Now we prove that $X_{\Delta,n}$ is good w.h.p.:

Proof of Theorem 6.3. Let $A \subseteq U$, $A \in \text{Sub}_n(A)$ and $v \in V(U) - V(A)$. By a union bound it suffices to prove that w.h.p. there are $\tilde{O}(n^{\Delta^*(A) - \Delta^*(A)})$ values of $i$ such that $A \cup v_i$ extends to $U$. The number of such $i$ is at most the number of $i$ such that $A \cup v_i$ extends to $\Gamma(A \cup v)$, which is at most the number of $\Gamma(A \cup v)$-extensions of $A$. Since $\Gamma(A) \subseteq \Gamma(A \cup v)$ (Lemma 6.8), this equals the sum over all $\gamma \in \{\Gamma(A)\}$-extensions of $A$ of the number $E_\gamma$ of $\Gamma(A \cup v)$-extensions of $\gamma$.

It follows from Lemma 6.9 that $A$ has $\tilde{O}(1)$ extensions to $\Gamma(A)$ w.h.p. (To see this, note that if $A \subseteq H \subseteq \Gamma(A)$ then $\Delta(H) \geq \Delta^*(A) = \Delta(\Gamma(A))$ (Lemma 6.6), and if $\Delta(H) = \Delta^*(A)$ then it follows from the definition of $\Gamma(A)$ that $\Gamma(A) \subseteq H$, a contradiction.) Since $\Gamma(A)$ is a $\Gamma(A \cup v)$-base (Lemma 6.7), it follows from Lemma 6.10 that any $E_\gamma$ is $\tilde{O}(n^{\Delta(\Gamma(A \cup v)) - \Delta(\Gamma(A))})$ w.h.p. ($= \tilde{O}(n^{\Delta^*(A) - \Delta^*(A)})$ by Lemma 6.6).

6.2 The Circuit

If $D$ is a data structure then let $|D|$ denote the number of bits used to represent it according to whatever schema we describe. When there is a null element we represent it by the all-zeros string.

Proof of Theorem 6.1. Since $X_{\Delta,n}$ is good w.h.p. (Theorem 6.3) it suffices to prove the existence of a (small, constant-depth) circuit $C$ such that $P_{X \rightarrow X_{\Delta,n}}(C(X) = G\text{-SUB}(X) | X$ is good) $= 1 - n^{-\omega(1)}$. By Yao’s Principle [21] it suffices to prove the existence of a (small, constant-depth) random circuit $C$ such that $P(C(X) = G\text{-SUB}(X)) = 1 - n^{-\omega(1)}$ for any fixed good $X$.

The following result is essentially implicit in [10] (as is the argument above) and helps keep the random circuit small:

Lemma 6.11 (Random Hashing). Let $S$ be a set containing a null element, and assume all elements of $S$ are represented using the same number of bits. Let $l = l(n)$ and $m = m(n)$ be polynomially-bounded functions of $n$. Then there exists a random, constant-depth circuit $C : S^l \rightarrow S^{O(m)}$ such that if $A$ is an array of $l$ values in $S$, of which all but at most $m$ are null, then $C$ has at most $|A|n^{\omega(1)}$ gates and $|A|O(l/m)$ wires, and w.h.p. the multiset of non-null elements of $C(A)$ is the same as that of $A$. 


We remark that Lemma 6.11 will only be called with \( l \leq \tilde{O}(n) \).

**Proof Sketch.** The proof uses a Chernoff bound and a result from [8].

Given \( H \subseteq G \) and an ordering \( \pi = (\pi^1, \ldots, \pi^{|V(H)|}) \) of \( V(H) \), let \( \delta_i = \Delta_H^i(\pi^1 \cup \cdots \cup \pi^i) \) for \( 0 \leq i \leq \delta(H) \), and let \( \phi_i = \delta_i - \delta_{i-1} \) for \( 0 \leq i < \delta(H) \). (In context \( H \) and \( \pi \) will be implicit.)

\[ \delta_i \leq \delta_{i+1} \text{ for all } i. \]

**Proof.** Clearly \( \delta_i \leq \delta_{i+1} \). Let \( A \subseteq G \) such that \( \pi^1, \ldots, \pi^i \in V(A) \) and \( \Delta(A) = \delta_i \). Then \( \delta_{i+1} \leq \Delta(A \cup \pi^{i+1}) \leq \Delta(A) + \alpha(\pi^{i+1}) \leq \delta_i + 1. \)

Let \( T = T(H, \pi) \) be a depth-\( \delta(H) \) tree (i.e. the root has depth 0 and the leaves have depth \( \delta(H) \)) in which each node at depth \( i < \delta(H) \) has \( n^{\phi_i} \log^c n \) children, where \( c_i \) is a sufficiently large constant. Each non-root node \( N \) has a partial label \( L(N) \in \{\text{null}\} \cup [n] \), and \( N \)'s complete label is the sequence of partial labels along the path from the root to \( N \). A label is considered null if it includes any null partial labels. It is required that no two nodes share a non-null label, and there exists a node labeled with \( (l_1, \ldots, l_i) \) if and only if \( \{\pi^1_1, \ldots, \pi^i_1\} \) extends to \( H \).

Let \( S \) be an immediate subtree of \( T \) (resp. of a node \( N \)), denoted \( S \in T \) (resp. \( S \in N \)), if \( S \)'s root is a child of \( T \)'s root (resp. of \( N \)). Any subtree is considered to have the same (partial) label as its root.

If the underlying tree structure of \( T \) (that is, everything except the partial labels) is implicit, then we can represent \( T \) by an array of values in \( \{\text{null}\} \cup [n] \), indexed by the vertices of \( T \). Each of these values can be associated with a bit string in a natural way. We will consider circuits that compute \( T \) according to this representation.

**Lemma 6.13.** \(|T| = \tilde{O}(n^{\Delta(H)})\).

**Proof.** \( \delta_0 = \Delta(\emptyset) = 0 \) and \( \delta_{v(H)} = \Delta_H^v(V(H)) = \Delta(H) \). It takes \( \tilde{O}(1) \) bits to store an element of \([n]^{\Delta(H)}\), and each \( \phi_i \) is nonnegative (Lemma 6.12), so

\[
|T| = \tilde{O} \left( \prod_{i=0}^{v(H)-1} n^{\phi_i} \right) = \tilde{O} \left( n^{\sum_{i=0}^{v(H)-1} \phi_i} \right) = \tilde{O} \left( n^{\sum_{i=0}^{v(H)-1} \phi_i} \right) = \tilde{O} \left( n^{\Delta(H)} \right).
\]

**Lemma 6.14.** For all \( H \subseteq G \) there exists a random, constant-depth circuit with \( \tilde{O}(n^{\Delta(H)+2}) \) wires, independent of \( X \), that computes \( T(H, \pi') \) from \( T(H, \pi) \) w.h.p.

**Proof Sketch.** Assume that \( \pi \) and \( \pi' \) differ only in positions \( d \) and \( d+1 \). (The general case can be reduced to at most \((v(H)/2)^2\) copies of this circuit in succession.) Define \( \delta_i' \) and \( \phi_i' \) analogously to \( \delta_i \) and \( \phi_i \), but with respect to \( \pi' \) rather than \( \pi \). Clearly \( \delta_i = \delta_i' \) for \( i \neq d \), so \( \phi_i = \phi_i' \) for \( i \notin \{d-1, d\} \). For each depth-\((d-1)\) node \( N \) of \( T(H, \pi) \), in parallel, do the following. For \( \tau \in N, j \in [n] \) let \( A_{\tau,j} \) be (if this exists) the subtree rooted at a child of \( \tau \) whose partial label is \( j \). After updating the partial labels at \( T \) that will become the new depth-\( d \) and depth-\((d+1) \) nodes, hash the number of columns of \( A \) down to \( \tilde{O}(n^{\log d - 1}) \) (using Lemma 6.11), and hash each remaining column down to a set of \( \tilde{O}(n^{\log d}) \) elements. The remaining columns are the new immediate subtrees of \( N \), and the remaining elements in each column are now the immediate subtrees of that column.

---

\(^4\) Recall that \((\pi^i)_j\) is a \( \pi^j \)-colored vertex in \( X \).
Lemma 6.15. For all $H, H' \subseteq G$ there exists a random, constant-depth circuit, independent of $X$, with $O(n^{\max(\Delta(H), \Delta(H'))+2})$ wires, that computes $T(H \cup H', \hat{\pi})$ from $T(H, \pi)$ and $T(H', \pi')$ w.h.p. for some $\hat{\pi}$.

Proof Sketch. Let $T = T(H, \pi)$ and $T' = T(H', \pi')$. By Lemma 6.14 we can assume without loss of generality that $\{\pi^1, \ldots, \pi^{n(H \cup H')}\} = V(H \cap H') = V(H) \cap V(H')$, and that $\hat{\pi}^k = \pi^k = \hat{\pi}^k$ for $k \in [\nu(H \cap H')]$. Define $\phi'$ and $\hat{\phi}$ with respect to $(H', \pi')$ and $(H \cup H', \hat{\pi})$ respectively.

Let $\psi_i = \min(\psi_i, \hat{\psi}_i)$. For $0 \leq d \leq \nu(H \cap H')$ let $S_d$ be a depth-$d$ tree in which each node at depth $i < d$ (including $i = 0$) has $\hat{O}(n^{\psi_i})$ children. Each node of $S_d$ has a (partial) label defined the same way as in $T$, such that no two nodes share a non-null label, and $\{\pi^1_i, \ldots, \pi^n_i\}$ extends to both $H$ and $H'$ (but not necessarily to $H \cup H'$) if and only if some node is labeled with $l$. Each leaf of $S_d$ with a non-null label $l$ is associated with the pair $(\tau, \tau')$ of subtrees of $T$ and $T'$ respectively whose labels are also $l$.

The tree $S_0$ is the single node $(T, T')$, and we can compute $S_{d+1}$ from $S_d$ as explained in the full paper. Let $S = S_{\nu(H \cap H')}$. For $d$ from $\nu(H \cap H')$ down to 0, for each depth-$d$ node $N$ in $S$, hash (Lemma 6.11) the number of children of $N$ down from $\hat{O}(n^{\psi_0})$ to $\hat{O}(n^{\hat{\psi}_0})$, and if all of $N$’s children are null and $d > 0$ then remove $N$’s partial label. Finally, for each leaf $(\tau, \tau')$ of $S$, append a copy of $\tau'$ to each leaf of $\tau$, and put this in place of $(\tau, \tau')$ in $S$.

For each successive $H$ in an optimal union sequence, compute $T(H)$ as described above, and then apply a single OR gate to all leaves of $T(G)$.
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1 Introduction

The Parameterized Algorithms and Computational Experiments Challenge (PACE) was conceived in Fall 2015 to deepen the relationship between parameterized algorithms and practice. It aims to:

1. Bridge the divide between the theory of algorithm design and analysis, and the practice of algorithm engineering.
2. Inspire new theoretical developments.
3. Investigate in how far theoretical algorithms from parameterized complexity and related fields are competitive in practice.
4. Produce universally accessible libraries of implementations and repositories of benchmark instances.
5. Encourage the dissemination of these findings in scientific papers.

The first iteration of PACE was held at IPEC 2016 [40]. There programmers were asked for submissions on two tracks, namely, (a) a treewidth track allowing for exact sequential, exact parallel, heuristic sequential, and heuristic parallel submissions and (b) a feedback vertex set track. PACE 2017 [41] featured (a) a treewidth track allowing for sequential exact or heuristic submissions and (b) a minimum fill-in track. PACE 2018 [26] then asked for submissions that solve the Steiner tree problem. The line of past challenges has inspired a long list of works on the proposed problems [8, 17, 20, 57, 62, 76, 81, 90, 97, 98, 107, 123, 142, 153, 144, 151, 152, 99]. Benchmarks from the PACE challenges have been used for other competitions and evaluations [47, 129, 134]. Various applications have built on top of results from PACE or were inspired by the success of solvers produced for PACE [16, 21, 22, 30, 32, 33, 58, 59, 60, 61, 64, 65, 66, 101, 103, 105, 110, 111, 122, 127, 150, 158]. Finally, PACE challenges have been mentioned in research works [38, 115]. Among the various papers have also been papers that received a best paper award [16, 143].

In this article, we report on the 4th iteration of PACE. The PACE 2019 challenge was announced on November 16, 2018. Format descriptions were posted on November 20, 2018 and the public instances were released on December 5, 2019 (hypertree decompositions) January 4, 2019 (vertex cover) and updated on March 6, 2019 (vertex cover), since the initial instances were not challenging enough for the participants. The final version of the submissions was due on May 6, 2019. We informed the participants of the results on July 14. We released the private instances on July 29 [50, 56] and announced the final results to the public on September 11, during the award ceremony at the International Symposium on Parameterized and Exact Computation (IPEC 2019) in Munich. For the first time in the history of PACE, we had a poster session after the award ceremony, where 4 posters were presented, namely WeGotYouCovered [92], bogdan [156], asc [139] as well as TULongo [124, 125].

PACE 2019 consists of three tracks. The first track featured the MinVertexCover problem, which asks given an undirected graph $G = (V, E)$ to output a set $S \subseteq V$ of vertices such that for every edge $vw \in E$ at least one endpoint belongs to $S$. The exact decision version of this problem is one of the most discussed problem if not even the prototypical problem in
parameterized complexity theory. Another two tracks were dedicated to compute the hypertree width of a given hypergraph, which is a certain generalization of tree decompositions to hypergraphs that has widely been applied to problems in databases [82], constraint programming [35, 82, 87], and artificial intelligence [106, 108]. On one track we asked for submissions that compute hypertree decompositions of minimum width (MinHypertreeWidth) and on the other track we asked to heuristically compute hypertree decompositions of small width fast (HeurHypertreeWidth). This year’s PACE had quite relaxed solver requirements and we even allowed solvers to use external dependencies such as ILP, SAT, and SMT solvers if the external solvers were available under an open source license. We received 28 implementations from 26 teams. This year we asked participants to hand in solver descriptions and received those from 16 teams. If we count only submissions that handed in a solver and a description according to the submission requirements, we had overall 33 participants from 10 countries. One outstanding team submitted successful solutions to all three tracks.

2 The PACE 2019 Challenge Problems

In this section, we give an overview on the PACE 2019 problems. We organized the section by problem and present the well-known vertex cover problem first and then a generalization of treewidth to hypergraphs. For each problem, we start with a quick definition, introduce the tracks and selected instances. We finish with the submission requirements. In the following, we assume that the reader is familiar with basic graph terminology and we refer to standard texts [25, 45] otherwise.

2.1 Vertex Cover (Track 1a)

Computing minimum vertex covers was among the original 21 NP-complete problems by Karp [104] and is probably one of the most famous graph problems. In fact, there are over 537,000 results (queried on 30.07.2019) on Google scholar, dealing with problems related to finding vertex covers and variants thereof. Besides, vertex covers are particularly well-studied in parameterized complexity [37], ranging from studies involving different parameters [31, 126] and related problems [121, 137], over kernelization [52, 112], and also concern concrete applications [28, 46, 51, 96, 131]. We use the following definition.

Definition 1 (Vertex Cover). Given an undirected graph \( G = (V, E) \). A set \( S \subseteq V \) is a vertex cover for \( G \), if for every edge \( uv \in E \), we have \( \{u, v\} \cap S \neq \emptyset \). A vertex cover \( S \) is a minimum vertex cover for \( G \) if there is no vertex cover \( S' \) for \( G \) such that \( |S'| < |S| \).

This definition motivates the problem of Track 1a.

<table>
<thead>
<tr>
<th>Problem:</th>
<th>MINVERTEXCOVER (EXACT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input:</td>
<td>Undirected graph ( G )</td>
</tr>
<tr>
<td>Task:</td>
<td>Output a minimum vertex cover for ( G ).</td>
</tr>
</tbody>
</table>

Data Format

The input format for providing a graph (.gr) was taken from the PACE 2017 format for graphs [41]. The output format for specifying a vertex cover (.vc) was an adaption of the input format in the same style. More details on the format can be found at pacechallenge.org/2019/vc/vc_format. There is also a simple checker available at github.com/hmarkus/vc_validate in Python (folder: vc_validate) and C++ (folder: cpp).
Table 1 Information on the origins of our graphs, including download links and relevant converters.

<table>
<thead>
<tr>
<th>Name</th>
<th>#</th>
<th>Reference (Download Link)</th>
<th>Converter</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACE 2016/Treewidth</td>
<td>17</td>
<td>pacechallenge.org:2016</td>
<td></td>
</tr>
<tr>
<td>TransitGraphs</td>
<td>23</td>
<td>github:daajoe/transit_graphs</td>
<td>[53]</td>
</tr>
<tr>
<td>Road-graphs</td>
<td>5</td>
<td>github.com:ben-strasser</td>
<td></td>
</tr>
<tr>
<td>SNAP</td>
<td>15</td>
<td>snap.stanford.edu</td>
<td></td>
</tr>
<tr>
<td>frb</td>
<td>41</td>
<td>buaa.edu.cn:kexu/benchmarks</td>
<td></td>
</tr>
<tr>
<td>ASP Horn backdoors</td>
<td>1,077</td>
<td>asparagus.cs.uni-potsdam.de</td>
<td>[23, 24, 78, 102, 54]</td>
</tr>
<tr>
<td>SAT Horn backdoors</td>
<td>83</td>
<td>marco.gario.org</td>
<td>[74, 55]</td>
</tr>
<tr>
<td>SAT2VC</td>
<td>8,329</td>
<td>tinyurl.com:countingbenchmarks</td>
<td>satlib.org</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>tinyurl.com:countingbenchmarks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sat2018.tuwien:benchmarks</td>
</tr>
</tbody>
</table>

Instances for Vertex Cover

In order to establish a suitable set of benchmark instances from various areas, we considered in total 9,591 instances comprising of the following 8 origins.

1. 17 graphs from PACE 2016/Treewidth [40];
2. 23 graphs from TransitGraphs (Denmark, FlixBus, Israel, Luxembourg, Metro Bilbao, Mexico City, NYC Subway, Pace Bus, Praha, Translink, VBB, WienerLinien) [53];
3. 5 graphs from Road-graphs [42, 141];
4. 15 graphs from SNAP (Stanford Network Analysis Project) [117] including gnutella [120, 135], social circles from facebook [130], bitcoin OTC trust network [113, 114], and wiki vote [118, 119],
5. 41 graphs from frb [155];
6. 1,077 graphs from ASP Horn backdoors [63], where a vertex cover of the graph gives a Horn backdoor to the considered logic program (ASP) [27, 100], originating from various ASP competitions [10, 29, 43, 79], in more detail, 7 SCoreDLPMutex [128] logic programs, 282 SCore-RLP200 logic programs [157], 200 MinimalDiagnosis [29, 77] logic programs, and 588 automotive [140] logic programs;
7. 83 graphs from SAT Horn backdoors [138], where a vertex cover of the graph gives a Horn backdoor to the considered SAT instance, originating from 15 dfremont projection formulas [71] and 68 Gario formula collection [73, 75];
8. 8,329 graphs from SAT2VC, where we took widely used SAT instances, reduced them into 3-SAT instances [133] and then reduced them to $k$-vertex cover by means of the well-known reductions by Karp [104] (merge the reductions from SAT to clique and then clique to vertex cover into one). Then, a vertex cover of $k = n + 2m$ exists if and only if the given formula of $n$ variables and $m$ clauses is satisfiable. We took 6,956 SAT instances from the SATlib collection [95], 1,187 instances from a popular #SAT collection [66, 71], and 186 instances from the SAT 2018 competition [94].

We implemented a variety of converters, among those tools where the following: asp_horn_backdoors [54], HornVCBuilder [74], lp2normal [23, 24], gringo [78, 102], a SAT to vertex cover converter [49]. Table 1 gives an overview on the sources and the involved graph converters or programs that implement the reductions described above.

For PACE 2019, we were interested in challenging, large instances that are still within reach for the participants in reasonable development time, but require reasonable efforts to score one of the medals. In order to get a naive classification of the “practical hardness”
of our collected benchmark instances, we encoded the MINVERTEXCOVER problem into a simple ILP encoding and ran the solver Gurobi [89] on all instances with a timeout of 6 hours. After obtaining initial runtime results, we assigned to each instance a category (easy\{1, 2, 3\}, medium\{1, 2, 3, 4\}, and hard\{1, 2, 3\}). From the classified instances, we picked 200 instances by sampling uniformly at random among the distribution given in Figure 1. Mainly, we dropped an instance if the runtime was below 1s, and picked 80 instances from category easy (runtime within the interval \([1; 300)\)), picked 80 instances from category medium (runtime within the interval \([300; 1,500)\), and 40 instances from category hard (runtime in the interval \([1,500; 19,000)\)). We dropped instances that could not be solved within 6 hours. We numbered the instances from 1 to 200 with increasing hardness, selected the odd numbered instances as public and even numbered instances as private instances. Table 2 shows statistics on the resulting instances. The 100 public instances were released at pacechallenge.org/2019/vc/vc_exact. All the selected instances are publicly available at Zenodo:3368306 [50]. We released the full collection of instances, instance selection scripts, and mapping of selected instances at github:daajoe/pace_2019_vc_instances.

2.2 Hypertree Decompositions (Tracks 2a and 2b)

Hypertree decompositions and the resulting measure hypertree width is a prominent structural restriction in the area of constraint satisfaction problems (CSP) [11, 39, 149] and databases [82], such as the commercial database system LogicBlox [12, 15, 6, 7, 132] that uses hypertree decompositions. In the beginning of the 80s, Freuder [72] showed that the CSP is tractable under structural restrictions imposed in terms of bounded treewidth of the constraint graph. The result has later been generalized by Gottlob, Leone, and Scarcello to hypertree width [82], which still renders CSP polynomial-time tractable. In fact, the polynomial-time solvability for bounded hypertree width instances still holds when one is interested in counting the number of satisfying assignments [48], which is also known as sum-of-products, weighted counting, partition function, or probability of evidence [106]. Thus, this problem is also of high interest in artificial intelligence, e.g., to solve probabilistic reasoning [108]. While there are even more general measures [86, 87], hypertree decompositions allow for computing a hypertree decomposition of width at most \(k\) (if one exists) in polynomial time for a given fixed integer \(k\). Still hypertree width was mainly of theoretical
Table 2 Basic statistics on the selected PACE 2019 instances for Track 1a (Vertex Cover/Exact). | min | max | avg | med | min | max | avg | med | min | max |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>public</td>
<td>198</td>
<td>138.14k</td>
<td>16.44k</td>
<td>14.69k</td>
<td>813</td>
<td>227.24k</td>
<td>30.95k</td>
<td>24.66k</td>
<td>105.0</td>
</tr>
<tr>
<td>private</td>
<td>153</td>
<td>98.13k</td>
<td>16.30k</td>
<td>13.59k</td>
<td>625</td>
<td>161.36k</td>
<td>30.50k</td>
<td>27.15k</td>
<td>103.5</td>
</tr>
<tr>
<td>all</td>
<td>153</td>
<td>138.14k</td>
<td>16.37k</td>
<td>13.59k</td>
<td>625</td>
<td>227.24k</td>
<td>30.73k</td>
<td>24.66k</td>
<td>107.0</td>
</tr>
</tbody>
</table>

interest due to few practical implementations and missing efficient implementations of heuristics to compute the associated decompositions. The success of PACE 2016 and 2017 and its resulting decomposers for computing tree decompositions, which facilitated lots of follow-up implementations [32, 33, 66, 61], and the hope that PACE also drives advances to the CSP, reasoning, and database community, motivated us to propose this problem for Track 2.

Definition 2 (Hypergraphs and Tree Decompositions). A hypergraph is a pair \( H = (V, E) \) consisting of a set \( V \) of vertices and a set \( E \) of hyperedges, where each hyperedge in \( E \) is a subset of \( V \). Let \( H = (V, E) \) be a hypergraph. A tree decomposition \([136]\) of \( H \) is a pair \( T = (T, \chi) \) where \( T = (N, A) \) is a rooted tree and \( \chi \) is a mapping that assigns to each node \( t \in N \) a set \( \chi(t) \subseteq V \), called bag, such that the following conditions hold: (i) \( V = \bigcup_{t \in N} \chi(t) \), (ii) \( E \subseteq \{2^{\chi(t)} | t \in N\} \), and (iii) for each \( r, s, t \in A \) where \( s \) lies on the path from \( r \) to \( t \), we have \( \chi(s) \subseteq \chi(r) \cap \chi(t) \).

We follow the definitions of Gottlob, Leone, and Scarcello \([82]\).

Definition 3 (Hypertree Decompositions \([82]\)). Let \( H = (V, E) \) be a hypergraph and let \( S \subseteq V \) be a set of vertices. An edge cover \( C \subseteq E \) of \( S \) is a set of hyperedges, where for every \( v \in S \), there is \( e \in C \) with \( v \in e \). A hypertree decomposition of \( H \) is a triple \( H = (T, \chi, \lambda) \), where (i) \( (T, \chi) \) is a tree decomposition of \( H \) with \( T = (N, A) \), (ii) \( \lambda \) is a mapping that assigns to each node \( t \in N \) an edge cover \( \lambda(t) \) of \( \chi(t) \), and (iii) for every \( t \in N \) and every \( e \in \lambda(t) \), we have \( e \cap \chi_{\leq t} \subseteq \chi(t) \). The set \( \chi_{\leq t} \) refers to the set of all vertices occurring in a bag \( \chi(t') \) of the subtree \( T' = (N', A') \) of \( T \) where \( T' \) is rooted at \( t \) and \( t' \in N' \). Then, \( \text{width}(H) \) is the size of the largest edge cover \( \lambda(t) \) over all nodes \( t \in N \). The hypertree width \( \text{htw}(H) \) is the smallest width over all hypertree decompositions of \( H \).

Based on this generalization of tree decompositions to hypergraphs, we defined the following two problems for Track 2a and 2b.

Problem: MINHYPERTREEWIDTH (EXACT)
Input: Hypergraph \( H \)
Task: Output a hypertree decomposition of \( H \) of minimum width.

Problem: HEURHYPERTREEWIDTH (HEURISTIC)
Input: Hypergraph \( H \)
Task: Output a hypertree decomposition of \( H \) of small width.
Table 3 Basic statistics on the selected PACE 2019 instances for Track 2a (\textsc{MinHypertreeWidth}) and Track 2b (\textsc{HeurHypertreeWidth}). $|V_{\text{min}}|$ and $|E_{\text{min}}|$ refers to the minimum number of vertices and hyperedges, respectively; max refers to the maximum; med refers to the median.

| Track                      | instances | $|V_{\text{min}}|$ | $|V_{\text{max}}|$ | $|V_{\text{med}}|$ | $|E_{\text{min}}|$ | $|E_{\text{max}}|$ | $|E_{\text{med}}|$ |
|---------------------------|-----------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| Track 2a (Exact)          | public    | 3                 | 130               | 24.0              | 3                 | 100               | 61.5              |
|                           | private   | 10                | 351               | 25.0              | 5                 | 250               | 60.0              |
|                           | all       | 3                 | 351               | 24.0              | 3                 | 250               | 60.0              |
| Track 2b (Heuristic)      | public    | 12                | 694               | 40.0              | 5                 | 526               | 84.0              |
|                           | private   | 12                | 694               | 40.0              | 5                 | 495               | 90.0              |
|                           | all       | 12                | 694               | 40.0              | 5                 | 526               | 84.0              |

Computation of Hypertree Decompositions

Above we mentioned that there are a variety of applications for hypertree decompositions. However, many practical sides are not very well explored. In fact, for tree decompositions both exact as well as heuristic-based decomposers are widely available due to recent PACE challenges, this is not the case for hypertree decompositions. There, only very few implementations are available and the exact implementations are highly prototypical. Fortunately, various theoretical results on computing hypertree decompositions [82, 83, 70, 69, 68] and more general measures [57] are available. Some of these approaches are simply combinatorial backtracking based algorithms, others are heuristics based on bucket elimination, and again others are based on encodings into extensions of SAT. A major obstacle for hypertree decompositions is that Condition (iii) of Definition 3 is expensive and in case of encodings into SAT-related formalisms it blows up the size computation considerably.

Data Format

We designed the input and output format by extending the PACE 2016 formats used for graphs and tree decompositions [40, 41], which are similar to the format used by DIMACS challenges [4]. The input format for hypergraphs (.hgr) extends the PACE 2016/2017 graph format to edges of arbitrary arity. The output format for hypertree decompositions (.htd) allows in addition to the treewidth format to specify a covering function, i.e., mappings for the bags that map hyperedges to 0 or 1. More details on the format can be found at https://pacechallenge.org/2019/htd/htd_format/. We provided a simple checker at https://github.com/daajoe/htd_validate in Python (folder: htd_validate) and C++ (folder: cpp). Both tools already implement reading and outputting the formats.

Instances for Hypertree Decompositions

For our benchmark selection, we considered 2,191 instances, which contain hypergraphs that originate from CSP instances and conjunctive database queries from various sources. All of these instances are part of the hyperbench collection and have been collected and published by Fischl et al. [68, 69] together with different hypergraph properties including various notions of width related measures\(^2\). The selection consists of eight non-disjoint sets.

\(^2\) The hypergraphs together with the properties have been published at http://hyperbench.dbai.tuwien.ac.at and the collection of hypergraphs is also available in a public data repository [57].
15 instances from the set DaimlerChrysler, 12 instances from the set Grid2D, 24 instances on circuits from the set ISCAS’89 [85]. 31 instances from MaxSAT [19]. 1090 instances and 863 instances, respectively on csp_application and csp_random of instances from the well known XCSP benchmarks [14]. 82 instances from the set csp_other, which have been collected for works on hypertree decompositions\(^3\). 156 instances from the set CQ on various conjunctive queries [13, 18, 80, 88, 116, 145].

In order to obtain a basic classification of the instances we heuristically computed hypertree decompositions with htddecomp [44] and computed generalized hypertree decompositions of smallest width [57]. Generalized hypertree decompositions relax Condition (iii) in Definition 3 and allow certain techniques to find a solution faster. The widths of the thereby obtained decompositions are indeed of minimum width, which is guaranteed by comparing the widths with the matching integer lower bounds obtained by fraSMT [57] – a tool for computing fractional hypertree decompositions, which are more general than hypertree decompositions. After obtaining initial runtime results we assigned to each instance one category out of easy, medium, hard, or dropped the instance. An instance was classified as easy if it could be solved within 60s, as medium if it could be solved within 300 and 900s, and hard if it could not be solved within 7,200s. We dropped instances that could not be solved within 7,200s on purpose, since we were interested in many realistic instances and quite challenging instances for the solvers. From the remaining and classified instances we picked 200 by sampling 20 instances uniform at random from category easy, 60 instances from the category medium, and 120 instances from the category hard. Table 3 shows statistics on the resulting selected instances. We released the public instances at https://pacechallenge.org/2019/htd/htd_exact/ and https://pacechallenge.org/2019/htd/htd_heur/, respectively. The pages also contain a document that contains the mapping of the selected PACE 2019 instances and the original instance of hyperbench. We also published the instances in a public data repository [56].

3 Challenge Settings

In the following, we state the submission requirements for this year’s PACE and basic information on the system on which we ran the challenge.

Submission Requirements

We invited people to participate in the three proposed tracks. In order to have common setting we however posted the following submission requirements.

1. Both submitted solver and external dependencies have to be open source.
2. The source code of the solver is maintained by the submitters on a public repository.
3. A dedicated solver description of at least two pages has to be submitted.

We choose Requirement 1 fairly permissive, in order to obtain valuable information on the actual efficiency of solving the problem. So we did not prescribe the algorithmic paradigm that had to be used. In that way, we also allowed in principle submissions that relied on an encoding into paradigms such as SAT or SMT. We imposed Requirement 3 to enable other researchers to analyze and compare implemented ideas, get insights into correctness of the other solvers, provide theoreticians with basics ideas on the latest implementations and in the hope to improve on the reproducibility of the submitted solver.

---

\(^3\) [www.dbai.tuwien.ac.at/proj/hypertree/benchmarks.zip](https://www.dbai.tuwien.ac.at/proj/hypertree/benchmarks.zip)
In addition, we imposed another main rule for the exact tracks.

E. We expected submissions to be based on a provably optimal algorithm.

While we did not formally check Requirement E, we picked only instances from which we knew the size of a minimum vertex cover or the hypertree width, respectively and checked whether the output was both correct and according to our expected size. If a submission halted on some instance within the allotted time, but produced a solution that was known to be non-optimal, the submission was disqualified.

Limits

Since our evaluation resources were limited and we were interested in the solving behavior on a larger number of instance while allowing the participants to have a “training” phase on public instances, we restricted the runtime to 1,800 seconds and the available main memory to 8GB per instance. Note that in general, a solver is considered to be better than an other solver, if it solves more instances faster than the other solver. For more details about evaluation (criteria), we refer to Section 4.3.

Hardware

Our results were gathered on the cloud evaluation platform optil.io [154] running libc 5.4.0. optil.io evaluates submissions on Intel Xeon CPU E5-2695 v3, which consist of 14 cores running at 2.30GHz. Each submission had access to one core. Since the submissions ran in docker containers and the CPU has only 4 memory channels [2] we repeated the final evaluation 3 times and took the average.

4 Participants and Results

This year, we had 18 teams and 33 participants coming from 10 countries and four regions: Austria, Germany, Hungary, India, Lebanon, Norway, Poland, Russia, Scotland, and USA. Figure 2 provides an overview. The number of teams and participants were little less than half compared to PACE 2018 and at a similar number to PACE 2017. To be precise, the 2019 numbers above correspond to teams and participants who sent a final implementation and a solver description in time whereas in previous challenges registrations were carried out prior to optil.io registration. If we also count people who uploaded some code on the optil.io platform but dropped out of the challenge, the number of teams is 28, which is however also a much smaller number than in the 2018 iteration.

<table>
<thead>
<tr>
<th>Region</th>
<th>Country</th>
<th>Teams</th>
<th>Participants</th>
<th>Tracks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td>Austria</td>
<td>3</td>
<td>3</td>
<td>1a, 2a, 2b</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>4</td>
<td>7</td>
<td>1a</td>
</tr>
<tr>
<td></td>
<td>Hungary</td>
<td>1</td>
<td>2</td>
<td>1a</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>2</td>
<td>6</td>
<td>1a</td>
</tr>
<tr>
<td></td>
<td>Poland</td>
<td>2</td>
<td>4</td>
<td>1a</td>
</tr>
<tr>
<td></td>
<td>Russia</td>
<td>1</td>
<td>1</td>
<td>1a</td>
</tr>
<tr>
<td></td>
<td>Scotland</td>
<td>1</td>
<td>2</td>
<td>1a, 2a, 2b</td>
</tr>
<tr>
<td>Middle East</td>
<td>Lebanon</td>
<td>1</td>
<td>2</td>
<td>1a</td>
</tr>
<tr>
<td>North America</td>
<td>USA</td>
<td>1</td>
<td>1</td>
<td>1a</td>
</tr>
<tr>
<td>South Asia</td>
<td>India</td>
<td>2</td>
<td>5</td>
<td>1a</td>
</tr>
</tbody>
</table>

|          |          | 10    | 18           | 33     |
4.1 Track 1a (Vertex Cover/Exact)

Figure 3 illustrates runtime results for all submitted solvers as cactus plot. Table 4 gives a detailed overview on the standings and solvers. We allowed each solver 30 minutes per instance and measured the number of solved instances. If two solvers solved the same number of instances we would in addition also take into account the runtime needed to solve those instances.

Winning Team. Demian Hespe and Sebastian Lamm (both: Karlsruhe University of Technology, Germany), Christian Schulz (University of Vienna, Austria), and Darren Strash (Hamilton College, USA) won Track 1a by solving 87 private instances in overall 1.3 hours and 52.7 seconds solving time on average. Their implementation (WeGotYouCovered) [92, 93] builds on a portfolio of techniques, which include an aggressive kernelization strategy with all known reduction rules, local search, branch-and-reduce, and a state-of-the-art branch-and-bound solver. Surprisingly, they also use several techniques that were not from the literature on the vertex cover problem, but originally published to solve the (complementary) maximum independent set and maximum clique problems.

Runner-up. Patrick Prosser and James Trimble from the University of Glasgow, Scotland, scored second with their solver Peaty by solving 77 private instances. In fact, the results looked much closer on the public instances [148]. Interestingly, they also used intensive kernelization, local search, improved branch-and-bound, and a branch-and-bound maximum clique solver, and in addition an exact graph colouring algorithm which can quickly prove the optimality of a solution for some graphs.

Third Place. Sándor Szabó (University of Pecs, Hungary) and Bogdán Zaválnij (Hungarian Academy of Sciences, Hungary) accomplished a safe third place, which was in fact very close to the team that obtained the second place on the private instances. However, on the public
Table 4. Detailed standings of the submitted solvers that solved at least 15 instances for Track 1a (Vertex Cover/Exact). POS refers to the position of the solver where DSQ refers to a disqualification due to a produced wrong answer. # refers to the number of solved private instances and #all refers to the number of all instances. TLE refers to the number of instances were the runtime limit was exceeded. RTE contains the number of instances on which we observed a runtime error. Note that if the three sums do not add to 100 we observed a memory overflow on the remaining ones. \( t_{\text{sum}}[h] \) states the cumulative runtime over all solved instances in hours, \( t_{\text{avg}}[s] \) contains the average runtime over all solved instances in seconds. In column source, the character H abbreviates github, character L abbreviates gitlab, and Z refers to Zenodo.

<table>
<thead>
<tr>
<th>POS</th>
<th>Solver</th>
<th>#</th>
<th>#all</th>
<th>TLE</th>
<th>RTE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WeGotYouCovered</td>
<td>87</td>
<td>169</td>
<td>13</td>
<td>0</td>
<td>1.3</td>
<td>52.7</td>
</tr>
<tr>
<td>2</td>
<td>Peaty</td>
<td>77</td>
<td>157</td>
<td>23</td>
<td>0</td>
<td>0.4</td>
<td>20.6</td>
</tr>
<tr>
<td>3</td>
<td>bgdan</td>
<td>76</td>
<td>147</td>
<td>24</td>
<td>0</td>
<td>4.5</td>
<td>215.2</td>
</tr>
<tr>
<td>4</td>
<td>kimonov</td>
<td>34</td>
<td>73</td>
<td>64</td>
<td>2</td>
<td>1.0</td>
<td>102.1</td>
</tr>
<tr>
<td>5</td>
<td>opm</td>
<td>33</td>
<td>75</td>
<td>67</td>
<td>0</td>
<td>0.4</td>
<td>47.8</td>
</tr>
<tr>
<td>6</td>
<td>sfso</td>
<td>33</td>
<td>74</td>
<td>65</td>
<td>2</td>
<td>0.8</td>
<td>87.0</td>
</tr>
<tr>
<td>7</td>
<td>vasily_alberov</td>
<td>32</td>
<td>70</td>
<td>68</td>
<td>0</td>
<td>0.2</td>
<td>23.2</td>
</tr>
<tr>
<td>8</td>
<td>hub</td>
<td>23</td>
<td>54</td>
<td>68</td>
<td>9</td>
<td>0.5</td>
<td>79.5</td>
</tr>
</tbody>
</table>

DSQ Vertex_Cover_Solver 31 69 68 0 0.4 52.1

instances they solved 9 less than the authors of Peaty. The authors used kernelization and a maximum clique solver by taking the complement graph. The maximum clique solver is based on progressive \( k \)-clique search by starting from a heuristically computed maximum clique and increasing until no clique of size \( k \) is found.

4.2 Track 2a (Hypertree Width/Exact)

Table 5a summarizes runtime results for all submitted solvers. We allowed each solver 30 minutes per instance and measured the number of solved instances. Much to our regret we received only 3 submissions. We guess that hypertree width is just yet not very popular in the parameterized complexity community.

Winning Team. André Schidler and Stefan Szeider from TU Wien, Austria, won this year’s Track 2a by solving 69 private instances in overall 1.4 hours at an average of 69.4 seconds when considering the solved instances. Their implementation (asc) [139] uses an incremental SMT-solving approach. There a first-order logic solver (handling arithmetic constraints) interacts with a SAT solver. Hypertree width and a more general parameter (generalized hypertree width) share Conditions (i) and (ii) from Definition 3. The additional Condition (iii) which is present for hypertree width (special condition), however, blows up the encoding size with a cubic number of clauses resulting in extremely large encodings for generalized hypertree decompositions and very long encoding times. For that reason, the authors implement a two-phase approach. They first use an encoding to obtain a generalized hypertree decomposition and try convert it into a hypertree decomposition satisfying the special condition without increasing the width. Only if that fails, they use the full encoding that includes the special condition.

Runner-up. Davide Mario Longo from TU Wien, Austria, scored second with his solver (TULONGO/HdSolveE) by solving 31 private instances in 0.8 hours at an average runtime of 95.9 seconds over the solved instances. He used a combination of algorithms to compute lower bounds by obtaining generalized hypertree decompositions and then running a backtracking-based algorithm to determine a hypertree decomposition. Surprisingly, he solved much less public than private instances.
Table 5 Detailed overview on the results of the Hypertree Width tracks. \( \# \) refers to the number of solved private instances. \( \#_{all} \) comprises the number of solved public and private instances. \( t_{avg} \) and \( t_{sum} \) refer to average and cumulated runtime of solved private instances, respectively. PAR1 refers to the runtime where all unsolved instances are accounted by 1,800 seconds. \( \Delta w \) refers to the sum of the width difference to the resulted output by the judge, i.e., the sum over \( w_{solver} - w_{judge} \) for each instance \( I \).

(a) Track 2a (Hypertree Width/Exact).

<table>
<thead>
<tr>
<th>POS</th>
<th>#</th>
<th>#_{all}</th>
<th>Solver</th>
<th>( t_{avg} )</th>
<th>( t_{sum} )</th>
<th>Source (github)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69</td>
<td>144</td>
<td>asc</td>
<td>69.38s</td>
<td>1.32h</td>
<td>ASchidler/frasmt_pace</td>
<td>[139]</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
<td>48</td>
<td>TULongo</td>
<td>95.96s</td>
<td>0.83h</td>
<td>TULongo/pace-2019-HD-exact</td>
<td>[124]</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>heidi</td>
<td>0.14s</td>
<td>0.00h</td>
<td>jamestrimble/heidi</td>
<td>[146]</td>
</tr>
</tbody>
</table>

(b) Track 2b (Hypertree Width/Heuristic).

<table>
<thead>
<tr>
<th>POS</th>
<th>Score</th>
<th>Solver</th>
<th>#</th>
<th>PAR1</th>
<th>( \Delta w )</th>
<th>Source (github)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>–</td>
<td>na</td>
<td>htdcdec</td>
<td>100</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>1</td>
<td>5.0</td>
<td>hypebeast</td>
<td>100</td>
<td>0.1h</td>
<td>501</td>
<td>jamestrimble/hypebeast</td>
<td>[147]</td>
</tr>
<tr>
<td>2</td>
<td>14.1</td>
<td>TULongo</td>
<td>98</td>
<td>2.3h</td>
<td>20</td>
<td>TULongo/pace-2019-HD-Heuristic</td>
<td>[125]</td>
</tr>
<tr>
<td>3</td>
<td>128.9</td>
<td>asc</td>
<td>30</td>
<td>27.5</td>
<td>11</td>
<td>ASchidler/frasmt_pace</td>
<td>[139]</td>
</tr>
</tbody>
</table>

Third Place. Patrick Prosser and James Trimble from the University of Glasgow, Scotland, received a surprising third place by solving one private instance correctly. They made the most of the situation that we had only three submission on this track. Their solver (heidi) implements an incomplete approach, where they heuristically compute a hypertree decomposition and used simple rules to check whether the width is equal to two.

4.3 Track 2b (Hypertree Width/Heuristic)

Table 5b summarizes runtime results for all submitted solvers. As for Track 2a, we received only 3 submissions, while we were hoping to attract more researchers from the community to this topic. We allowed each solver 30 minutes wall clock time per instance, while ensuring that not more than one core was used. Our aim for the track was to have more decomposers available to foster algorithms that employ decompositions for constraint programming and database applications in the near future. In the past, we observed at multiple occasions that heuristics are often only well applicable if there is a fairly good balance between running time of the computation of the decomposer and width of the decomposition [32, 33, 59, 61, 66]. Improving the width by one pays off if the improvement runs fast and the width is fairly large, however, on instances with small width there is no practical point in spending additional runtime to improve while it might even exceed the running time of the later algorithm that exploits the decomposition. In consequence, we decided to favor submissions that produce a result fairly quickly while still penalizing decompositions that are far from the virtual best results. Since the widths are fairly small, we decided for a very simple score (avoiding exponentially increasing penalties) and compute it per instance \( I \) by \( (50,000 + t + 50 \cdot (w_{solver} - w_{judge})) / 1,000,000 \) where \( t \) refers to the wall clock and \( w_{solver} \) refers to the resulting width of the considered solver for \( I \) and \( w_{judge} \) consists of the width htdcdec [44, 84] produced for \( I \), which we used as judge. The way we selected the score also depended on the situation that the runtime environment optil.io has certain technical restrictions in case of unknown optimal results.
Winning Team. Patrick Prosser and James Trimble from the University of Glasgow, Scotland, obtained the first place by obtaining a score of 5.0 by solving 100 instances in 0.1 hours with a cumulated width of 1104 and an overall difference to the judge by 501. Their solver (hypebeast) implements a very simple bucket elimination strategy by starting from a single tree node containing all hyperedges and then trying to move edges to deeper tree nodes.

Runner-up. Davide Mario Longo from TU Wien, Austria, scored second with 14.1 points by solving 98 private instances in 2.3 hours with a total width difference to the judge of 20. His solver (TULongo/HdSolveH) used a variant of det-k-decomp that prunes the search tree heuristically [85]. While the det-k-decomp algorithm performs well on yes instances, it is slow on no instances. So, Longo decided not to perform a complete search, but to prune the search space by looking only at certain separators. The results were very close to the winning team and only the running time cost him the first position. It is notable that, however, the width is much closer to the result by the judge. More precisely, TULongo outputted better results on 86 instances.

Third Place. André Schidller and Stefan Szeider from TU Wien, Austria, obtained the third position at a score of 128.9 by solving 30 instances using the same technique as above.

5 PACE organization

The composition of the steering committee and program committee during PACE 2019 was as follows.

Steering committee:
- Édouard Bonnet (LIP, ENS de Lyon)
- Holger Dell (IT University of Copenhagen)
- Bart M. P. Jansen (chair) (Eindhoven University of Technology)
- Thore Husfeldt (IT Univ. of Copenhagen & Lund Univ.)
- Petteri Kaski (Aalto University)
- Christian Komusiewicz (Philippus-Universität Marburg)
- Frances A. Rosamond (University of Bergen)
- Florian Sikora (LAMSADE, Université Paris Dauphine)

Program Committee:
- Johannes Fichte (TU Dresden)
- Markus Hecher (TU Vienna & University of Potsdam)

The Program Committee of PACE 2020 will consist of Łukasz Kowalik (Univ. of Warsaw).

6 Conclusion and Future Editions of PACE

We thank all the participants for their enthusiasm, strong and interesting contributions. Special thanks go to the participants who also presented at IPEC 2019. We are very happy that this edition attracted many people and that also people from the SAT community showed interest in the latest standings on the vertex cover solvers. While we were hoping to attract more people to the hypertree width measure, which is related to constraint programming and to the database community. We are still happy about strong contributions and hope that this will continue for future editions by considering popular problems to the community or even by repeating previously posted problems.

This year we changed the requirements for submissions by allowing external libraries, but enforcing that these are open source. Further, we asked participants to provide a solver description and to place the source code on a public data library, which is hosted long-term...
by a public body, e.g., Zenodo. In line with this, we provided the complete pool of instances from which we selected instances, the instance selection process including references to the original source, as well as the evaluation in a public data library.

We welcome anyone who is interested to add their name to the mailing list on the PACE website to receive updates and join the discussion. We look forward to the next edition. Detailed information will be posted on the website at pacechallenge.org.
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